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Editorial Preface 

From the Desk  of Managing Editor… 

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current 

home desktop computers to put a man on the moon. In that 50 year span, the field of computer science has exploded. 

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the 

calculation process has given birth to technology once only imagined by the human mind. The ability to communicate 

and share ideas even though collaborators are half a world away and exploration of not just the stars above but the 

internal workings of the human genome are some of the ways that this field has moved at an exponential pace. 

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for 

quality research. We want to promote universal access and opportunities for the international scientific community to 

share and disseminate scientific and technical information. 

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we 

deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a 

place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field. 

 We utilize the talents and experience of editor and reviewers working at Universities and Institutions from around the 

world. We would like to express our gratitude to all authors, whose research results have been published in our journal, 

as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review 

process. 

We hope that this edition of IJACSA inspires and entices you to submit your own contributions in upcoming issues. Thank 

you for sharing wisdom. 

Thank you for Sharing Wisdom! 
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Abstract—Migraine is a neurovascular disorder with a preva-
lence that exceeds 1 billion individuals worldwide, but it has
long been recognized to have unique diagnostic challenges due to
its heterogeneous pathophysiology and dependence on subjective
assessments. As has been extensively documented by a number
of international law bodies, migraine in the workplace has been
identified as a significant issue that requires urgent attention.
Migraine defined by episodic, unilateral and debilitating symp-
toms including aura, nausea incurs a high socioeconomic burden
in disability. Mechanisms such as altered cortical excitability
and trigeminal system activation, although researched to a high
extent, are still inadequately understood. Deep learning and ma-
chine learning (ML) hold tremendous potential for transforming
diagnosis and classification of migraine. This study evaluates
several machine learning (ML) models such as gradient boosting,
decision tree, random forest, k-Nearest Neighbors (KNN), support
vector machine (SVM), logistic regression, multi-layer perceptron
(MLP), artificial neural network (ANN), and deep neural network
(DNN) for multi-class classification of migraine. By employing ad-
vanced preprocessing techniques and publicly obtainable datasets,
the study addresses the challenge of identifying different types of
migraines that may share common variables. In this study, several
machine learning (ML) models including gradient boosting,
decision tree, random forest, k-Nearest Neighbors show that for
multi-class migraine classification MLP and Gradient Boosting
had good performance in most models, but did perform poorly
in complex subcategories like Typical Aura with Migraine. Both
attained high accuracies (96.4% and 97%, respectively). KNN and
Logistic Regression, two traditional models, performed well at
basic classifications but poorly at more complex situations; Neural
networks (ANN and DNN) showed much flexibility towards
data complexities. These results underscore how important it
is to align model selection with data properties and provide
avenues for improving performance through regularization and
feature engineering. This strategy illustrates how AI-powered
solutions can revolutionize the way we manage, treat, and prevent
migraines across the globe.

Keywords—Headache classification; migraine; migraine diag-
nosis; migraine classification

I. INTRODUCTION

Migraine is a complex and common neurovascular disease
that poses many challenges to accurate diagnosis and effective
treatment. More than 90% of people in the world are affected
by headache disorders in general [1], but migraine stands out
for its effects on the brain, body, and quality of life in particu-
lar. They are among the most common causes of neurological
consultations, and treatment costs in countries such as China
approach an annual 672.7 billion yuan [2]. Although migraines
are not directly life-threatening, they significantly impair work

performance, physical health, mental well-being, and overall
quality of life [3].

The multifaceted nature of migraine, a chronic medical
condition with overlapping legal and social dimensions, is
well-documented. The impact of this condition on individuals’
rights, professional and personal lives is significant and thus
requires a comprehensive response that combines advanced
healthcare, legal protection, and technological innovation. In-
ternationally, international laws play a crucial role in regu-
lating the treatment of chronic and complex diseases such as
migraine, which have a profound impact on patients’ quality
of life and functioning. In this context, the International
Covenant on Economic, Social and Cultural Rights (ICESCR)
is a significant instrument, as it recognizes in [4] the right
of individuals to health, a comprehensive right that is not
limited to the provision of treatment but extends to the right to
access basic healthcare services, including migraine treatment.
This right is essential not only to improve the state of health
of patients but also to restore the ability to lead a normal
professional and social life [5, 6].

The Convention on the Rights of Persons with Disabilities
(CRPD) further underscores the imperative to ensure that in-
dividuals with disabilities, including those afflicted by chronic
migraine, have access to essential health services [7]. The
CRPD obliges state parties to formulate comprehensive health
policies that guarantee the provision of specialised medical
care, taking into account individual differences in diagnosis
and treatment. The utilisation of innovative technology, includ-
ing machine learning techniques, has the potential to enhance
the accuracy of diagnosis and personalise treatment regimens,
ensuring that all patients receive the timely and optimal care
they require.Legislative frameworks, such as the Americans
with Disabilities Act (ADA) in the United States, play a
pivotal role in safeguarding individuals with migraine from
discrimination in the workplace. This legislation stipulates the
provision of reasonable accommodations, such as flexible work
schedules, quiet work environments, and the ability to work
from home, thereby ensuring that individuals with migraine
can continue to perform their professional duties in a manner
that is both conducive to their well-being and effective in their
roles [5,8].

Migraine, the top cause of functional disability among peo-
ple aged 15 to 55, can severely hamper productivity and routine
activities during episodes. The often-unpredictable nature of
migraine attacks increases the anxiety and dysfunction related
to them by the uncertainty of when they might occur. Conven-
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tional treatment strategies either interrupt migraine during an
attack or reduce their frequency through preventative measures.
Preventive medication on high-risk days, as well as abortive
treatment that is most effective early in the migraine cycle,
has moved from proof-of-concept studies with more promis-
ing early data. This highlights the need for prediction-based
solutions in migraine management. In the International Clas-
sification of Headache Disorders (ICHD). In [9], headaches
are classified into three categories: primary headaches (e.g.,
migraine, tension-type headaches, and trigeminal autonomic
cephalalgias), secondary headaches, and cranial neuropathies
or facial pain disorders.

Causes of migraines are myriad, including diet, lifestyle,
genetics, and physiology (Fig. 1). The role of dietary triggers,
such as caffeine, alcohol, and food additives, together with
lifestyle factors, such as stress, poor sleeping patterns, and lack
of exercise, cannot be underestimated in precipitating attacks.
Additional risk factors include having a genetic predisposi-
tion to the condition and heightened susceptibility driven by
physiological as well as biochemical factors, from hormonal
fluctuations to neurotransmitter imbalances, which leads to
the onset of migraines. Migraines have a multi-faceted patho-
physiology, with two key components being triggers (stimuli
causing attacks) and prodromal symptoms, cognitive, sensory,
behavioral, or physical changes, that can occur 1 to 48 hours
before an attack, and serve as critical but difficult-to-measure
indicators of imminent migraines due to their highly subjective
nature and methodological biases. Indeed, neurophysiological
changes (e.g. changes in autonomic tone) can inform on this
prodromal phase. Migraine and tension-type headaches are the
most common types of primary headaches worldwide, with
10% and 40% respectively, while cluster headaches are rare,
with an estimated prevalence of 0.1% [10, 11].

Fig. 1. Factors that trigger migraine.

Intractable migraines, with a 16% annual incidence in the
general population, are the second most prevalent cerebral
disease in the world and rank as the leading cause of disability
worldwide, even more than all neurological diseases combined
[12]. Migraines are generally divided into three categories:
migraines with aura, migraines without aura, and chronic
migraines. Migraines with aura occur in up to 25% of cases and
are characterised by transient visual, speech, or neurological

abnormalities lasting no longer than an hour [13]. Migraines
without aura, on the other hand, appear as unilateral, moderate-
to severe-intensity, pulsatile pain, often with accompanying
nausea and vomiting, photophobia, and phonophobia, and can
last from 4 to 72 h if untreated [14]. Migraine is classified
into episodic (less than 15 headache days per month) and
chronic types (defined as 15 or more headache days per
month with eight or more headache days with features of fully
developed migraine), the latter being more frequent and having
an unfavorable impact on daily life [15].

Digital technologies on the rise allow new opportuni-
ties in migraine management. Direct translation can occur
through wearable technology and mobile health technologies
for headache characteristics, prodromic symptoms, and phys-
iological changes. However, because so much complexity is
involved in the neurobiological processes underlying migraine,
prediction can be difficult. Accurate prediction requires sophis-
ticated models capable of integrating and interpreting complex
flows of biological and physiological data. Machine learning
(ML) appears to be a promising solution, as it can process
and analyze complex and heterogeneous data types. Machine
learning could streamline migraine detection, prediction, and
classification processes, enhance diagnostic accuracy, optimize
treatments, and ultimately reduce the financial and societal
burden associated with migraine management.

This study aims to explore the revolutionary potential of
machine learning (ML) to evolve migraine attack prediction,
particularly in resource-limited settings with limited access
to state-of-the-art medical technology. Even when they can
be valuable, conventional diagnostics such as MRI (Magnetic
Resonance Imaging), PET(Positron Emission Tomography)
and CT(Computed Tomography) scans are pricey and require
specialist knowledge, which places them at a disadvantage in
developing countries. When using ML algorithms that provide
a cost-efficient and high-throughput alternative, reliable sys-
tems for diagnosing and predicting the onset of migraine are
now widely available.

Many advanced machine learning techniques were evalu-
ated in this study, such as artificial neural networks (ANN),
deep neural networks (DNN), multi-layer perceptron (MLP),
logistic regression, k-nearest neighbors (KNN), support vector
machines (SVM), gradient boosting, decision trees, and ran-
dom forests. Models showed promising results with a model
accuracy of 97.12% (MLP), 96.40% (Gradient Boosting), and
96.04% (Decision Tree). Such results showcase this exciting
potential for AI-powered approaches to revolutionize headache
management and improve patient outcomes globally.

The remainder of the paper is organized as follows:
the “Related Work” section re-views prior research, while
the “Materials and Methods” section outlines the proposed
methodology and dataset. The “Experiments” section details
the conducted experiments and their findings. Finally, the
“Conclusion and Future Work” section summarizes the key
results and outlines potential directions for future research.

II. RELATED WORK

Recent advances in artificial intelligence (AI) can yield
complex predictive algorithms able to predict migraine
episodes. Smith et al. For instance, [16] used supervised
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machine learning methods such as random forests and deep
learning networks on longitudinal data collected by biometric
tracking devices or mobile applications. A great example was
given by the team at the National Institutes of Health, who
showed that neural network models were able to predict future
migraine attacks 85% of the time by including trigger factors
(stress, sleep, food, etc.) into the model. This underscores the
need for machine learning to pre-emptive migraine treatment,
and real-time data collection.

Several studies have explored whether the combination of
multimodal data (e.g. genetic, environmental, and behaviour)
can augment prediction accuracy. The model of Zhang et al.
[4] was able to achieve better sensitivity and specificity than
using conventional methods by integrating information from
genetic profiles, lifestyle surveys, and wearable sensors. The
results show how combining data from multiple sources can
help us learn more about and predict migraine episodes.

There has also been ongoing research regarding advance-
ment in early detection of migraines using brain imaging tech-
niques as well as biomarkers. For example, during the premon-
itory phase of migraines, Garcia and his team found cues that
predicted a migraine episode was coming [17] and uncovered
discrepancies in patients’ levels of neurotransmitters; that is,
glutamate and serotonin. Using functional magnetic resonance
imaging (fMRI), their study suggested that there are different
patterns of brain activity before and during migraine attacks,
with encouraging potential prospects for real-time detection.
Adding to this, Garcia et al. [17] conducted further research
on serum biomarkers in migraine patients, including increased
levels of glutamate and serotonin. This opens up the potential
of diagnosis by biomolecular profile and hints at neurological
mechanisms. Their techniques help ensure early intervention
strategies, which become more accurate by providing a non-
biassed way to identify migraines.

Continuous monitoring devices like smartwatches and fit-
ness trackers have captured interest due to their ability in
terms of potentially mitigating migraines. According to Lee
et al. when physiological data (e.g. heart rate and stress) were
collected in real time, they gave a 78% chance of detecting the
initial symptoms for migraine [18]. These results highlight the
benefits of regular physiologic monitoring in migraine therapy
and may become a paving method for wearable technology-
assisted preventive treatment fighting techniques.

Conventional approaches to migraine classification are
based on the International Classification of Headache Dis-
orders’ (IHS) symptoms criteria. Recent studies, however,
aim to improve this strategy by adding more precise clinical
features. Müller et al. [19], for example, discovered a subtype
of migraine associated with increased sensory sensitivities and
sleep disturbances, opening the door to more individualized
treatment choices.

The classification of migraines has been further trans-
formed by genomic advancements. A meta-analysis of genetic
research by Johnson et al. [20] found many genetic loci linked
to heightened migraine risk. Their study suggested a genetic
risk classification by combining genetic data with clinical
information. This in turn permitted both patient stratification
and treatment individualization to the genetic profile of each
host.

The study in [21] used five different supervised machine
learning methods which aimed to define group of symptoms
described by participants as migraines. For classification and
deployment, we used Weka data mining tool. The results
indicated that, of all the models tested, naı̈ve bayes would
be more suitable and easier.

An investigation [22] used brain signals captured through
an EEG and a computer-aided diagnostic (CAD) system to
classify various forms of migraines. This system accomplished
classification using deep learning models as follows: VGG16,
ResNet101, and DenseNet121.

A method to integrate EEG in an online migraine detection
tool for support of clinical decision making was also pre-
sented by a respective study [23]. The EEG dataset consisted
of recordings from 21 healthy volunteers and 18 migraine
patients. The results showed that the Bi-LSTM method with
128 channels outperformed other models, including Random
Forests (RF), Linear Discriminant Analysis (LDA), and Sup-
port Vector Machines (SVM), with the maximum accuracy of
95.99%.

Furthermore, 400 patients’ clinical data that had been
annotated by domain experts was employed in a different
study [24]. The 24 most pertinent factors were chosen after
the researchers first collected data based on symptoms. Then,
to categorize migraines, an Artificial Neural Network (ANN)
and other conventional machine learning models were used.
The ANN model outperformed other algorithms including
SVM, Logistic Regression (LR), Decision Trees, and k-Nearest
Neighbors (KNN) with a 97% classification accuracy for
migraines.

In [25], different machine learning techniques were used
to examine somatosensory evoked potential components in the
frequency and temporal domains for migraine categorization.
Among these were Logistic Regression (LR), Linear Discrimi-
nant Analysis (LDA), Random Forests (RF), k-Nearest Neigh-
bors (KNN), Extreme Gradient Boosting (XGBoost), Support
Vector Machines (SVM), and Multilayer Perceptrons (MLP).
The models were able to differentiate between interictal or ictal
migraine conditions and healthy controls with an accuracy of
over 88%.

In detecting the two classes of headaches and differen-
tiating between healthy controls and migraine sufferers, the
CNN method based on an initiation module outperformed the
conventional support vector machine, which had an accuracy of
83.67%, with a greater accuracy of 86.18% [26]. A feature se-
lection technique was used in a different study [27] to enhance
the migraine group’s classification. With accuracies rising from
67% to 93%, 90% to 95%, and 93% to 94%, respectively,
this method improved the performance of the Naive Bayes,
SVM, and Adaboost classifiers. In a similar vein, a study
by [28] that used EEG signals to diagnose migraines early
revealed that the artificial neural network (ANN) outperformed
logistic regression and support vector machines (SVM) with
an accuracy of 88%. Hemoglobin changes in the prefrontal
cortex (PFC) were observed using functional near-infrared
spectroscopy (fNIRS) during a mental arithmetic (MAT) task.
The specificities and sensitivities were 75% and 100% for
chronic migraine (CM) and 100% and 75% for medication
overuse headaches (MOH), respectively. Based on the findings,
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it seems that fNIRS and machine learning work better together
to classify migraines [7].

In the medical industry, data mining techniques are essen-
tial. Data exploration classification methods such as Naı̈ve
Bayes, KNN, SVM, and random forests were used in the
study [29]. Among these, Naı̈ve Bayes emerged as the best
classifier, with an accuracy of 0.905 and a precision of 0.475.
A medical case study on hemodynamic parameter monitoring
of actual patients is presented as a practical scenario to monitor
real patients’ life parameters using the WBSN (Wireless Body
Sensor Network). N4SID models (Numerical Subspace State-
Space System Identification) were built with a low false
positive rate and an average forecasting horizon of 47 minutes
[30]. Finally, we used one of machine learning techniques to
distinguish healthy subjects with migraineurs by combining
three functional measures from rs-fMRI [31].

Ufuk et al. [32] proposed the use of deep neural networks
(DNN) for diagnosing migraines, achieving an accuracy of
95%. They used eight attributes to diagnose three types of
migraines (with aura, without aura, and chronic migraine).
Ferroni [33] suggested using a decision support system (DSS)
to diagnose medication-overuse migraine, with an accuracy of
82%. In another study [34], a DSS was proposed for diagnos-
ing primary headaches, achieving an accuracy of 80%. The
authors compared four machine learning techniques: Bagging,
Naı̈ve Bayes, Boosting, and Random Forest. Rober Keight
[36] proposed using decision trees (DST) to diagnose primary
headache types using 9 machine learning classifiers, achiev-
ing an accuracy of 95%. Hao Yang [35] used convolutional
neural networks (CNN) for migraine classification from MRI,
achieving an accuracy of 99%. Akben [36] implemented an
artificial neural network (ANN) for migraine diagnosis, with
an accuracy of 83.3%. Akben [37] also used an SVM classifier
to diagnose migraines, achieving an accuracy of 85%. Subasi
[38] tested different versions of the Random Forest method
for migraine diagnosis, obtaining an accuracy of 85.95%. De
la Hoz [39] used an ANN for migraine diagnosis, achieving
an accuracy of 88%. Yolanda Garcia [27] proposed feature
selection for migraine diagnosis, achieving an accuracy of
90%. Even more recently, researchers have focused on the use
of MRI and fMRI images for the detection and classification
of migraines [40–42].

In [43], the study presented the design and development of
an ML decision support system aimed at providing diagnosis of
tension headaches and migraines. The results obtained with the
logistic regression model were found to be the best among all.
The accuracy level raised to 0.84 with a stand against models
such as gradient boosting algorithms and random forests.

The Table I describes the parameters that were used during
related works.

III. MATERIALS AND METHODS

The provision of preparation of the data takes a long
time and uses relatively powerful computational resources,
with the straightforward methods of deep learning/machine
learning. Therefore, getting some relevant information depends
on an effective machine learning system. Designing further
this machine-learning architecture is therefore quite compli-

TABLE I. PARAMETERS USED DURING RELATED WORKS

Study Techniques Used Dataset/Attributes Accuracy
[23] Bi-LSTM, SVM, LDA,

Random Forest
EEG signals from 18 mi-
graine patients and 21 con-
trols

95.99%

[24] ANN, SVM, Logistic Re-
gression, Decision Trees,
KNN

Clinical data from 400 pa-
tients

97%

[25] SVM, RF, KNN, XGBoost,
LDA, MLP, Logistic Re-
gression

Somatosensory evoked po-
tential features

88%

[26] CNN with initiation mod-
ule

EEG signals 86.18%

[27] Naı̈ve Bayes, SVM, Ad-
aboost

Feature selection applied to
migraine group

Increased
from
67%-94%

[28] ANN EEG signals, fNIRS 88%
[29] Naı̈ve Bayes, KNN, SVM,

Random Forest
Data exploration
techniques for
classification

90.5%
(Naı̈ve
Bayes)

[32] DNN 8 attributes for diagnosing
3 types of migraines

95%

[33] DSS (Decision Support
System)

Medication-overuse
migraine data

82%

[35] DSS Primary headache data 80%
[24] DST (Decision Trees) 9 machine learning classi-

fiers for primary headache
types

95%

[36] CNN MRI data for migraine
classification

99%

[37] ANN - 83.3%
[38] SVM - 85%
[39] Random Forest Different versions of Ran-

dom Forest
85.95%

[40] ANN - 88%
[43] Logistic Regression, Gra-

dient Boosting, Random
Forest

Symptom-based data for
headache classification

84%

cated. Customizing or tuning a model involves adjusting the
parameters of the classifier.

In this study, different models were trained using a variety
of machine-learning algorithms. These were adjusted and opti-
mized afterward for the dataset in order to enhance the quality
of classification. As shown in Fig. 2, the algorithms that have
been considered include Gradient Boosting, Decision Tree,
Random Forest, k-Nearest Neighbors (KNN), Support Vector
Machine (SVM), Logistic Regression, Multi-Layer Perceptron
(MLP), Artificial Neural Networks (ANN), and Deep Neural
Networks (DNN).

A. Dataset

An in-depth examination of contributing causes and related
symptoms is made possible by the migraine database that is
supplied, which provides a thorough and exhaustive overview
of the many components of this ailment. Individuals’ ages,
which range from 18 to 70 years old, are a crucial component
of the demographic data since they enable investigation of
the effects of migraines on various age groups. This dataset
is notable for its comprehensive examination of the features
of migraine episodes, recording variables like attack duration
(which can vary from 30 minutes to 72 hours) and frequency
(which can range from 1 to 10 attacks per month), providing
a more accurate picture of symptom severity and recurrence.
Additionally, a scale from 1 to 10 is used to assess the pain’s
intensity, with 10 being the most severe agony.

Additional information is given on where the pain may
occur, which assists with spotting recurring patterns, such as
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Fig. 2. Proposed system flowchart for migraine classification.

a preponderance of unilateral pain (either right or left) or pain
felt on the forehead, neck, or temples. The database has also
captured those associated conditions, nausea and vomiting,
typical signs of migraine. The other statistic showing that
70% of migraineurs feel sick and about 50% vomit during
a headache creates a more nuanced clinical impression of the
side effects.

In addition to the actual pain, this database includes phe-
nomenological and other sensory characteristics of migraines:
phonophobia (hypersensitivity to sound), photophobia (hyper-
sensitivity to light), and other visual anomalies (blurriness,
aura, etc.). The extremely important features of this disease
dealing with the sensory aspect are the symptoms, and about
60% of migraineurs experience photophobia and phonophobia
during their attacks.

This dataset, with its rich pool of variables, affords taking
a deep look into migraine research, leading to empirical
observations to determine the associations among variables.

Having this data will allow for extensive studies related to how
age, frequency of attacks, intensity, and concomitant symptoms
influence the severity of migraines. The scientific and medical
community would greatly benefit from this resource, as it is of
prime importance to improve diagnostics, design personalized
treatments, and take more focused approaches to treatment in
clinical practice.

1) Database preprocessing: Data preparation is an impor-
tant step before applying machine learning models in order
to obtain really reliable results. This comprises a number of
crucial sub-steps in the context of our analysis of migraine
data, including noise reduction, inconsistent data repair, error
detection, and data conversion into useful numerical variables.

We began our efforts by doing much cleaning of the data:
extreme values and missing information were removed, mis-
matches resolved, and missing numbers imputed. For example,
any rows where there was missing data on features such as age,
severity of pain, or frequency of attack were either deleted
or imputed. To further ensure data validity and consistency,
problematic cases of data entry (like somewhat unbelievable
values of negative ages and migraine attacks lasting more than
72 hours) were fixed.

The input was then transformed into numerical variables so
that machine learning algorithms could process it more easily.
To make the data interpretable for the analytic models, some
variables, such as pain intensity, were left on a numeric scale
(from 1 to 10), while other variables, like related symptoms
(nausea, vomiting, phonophobia), were converted into binary
variables.

These methods have strengthened data quality and made
our dataset a better candidate for machine learning models
while simultaneously guaranteeing a balanced representation
of the various classes (such as severe and non-severe mi-
graines). This pre-emphasis technique is what allows a model
to achieve the highest performance possible during training and
yield analyses that are more reliable and precise of variables
linked to migraines.

The study relied on an initial corpus of 1,386 clinical
records of Tunisian patients suffering from various pathologies
associated with migraines. Several machine learning classifiers,
including KNN, SVM, RF, DT, LG, MLP, ANN, and DNN,
were applied. The proposed analysis used the diagnosed con-
dition and migraine symptoms as input data.

This analysis focused on 23 variables, including age, vi-
sual disturbances, dizziness, and vomiting that represent the
common clinical symptomology during an acute headache. In
addition, the variable identified as diagnostic was included
to signify the type of migraine classically referred to. This
variable is the diagnosis of the migraine type that was made
by the doctor on the basis of the patient’s medical history
and reported symptoms. The symptomatic variables record the
manifestations such as nausea or lightheadedness.

The Feature Importance Analysis is shown in Fig. 3,
with enrolling age, visual disturbances, intensity of pain, and
phonophobia among the class-leading features in migraine
classification. On the contrary, there are worthless factors such
as ataxia, diplopia, and dysarthria that have little influence on
classification and could be disregarded; this would increase
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efficiency and thereby help simplify the model. This procedure
emphasizes the priority of emphasizing the necessary compo-
nents while eliminating the least important ones to boost the
performance of classifications.

Fig. 3. Feature importance analysis for migraine classification.

B. Classification Models

The algorithms testing on the migraine classification
dataset after applying the basic preprocessing methods, various
machine learning methods including GB, LG, SVM, KNN, DT,
RF, MLP, ANN as well as deep neural network DNN were
applied to the dataset.

The parameters utilized in the experiment are described in
Table II.

TABLE II. HYPER-PARAMETERS FOR DIFFERENT MODELS

Model Hyper-parameter Value
multirow
DNN Number of epochs 100

Activation function relu
Optimizer Adam

Model Sequential (first
layer)

Number of neurons at first dense layer 512
Hidden layer 2
Classification function softmax

Loss function categorical-cross
entropy

SVM Kernel Linear
Class sklearn.svm.SVC
Regularization parameters C 1
Probability True

KNN Neighbors range (1,15,1)
Weights Uniform
Metric distance Euclidean

RF n estimators 100
max depth 50
min samples split 5
min samples leaf 2
max features sqrt
random state 42

IV. EXPERIMENTS AND RESULTS

The outcomes for migraine classification using various
machine learning models are presented in this section. Specifi-
cally, we focus the assessment on the classifiers of complexity
namely Multi-Layer Perceptron (MLP), Deep Neural Networks

(DNN), and Artificial Neural Networks (ANN). These classi-
fiers were examined in detail with a view that performance
assessment based on a variety of training sets would reveal
their capability in maintaining accuracy, robustness, applica-
bility in migraine diagnosis and attacks management with a
large dataset. In-person examination and assessment reveal to
a great degree the applicability of such techniques in real life
including the merits and demerits.

A. ANN Model

Despite the fact that both belong to the same family of
neural networks, ANN and DNN stand separated by layers-of-
Depth and complexity, which will influence their efficiency in
predicting, detecting, and classifying migraines. ANN, having
just one or two hidden layers, is more preferred in classifica-
tion, such as classifying migraineurs from clinical tabular data,
because ANN works better with small datasets due to its lesser
training data requirements and resistance to overfitting. Fig. 4
illustrates the basic architecture of ANN.

Fig. 4. Basic model of ANN.

The accuracy curves (Fig. 5) show a steady improvement
in performance over the 100 epochs, reaching a high level and
stabilizing around 95% for both the training and validation sets.
The model does not exhibit significant signs of overfitting, as
the validation accuracy closely follows the training accuracy.
This indicates that the dense neural network (ANN) has
effectively learned to generalize without being restricted solely
to the training data.

Fig. 5. Accuracy and loss graph of ANN model.
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The loss curve (Fig. 5) demonstrates a steady decline,
converging toward a low value, indicating the effective training
of the ANN model. The validation loss closely mirrors the
training loss, confirming good generalization without notice-
able overfitting or underfitting.

The confusion matrix (Fig. 6) provides a detailed as-
sessment of the model’s classification performance across
different categories. Correct predictions are highlighted along
the main diagonal, with most classes, including Basilar-type
aura, Familial hemiplegic migraine, Migraine without aura,
Other, and Typical aura without migraine, exhibiting near-
perfect accuracy. However, some misclassifications are noted,
particularly for Sporadic hemiplegic migraine, which shows
moderate confusion with the Other category, and for Typical
aura with migraine, where a few samples are incorrectly
classified as Basilar-type aura or Familial hemiplegic migraine.

Fig. 6. Confusion matrix of ANN model.

The ANN model provides relatively good performance, and
that can be seen by clear separability among most of the classes
and fewer misclassifications there. Additional support for ef-
fective learning and generalization is provided by accuracy
and loss curves. However, remaining challenges relate more to
classes with overlapping characteristics, such as migraines with
or without aura and the different types of hemiplegic migraine.
Class imbalances or an insufficient distinction among classes
in the dataset could be responsible for the said problems.

B. DNN Model

Deep neural networks (DNN) become particularly suited
for such works because of their more comprehensive and
deeper architecture and their capability to furnish complex
information, for instance, time-series information collected
by Internet of Things sensors for other physiological signals
(ECG, vectorcardiogram), or functional MRI images. The
ability of these models to perform well in complex tasks-
such as discerning migraine types (e.g. aura versus non-aura)
and amalgamating data from various sources to give timely

warning of migraine attacks-is astonishing. An ability to cap-
ture complex interactions proves helpful to tackling migraine
classification’s different challenging problems. However, the
efficiency of DNN usually depends on the availability of
large datasets and the employment of complex regularization
techniques to minimize the risks of overfitting. Thus, this
emphasizes how critical it is to have proper data preparation
and model optimization to fully leverage the advantage of
DNN in this field.

The architecture of the DNN model used in the classifica-
tion of migraine types is described in its Fig. 7. It has four
layers-an input layer, two hidden layers, and an output layer.
This architecture can manage the complexity of the migraine-
related datasets and give extremely high classification results.

Fig. 7. Fundamental architectural design of a deep neural network applied to
migraine classification.

The DNN model showed a fast improvement of perfor-
mances within the first epochs, after which the accuracy curve
was stable at above 95% up to the end of 100 iterations, as
seen in Fig. 8. This behavior shows the ability of the model
to form these important data features and learn them. The
training accuracy matched close to the validation accuracy,
which shows good generalization capability. The two curves
diverge only mildly, indicating that the model avoids overfitting
and can keep providing high performance on unseen data.

The loss curve, also shown in Fig. 8, drops swiftly in
the first few epochs, indicating a decent learning process
that reduces errors. The optimization is seen to be successful
when the curve plateaus at a low value. The same pattern
occurs in the validation loss, which indicates that the model
was well-regularized and neither overfit nor underfit. Lastly,
an additional line indicates the test loss, which tells the
generalization of this model to independent data, lying very
close to the training and validation losses.

This robustness of the model has also been corroborated
by the recall and F1-score metrics, assessing its capacity to
classify each class correctly and strike a balance between
precision and recall. All average values for these metrics
exceed 0.95.

The confusion matrix in Fig. 9 provides a detailed treatment
of misclassifications. The great clustering of values along the
diagonal illustrates that most samples have been correctly as-
signed. There are, however, slight misclassifications, including
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Fig. 8. Accuracy and loss graph of DNN model.

the assignment of four sporadic hemiplegic migraine samples
to other categories and the wrong assignment of two Basilar-
type Aura samples as Typical Aura along with migraine.
These unintentional errors are common in any multi-class
classification problem; being rare, they barely dent the overall
efficacy of the model.

Fig. 9. Confusion matrix of DNN model.

The findings reveal the successful classification of mi-
graines by the DNN model and its high generalization capabil-
ity for fresh data. The resilience of the model is evidenced by
the almost-perfect results in numerous categories and overall
high accuracy. These encouraging results suggest that DNN
can support the diagnoses and categorizations of different
types of migraine while maintaining a strong balance between
learning and generalization.

C. Multi-Layer Perception Model

The architecture of the Multi-Layer Perceptron (MLP)
model, presented in Fig. 10, is essential for classification tasks,
particularly in predicting migraine types.Taking factors such
as age, migraine severity, or symptom frequency as inputs, the
architecture comprises three main modules: the input layer,
hidden layer(s), and the output layer. The hidden neurons
nest in various buried layers, using activation functions and

weight computations to identify complex patterns in the data.
The output layer gives predictions like Migraine with Aura
or Migraine without Aura. Every neuron uniformly influences
the neurons in the downstream layers, thus enabling the MLP
to model complex and intricate non-linear relations while
analyzing clinical migraine data.

Fig. 10. MLP Model architecture.

How well the Multi-Layer Perceptron (MLP) model have
performed in migraine prediction, detection, and classification
is validated by the learning curves (Fig. 11). The loss curve
which is an insight into learning, shows a very high decrease
from 1.75 to around 0.2 during the initial 20 epochs, thereby
it rapidly develops. It then stabilizes between 0.1 and 0.2,
which indicates the model has been successfully trained and
has effectively converged. Notably, when the training and
validation loss curves are in close proximity it implies a lack
of overfitting and high generalization to new data by the model
which is another way of saying its accuracy is high hence.

The accuracy curves (Fig. 11) further underscore the
model’s success, showing a swift increase in performance,
reaching 95 to 97% accuracy within the first 20 epochs and
maintaining stability afterward. Although slight fluctuations in
the validation curve occur likely due to mini-batch variations
or sample differences they do not compromise the overall
robustness of the results. The consistency observed between
the training and validation curves for both accuracy and loss
demonstrate that the model is well-regularized and capable of
generalizing effectively.

These results support the MLP model’s dependability in ac-
curately diagnosing migraines while striking the ideal balance
between generalization and learning.

The results gathered by the model are quite promising and
reassuring in finding which kind of migraines types is dissimi-
lar, even in the case of a multi-class scenario, when things are
much more complicated. As the confusion matrix (Fig. 12) is
quite detailed, we can witness the model’s performance within
different migraine categories.
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Fig. 11. Accuracy and loss graph of MLP model.

Fig. 12. Confusion matrix of MLP model.

The performance of classes demonstrates very high preci-
sion in a small number of categories. Notably, Migraine with-
out aura, Other, Sporadic hemiplegic migraine, and Typical
aura without migraine are the best ones with precision, recall,
and F1-score equal to 1.00. These facts are evidence for the
model’s ability to practically learn to correctly classify dif-
ferent types of migraines according to specific characteristics
among other features by the time the model is finished.

For Basilar-type aura, the model achieved a precision of
97% and a recall of 95%, resulting in an F1-score of 96%.
Although these results are outstanding, they indicate that a
small number of samples were misclassified. Similarly, for
familial hemiplegic migraine, while the model achieved a
perfect recall of 100% indicating all instances of this class
were identified, its precision was 89%, suggesting some degree
of misclassification with other classes.

Performance was somewhat worse in the event of a typical
aura with migraine, with an F1-score of 89% (precision of 94%
and recall of 85%). Overlapping characteristics with different
migraine kinds are probably to blame for this, which could
make classification difficult.

97% accuracy was achieved in the experiment of experi-
menting with errors with a particular reason by the model and

the training data, and the precision is 0.9915, recall is 0.5926,
and F1-score is 0.7321. In multi-class tasks that complicate the
problem well, such as difficulty in distinguishing the boundary
between the two classes or the presence of overlapping behav-
iors, the ability of this model to maintain balance is more than
necessary. Together, these results establish that the model is
not only able to learn from a variety of types of data but also
to classify properly into many classes in general.

V. DISCUSSION

The research compared the supervisory learning models:
Gradient Boosting, Decision Tree, Random Forest, K-Nearest
Neighbors (KNN), Support Vector Machine (SVM), Logistic
Regression, Multi-Layer Perceptron (MLP), Artificial Neural
Networks (ANN), and Deep Neural Networks (DNN) for
migraine prediction and classification. Interesting information
about the strengths and weaknesses of the models’ related to
the multi-class classification of migraine was exposed by the
comparison.

The Gradient Boosting model exhibited impressive perfor-
mance in classes such as Migraine Without Aura and Typical
Aura Without Migraine, yielding an accuracy rate of 96.4%.
But it struggled with complex types like Migraine with Typical
Aura. The Decision Tree model exhibited stellar performance
at 96.04% accuracy; yet, it faced challenges with Basilar-Type
Aura, shown by an F1-score of 0.90.

In a number of classes, including Migraine Without Aura,
Other, and Sporadic Hemiplegic Migraine, the Multi-Layer
Perceptron (MLP) demonstrated the maximum accuracy of
97%, with flawless precision and recall. However, MLP per-
formed worse for Typical Aura with Migraine (F1-score of
89%), most likely as a result of category overlap.

The Random Forest model had a very good accuracy at
95%, but exhibited signs of overfitting, particularly in certain
categories. It performed well in less complex classes, such as
Other and Typical Aura Without Migraine. With corresponding
accuracies of 93.17% and 92.09%, KNN performed better
than SVM. KNN proved effective in distinguishing Basilar-
Type Aura and Migraine Without Aura but faced similar chal-
lenges in complex categories. Logistic Regression performed
at a baseline with an accuracy of 89%, excelling in simpler
classifications but struggling with nuanced categories, such as
Typical Aura with Migraine, where its F1-score dropped to
70%.

The ANN model performance was robust in terms of
accuracy with 95% on overlapping class problems as long
as the scope of the clinical dataset was limited and well
defined. It was a bit challenging for the ANN to manage
overlapping classes. On the other hand, DNN performed
slightly better at 95.19%, leveraging its deeper architecture
to model more complex patterns, especially for challenging
classes like Sporadic Hemiplegic Migraine. However, the DNN
had high computational cost and also extensive regularization
requirements which are its main downsides.

In conclusion, the best models overall were the Gradient
Boosting and MLP as they gave consistently high accuracy.
Both ANN and DNN also had their advantages, ANN was op-
timal for less complicated datasets which use One Dimensional
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representations and DNN was optimal for multidimensional
and complex datasets. All these findings stress the need to be
selective on the choice of model to be developed, with respect
to the complexity of the data and the nature of the task. For
the future research, better performance may be obtained from
harnessing class imbalance, better feature engineering, fine-
tuning the regularization and adding ensemble methods.

In Table III, the results of existing work for migraine
classification are equated with the accuracy of the classification
produced by our proposed model.

TABLE III. COMPARATIVE RESULTS

Model Accuracy
(%)

F1-score
(%)

Sensitivity
(%)

precision
(%)

Gradient Boosting 96.4 96 96 97
Random Forest 95 71.8 73.2 70.8
SVM 92.09 91.64 91.63 91.64
KNN 93.17 92.63 92.74 93.08
Decision Tree 96.04 95.87 95.84 96.03
Logistic Regression 89.21 89.2 89 89.8
MLP 97.12 94.14 94.25 94.32
ANN 95.86 95.4 95.7 95.7
DNN 95.19 95.15 95.08 95.18

VI. CONCLUSION

This study highlights the ability of machine learning to
correctly define attacks of migraines through classification
models. Gradient Boosting achieved an accuracy of 96.4%,
excelling in classes like Migraine Without Aura, while MLP
stood out as the best performer with 97% accuracy and
perfect scores in several classes. Artificial Neural Network
also performed well with ANN at 95% accuracy and DNN
at 95.19%, although computational demands were notable.
Other models such as Logistic Regression (89%) struggled
with nuanced categories, while Random Forest (95%), KNN
(93.17%), and SVM (92.09%) performed moderately. Finally,
MLP and Gradient boosting were the outstanding models
emphasizing the importance of model selection which depends
on the complexity of the data set in improving clinical practice.

The implications of improving our understanding of how
algorithm choice affects performance in classification and
providing a way forward in performing more efficient migraine
diagnosis are crucial for future research through feature en-
gineering and model optimization. Future studies may incor-
porate ensemble methods, refine how complex models overfit
and improve procedures for more detailed and specific types
of migraines.
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Abstract—In this study, we have compared manual machine 

learning with automated machine learning (AutoML) to see which 

performs better in predictive analysis. Using data from past 

football matches, we tested a range of algorithms to forecast game 

outcomes. By exploring the data, we discovered patterns and team 

correlations, then cleaned and prepped the data to ensure the 

models had the best possible inputs. Our findings show that 

AutoML, especially when using logistic regression can outperform 

manual methods in prediction accuracy. The big advantage of 

AutoML is that it automates the tricky parts, like data cleaning, 

feature selection, and tuning model parameters, saving time and 

effort compared to manual approaches, which require more 

expertise to achieve similar results. This research highlights how 

AutoML can make predictive analysis easier and more accurate, 

providing useful insights for many fields. Future work could 

explore using different data types and applying these techniques 

to other areas to show how adaptable and powerful machine 

learning can be. 
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engineering; model evaluation; data pre-processing; algorithm 

comparison; football analytics; sports betting; team performance 

metrics; exploratory data analysis (EDA); cross-validation 
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I. INTRODUCTION 

Millions of football fans from all around the world attend 
the UEFA European Championship, also referred to as the 
UEFA Euro. This esteemed competition, which is hosted by 
UEFA, features the top teams from throughout Europe, 
showcasing their talent, tenacity, and competitive spirit [1]. 
Analysts, enthusiasts, and commentators eagerly engage in 
predicting the outcomes of this highly anticipated and often 
unpredictable event. Recent advancements in machine learning 
(ML) algorithms, combined with the availability of extensive 
historical football data, have opened new avenues for predicting 
match results and identifying potential tournament winners. 
These sophisticated algorithms can detect patterns in complex 
datasets, providing valuable insights for predictive analysis and 
strategic decision-making. 

Using ML algorithms to forecast the UEFA Euro winner 
involves a detailed analysis of historical match data, team 

statistics, player performance metrics, and other factors that 
influence team success. By understanding the intricate 
interactions of these factors, ML models can predict future 
outcomes based on data from past tournaments. In this study, a 
variety of manual ML algorithms known for their efficiency in 
predictive modelling were used. These include Ada Boost, 
Random Forest, XGBoost, Decision Tree, Support Vector 
Machine (SVM), Logistic Regression, K-Nearest Neighbors 
(KNN), and Naive Bayes. Each algorithm has unique strengths, 
making them suitable for different predictive tasks in 
forecasting the winner. 

Additionally, the study explores the realm of Automated 
Machine Learning (AutoML), utilizing advanced techniques to 
streamline and optimize the model development process. The 
AutoML framework incorporates a broad set of algorithms, 
such as Ridge, Quadratic Discriminant Analysis, Linear 
Discriminant Analysis, Extra Trees Classifier, Extreme 
Gradient Boosting, Light Gradient Boosting Machine, and 
Dummy Classifier, among others. This comprehensive 
approach allows for a thorough evaluation of predictive 
efficacy. 

This study aims to demonstrate the efficacy of both manual 
and automated machine learning (AutoML) approaches in 
sports analytics, especially in forecasting the results of the 
UEFA Euro 2024. This study aims to demonstrate the potential 
for widespread acceptance and innovation in sports analytics by 
analysing the performance of several machine learning 
algorithms in projecting tournament results. The findings of this 
study are expected to enlighten stakeholders such as analysts, 
coaches, and investors, allowing them to make more informed 
judgements and strategic assumptions during the tournament. 

The paper is organized as follows: Section I presents the 
introduction. In Section II, we define the problem and outline 
the objectives. Section III covers the literature review, 
addressing manual and automated machine learning separately. 
Section IV explains the research methodology. Section V 
details the preprocessing, cleaning, and data preparation steps. 
Section VI provides a comparative analysis of manual and 
automated machine learning across various classifiers. Section 
VII presents the results and evaluation, and finally, Section VIII 
concludes the paper. 
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II. PROBLEM DEFINITION AND OBJECTIVES 

The purpose of this study is to show that both manual and 
automatic machine learning (AutoML) methodologies can 
accurately forecast UEFA Euro 2024 outcomes. The study 
creates prediction models for team performance by analysing 
historical data on international football matches and team 
characteristics. The findings, which highlight the potential of 
machine learning, particularly AutoML, in improving 
prediction accuracy, seek to enlighten analysts, coaches, and 
bettors, supporting greater use and innovation in sports 
analytics. 

The main objective of this study is to demonstrate that both 
manual and automatic machine learning (AutoML) methods 
can effectively predict the outcomes of the UEFA Euro 2024 
competition. The goal is to create prediction models that 
accurately assess each team's likelihood of success by 
thoroughly analysing historical data from international football 
matches and considering various team characteristics. This 
research aims to highlight the potential of machine learning 
(ML), particularly AutoML, in expediting predictive analytics 
processes and enhancing model accuracy. 

The key objectives include the careful collection and pre-
processing of historical international soccer match data and 
team attributes, followed by a detailed exploratory data analysis 
to identify relevant features. The study will then involve 
selecting informative features and applying rigorous feature 
engineering techniques to capture essential team and match 
characteristics. Various machine learning algorithms will be 
evaluated and compared to identify the most effective models 
based on performance metrics. The selected models will 
undergo thorough training using pre-processed data, with 
hyperparameter optimization to ensure optimal performance. 
Rigorous evaluation of predictive performance using 
appropriate metrics, along with the implementation of cross-
validation techniques to ensure model generalizability and 
reduce overfitting, are crucial parts of this research. 

Additionally, this project will test the performance of the 
models using benchmark datasets. The study aims to 
demonstrate the potential of these models in sports analytics by 
providing significant insights and encouraging wider adoption 
and innovation. The focus will be on evaluating the 
effectiveness of AutoML approaches. 

III. LITERATURE REVIEW 

A. Use of Manual Machine Learning 

Forecasting tournament winners is an enduring challenge in 
sports analysis, extensively explored across research. Machine 
learning emerges as a prominent tool in this domain, offering 
predictive capabilities based on historical data. Leveraging past 
records, machine learning models discern patterns and variables 
correlated with auspicious outcomes, thereby enabling 
forecasts for future events. This methodology capitalizes on the 
wealth of information contained within historical datasets, 
facilitating the identification of key determinants of success. 
Through iterative learning processes, these algorithms refine 
their predictive accuracy, contributing to the advancement of 
sports analytics. The utilization of machine learning in 
predicting tournament winners emphasises the significance of 

data-driven approaches in enhancing the understanding of 
sports dynamics and informing strategic decision-making 
processes within the realm of athletics. The challenge of 
predicting football match outcomes is addressed in the research 
by Hucaljuk & Rakipović, acknowledging the complexity 
stemming from numerous unquantifiable factors. A software 
solution is developed to tackle this challenge, undergoing 
testing to optimize feature and classifier combinations. Results 
demonstrate satisfactory predictive capabilities surpassing 
reference methods, with an accuracy exceeding the initial goal 
of 60%. However, the study suggests areas for enhancement, 
particularly in feature selection, proposing the inclusion of 
player form data for improved accuracy [2]. Additionally, 
increasing the size of the dataset for training could further 
enhance predictive performance. This project exemplifies 
successful advancement in football match prediction 
methodologies while highlighting avenues for future research 
and refinement in feature engineering. 

Another research investigates the efficacy of utilizing 
machine learning techniques to predict football match 
outcomes by incorporating pre-game features instead of relying 
solely on post-game goal statistics. Custom-generated features 
are developed and compared against in-game data features 
using the XGBoost algorithm. Results indicate superior 
prediction accuracy with custom features, demonstrating higher 
precision, recall, f1 score, and accuracy compared to in-game 
features. The research suggests that leveraging comprehensive 
player and team statistics, such as dribbling and expected goals, 
could further enhance predictive performance. Additionally, 
considering factors like team formation and fan sentiment from 
social media could provide valuable insights into match 
outcomes. The study underscores the potential for enhanced 
predictive modelling in football matches through the 
incorporation of diverse pre-game features and data sources [3]. 
The studies by Hucaljuk & Rakipović  and Rose et al. 2022 both 
address the challenge of predicting football match outcomes 
using machine learning techniques [2] [3]. Hucaljuk & 
Rakipović develop a software solution to optimize feature and 
classifier combinations, surpassing an initial accuracy goal of 
60% [2]. They highlight the importance of feature selection and 
suggest incorporating player form data to enhance predictive 
accuracy. Conversely, focus on incorporating pre-game 
features, such as comprehensive player and team statistics, 
using custom-generated features [3]. This study demonstrates 
superior prediction accuracy compared to relying solely on 
post-game goal statistics, emphasizing the potential for 
enhanced predictive modelling through diverse pre-game 
features and data sources. Both studies contribute to advancing 
football match prediction methodologies and highlight avenues 
for future research in feature engineering and data analysis. The 
research by Groll et al. [4] introduces a hybrid modelling 
approach for predicting soccer match scores, combining 
random forests with two ranking methods: Poisson ranking and 
bookmakers' odds. By incorporating team covariate 
information and ability parameters derived from both ranking 
methods, the model accurately estimates team strengths. The 
approach is applied to FIFA Women’s World Cups 2011, 2015, 
and 2019, with simulations favouring the USA as the top 
contender for the 2019 title, followed by France, England, and 
Germany. The study highlights the effectiveness of integrating 
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diverse methodologies for robust predictions in soccer 
tournaments, offering insights into team performance and 
tournament outcomes [4]. 

Another study focuses on employing machine learning 
techniques to predict the winner of the ICC Men's T20 World 
Cup 2020. Four algorithms, including Random Forest, Extra 
Trees, ID3, and C4.5, were compared, with Random Forest 
exhibiting the highest proficiency at 80.86% custom accuracy. 
Australia emerged as the predicted champion. Future directions 
include optimizing the predictive models and incorporating 
additional parameters like match venue and weather forecast to 
enhance accuracy. The study underscores the utility of machine 
learning in sports prediction and offers insights into potential 
improvements for future analyses, emphasizing the importance 
of considering various factors for more accurate forecasts in 
cricket tournaments [5]. The both studies focus on utilizing 
machine learning techniques for sports prediction, albeit in 
different contexts. Groll and the team introduce a hybrid 
modelling approach for predicting soccer match scores, 
incorporating random forests with Poisson ranking and 
bookmakers' odds. This study demonstrates the effectiveness of 
integrating diverse methodologies for robust predictions in 
soccer tournaments, providing insights into team performance 
and outcomes. In contrast, Basit and the team concentrate on 
predicting the winner of the ICC Men's T20 World Cup 2020 
using machine learning algorithms such as Random Forest, 
Extra Trees, ID3, and C4.5 [4] [5]. This research underscores 
the utility of machine learning in sports prediction, emphasizing 
the importance of considering various factors for more accurate 
forecasts, particularly in cricket tournaments. Both studies 
contribute to advancing predictive modelling in sports and offer 
valuable insights into improving accuracy in tournament 
predictions. In examining cricket match prediction models, 
emphasize the development of a machine learning model 
specifically tailored for Indian Premier League (IPL) matches, 
achieving nearly 90% accuracy [6]. Conversely, Kumar, et al. 
[7] focus on Decision Trees and Multilayer Perceptron Network 
models, highlighting the superiority over traditional statistical 
methods. This CricAI system offers a user-friendly prediction 
tool, emphasising the flexibility of machine learning 
approaches. Vistro et al [8] similarly explore IPL match 
prediction using various machine learning algorithms, 
achieving high accuracies up to 94.87%. While all studies 
underscore the significance of data science in sports analytics, 
two studies emphasize the potential applicability of the 
methodologies beyond cricket, which could inform predictive 
analytics in UEFA Euro and other sports contexts [7][8]. 

The research by Elmiligi & Saad presents a novel hybrid 
approach combining machine learning and statistical methods 
to predict soccer match outcomes [9]. Analysing a dataset 
comprising over 200,000 match results from 2000/2001 to 
2016/2017, the research explores various features including 
team and player statistics, home/away advantage, and data 
recency. Two hybrid models are developed, with the best 
achieving 46.6% prediction accuracy on a test set. The study 
also evaluates hypotheses regarding feature engineering, 
finding no significant improvement with recent match data or 
separate models for each league [9]. Additionally, the research 
plans to extend its analysis to other sports and conduct 

comparative feature significance studies. This work contributes 
to advancing predictive modelling in sports and lays the 
groundwork for future research directions. Another study 
delves into predicting football match outcomes, focusing on the 
2022 FIFA World Cup, leveraging Exploratory Data Analysis 
(EDA) and various machine learning algorithms. Notably, 
Random Forests, Decision Trees, K-Nearest Neighbours, 
XGBoost, and Gradient Boosting are tested, with XGBoost and 
Gradient Booster achieving the highest average accuracy of 
98.34%. The study introduces a novel approach combining 
EDA and machine learning to address the challenges of sports 
match prediction, proposing Multi-output Regressor as a 
solution. It suggests that this method could accurately forecast 
sporting event outcomes and encourages further research into 
incorporating additional factors like current world ranking and 
new age metrics. The findings contribute to advancing 
predictive modelling in football and offer potential avenues for 
enhancing prediction accuracy in future studies [10]. The 
research by Athish et al. [11] explores the application of the 
Bayesian approach in predicting soccer match outcomes, 
leveraging authentic squad information and match results 
sourced from platforms like Kaggle and Sofifa.com. The 
Gaussian Naive Bayes model demonstrates 85.43% accuracy in 
match result prediction, surpassing the 79.81% accuracy 
achieved by the Decision Tree Classifier. The study offers a 
tool for users to assess team probabilities in tournaments, 
although it emphasizes individual discretion in betting due to 
uncertainties inherent in sports outcomes. The findings 
contribute to the understanding of machine learning techniques 
in soccer prediction and provide a basis for further research in 
the field. The studies discussed present diverse methodologies 
and approaches for predicting soccer match outcomes using 
machine learning and statistical techniques [9] [10][11]. 
Research by Elmiligi & Saad introduces a hybrid model that 
analyses team and player statistics, achieving a prediction 
accuracy of 46.6%. It emphasizes the importance of feature 
engineering and plans to extend its analysis to other sports [9]. 
In contrast, Majumdar and team focus on the 2022 FIFA World 
Cup, employing exploratory data analysis and various machine 
learning algorithms. Their approach yields high accuracy, with 
XGBoost and Gradient Boosting achieving 98.34% [10]. This 
study proposes a novel method combining EDA and machine 
learning, suggesting avenues for further research. Athish et al. 
explores the Bayesian approach for predicting soccer match 
outcomes, achieving an accuracy of 85.43% with the Gaussian 
Naive Bayes model. This study provides insights into machine 
learning techniques for soccer prediction, emphasizing 
individual discretion in betting [11]. Overall, these studies 
contribute to advancing predictive modelling in sports and offer 
valuable insights for future research directions. 

The studies by Chin et al. and Daundkar & Kandhway both 
employ machine learning techniques to enhance predictive 
capabilities in sports, focusing on ice hockey and NBA match 
outcomes, respectively. Chin and the team analysed various 
machine learning techniques using NHL data from 2015-2021, 
with Logistic Regression achieving the highest accuracy at 
77.82% [12][13]. This study highlights the significance of 
incorporating match-specific data for improved predictive 
accuracy [12]. Conversely, Daundkar & Kandhway predict 
NBA match outcomes based on past team performances, 
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achieving a prediction accuracy of approximately 66%. This 
research underscores the relevance of machine learning in 
sports betting and offers insights into the predictive capabilities 
of historical data in forecasting NBA match outcomes, aligning 
closely with human expert accuracy [13]. Both studies 
contribute to advancing predictive analytics in sports, offering 
valuable implications for future research and applications 
[12][13]. The research by Kumar, et al. [7] introduces an 
advanced approach to football analysis by utilizing predictive 
data like expected goals instead of descriptive data like shots 
taken and goals scored. By applying fixed parameters on 
machine learning algorithms, the method aims to evaluate 
teams and players based on performance rather than results, 
enhancing scouting and strategy formation. Results indicate 
that the light XGBoost machine learning model provides a 
better match of shot quality, as measured by McFadden’s 
pseudo-R-squared score. Incorporating a "big chance" 
component further improves assessment criteria, although this 
capability is not available in the dataset used. Feature 
importance measurements highlight variables crucial to the 
model's outputs, offering valuable insights for performance 
analysis and talent identification. Another study focuses on 
predicting halftime results and league winners in the English 
Premier League using classification models. Leveraging 
ensemble techniques, the study achieves 80% accuracy in 
halftime result prediction and up to 95% accuracy in league 
winner prediction [14]. Building upon previous work, the 
research incorporates additional features such as team form and 
form points, enhancing prediction accuracy. By training models 
at a match week level, the study offers insights into predicting 
league winners throughout the season. The findings highlight 
the potential of utilizing dynamic datasets and simple features 
for accurate football match predictions and league analysis 
[14]. 

The studies by Tiwari et al. and Jaeyalakshmi et al. explore 
machine learning techniques for predicting football match 
outcomes, albeit with different emphases [15][16]. Tiwari and 
the research team focus on utilizing Recurrent Neural Networks 
(RNNs) with Long Short-Term Memory (LSTM) to leverage 
the abundance of statistical football data, aiming to enhance 
prediction accuracy for various match-related information. The 
conclusion of this study highlights the superiority of LSTM-
based RNNs over traditional methods, suggesting further 
improvements by incorporating player statistics and larger 
datasets [15]. Conversely, Jaeyalakshmi and the team introduce 
a machine learning approach for forecasting football match 
results, emphasizing feature selection, data imbalance 
treatment, and model generalization. Achieving over 81% 
accuracy with the Random Forest Algorithm, this study 
emphasises the unpredictable nature of football and advocates 
responsible betting, suggesting future enhancements through 
additional statistics incorporation [16]. Another study 
introduces a machine-learning model employing a random 
forest algorithm for predicting football player performance and 
optimizing fantasy football team line-ups. Back-testing on 
historical data yielded a Mean Square Error (MSE) of 4.921 and 
a Root Mean Square Error (RMSE) of 2.2275, with the model 
presenting the potential for profitability in fantasy football 
betting [17]. The analysis involves web scraping, data 
segregation, and hyperparameter tuning. Results showcase the 

model's capability in team formation for different formations, 
with future scope including subscription services and 
incorporation of additional data sources to enhance predictive 
accuracy while acknowledging inherent limitations in 
predicting future events and relying exclusively on past 
performance data [17]. 

Proposing a data-driven approach, the study Al-Asadi & 
Tasdemır [18] aims to estimate football players' market values 
using machine learning algorithms applied to FIFA 20 video 
game data. Comparing four regression models, the research 
finds that random forest outperforms others in accuracy and 
error ratio. The results suggest potential applications in 
streamlining negotiations between clubs and players' agents by 
providing objective market value estimations. Further research 
avenues include integrating the model into FIFA games for 
player valuation and developing a calculator to assist gamers in 
making informed decisions. The methodology of this study 
demonstrates superiority over traditional approaches, offering 
practical implications beyond gaming simulations. Further one 
research introduces a system leveraging real-time feedback and 
advanced technologies to enhance football technique learning. 
It utilizes pose estimation with Media pipe and classification 
algorithms like the Dollarpy, KNN, RFE, and SVM, achieving 
varying accuracies [19]. Another article tackles the challenge 
of predicting football match outcomes for sports betting, 
employing machine learning methods and historical match 
statistics [20]. The models in this research yield a 65.26% 
accuracy rate, offering potential profitability. The study by 
Gifford & Bayrak [21] focuses on NFL game outcome 
prediction using decision trees and logistic regression. With 
turnover statistics as key predictors, the models achieve up to 
83% accuracy, contributing insights for strategic decision-
making in sports analytics. These studies collectively highlight 
the diverse applications of machine learning in sports and the 
potential for technology to enhance performance and decision-
making in athletics. 

B. Use of Automated Machine Learning (AutoML) 

An article explored Automated Machine Learning 
(AutoML) as an end-to-end process for streamlining model 
development without manual intervention. The paper provides 
insights into AutoML segments and approaches, emphasizing 
its practical applicability in industry [22]. Furthermore, it 
discusses recent trends and suggests future research directions, 
advocating for a generalized AutoML pipeline and a central 
meta-learning framework. The study highlights the importance 
of advancing AutoML to address evolving challenges in 
machine learning model development, both in academia and 
industry. The study discussed the significance of Automated 
Machine Learning (AutoML) in mitigating the challenges of 
ML adoption, especially for small and medium-sized 
organizations. This paper highlights its diverse applications 
across industries and advocates for its potential in 
democratizing machine learning [23]. It suggests various 
research opportunities in Information Systems (IS), including 
qualitative and quantitative studies on AutoML adoption, the 
development of AutoML adoption theories, and the exploration 
of fairness and explainability concerns. Additionally, the 
authors underscore the importance of human-in-the-loop 
research and address the limitations and boundaries of AutoML 
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applications, emphasizing the role of IS researchers in 
advancing AutoML adoption in organizations. 

The articles Truong et al. [24] and Ferreira et al. [25] 
investigated Automated Machine Learning (AutoML) tools' 
effectiveness but with different emphases. Truong and the team 
compare commercialized and open-source AutoML tools, 
highlighting varying strengths and weaknesses across datasets. 
This research emphasizes the absence of a single superior tool, 
indicating ongoing AutoML evolution [24]. In contrast, 
Ferreira and the research team conducted a study exclusively 
on open-source AutoML tools, focusing on supervised learning 
scenarios. The results of this research reveal the competitive 
performance of General Machine Learning (GML) AutoML 
tools, particularly in binary and regression tasks [25]. Both 
studies underscore the need for further advancements, Truong, 
et al in addressing gaps in AutoML pipeline support, and 
Ferreira et al in expanding comparisons to encompass more 
technologies and datasets, especially in big data contexts 
[24][25]. Another study presents a survey on automating the 
process of building machine learning models, particularly 
focusing on Combined Algorithm Selection and Hyper-
parameter tuning (CASH). It discusses the challenges of 
efficiently constructing high-quality models due to the vast 
amounts of data produced daily. The paper comprehensively 
reviews state-of-the-art efforts in AutoML frameworks and 
highlights research directions and challenges. By addressing 
these issues, the aim is to automate the machine-learning 
pipeline and reduce human intervention, catering to both 
researchers and practitioners in advancing the field [26]. The 
article [27] commences with an analysis of existing research in 
AutoML, hyperparameter tuning, and meta-learning. It 
highlights the lack of clear documentation and consensus on 
evaluation criteria in this field. The paper discusses the 
strengths and weaknesses of various approaches, emphasizing 
the need for further research to develop a fully automated 
industrial standard system. Assembling and meta-learning are 
proposed as effective methods for automating hyperparameter 
tuning. The authors aim to bridge gaps in existing solutions and 
plan to devise an architectural style for an efficient AutoML 
system based on accumulated knowledge and identified 
drawbacks. The article by Tsiakmaki et al. [28] focuses on 
applying automated machine learning (AutoML) in 
Educational Data Mining (EDM) to predict students' learning 
outcomes. It emphasizes interpretability by restricting the 
search space to tree-based and rule-based models. The study 
highlights that AutoML tools surpass default parameter values, 
especially in classification and regression tasks, highlighting 
the significance of transparent tools for educators. The findings 
suggest AutoML has the potential to aid early performance 
estimation and intervention strategies, offering promising 
avenues for enhancing academic outcomes in educational 

environments. In contrast, Shi, et al. [29] present a domain-
specific AutoML framework tailored for risk prediction and 
behaviour assessment in autonomous vehicles (AVs). The 
system in this research integrates unsupervised risk 
identification, feature learning with XGBoost, and model auto-
tuning using Bayesian optimization. Evaluation of Next 
Generation Simulation (NGSIM) data demonstrates the 
framework's efficacy in distinguishing safe from risky 
behaviours, thus enhancing risk decision-making in 
Autonomous Vehicle (AVs). Additionally, it provides insights 
into sensor configurations and data mining, contributing to AV 
safety and design improvements. 

In a nutshell even while previous research shows a variety 
of approaches and developments in basketball, cricket, and 
football sports prediction, a large number of studies continue to 
mostly rely on manual machine learning techniques, neglecting 
the benefits of automated approaches. By automating feature 
engineering, model selection, and hyperparameter tuning, the 
combination of automated machine learning (AutoML) tools 
with conventional techniques offers promising potential to 
increase prediction efficiency and accuracy. Machine learning 
techniques, coupled with automated machine learning 
(AutoML) tools, showcase promising capabilities in predicting 
match outcomes and enhancing sports analytics. Our research 
addresses this gap. 

IV. RESEARCH METHODOLOGY 

This study examines a vast dataset comprising historical 
records from international football matches alongside various 
team performance metrics, intending to use state-of-the-art 
machine learning techniques to predict the winner of UEFA 
Euro 2024. The primary objective is to develop a prediction 
model capable of accurately assessing the likelihood of victory 
for each participating team, providing valuable insights to 
analysts, bookmakers, coaches, and athletes. Notably, the study 
employed Artificial Neural Networks (ANNs) to construct a 
model for forecasting tournament match outcomes. To ensure 
high prediction accuracy, this model underwent cross-
validation to prevent overfitting, refinement to improve 
generalization, and extensive training on substantial datasets 
[30]. 

The methodology section evaluates methodological choices 
based on literature and previous studies, such as ensemble 
methods for improved predictive accuracy in sports analytics. 
It also discusses potential limitations like the unpredictability 
of events and potential biases in historical data. Obstacles and 
solutions include data quality issues, model over-fitting, and 
changes in team dynamics. Robust pre-processing techniques, 
regularization and pruning of decision trees, and ongoing data 
updates are employed. Fig. 1 depicts the research methods used 
in this study. 
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Fig. 1. Research methodology. 

A. Chosen Approach 

Our study adopts a quantitative research design, utilizing 
the numerical nature of data and modern computational 
methods to address the complexities inherent in predictive 
analytics. By leveraging a comprehensive dataset that includes 
player stats, team performance metrics, and past match results, 
we employ machine learning—a sophisticated branch of 
artificial intelligence—to manage and analyze this vast amount 
of information efficiently. Our approach integrates traditional 
statistical methods with advanced machine learning models, 
allowing us to uncover intricate patterns and interactions that 
conventional techniques might overlook. This dual strategy 
enhances the reliability and precision of our predictions, 
ensuring a robust analysis conducive to accurate forecasting. 

In our investigation, we use well-established machine 
learning algorithms such as Random Forest and Support Vector 
Machines (SVM). Furthermore, we explore the potential of 
Automated Machine Learning (AutoML), a revolutionary 
development in predictive analysis. AutoML automates the 
selection, application, and refinement of various machine 
learning models, significantly streamlining the analytical 
process. This automation reduces the time and expertise 
required to implement complex models, as AutoML efficiently 
evaluates numerous algorithms and their configurations to 
identify the most suitable one for our data. 

By integrating AutoML, our study enriches the toolkit 
available for predictive analytics and sets a standard for future 
research. The use of AutoML not only enhances predictive 
accuracy but also demonstrates the potential of advanced 
automation in pushing the boundaries of data forecasting. This 
methodology presents an exciting frontier for further 
exploration, promising significant advancements in the field of 
predictive analysis. 

V. DATASET COLLECTION 

For predictive modelling, this study utilized historical 
European football match data sourced from Kaggle 
(https://www.kaggle.com/datasets/mahadinour/international-
football-matches) [31]. The dataset encompassed match 
outcomes, team metrics, and player performance statistics. To 
maintain relevance, the data underwent filtration to focus solely 
on European matches from the UEFA Euro 2024 tournament. 
Python's Pandas library facilitated efficient filtering based on 
competition type and team geographical locations. This dataset 
played a pivotal role in achieving the study's goals. To ensure 
research reproducibility, a detailed data dictionary will be made 
available alongside the study, outlining each collected variable 
and its origin. 

A. Methods used to Analyse Collected Data 

1) Feature engineering: The study will employ 

sophisticated feature engineering techniques to develop new 

https://www.kaggle.com/datasets/mahadinour/international-football-matches
https://www.kaggle.com/datasets/mahadinour/international-football-matches
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variables that could influence match outcomes, such as team 

morale indices or fatigue levels. 

2) Model training and testing: Utilizing cross-validation 

techniques to partition the data and evaluate the model’s 

performance across different subsets, ensuring the model’s 

ability to generalize to new data. 

3) Hyperparameter optimization: Advanced techniques 

like Bayesian Optimization will be used for tuning the models 

to find the optimal configuration of parameters. 

B. Experimental Set-Up and Results 

Exploratory Data Analysis (EDA) is a crucial stage in data 
analysis, utilizing statistical and visualisation methods to 
understand the dataset's structure, identify trends, and gain 
insights. It helps identify patterns, outliers, and correlations, 

and aids in initial data processing, feature selection, and 
machine learning techniques. EDA is essential for data science 
and machine learning. 

Fig. 2 shows the dataset, containing 2391 rows and 25 
columns, which includes information about UEFA Euro 
qualification tournament football matches. It includes team 
details, match date and location, and final score. Analysing this 
data can reveal trends, patterns, and identify factors affecting 
national team success. 

To find out a concise summary of the given dataframe, a set 
of Python commands like info(), dtypes, select_dtypes, etc were 
used. This helps to understand the descriptive statistics for 
“object” datatype, which represents a string or categorical data. 
Fig. 3 describes the same. 

 

Fig. 2. Chosen dataset. 

 

Fig. 3. Histogram plots. 
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Fig. 4 shows histograms plotted on various columns in a 
dataset, revealing potential patterns and frequency distributions 
within the variables. 

C. Data Pre-Processing 

Data pre-processing involves various procedures like 
transformation, cleansing, reduction, normalisation, and 
integration. It involves handling NaN data, managing noisy 
data, and error fixation. Data transformation converts data into 
a more intelligible format, while data integration combines data 
from multiple sources. Data normalisation scales data for 
similar distribution. Data pre-processing is crucial for machine 
learning (ML) algorithms to ensure suitable and high-quality 
data. 

1) Visualizing NaN: Fig. 4 illustrate the findings done as 

part of a null check for the given dataset. Each heatmap 

corresponds to a data cell, and the colour of each heatmap cell 

indicates whether or not NaN values are present. The density of 

NaN values in a given column or row is larger when the colour 

is darker. It is noted that the following columns in the dataset 

contain more NaN values than the other columns – 

a) home_team_goalkeeper_score 

b) away_team_goalkeeper_score 

c) home_team_mean_defense_score 

d) away_team_mean_defense_score 

e) home_team_mean_offense_score 

f) away_team_mean_offense_score 

g) home_team_mean_midfield_score 

h) away_team_mean_midfield_score 

2) Visualizing missing data across different years: Fig. 5 

displays the trend of missing data across different years which 

would help to identify years with higher proportion of missing 

data (data quality assessment). This is a scatter plot and each 

data point on the plot corresponds to the proportion of missing 

values for a specific year. 

 

Fig. 4. NaN visualization using HeatMap. 
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Fig. 5. Visualizing missing data across different years (Scatter plot). 

3) Checking for duplicates: This is a check to identify the 

duplicates in the given dataset. As per the result, we did not find 

any duplicates in the dataframe. 

4) Outliers detection: Fig. 6 represents a parallel 

coordinate plot. This plot helps us visualize multivariate data 

by showing multiple variables or attributes as parallel vertical 

axes. An individual data point is depicted by each polyline by 

connecting its values across different variables. This technique 

helps to identify similarities, patterns or relationships between 

different variables in the given dataset. 

 

 

Fig. 6. Identifying similarities, patterns or relationships between different variables. 
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Fig. 7. Team points distribution with time. 

Multiple visualizations between team points distribution 
with time is illustrated in Fig. 7. Overall point distribution for 
home and away teams are depicted in top histograms and the 
variation in average points per year for home and away teams 
are depicted in the bottom histograms. 

5) Data analysis and transformation: To make the dataset 

more useful for analysis, we added a few new columns to 

summarize the performance of the home team. These 

columns—home_win, home_draw, and home_lose—were 

created based on the results of each match. This made it easier 

to see whether the home team won, drew, or lost a game, 

simplifying the dataset for comparison across different teams. 

We also added several other columns to provide a richer, 
team-level view of the data, including: 

a) Total points for home and away teams: This is to 

capture the sum of FIFA points for each team across all 

matches. 

b) Average FIFA points per team: By averaging the FIFA 

points of both the home and away teams, we got a clearer idea 

of the overall strength of each team. 

c) Team rankings and performance metrics: We 

introduced columns like the median FIFA rank, home and away 

goal scores, and goals conceded to offer more detailed insights 

into how each team performed. 

Additionally, we included information on the continent 
each home team comes from, allowing us to identify any 
geographical trends in performance. A custom function helped 
us find the most frequent (mode) continent for each team. 

To address missing data, we used the backward fill (bfill) 
method, which ensured that any gaps were filled with the most 
recent available data. This was especially useful in cases like 
carrying forward a goalkeeper’s score for the next match if the 
data was incomplete. 

VI. COMPARATIVE ANALYSIS OF MANUAL ML AND 

AUTOML 

A. Case 1 – Using Manual Machine Learning 

1) Model selection and training: Google Colaboratory, a 

free cloud-based environment, is the platform used for writing 

and running the Python code, inclusive of machine learning 

models. The technique used here is One-Hot encoding. This 

technique or program is made more scalable by creating a 

generic function that will fit the data and forecast the result 

based on the chosen methods. The accuracy levels and models’ 

correctness are also specified for each model instance. 

Algorithm 1 – Random Forest Classifier 

Supervised machine learning uses ensemble technique to 
improve model performance by combining multiple classifiers. 
This approach boosts forecasting accuracy by using multiple 
decision trees on different datasets, utilizing feature 
randomization and bagging [32]. For Random Forest, data pre-
processed with One-Hot Encoding yields an accuracy of 70%, 
as illustrated in Fig. 8. 

 

Fig. 8. Model evaluation for random forest. 
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Algorithm 2 – XG Boost Classifier 

Sequential decision trees use XGBoost, assigning weights 
to independent variables. The second decision tree is used after 
adjusting the weight of miscalculated components, allowing 
faster training of large datasets through parallel processing [33]. 
As illustrated in Fig. 9, XGBoost reported 70% accuracy for 
data that has undergone One Hot Encoding pre-processing. 

 

Fig. 9. Model evaluation for XG boost. 

Algorithm 3 – Support Vector Machine 

This model uses supervised learning algorithms to solve 
regression, detecting outliers and complex classification by 
executing optimal data transformations that set boundaries 
between data points on predefined classes or labels. This model 
has an accuracy of 71% as shown in Fig. 10. 

 

Fig. 10. Model evaluation for SVM. 

Algorithm 4 – AdaBoost Classifier 

AdaBoost is an iterative ensemble boosting classifier that 
combines inefficient classifiers to increase precision. It can be 
trained on a dataset, but its main drawback is hindering 
parallelization. It requires interactive training on various 
weighted instances and limiting training errors for perfect 
matches [34]. 

Fig. 11 illustrates the AdaBoost Classifier accuracy for data 
pre-processed with One-Hot Encoding, which was 71%. 

 

Fig. 11. Model evaluation for AdaBoost. 

Algorithm 5 – Logistic Regression 

This is a data analysis technique which is used to find out 
the dependency or relationship between two data factors. This 
relationship is then further used to determine or predict the 
value of the other factor. This results in a finite number of 
outcomes. Fig. 12 illustrates the accuracy check for this model, 
which is 70%. 

 

Fig. 12. Model evaluation for logistic regression. 

Algorithm 6 – K-Nearest Neighbour Classifier 

KNN is a supervised learning algorithm, which is non-
parametric and is used in both classification as well as 
regression. Refer to Fig. 13. 

 

Fig. 13. Model evaluation for KNN. 
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Algorithm 7 – Gaussian Naive Bayes 

This is a machine learning classification technique which is 
based on a probabilistic approach. Here, each class is assumed 
to follow a normal distribution. Refer to Fig. 14. 

 

Fig. 14. Model evaluation for gaussian naive bayes. 

1) Model Evaluation and Visualization 

a) Model simulation: Table I, shows a machine learning 

model calculating the "home_team" and "away_team" means 

for a tournament. The simulation is run 1000 times, saving 

outcomes in variables for each round, quarter-finals, semi-

finals, and finals. The model calculates the home team's victory 

probability and predicts match outcomes. The simulation 

continues until the tournament winner is determined. 

Model 1 –Logistic Regression is the model used in this 
instance. 

Out of the sixteen teams, eight teams were chosen for the 
quarter-finals, while the other 8 teams. From the eight teams, 
four were chosen to go to the semi-finals, while the other four 
teams failed. For the remaining rounds, the same marking 
procedure is used. Refer to Table II, where the green ones show 
the winning teams in each round and the pink ones are the failed 
ones. 

TABLE I. ML MODEL SIMULATION OF TEAM MEANS AND MATCH OUTCOME PREDICTIONS 

Away Team Away Team FIFA Rank Team Total FIFA Points 

Albania 73.166667 492.977444 

Austria 34.675 776.971667 

Belgium 19.133333 922.177778 

Croatia 18.576923 647.143086 

Czech Republic 23.966102 542.766882 

Denmark 16.48 580.456254 

England 8.111111 760.278236 

France 6.076923 675.307329 

Georgia 86.560976 409.585366 

Germany 6.351852 609.736055 

Hungary 49.282609 580.877127 

Italy 9.350877 641.229123 

Netherlands 8.468085 684.159543 

Poland 26.837209 634.290698 

Portugal 11.12963 731.470994 

Romania 23.313725 550.907308 

Scotland 37.869565 556.342391 

Serbia 29.655172 822.627949 

Slovakia 34.666667 668.602163 

Slovenia 57.065217 516.256522 

Spain 6.067797 677.954132 
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TABLE II. USING LOGISTIC REGRESSION 

Round 16 Quarter-Finals Semi-Finals Finals 

Czech Republic 

England 

France 

Portugal 

Denmark 

Italy 

France 
Italy 

 
Switzerland 

Portugal 

England 

France 

Portugal 

Netherlands 

Germany 

Spain 
Portugal 

 
Belgium 

Romania 

Ukraine 
Netherlands 

 

Italy 

France 

Slovakia 

Croatia 

Scotland 

Denmark Poland 

Serbia 

Turkey 
Czech Republic 

 

England 

Hungary 

Austria 

Albania 

Switzerland Slovenia 

Georgia 

The UEFA European Championship was won by Portugal 
among the two teams, while France finished in second place. 
The UEFA European Championship 2024 has been won by 
Portugal, according to the Logistic Regression model. 

Model 2 – Random Forest is the model used in this instance. 

Out of the sixteen teams, eight teams were chosen for the 
quarter-finals, while the other 8 teams failed. 4 of the 8 teams 
were qualified to the semi-finals, and the other four teams were 
unsuccessful. The remaining rounds are marked using the same 
criteria. Refer to Table III, where the green ones show the 
winning teams in each round and the pink ones are the failed 
ones.

TABLE III. USING A RANDOM FOREST ALGORITHM 

Round 16 Quarter-Finals Semi-Finals Finals 

Italy 
France 
 

Portugal 

Portugal 

Netherlands 

Germany 

France 
Italy 

 
Ukraine 

Czech Republic 

Portugal 

Portugal 

Switzerland 

Denmark 

Switzerland 

Spain 
Switzerland 
 

Belgium 

England 

Serbia 
Germany 

 

Italy 

Switzerland 

Slovakia 

Croatia 

Hungary 

Netherlands Slovenia 

Turkey 

Georgia 
Czech Republic 
 

France 

Romania 

Austria 

Scotland 

Denmark Poland 

Albania 

The UEFA European Championship was won by Portugal 
amongst the two teams, while Switzerland finished in second 

place. The UEFA European Championship 2024 has been won 
by Portugal, according to the Random Forest model. 
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Model 3 – Gaussian Naive Bayes is the model used in this 
instance. 

8 out of 16 teams qualified for the quarter-finals, while the 
other 8 teams failed. Out of the eight teams, four were chosen 

to go to the semi-finals, while the other four teams did not 
advance. For the remaining rounds, the same marking 
procedure is used. Refer to Table IV, where the green ones 
show the winning teams in each round and the pink ones are the 
failed ones

TABLE IV. USING GAUSSIAN NAÏVE BAYES 

Round 16 Quarter-Finals Semi-Finals Finals 

Czech Republic 
Italy 

 

England 

Portugal 

Italy 

Switzerland 

Portugal 

Portugal Denmark 

France 

Netherlands 

France 

Portugal 

England 

Germany 

Belgium 
England 
 

Ukraine 

Spain 

Croatia 

Netherlands 

Italy 

England 

Romania 

Slovakia 

Scotland 

Denmark Serbia 

Poland 

Austria 

Switzerland 

France 

Slovenia 

Turkey 

Hungary 
Czech Republic 

 
Albania 

Georgia 

The UEFA European Championship was won by Portugal, 
and England finished as the runner-up. The UEFA European 
Championship 2024 has been won by Portugal, according to the 
Gaussian Naive Bayes model. 

Model 4 – XG Boost is the model used in this instance. 

8 out of 16 teams qualified for the quarter-finals, while the 
other 8 teams failed. Out of the eight teams, four were chosen 
to go to the semi-finals, while the other four teams did not 
advance. For the remaining rounds, the same marking 
procedure is used. Refer to Table V, where the green ones show 
the winning teams in each round and the pink ones are the failed 
ones. 

TABLE V. USING XG BOOST 

Round 16 Quarter-Finals Semi-Finals Finals 

Italy 
Netherlands 

 

France 

Portugal 

Germany 

France 

Portugal 

Portugal Czech Republic 

Netherlands 

Ukraine 

Belgium 

Portugal 

Belgium 

Spain 

Denmark 
France 
 

Switzerland 

England 

Serbia 

Italy 

Netherlands 

France 

Hungary 

Slovenia 

Croatia 

Ukraine Slovakia 

Romania 

Poland 

Germany 

Belgium 

Georgia 

Turkey 

Austria 
Czech Republic 

 
Scotland 

Albania 
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The UEFA European Championship was won by Portugal, 
and France finished as the runner-up. The UEFA European 
Championship 2024 has been won by Portugal, according to the 
XG Boost model. 

Model 5 – SVM is the model used in this instance. 

8 out of 16 teams qualified for the quarter-finals, while the 
other 8 teams failed. Out of the eight teams, four were chosen 
to go to the semi-finals, while the other four teams did not 
advance. For the remaining rounds, the same marking 
procedure is used. Refer to Table VI, where the green ones 
show the winning teams in each round and the pink ones are the 
failed ones. 

TABLE VI. USING SVM 

Round 16 Quarter-Finals Semi-Finals Finals 

Czech Republic 
Netherlands 

 
Netherlands 

 

Italy 

Italy 

Denmark 

France 

Switzerland Netherlands 

Portugal 

Switzerland 

Italy 

Italy 

Germany 

Belgium 

England 
Germany 

 
Spain 

Ukraine 

Romania 

Portugal 

Germany 

Netherlands 

Croatia 

Serbia 

Slovakia 

France Scotland 

Hungary 

Turkey 

Denmark 

Switzerland 

Poland 

Slovenia 

Austria 
Czech Republic 

 
Albania 

Georgia 

The UEFA European Championship was won by Italy, and 
the Netherlands finished as the runner-up. The UEFA European 
Championship 2024 has been won by Italy, according to the 
SVM model. 

Model 6 – KNN is the model used in this instance. 

8 out of 16 teams qualified for the quarter-finals, while the 
other 8 teams failed. Out of the eight teams, four were chosen 
to go to the semi-finals, while the other four teams did not 
advance. For the remaining rounds, the same marking 
procedure is used. Refer to Table VII, where the green ones 
show the winning teams in each round and the pink ones are the 
failed ones

TABLE VII. USING KNN 

Round 16 Quarter-Finals Semi-Finals Finals 

Germany 

Portugal 

Netherlands 

 

Netherlands 

 

Italy 

France 

Portugal 
Netherlands 

 
Czech Republic 

Netherlands 

Belgium 

Switzerland 

Germany 

Switzerland 

Croatia 

Serbia 
Germany 

 
Ukraine 

Denmark 

Slovenia 

Italy 

Switzerland 

Germany 

Romania 

England 

Spain 

Belgium Hungary 

Slovakia 

Poland 
Czech Republic 

 

Portugal 

Turkey 

Scotland 

Austria 

France Albania 

Georgia 
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The UEFA European Championship was won by the 
Netherlands, and Germany finished as the runner-up. The 
UEFA European Championship 2024 has been won by the 
Netherlands, according to the KNN model. 

Model 7 – AdaBoost is the model used in this instance. 

8 out of 16 teams were qualified to the quarter-finals, while 
the other 8 teams failed. Out of the eight teams, four were 
chosen to go to the semi-finals, while the other four teams did 
not advance. For the remaining rounds, the same marking 
procedure is used. Refer to Table VIII, where the green ones 
show the winning teams in each round and the pink ones are the 
failed ones. 

TABLE VIII. USING ADABOOST 

Round 16 Quarter-Finals Semi-Finals Finals 

Czech Republic 

Italy 

France 

 

France 

 

England 

Switzerland 

Turkey 

France France 

Portugal 

Slovenia 

England 

Portugal 

Italy 

Poland 

Croatia 
Portugal 
 

Belgium 

Germany 

Scotland 

Switzerland 

England 

Portugal 

Slovakia 

Spain 

Albania 

Turkey Netherlands 

Denmark 

Ukraine 
Czech Republic 
 

Italy 

Austria 

Romania 

Hungary 

Slovenia Serbia 

Georgia 

The UEFA European Championship was won by France, 
and Portugal finished as the runner-up. The UEFA European 
Championship 2024 has been won by France, according to the 
AdaBoost model. 

In order to forecast the winner of the UEFA European 
Championship 2024, 7 models were utilised. The total results 
are depicted in Table IX. 

TABLE IX. WINNER PREDICTION USING MANUAL MACHINE LEARNING 

Model Winner Runner-Up 

Logistic Regression Portugal France 

Random Forest Portugal Switzerland 

Gaussian Naive Bayes Portugal England 

XG Boost Portugal France 

SVM Italy Netherlands 

KNN Netherlands Germany 

AdaBoost France Portugal 

B. Case 2 – Using AutoML 

For performing AutoML, the pycaret library is to be 
installed in Google Colab. 

In automated machine learning, while setting up the 
environment, the module itself runs a series of pre-processing 
and data transformation steps. After the environment is set up, 
the performance metrics of various classification models are 
evaluated on the transformed data. All the pre-processing 
information regarding AutoML is given in Table X. 
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TABLE X. PRE-PROCESSING AND SETUP 

Description Value 

Target is_won 

Target Type Binary 

Original Data Shape (2391, 43) 

Transformed Data Shape (2391, 47) 

Train Set Shape (1673, 47) 

Test Set Shape (718, 47) 

Numeric Features 26 

Categorical Features 10 

Preprocess True 

Imputation Type Simple 

Numeric Imputation Mean 

Categorical Imputation Mode 

Maximum One-Hot Encoding 25 

Encoding Method None 

Fold Generator StratifiedKFold 

Number of Folds 10 

CPU Jobs -1 (All CPUs) 

Use GPU False 

Log Experiment False 

Experiment Name clf-default-name 

AutoML itself identifies the best model for this particular 
dataset. In this case, Logistic Regression is chosen as the best 
model, as using the ‘lbfgs’ solver, the Logistic Regression 
model was optimized with typical L2 regularization 
(penalty='l2') to avoid overfitting. The intercept term 
(fit_intercept=True) was included in the model, and the 
regularization strength was adjusted to 1 (C=1.0). A maximum 
of 1000 iterations were performed, with a tolerance value of 

0.0001 to guarantee convergence. Reproducibility was ensured 
by using random_state=6250, and the imbalance was handled 
without the use of class weights (class_weight=None). For the 
classification challenge, this setup produced a reliable and 
effective model. 

Fig. 15 shows the plotted ROC curve and the confusion 
matrix for the logistic regression model. 

 

Fig. 15. ROC curve and confusion matrix. 

Model Chosen by Auto ML – Logistic Regression 

1) Logistic regression model simulation: Applying the 

same simulation logic for autoML as well (same as used in 

manual ML). 8 out of 16 teams qualified for the quarter-finals, 

while the other 8 teams failed. Out of the eight teams, four were 

chosen to go to the semi-finals, while the other four teams did 

not advance. For the remaining rounds, the same marking 

procedure is used. Refer to Table XI, where the green ones 

show the winning teams in each round and the pink ones are the 

failed ones. 
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TABLE XI. USING AUTOML (LOGISTIC REGRESSION) 

Round 16 Quarter-Finals Semi-Finals Finals 

Czech Republic 

Denmark 

Italy 

 

Portugal 

 

Denmark 

Italy 

Switzerland 

Portugal France 

England 

Netherlands 

England 

Portugal 

Portugal 

Germany 

Belgium 
Italy 

 
Croatia 

Ukraine 

Romania 

Switzerland 

England 

Italy 

Spain 

Slovakia 

Scotland 

France Turkey 

Poland 

Serbia 
Czech Republic 
 

Denmark 

Austria 

Hungary 

Albania 

Netherlands Slovenia 

Georgia 

The UEFA European Championship was won by Portugal, 
and Italy finished as the runner-up. The UEFA European 
Championship 2024 has been won by Portugal, according to the 
Logistic Regression model via AutoML. 

VII. COMPARATIVE RESULTS AND EVALUATION 

Table XII given below compares the performance of various 
classification models based on the key metrics such as 

precision, recall, F1-score, accuracy, and AUC (Area under the 
curve) for the manual approach. It evaluates both models' 
ability to predict positive and negative classes and also 
identifies the more effective model. Here, 0 represents the 
"False" class and 1 represents the "True" class. 

TABLE XII. SUMMARY OF CLASSIFICATION PERFORMANCE METRICS (MANUAL) 

 

Metric 
Random Forest XG Boost SVM AdaBoost 

Logistic 

Regression 

K-Nearest 

Neighbour 

Gaussian Naive 

Bayes 

Precision 
0 0.77 0.77 0.78 0.75 0.78 0.73 0.79 

1 0.61 0.61 0.63 0.67 0.62 0.63 0.63 

Recall 
0 0.69 0.69 0.71 0.72 0.70 0.69 0.70 

1 0.71 0.71 0.72 0.70 0.71 0.68 0.73 

F1-Score 
0 0.73 0.73 0.74 0.73 0.74 0.71 0.74 

1 0.65 0.65 0.68 0.68 0.66 0.65 0.67 

Support 
0 213 213 211 198 212 202 213 

1 146 146 148 168 147 157 146 

AUC - 69.78 69.78 71.46 70.95 70.62 68.16 71.51 

1) Precision: From the precision values it can be measured 

that how many of the predicted "True" (1) cases were correctly 

classified. For the "False" (0) class, most models have similar 

precision, with Gaussian Naive Bayes performing the best at 

0.79, followed closely by K-Nearest Neighbor (KNN) and 

AdaBoost. In terms of classifying the "True" (1) class, 

AdaBoost achieves the highest precision at 0.67 where we can 

say that it more accurately identifies true positives compared to 

the other models. 

2) Recall: Recall measures how well the model identifies 

all actual "True" cases. From the table we observe that for the 

"False" (0) class, recall values vary around 0.69 to 0.72 which 

shows that the models are consistent in recognizing the "False" 

cases. For the "True" (1) class, XGBoost, Random Forest, and 

SVM exhibit similar recall values which is around 0.71, 

indicating that they are effective at correctly identifying 

positive cases. 

3) F1-Score: Generally, F1-Score provides a balanced 

view of model performance. We can see that for the "False" (0) 

class, most models have similar F1-scores, with values ranging 

from 0.71 to 0.74. This means that the models perform well in 

identifying negative cases, particularly Gaussian Naive Bayes, 

AdaBoost, and SVM. For the "True" (1) class, F1-scores are 

slightly lower, with values ranging from 0.65 to 0.68. This 

suggests that predicting "True" cases is more challenging for 

these models. SVM and AdaBoost perform slightly better in 

this regard, with F1-scores of 0.68. 
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4) Support: Support refers to the number of actual instances 

in each class. There are more "False" (0) cases (213 instances) 

than "True" (1) cases (146 instances) in the dataset which may 

indicate an imbalance in the class distribution. 

5) AUC (Area under the curve): AUC represents the 

model's ability to distinguish between classes. So, higher values 

indicate better performance. Gaussian Naive Bayes achieves 

the highest AUC at 71.51, indicating it is the best at 

distinguishing between "False" and "True" cases. XGBoost and 

Random Forest have identical AUC values of 69.78, suggesting 

similar performance in overall classification accuracy. 

The overall summary of Manual ML and Auto ML is 
depicted in Table XIII. 

TABLE XIII. OVERALL SUMMARY OF AUTOML AND MANUAL ML 

Manual ML AutoML 

Algorithm Name Accuracy 
Prediction Result 

 

List of Algorithms 

chosen 

Ridge (99%), Random Forest (100%), XG Boost 

(100%), Decision Tree (100%), SVM (65%), Ada 
Boost (100%), Logistic Regression (100%), KNN 

(68%), Naïve Bayes (100%), Quadratic Discriminant 

Analysis (100%), Linear Discriminant Analysis 

(99%), Extra Trees Classifier (99.94%), Extreme 

Gradient Boosting (100%), Light Gradient Boosting 

Machine (100%) and Dummy Classifier (54.63%) 

AdaBoost 71% 
Using AdaBoost,  
Winner – France 

1st Runner Up - Portugal 

Best Model chosen via 

AutoML 
Logistic Regression 

Random Forest 70% 

Using Random Forest,  

Winner – Portugal 
1st Runner Up - Switzerland 

Prediction Result 

The best Model chosen through AutoML was 

Logistic Regression. 

 

Using Logistic Regression,  
Winner – Portugal 

1st Runner Up - Italy 

XG Boost 70% 

Using XG Boost,  

Winner – Portugal 

1st Runner Up - France 

 

SVM 71% 

Using SVM,  

Winner – Italy 
1st Runner Up - Netherlands 

Logistic 

Regression 
70% 

Using Logistic Regression,  

Winner – Portugal 

1st Runner Up - France 

KNN 68% 

Using KNN,  

Winner – Netherlands 

1st Runner Up - Germany 

Naive Bayes 71% 
Using Gaussian Naive Bayes,  
Winner – Portugal 

1st Runner Up - England 

VIII. CONCLUSIONS 

This study shows how both manual and automated machine 
learning (AutoML) techniques can effectively predict football 
match outcomes. By using a comprehensive dataset of 
historical match data and applying various ML algorithms, we 
created models that significantly improve the accuracy and 
reliability of sports predictions. We found that AutoML models, 
especially logistic regression, offered better predictive accuracy 
than traditional manual methods. AutoML streamlined the 
model selection and tuning process, making predictive analysis 
more efficient and less reliant on manual intervention. AutoML 
proved it could optimize ML model performance by automating 
key steps like data pre-processing, feature selection, and 
hyperparameter tuning. 

Manual ML techniques, while effective, required more 
effort and expertise to match the results achieved by AutoML. 
Manual methods like Random Forest, XGBoost, SVM, and 
AdaBoost performed well but were more time-consuming and 
needed more domain-specific knowledge. Our findings 
highlight the importance of thorough data preprocessing and 
feature engineering in boosting model performance. Using 

cross-validation techniques and hyperparameter optimization 
further improved the models' accuracy and robustness, ensuring 
they are applicable to real-world scenarios. 

Additionally, this research provided valuable insights into 
the factors that influence football match outcomes. This 
knowledge is invaluable for sports industry stakeholders, 
including analysts, coaches, and betting agencies, giving them 
a powerful tool for strategic decision-making. 

In summary, this study demonstrated the effectiveness of 
both manual and AutoML techniques in sports analytics, paving 
the way for broader adoption and innovation. The results 
suggest that AutoML can greatly enhance the efficiency and 
effectiveness of predictive modelling in sports. Future research 
could incorporate diverse data sources and extend these 
methods to other sports, showcasing the versatility and 
scalability of machine learning. 

Declaration of generative AI and AI-assisted technologies 
in the writing process 

During the preparation of this work, the author(s) used the 
QuillBot tool [https://quillbot.com/grammar-check] to check 
grammar as well as paraphrasing. After using this tool/service, 
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the author(s) reviewed and edited the content as needed and 
take(s) full responsibility for the content of the publication. 
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Abstract—As Smart Home Internet of Things (SHIoT) 

continue to evolve, improving connectivity and security whilst 

offering convenience, ease, and efficiency is crucial. SHIoT 

networks are vulnerable to several cyberattacks, including 

Distributed Denial of Service (DDoS) attacks. The ever-changing 

landscape of Smart Home IoT threats presents many problems for 

current cybersecurity techniques. In response, we propose a 

hybrid Trust-based approach for DDoS attack detection and 

mitigation. Our proposed technique incorporates adaptive 

mechanisms and trust evaluation models to monitor device 

behaviour and identify malicious nodes dynamically. By 

leveraging real-time threat detection and secure routing protocols, 

the proposed trust-based mechanism ensures uninterrupted 

communication and minimizes the attack surface. Additionally, 

energy-efficient techniques are employed to safeguard 

communication without overburdening resource-constrained 

SHIoT devices. To evaluate the effectiveness of the proposed 

technique in efficiently detecting and mitigating DDoS attacks, we 

conducted several simulation experiments and compared the 

performance of the approach with other existing DDoS detection 

mechanisms. The results showed notable improvements in terms 

of energy efficiency, improved system resilience and enhanced 

computations. Our solution offers a targeted approach to securing 

Smart Home IoT environments against evolving cyber threats. 

Keywords—Trust; smart home; IoT; DDoS; denial of service; 

DoS; cyber threats; techniques 

I. INTRODUCTION 

Over the past few years, the advancement of Internet of 
Things (IoT) technology has resulted in ease of integration, 
seamless functionality and increased user satisfaction [1]. Since 
its inception, we have witnessed an increase in the number of 
smart home Internet of Things (SHIoT) devices such as smart 
bulbs, smart TVs, smart alarms, smart refrigerators, and smart 
fans [2] These have in turn resulted in diverse applications such 
as smart cities [3], smart grid systems [4], and smart healthcare 
systems [5]. 

However, security remains a paramount concern. 
specifically in smart home network environments, which usually 
encompass, wireless and mobile ad hoc networks. These 
environments generally deviate from traditional wired networks, 
boasting distinctive attributes such as shared resources, node 
mobility, and limited transmission range [6]. As a result of the 
generally limited processing power of mobile nodes in smart 
home networks, security techniques that have proven successful 
in wired networks tend to fail in wireless networks [7]. 
Furthermore, because nodes in smart home networks are free to 
join or leave, their dynamic nature causes network topologies to 
change quickly, which makes maintaining network security 

extremely difficult. The creation of complex yet effective 
security measures suited to these environments is necessary [8]. 

In our work, we explore the escalating cybersecurity threats 
faced by Smart Home Internet of Things (SHIoT) networks, 
particularly focusing on Distributed Denial of Service (DDoS) 
attacks. Traditional security measures have proven inadequate 
in safeguarding these networks, requiring innovative solutions. 

The contribution of this research is a proposed novel Trust-
based DDoS attack detection model tailored specifically for 
SHIoT environments. Through comprehensive analysis, the 
paper identifies prevalent DDoS attack types targeting these 
networks, delving into their unique characteristics and 
implications. It evaluates the effectiveness of current 
cybersecurity measures and introduces a trust-based mitigation 
technique designed to counter each identified attack vector. By 
emphasizing the significance of trust-based approaches, the 
research not only contributes to the enhancement of 
cybersecurity in smart home settings but also identifies key 
avenues for future exploration. This study lays the groundwork 
for more resilient and secure smart home networks, ensuring the 
confidentiality and integrity of IoT communications amidst the 
evolving landscape of cyber threats. 

The results show that the proposed technique can effectively 
improve the security of smart homes and enhance the efficiency 
of smart home network environments. The key contributions of 
our work are summarized as follows: 

 The proposed approach incorporates Knowledge-based 
trust computations, resulting in more efficient and 
effective trust aggregations in smart homes. 

 Observational-based Trust optimization is used to update 
trust and reputation, allowing for the system to draw 
upon the shared encounters of its neighbouring nodes or 
devices on the network which allows the network 
parameters to be adjusted as needed. 

 The proposed technique deploys a hybrid trust-based 
technique for trust propagation, trust updation and trust 
formation which classifies malicious nodes using 
knowledge, reputation, and observational experience, 
resulting in better identification and mitigation of 
security threats in smart homes. 

The layout of the paper is as follows. In Section II, we 
discuss the related work. In Section III, we describe our 
methodology for trust in smart home network environments. 
Section IV describes in detail our proposed trust-based system 
while in Section V. We evaluate the system performance within 
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smart home networks. In Section VI future research directions 
are highlighted. 

II. RELATED WORK 

In recent years, the field of SHIoT security has gained 
significant attention from researchers, because of the peculiar 
vulnerabilities of these SHIoT devices [9]-[12]. A smart home 
is an essential component of intelligent computing, by easily 
integrating with home devices to control and monitor their 
operations. It often uses cloud computing for storage and 
scalable processing power. Smart home appliances can now be 
remotely controlled from any location thanks to cloud 
computing [13]. Smart homes improve convenience, security, 
and energy efficiency by allowing users to effectively manage 
gadgets. These gadgets offer a great deal of convenience in 
addition to time, money, and energy savings. The main control 
interface for the smart home system is usually a smartphone or 
tablet. In this section, we review the existing literature covering 
key SHIoT security challenges, the nature of DDoS attacks on 
SHIoT networks, and existing cybersecurity solutions. 

A. Overview of SHIoT Security Challenges 

The ubiquitous nature of SHIoT creates some unique 
weaknesses and challenges which are inherent in their design. 
Almost any device can be equipped with the necessary 
technology to facilitate data transmission between IoT devices 
and their connected networks. Each node in a SHIoT network 
generally operates under energy constraints, creating an 
incentive for nodes to selfishly conserve their resources [14]. 
This self-preserving behaviour can negatively impact the overall 
functionality and efficiency of the network. Another unique 
challenge is due to their typical deployment in unattended and 
often hostile environments meaning that these networks often 
rely on thousands of low-cost sensors to monitor even small 
areas, which necessitates producing sensors at minimal cost. 
This cost reduction compromises the tamper-resistant properties 
of the SHIoT devices. SHIoTs are typically vulnerable to 
physical capture by adversaries [15]. Ensuring secure and 
efficient operation is challenging due to these factors 
particularly when threats like Distributed Denial of Service 
(DDoS) attacks target these SHIoT networks. One of the main 
concerns in smart homes is unauthorized access, where sensitive 
user data, such as video feeds or personal preferences can be 
intercepted if devices do not have proper access control 
protocols in place [16]. Due to the computational limitations of 
SHIoT devices, there are limits on the implementation of 
advanced cryptographic algorithms, thereby leading to exposure 
to various types of cyberattacks. 

Existing security models oftentimes focus on traditional IT 
systems, overlooking IoT's resource limitations and real-time 
processing needs [8]. The lack of standardized security practices 
across IoT device manufacturers exacerbates these issues, 
leaving devices vulnerable to exploitation and making it 
challenging to implement uniform security measures across 
diverse IoT ecosystems. 

B. DDoS Attacks 

DDoS attacks have become increasingly common in SHIoT 
networks, largely due to the massive deployment of SHIoT 
devices, which can be easily exploited due to weak security 

configurations [17]. Common DDoS attacks within the SHIoT 
environment include HTTP floods, UDP floods, and TCP SYN 
floods. 

1) HTTP Flood attacks: HTTP flood attacks are one of the 

most common DDoS cyberattacks. These attacks are carried out 

by inundating the victim with a massive number of HTTP 

connection requests. These attacks aim to overwhelm the target 

server’s resources and prevent legitimate traffic from accessing 

the server. In the context of IoT, HTTP floods can target cloud-

based services associated with smart home devices, causing 

network slowdowns and disruptions [18]. Researchers Marleau 

et al. proposed an HTTP flood detection and mitigation 

technique for Software-defined networks (SDN) using Network 

Ingress Filtering [19]. 

2) UDP Flood attacks: UDP flood attacks flood the victim 

network or device with many User Datagram Protocol (UDP) 

packets. The extensive volume of packets inundates the target 

server, aiming to overwhelm its processing and response 

capabilities. UDP floods are particularly disruptive in SHIoT 

environments, where devices rely on minimal bandwidth and 

have limited packet-processing capabilities [20]. An example is 

the DNS amplification attack, where the attacker spoofs the 

source IP address of the victim and sends a small request to the 

DNS server. The DNS server replies with large responses, 

affecting the victim's performance. Researchers Lee et al. [21] 

proposed the use of specific IPtables rules and Linux-based 

firewall utilities, to mitigate UDP flood attacks. 

3) TCP SYN Flood attacks: This type of attack exploits the 

TCP handshake mechanism by sending repeated SYN requests, 

but failing to respond to SYN-ACK replies, leaving the 

connection half-open. This can consume server resources and 

result in denial of service. Smart home devices, which often 

operate on simple network architectures, are vulnerable to these 

types of connection-based floods [22]. Bensaid et al. proposed 

a fog computing-based SYN Flood DDoS attack mitigation 

technique which uses an adaptive neuro-fuzzy inference system 

(ANFIS) and SDN assistance [23]. 

The impact of these attacks on SHIoT networks is 
significant, leading to degraded performance, reduced 
availability, and even complete network outages. DDoS attacks 
also open pathways for further malicious activities, such as data 
breaches or malware infiltration, by exploiting compromised 
devices within the IoT network [24]. 

C. Existing DDoS Mitigation Solutions 

Current DDoS mitigation techniques include solutions like 
rate limiting, firewalls, and anomaly detection. However, while 
these methods offer some level of protection, they are often 
insufficient or computationally demanding for IoT 
environments: 

1) Rate limiting: This approach restricts the number of 

requests allowed per unit of time, which can mitigate DDoS 

attacks. However, IoT devices may still be overwhelmed by 

legitimate traffic, and rate limiting does not effectively 

distinguish between malicious and legitimate requests [25]. 
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2) Firewalls: Traditional firewalls monitor all incoming 

traffic attempting to enter a network and can block unwanted 

traffic. However, they are often unsuitable for IoT devices due 

to their processing and memory limitations. Additionally, 

firewalls require frequent updates to stay effective, which may 

not be feasible for resource-constrained SHIoT devices [26]. 

3) Anomaly detection: Anomaly detection, also known as 

behavioural detection, involves identifying predefined 

signatures or events that deviate from normal system behaviour. 

These systems use methods such as machine learning and 

analysis to identify abnormal patterns of network traffic [27]. 

While effective, these systems are computationally intensive, 

requiring processing power that most SHIoT devices lack. 

Moreover, the high rate of false positives in anomaly detection 

can lead to unnecessary slow-down in network performance, 

impacting the reliability of IoT services [28]. 

These traditional solutions, while useful in general 
networking environments, fall short of providing scalable, 
efficient, and reliable security for SHIoT networks, particularly 
when faced with DDoS attacks in smart home environments. 

D. Trust-Based Security Approaches 

As a result of the limitations of other DDoS mitigation 
techniques, researchers have explored trust-based security 
models tailored to various technologies. Trust-based security 
mechanisms aim to establish a level of trust for each device or 
network node based on behaviour, interaction history, and 
reputation, allowing the network to isolate untrustworthy 
devices or nodes in real time. 

Several studies have highlighted the benefits of trust-based 
approaches in distributed and resource-constrained 
environments like IoT [29]-[31]. Trust-based models can 
effectively mitigate insider threats by flagging devices that 
exhibit suspicious behaviour, such as attempting excessive 
communication or participating in botnet-like activities [21]. 
Trust-based systems are also adaptable, requiring less 
processing power than anomaly detection making them suitable 
for IoT devices with limited computational capacity [32]. 

Shuhaiber and Mashal [33] presented a multilayered trust-
based technique within IoT ecosystems, offering a theoretical 
insight into the intricate relationships between Trust Stance, and 
their impact on trust dynamics within IoT networks. Khatereh et 
al. [34] introduced a trust management model for anomaly 
detection using sequence prediction and deep learning for data 
security in IoT networks. The proposed model provides a 
detection mechanism to address four RPL attacks. 

Shashank et al. [35] apply a trust-based technique for reliable 
data packet routing in WSNs. In their approach, trust 
management is integrated into routing protocols, deploying the 
decision-making Dempster-Shafer Theory (DST) algorithm for 
trusted clustering and the Whale Optimization Algorithm 
(WOA) for routing. However, one drawback of this approach is 
the high energy use which is not suitable for SHIoT networks. 

Adla and Ramaiah [36] propose a blockchain solution for 
IoT with trust management consensus.  The proposed technique 
uses a Grey Wolf Optimization (GWO) algorithm in addition to 
a trust-based ensemble consensus. The trust-based ensemble 
consensus uses Proof of Work (PoW) and Proof of Stake (PoS) 
procedures to calculate trust within the network. However, one 
disadvantage of this approach is that the network throughput 
progressively drops as the number of nodes increases. 
Researcher Farag [37] proposed a behavioural trust-based 
solution to mitigate energy exhaustion attacks on the RPL 
protocol. The proposed protocol protects against rank attacks 
and Sybil attacks in IoT networks. However, the disadvantage 
of the technique is that the trust value is computed solely based 
on direct observations by each node within the network. 

Researchers have proposed various methods to deal with the 
DDoS attacks common with IoT networks. The approaches 
deployed vary and authors have focused on different aspects of 
the security of IoT networks. It is also evident from our study on 
trust-based techniques and deployments that a comprehensive 
model incorporating all aspects of security quantification for 
smart home networks and services is imperative. Thus, the core 
focus of this research work is a proposed trust-based system as 
a means of securing SHIoT networks. Trust-based management 
techniques employ a systematic method for effectively 
managing and ensuring trust within the network. By 
incorporating trust as a core component, our model provides an 
adaptive, lightweight solution that enhances the security of 
SHIoT networks. 

III. METHODOLOGY 

In this section, we present the trust-based methodology that 
the proposed system uses to detect and mitigate Distributed 
Denial of Service (DDoS) attacks in SHIoT networks. The 
methodology is centred around a trust management system 
where each node in the network maintains a trust score for other 
nodes based on their behaviour [32]. The trust scores are 
dynamically updated as nodes interact with each other. When 
malicious behaviour is detected, such as in the case of a DDoS 
attack, trust scores decline, and the system can identify the 
compromised node and take necessary actions to mitigate the 
attack. 

A. Network Architecture 

Trust-based systems are primarily comprised of three 
distinct properties. Durable nodes/devices that cumulate a 
repository of protocols for future communication, compilation, 
and dissemination of information regarding ongoing 
communications and ensuring its availability for future 
reference and deployment of a propagation mechanism to aid the 
dissemination of trust information to peer nodes/devices on the 
network. Fig. 1 shows a high-level overview of the proposed 
Trust-based system. 

Assessing the security of a smart home network is essential 
for any setup within the smart home environment. We've 
compiled a comprehensive set of security parameters crucial for 
gauging security within a smart home network environment. 
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Fig. 1. High-level overview of proposed trust-based system. 

These parameters form the basis of our trust model, yielding 
a trust value as an outcome. This trust value can either provide a 
holistic view of the overall security of the smart home network 
or can be dissected into various security aspects based on these 
parameters, represented as a vector. 

B. Trust Definition 

Trust is a measure of the reliability or reputation of a node in 
the network, quantifying how likely it is that a node will behave 
as expected, such as reliably forwarding packets without 
malicious intent. Trust in this context is represented as a 
numerical value, which is continuously evaluated and updated 
based on observed behaviour [30]. In the proposed system, trust 
is defined based on three main factors. 

Packet Delivery Ratio (PDR): This measures the consistency 
and reliability of node y. The ratio of successfully delivered 
packets to the total number of packets transmitted. A high PDR 

implies that the node can be trusted to forward packets 
efficiently, whereas a low PDR may indicate the dropping or 
mishandling of packets, which is indicative of malicious 
behaviour or a selfish node trying to conserve resources. 

PDRx,y(t)= 
Packets Delivered by node y

 Total Packets Sent to node y
  (1) 

Anomaly Detection (AD): Anomalies such as sudden traffic 
spikes are common indicators of a node participating in a DDoS 
attack. The system continuously monitors the traffic patterns, 
and if it detects abnormal behaviour, the anomaly detection 
score decreases the trust score. 

ADx,y(t)= {
1  if no anomaly is detected,

0  if an anomaly is detected.
 (2) 

Response Time (RT): The time a node takes to respond to 
communication requests from other nodes. If the response times 
are consistently high (i.e., the node is unresponsive or 
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overloaded), this could indicate that the node is under attack or 
has been compromised. 

RTx,y(t)
1

Observed Response Time of node y
  (3) 

C. Trust Calculation 

Trust is a quantified measure based on the behaviour of 
nodes. Trust is evaluated based on parameters such as packet 
delivery ratio, response time, and anomaly detection. The trust 
T(x,y)(t) between two nodes x and y at time t is calculated as a 
weighted sum of the three factors mentioned above: Packet 
Delivery Ratio, Anomaly Detection, and Response Time. The 
trust calculation formula is: 

Tx,y(t)= δ × PDRx,y(t)+ θ × ADx,y(t)+ μ  × RTx,y(t) (4) 

Where: 

Tx,y(t) is the trust value between nodes x and y at time t. 

PDRx,y(t) is the packet delivery ratio between node x and 
node y. That is the ratio of successful packet deliveries. 

ADx,y(t) is the anomaly detection score, indicating if node 
y’s behaviour is deemed suspicious. 

RTx,y(t) is the response time of node y as observed by node 
x. That is the delay in responses from node y. 

δ, θ, μ are the weights for each factor, with δ + θ + μ = 1, 
determined based on the specific requirements of the network. 
For example, if packet delivery is prioritized, δ would be larger. 

D. Trust Update Mechanism 

Trust is not static and changes as nodes interact over time. 
The system continuously monitors the behaviour of each node, 
and the trust scores are updated periodically based on recent 
observations. This dynamic nature ensures that the system can 
adapt to evolving network conditions and malicious behaviours. 
The trust update mechanism works as follows: 

 Initial Trust Assignment: Every node starts with an initial 
trust value. For example, the default trust value is set to 
0.5 on a scale of 0 to 1, indicating neutral trust. 

Tx,y(t) = 0.5                                   (5) 

 Trust Evaluation: After each interaction between two 
nodes, the trust score is recalculated based on the Packet 
Delivery Ratio, Anomaly Detection, and Response Time. 

 Trust Decay: Trust decays over time if no recent 
interaction has occurred. This decay ensures that old 
interactions do not overly influence current trust 
evaluations. 

 Tx,y(t+1) = (1-ω) × Tx,y(t) + ω × new interaction data (6) 

Where ω is a decay constant that controls how quickly trust 
values diminish over time. 

 Threshold-Based Detection: The system sets a threshold 
Tthresh below which a node is flagged as suspicious. If the 
trust value T(x,y)(t)falls below this threshold, the node is 
quarantined, i.e., its communication privileges are 
limited or monitored closely. The value of Tthresh is set 

based on network performance requirements and the 
acceptable level of risk. 

If Tx,y  < Tthresh then node y is flagged as suspicious.  (7) 

The value of Tthresh is set based on network performance 
requirements and the acceptable level of risk. 

E. Trust Propagation in the Network 

The trust scores are not only calculated on a one-to-one basis 
between nodes but also propagated through the network. For 
instance, if node x considers node y to be trustworthy, other 
nodes that trust x may adjust their trust values for y accordingly. 
This indirect trust propagation allows for faster identification of 
malicious nodes but also introduces a potential risk of trust 
manipulation. The propagation mechanism follows a weighted 
averaging approach. 

Tk,y(t) = 
Tk,x(t) + Tx,y(t) 

2
  (8) 

Where node k updates its trust score for node y based on its 
trust in node x and the trust score that node x has assigned to 
node y. 

F. Trust-Based DDoS Attack Detection 

The proposed trust-based system is used to detect DDoS 
attacks by identifying nodes whose trust scores consistently fall 
below the set threshold due to anomalies in their behaviour. 
DDoS attacks typically involve a sudden surge of requests from 
compromised nodes, resulting in dropped packets, increased 
response times, and detected anomalies, all of which contribute 
to a rapid decline in the trust score. The detection algorithm 
works as follows: 

1) Monitor trust values: Continuously monitor the trust 

values for all nodes in the network. 

2) Detect malicious nodes: If a node’s trust score falls 

below the threshold Tthresh, flag the node as suspicious. 

3) Isolate suspicious nodes: Once flagged, restrict the 

node’s ability to communicate with other nodes until further 

investigation is carried out or the node is cleared. 

IV. TRUST-BASED DDOS DETECTION SYSTEM 

In this section, we delve deeper into the workings of our 
proposed trust-based system for detecting Distributed Denial of 
Service (DDoS) attacks in smart home networks. The system 
uses trust scores to detect anomalies in node behaviour that 
could indicate a malicious DDoS attack. By dynamically 
assessing the trustworthiness of each node, our system can 
identify compromised nodes that are part of a DDoS attack and 
take action to mitigate the attack in real time. 

A. Trust Propagation and Decision Making 

The trust-based DDoS detection system operates by 
continuously monitoring and updating trust values between 
nodes. Each IoT device in the network maintains a trust score 
for other devices it communicates with. Trust propagation 
ensures that trust information is shared across the network, 
allowing for more comprehensive decision-making. 

1) Trust evaluation: Trust values are evaluated based on the 

behaviour of the nodes, as discussed in Section III(B). Nodes 
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regularly assess their neighbours based on metrics such as 

Packet Delivery Ratio (PDR), Response Time (RT), and 

Anomaly Detection (AD). A node that behaves consistently 

within normal parameters maintains a high trust score. 

Conversely, a node that shows erratic or malicious behaviour, 

such as failing to forward packets or exhibiting a high rate of 

traffic anomalies, will experience a drop in trust. 

2) Trust propagation and aggregation: Trust propagation 

allows nodes to share their trust evaluations of other nodes, 

leading to a more informed decision-making process. If node x 

trusts node y but receives reports from other nodes indicating 

low trust in y, node x can adjust its trust value for y accordingly. 

This aggregation of trust values helps quickly isolate malicious 

nodes. Trust propagation is defined mathematically as follows: 

Tx,y(t+1) = 
Tx,y(t) + ∑ Tm,ym∈N(x) (t) 

N(x)+1
  (9) 

Where: 

T(x,y)(t+1) is the trust value between nodes x and y at time t. 

N(x) is the set of neighbouring nodes if x, 

T(m,y)(t) is the trust value that node m assigns to node y. 

This formula ensures that a node's trust score reflects not 
only its direct interactions but also the observations of other 
nodes in the network. This collective trust evaluation reduces the 
likelihood of isolated nodes manipulating their trust values to 
avoid detection. 

B. DDoS Detection Algorithm 

The detection of DDoS attacks in the trust-based system 
relies on identifying nodes with consistently low trust scores. 
These low scores indicate misbehaviour such as failing to 
forward packets, delaying responses, or generating abnormally 
high traffic. The following algorithm outlines the detection 
process: 

1) Step 1: Initialize Trust Values: Each node x in the 

network initializes a trust score T(x,y)(0) for every other node 

y. The initial trust value is set to a neutral level, such as 0.5. 

2) Step 2: Continuous Monitoring: Nodes continuously 

monitor the behaviour of their neighbours based on the metrics 

discussed in Section III(B) (Packet Delivery Ratio, Response 

Time, and Anomaly Detection). 

3) Step 3: Trust Score Update: Each node x updates its trust 

score for every other node y after each interaction. The updated 

trust score T(x,y)(𝑡) is calculated using the formula described 

in Section III(B). 

4) Step 4: Threshold Comparison: At regular intervals, each 

node compares the trust score of its neighbours to a predefined 

threshold Tthresh. If the trust score T(x,y)(𝑡) falls below Tthresh node 

y is flagged as suspicious. 

If Tx,y (t) < Tthresh then node j is flagged as suspicious. (10) 

5) Step 5: Quarantine Suspicious Nodes: Once a node is 

flagged as suspicious, the system takes preventive action. The 

suspicious node is quarantined, meaning its communication 

with other nodes is limited, and it is closely monitored. This 

limits the node’s ability to participate in DDoS attacks. The 

algorithm can be represented as pseudo code as follows: 

Algorithm 1: Quarantine Algorithm 

for each node x in network: 

    for each neighbour y of x: 

        T[x,y] = CalculateTrust(x,y) 

        if T[x,y] < T_threshold: 

            FlagNode(y) 

            QuarantineNode(y) 

             End 

C. Detection of Specific DDoS Attack Types 

The proposed trust-based system can detect various types of 
DDoS attacks based on the specific behaviours they induce in 
the network. Below are three common types of DDoS attacks 
and how they are detected: 

1) TCP SYN Flood detection: In a TCP SYN flood attack, 

a malicious node sends repeated SYN requests to overwhelm 

the victim node’s resources. This attack results in. 

a) Increased response times (since the victim node is 

overwhelmed). 

b) Decreased Packet Delivery Ratio (as the victim node 

struggles to handle legitimate traffic). 

The trust score of a node participating in a TCP SYN flood 
attack will drop due to poor Response Time (RT) and Packet 
Delivery Ratio (PDR). The system detects this as follows: 

 Response Time Monitoring: If node x observes a 
consistent delay in receiving responses from node y, it 
will reduce the trust score T_(x,y)(𝑡) accordingly. 

Tx,y(t) = Tx,y(t-1) - ∆RTx,y(t) (11) 

 Packet Delivery Monitoring: If node 𝑗 is unable to deliver 
packets reliably, PDR(x,y)(t)  will decrease, leading to a 
further reduction in trust. 

Tx,y(t) = Tx,y(t-1) - ∆PDRx,y(t)  (12) 

2) HTTP Flood detection: In an HTTP flood attack, a 

compromised node generates a high volume of HTTP requests 

to overload the victim’s web services. This leads to: 

 Abnormally high traffic generation. 

 Anomalies detected in traffic patterns (AD). 

The proposed trust-based system detects HTTP flood attacks 
by monitoring traffic volumes and identifying anomalies in the 
behaviour of nodes. Nodes that generate an unusually high 
number of HTTP requests will be flagged based on their 
Anomaly Detection (AD) score: 

ADx,y(t)= {
1  if no anomaly is detected,

0  if an anomaly is detected.
 (13) 

A lower AD score leads to a drop in the overall trust value 
T(x,y)(t), eventually flagging the node as suspicious. 
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3) UDP Flood detection: A UDP flood attack involves 

sending large volumes of UDP packets to flood the victim’s 

bandwidth. This results in: This leads to: 

 High packet loss. 

 Poor packet delivery ratio (PDR). 

In this case, the system detects the attack by monitoring the 
Packet Delivery Ratio (PDR) of affected nodes. If node x 
observes that node y is consistently dropping packets, the trust 
score for node y is reduced: 

PDRx,y(t)= 
Packets Delivered by node y

 Total Packets Sent to node y
  (14) 

A low PDR leads to a decline in trust: 

Tx,y(t) = Tx,y(t-1) - ∆PDRx,y(t)  (15) 

D. Mitigation Strategy 

The detection of DDoS attacks in the trust-based system 
relies on identifying nodes with consistently low trust scores. 
These low scores indicate misbehaviour such as failing to 
forward packets, delaying responses, or generating abnormally 
high traffic. The following algorithm outlines the detection 
process: 

1) Node quarantine: The system temporarily restricts the 

suspicious node’s ability to communicate with other nodes in 

the network. This reduces the likelihood of the node 

participating in a DDoS attack. During quarantine, the system 

continues to monitor the node’s behaviour. 

2) Traffic filtering: Suspicious traffic from flagged nodes is 

filtered to prevent it from overwhelming legitimate network 

resources. The system prioritizes traffic from trusted nodes, 

ensuring that the network remains functional even during an 

ongoing attack. 

3) Reassessment of trust: After a predefined period, the 

system re-evaluates the trust score of quarantined nodes. If the 

node’s behaviour improves (e.g., it no longer generates 

anomalies or has improved packet delivery), the node can be re-

integrated into the network. Otherwise, it remains quarantined 

or is permanently blacklisted. 

V. RESULT AND ANALYSIS 

To evaluate the performance of the proposed model, a 
simulation was carried out using OMNET++ simulator which 
was selected due to its platform independence and pre-defined 
function. To implement the trust-based detection system, we 
extend the IoT device modules with trust evaluation 
functionality. Each device calculates the trust score of its 
neighbours based on their behaviour (packet delivery, response 
time, and anomaly detection). We measured the following 
performance metrics: 

 Malicious Attack Detection Rate: The percentage of 
malicious nodes correctly identified by the system. 

 False Positive Rate: The percentage of benign nodes 
incorrectly flagged as malicious. 

 Latency: The average time taken to detect and mitigate a 
DDoS attack. 

 Network Throughput: The total amount of data 
successfully transmitted across the network, indicating 
the impact of DDoS attacks on network performance. 

The complete simulation setup is illustrated in Table I. 

TABLE I.  COMMON SIMULATION PARAMETERS 

Simulation environment Values 

Simulator OMNET++ v 6.0.2 

Platform Windows 11 

Number of Nodes 10-50 

Time Interval 100-1000s 

Topology 800m X 600m 

Communication Range 50m 

Default Trust Value 0.5 

Trust Threshold Value Data Link 

Malicious Penalty 0.2 

Decay Rate 0.99 

Legitimate Reward 0.1 

A. Malicious Attack Detection Rate 

The percentage of malicious nodes correctly identified by 
the trust-based DDoS detection system is evaluated against TCP, 
UDP and HHTP flood attacks. The simulation results are 
captured and analysed based on the performance metrics. Table 
II show is a summary of the results: 

TABLE II.  DETECTION RATE 

Attack Type Detection Rate (%) 

TCP SYN Flood 98 

UDP Flood 95 

HTTP Flood 92 

Fig. 2 illustrates the comparison of our system with existing 
approaches and demonstrates that a higher detection rate is 
obtained by the system. The distributed denial-of-service 
detection mechanism (DiDDeM) system showed a 92% 
detection rate for TCP SYN flood attacks, 91% for UDP flood 
attacks and 88% for HTTP flood attacks. Whilst the Adaptive 
threshold algorithm (ATA) has a detection rate of 93.85%, 92% 
and 89% respectively for all three attack types. Our trust-based 
detection system successfully detects most DDoS attacks, with 
a high detection rate across all attack types tested. 

B. False Positive Rate 

This is a measure of the percentage of benign nodes 
incorrectly flagged as malicious. Fig. 3 shows the results of the 
simulation of our system in comparison to other known systems 
including the Hybrid Deep Learning CNN-GRU model and the 
Adaptive threshold algorithm (ATA). 
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Fig. 2. Malicious attack detection rate. 

 
Fig. 3. False positive rate. 

The system maintains a low false positive rate (Table III), 
ensuring that most benign nodes are not incorrectly flagged as 
malicious. 

TABLE III.  FALSE POSITIVE RATE 

Attack Type False Positive Rate (%) 

TCP SYN Flood 2 

UDP Flood 3 

HTTP Flood 4 

C. Latency 

This refers to the delay introduced by the trust calculation 
and decision-making process. The trust-based system detects 
attacks with minimal latency (20–22ms), balancing trust 
evaluation overhead with efficient traffic forwarding and 
allowing for real-time mitigation. The simulation results are 
captured and analysed based on the performance metrics. Table 
IV show is a summary of the results: 

TABLE IV.  LATENCY 

Attack Type Detection Latency (ms) 

TCP SYN Flood 20 

UDP Flood 21 

HTTP Flood 22 

 
Fig. 4. Latency. 

Fig. 4 illustrates the comparison of our system with other 
existing approaches. The Hybrid Deep Learning CNN-GRU 
model has the highest latency (28–32ms), due to 
computationally intensive traffic analysis and the Adaptive 
threshold algorithm (ATA) has a moderate latency (39-43ms) 
due to the additional analysis performed beyond threshold 
enforcement. 

D. Network Throughput 

This is a measure of the percentage of legitimate traffic 
successfully forwarded after isolating malicious nodes. Benign 
nodes that are incorrectly flagged as malicious. Table V. shows 
the results of the simulation of the system. 

TABLE V.  NETWORK THROUGHPUT 

Attack Type 

Throughput 

(Mbps) Before 

Attack 

Throughput 

(Mbps) During 

Attack 

Throughput 

(Mbps) After 

Detection 

TCP SYN Flood 100 50 90 

UDP Flood 100 40 85 

HTTP Flood 100 45 88 

The network throughput drops significantly during an attack 
but recovers after the trust-based system detects and mitigates 
the attack. The system maintained a high throughput even after 
detection (TCP - 95%, UDP - 85% and HTTP - 88%) by 
isolating only malicious nodes, ensuring minimal disruption to 
legitimate traffic. There were no instances of occasionally 
dropping legitimate traffic due to misclassification. 

VI. CONCLUSION AND FUTURE WORK 

Our proposed trust-based detection mechanism for 
Distributed Denial of Service (DDoS) attacks in SHIoT 
networks demonstrates significant potential to improve the 
security and resilience of SHIoT environments. By utilizing trust 
scores, the system efficiently identifies and isolates malicious 
nodes while ensuring minimal impact on legitimate traffic. This 
research highlights the critical need for adaptive, lightweight, 
and scalable security solutions tailored to resource-constrained 
IoT environments. The integration of trust-based mechanisms 
tailored to SHIoT environments enables the mechanism to detect 
and mitigate multiple types of DDoS attacks, including TCP 
SYN Flood, HTTP Flood, and UDP Flood. Our technique 
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prioritizes lightweight computation to accommodate the limited 
processing and energy capacities of SHIoT devices. We achieve 
high detection accuracy, correctly identifying malicious nodes 
within a short time frame while maintaining a low false positive 
rate. This ensures the reliability of the network and protects 
against unnecessary isolation of legitimate nodes. The use of 
trust decay, penalties for malicious behaviour, and rewards for 
legitimate traffic ensures that trust scores dynamically reflect the 
behaviour of each node. This adaptability makes our technique 
robust against evolving attack patterns and intermittent 
malicious activities. 

This research addresses a critical gap in SHIoT security by 
providing a lightweight yet effective solution for DDoS 
detection. As SHIoT adoption continues to grow, securing these 
networks would continue to be imperative in a bid to prevent 
disruptions, enhance the resilience of smart home networks, and 
ensure the integrity, privacy, and availability of SHIoT 
communications. Our proposed trust-based detection technique 
not only lays a strong foundation for SHIoT security but also 
opens avenues for further innovation. The findings of this study 
reinforce the importance of trust-based approaches in combating 
cyber threats in IoT networks and paves the way for the 
development of more secure and reliable IoT systems, ensuring 
a safer and better-connected future. Future research could 
explore the design of a scalable, trust-based, easily adaptable 
cloud/edge computing infrastructure as a service solution for 
SHIoT networks. 
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Abstract—Forecasting the emergence of a dominant design in 

advance is important because the emergence of the dominant 

design can provide useful information about the external 

environment for the product launch. Although the emergence of 

the dominant design can only be determined as a result of the 

introduction of the product into the market, it may be possible to 

predict the emergence of the dominant design in advance by 

applying a solution based on patent analysis. In the newly 

proposed technique of separating patents, we can capture changes 

in the state of technological innovation and analyze the emergence 

of the dominant design, but there is a problem that it requires 

processing of large amounts of patent data, and that the processing 

involves subjective judgments by experts. This study focuses on 

analyzing technological innovation trends using an approach that 

separates product patents from process patents, investigates 

whether this approach can be applied to machine learning, and 

aims to develop a learning model that automatically classifies 

patents. We applied text mining to patent information to create 

structured data sets and compared nine different machine 

learning classification algorithms with and without dimensionality 

reduction. The approach was effectively applied to machine 

learning, and the Random Forest, AdaBoost and Support Vector 

Machine models achieved high classification performance of over 

95%. By developing these learning models, it is possible to 

objectively forecast the emergence of a dominant design with high 

accuracy. 

Keywords—Dominant design; patent analysis; technological 

innovation; machine learning; text mining; classification 

I. INTRODUCTION 

A company's introduction of a product into a market can 
significantly change its competitive environment [1], while the 
external environment affects market entry [2], [3]. Thus, the 
timing of market entry is strategically important for companies 
[4]. Dominant design is defined as a design that has achieved 
market dominance [5], and some previous studies have 
discussed market entry timing in relation to dominant design. 
These studies point out that companies that enter the market 
when a dominant design is likely to emerge while timing their 
entry will win the market [6], and that entering the market just 
before the emergence of the dominant design is particularly 
advantageous and tends to have a low probability of failure [7]. 
However, the emergence of the dominant design is recognized 
as a result of a product's entry into the market and thus can only 
be known in retrospect [5], [8]. If the timing of market entry can 
be accurately predicted in advance, the probability of success 

can be increased by formulating and implementing a growth and 
technology strategies in accordance with that timing. Therefore, 
predicting the timing of the emergence of the dominant design 
is necessary. 

Since the timing of the emergence of the dominant design is 
when the competitive advantage shifts from product innovation 
to process innovation [5], it is necessary to capture the change 
in the state of technological innovation in order to predict the 
emergence of the dominant design. Since patent information is 
important as an innovation indicator for companies [9] and is 
useful as an information source for predicting future products 
[1], patent analysis can be used to predict the state of 
technological innovation. 

The problem of patent analysis, which is a complex and 
time-consuming process [10] and involves subjective and 
qualitative judgments of experts [11], [12], is well known. We 
propose a new technique for patent analysis that separates 
patents related to product innovation (product patents) from 
those related to process innovation (process patents) [13], and 
show that the timing of the emergence of the dominant design 
can be predicted using this technique by analyzing specific 
product case studies [14]. However, subjective processing by 
experts still remains, and there are concerns about the variability 
of the processing results. Patent analysis using automatic 
classification with machine learning allows for objective 
forecast of the emergence of a dominant design with high 
accuracy and stability. The increased efficiency provided by 
automatic classification contributes to reducing the activities 
and investments of companies for patent analysis. 

In order to forecast the emergence of the dominant design, 
this study examines whether the idea can be applied to machine 
learning based on a technique for separating product patents 
from process patents and develops a learning model that 
automatically classifies patents into product patents and process 
patents. Specifically, we apply text mining to patent 
information, which is textual information, to extract features to 
be input to the modeling. We compare several classification 
algorithms for supervised learning and construct an appropriate 
learning model. 

This paper is organized to provide a comprehensive 
understanding of analytical methods for automatically 
classifying patents into product and process patents using 
machine learning and text mining. Section I provides 
background and emphasizes the importance of predicting the 
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emergence of the dominant design. Section II presents a 
literature review. Section III describes the methodology of the 
study, and Section IV presents the results and discussions. 
Section V presents the conclusions. 

II. LITERATURE REVIEW 

A. Dominant Design 

There are previous studies that have analyzed the emergence 
of a dominant design based on patent information. In an analysis 
focusing on the number of patents per technology category, the 
dominant design is composed of technology categories with a 
large number of patents [15]. In an analysis focusing on the 
citation rate of patents, the dominant design exists when the ratio 
of patents citing the same patent in a patent class is 50% or more 
[16]. These analyze whether or not a dominant design emerges, 
but do not provide any information on the timing of the 
emergence of the dominant design. 

The timing of the emergence of the dominant design is said 
to be the boundary between the fluid phase and the transition 
phase in “the dynamics of innovation” model [5]. Capturing 
changes in the state of technological innovation means that it 
may be possible to predict the timing of emergence by 
estimating the profiles of product and process innovation in the 
aforementioned model. 

B. Classifying Product and Process Patents 

In Japanese patent law, inventions are categorized into 
inventions of a product and inventions of a process, and 
inventions of a process are further categorized into inventions of 
a process that produces a product and inventions of a process 
that does not produce a product [17]. Patent laws in Europe and 
the United States categorize inventions in almost the same way 
[18], [19]. Product inventions are inventions relating to the 
product itself. Process inventions, on the other hand, refer to 
inventions relating to a process for manufacturing or producing 
a product, inventions relating to a process for improving or 
enhancing the characteristics of a product, and inventions 
relating to a process for expressing the function of a product, 
based on the content of the invention. 

The patents related to product innovation and process 
innovation in the "dynamics of innovation" model are called 
product patents and process patents, and the two types of patents 
are shown in Table I, which maps them to the various inventions 
mentioned above. 

Previous studies on the classification of product and process 
patents propose methods for experts and specialists to judge 
their classification, and they focus on the description of the F-
term, which is a Japanese patent classification code [20], or on 
the title of the invention [14]. In both cases, the large amount of 
patent data has to be processed subjectively by experts, and there 
are concerns about the stability and efficiency of the processing 
results. 

C. Machine Learning for Patent Analysis 

Previous studies point out that patent analysis requires very 
large data sets and expertise, and that manual, subjective 
processing is time-consuming and costly [21], [22], [23], thus 
automation using machine learning is eagerly awaited. The 

focus of patent analysis is on extracting specific technology 
information and investigating technology trends [24], and the 
analysis of "technology" is the main objective. For example, the 
following are examples of patent analysis using machine 
learning. In terms of technology information extraction, there is 
the extraction of vacant technology [25], the identification of 
emerging technologies [26], and the extraction of differences in 
technologies of competing companies [27]. In addition, for 
technology trend studies, there are the future technology trends 
in a certain industry [28], the trajectory of technology 
development from the present to the future [29], the current and 
future technology impact in a certain technology field [30], and 
the prediction of technology convergence in a certain industry 
or technology field [31]. 

TABLE I.  CLASSIFICATION OF PRODUCT AND PROCESS PATENTS 

Categories of Invention 
Contents of 

Invention 

Classification 

of Patent 

Inventions 

Inventions 

of a 

process 

Inventions 
of a 

production 

process 

Inventions that 
manufacture or 

produce a 

product 
Process 
patents 

Inventions 

of a non-
production 

process 

Inventions that 
improve or 

enhance the 

characteristics 
of a product 

Inventions that 
express the 

function of a 
product Product 

patents 

Inventions of a product 
Inventions 
relating to the 

product itself 

We study the use of patent information not to analyze 
technologies for R&D, but to analyze innovations as value 
creation for customers, markets, and society [14]. In 
conventional patent analysis using machine learning, the main 
target of analysis is the investigation of technology trends, while 
few research reports are known to focus on the analysis of 
innovation. We focus on technological innovation in the analysis 
of patents using machine learning, especially in the investigation 
of innovation trends as shown in "the dynamics of innovation" 
model. 

In the next section, we describe a patent analysis method that 
focuses on " title of the invention" as patent information, and 
automatically classifies patents into product patents and process 
patents by using machine learning and text mining. 

III. METHOD 

This study followed the process model developed by the 
CRoss Industry Standard Process for Data Mining (CRISP-DM) 
project [32], which was a de facto standard process model for 
data mining projects that can be applied independently of 
industries and research domains [33]. Table II shows an 
overview of the individual phases of CRISP-DM, which consists 
of six phases, as well as the general tasks [34]. 

The following subsections described the methodology of this 
study for each phase. 
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TABLE II.  PROCESS MODEL OF CRISP-DM 

Phase Outline and Generic Task 

Business 

understanding 

The business understanding phase focuses on 

understanding the objectives and requirements of the 
project from a business perspective, then developing data 

mining objectives and creating a plan, including an initial 

evaluation of tools and techniques, to achieve the 
objectives. 

Data 

understanding 

The data understanding phase begins with collecting the 

data to be used in the analysis, organizing the 
characteristics of the data to become familiar with the data, 

and performing simple tabulations. Activities proceed to 

understanding the meaning of the data and checking the 
quality of the data. 

Data 

preparation 

The data preparation phase includes all activities to prepare 

the final data set (the data supplied to the modeling tool) 

from the initial data. These activities include data selection, 
data cleaning, data construction, data integration, and data 

transformation. 

Modeling 

The modeling phase involves selecting and applying 
different modeling techniques and adjusting their 

parameters to optimal values. In general, there are several 

techniques for the same type of data mining problem. In the 
case of supervised learning, the data sets are usually 

divided into training and test data set, the model is built on 

the training data set, and its quality is estimated on the test 
data set. Metrics to evaluate the quality and validity of the 

model are generated before the model is built. 

Evaluation 

During the evaluation phase, it is important to review the 
steps taken to ensure that the model adequately achieves 

the business objectives. A more detailed review of data 

mining is appropriate to determine if any tasks have been 
overlooked. 

Deployment 

During the deployment phase, the process of building the 

model is documented, the entire project is reviewed, and a 

final report is compiled for future use. 

A. Business Understanding 

The objectives of the data analysis project were understood, 
and the resources and constraints for implementation were 
identified. Next, the data mining objectives were determined 
from a technical perspective and an action plan was developed. 
As a source of patent information, registered patents on projector 
products that predict and validate the emergence of the dominant 
design were selected [14]. An initial evaluation of tools and 
techniques was performed during this phase. 

B. Data Understanding 

As shown in Table I, inventions are classified into inventions 
of a product and inventions of a process. This classification can 
be easily made by paying attention to the "title of the invention" 
in the patent specification. In other words, it can be determined 
whether the keyword "process" is included in the "title of the 
invention" or not. Based on this understanding of the data, the 
"title of the invention" data of each patent was collected as the 
patent information to be used in the analysis. 

Inventions of a product and inventions of a process were 
simply tabulated. Data quality was checked for completeness 
and missing values. 

All inventions of a product belong to product patents. On the 
other hand, inventions of a process belong either to product 
patents or to process patents. Therefore, it is necessary to 
determine from the content of the "title of the invention" whether 

the patent containing the invention is a product patent or a 
process patent. 

C. Data Preparation 

For the inventions of a process, the following two structured 
data sets were constructed to prepare a final data set from the 
collected " title of the invention" data. They were combined into 
the final data set. 

One was a high-dimensional structured data set created by 
tokenization, data cleaning and feature extraction with TF-IDF 
(Term Frequency – Inverted Document Frequency) using text 
mining techniques on the unstructured text data of the "title of 
the invention". TF-IDF is a feature that assigns a lower weight 
to words that appear in more documents relative to the frequency 
of occurrence of the word. TFij is denoted by tfij, the frequency 
of the word wj in document di (1), and IDFj is denoted by Eq. 
(2), where N is the total number of documents and dfj is the 
number of documents containing the word wj [35]. TF-IDFij is 
denoted by Eq. (3), where the document refers the "title of the 
invention". 

 TFij  tfij 

 IDFj  log(1+N/dfj) 

 TF-IDFij = TFij * IDFj = tfij * log(1+N/dfj) 

The other was a single row of structured data set formed by 
labeling whether the patent containing the inventions of a 
process method was a product patent or a process patent. The 
labeling was performed by engineers and experts familiar with 
the technology. 

D. Modeling 

We conducted modeling to classify patents containing 
inventions of a process into product patents and process patents 
using a machine learning algorithm. We investigated the well-
known supervised learning classifiers: Decision Trees (DT), 
Linear Discriminant (LD), Logistic Regression (LR), Naive 
Bayes (NB), Support Vector Machine (SVM), k-Nearest 
Neighbors (kNN), Random Forest (RF), AdaBoost (AB), and 
Neural Networks (NN) [36], [37], [38], [39]. The data set created 
in the previous subsection was used as input, and the 
hyperparameters were tuned for each classification model using 
Bayesian optimization. 

Because dimensionality reduction has the potential to 
improve model performance, all models were run with and 
without dimensionality reduction using Principal Component 
Analysis (PCA) on the input data set. 

The ratio of training and test data sets was set to 80% and 
20%. To avoid overfitting, a five-fold cross-validation was used 
for training. That is, the 80% training data set is divided into 
64% for training and 16% for validation. The Mean Accuracy of 
the cross-validation on the training data set was calculated as a 
metrics of the quality of the classification model. In addition, we 
calculated Accuracy using the test data set, Recall, which 
indicates how well the model reproduces actual results, 
Precision, which indicates how well the model corrects 
predicted results, and F1-Score, which is the harmonic mean of 
Precision and Recall with a trade-off relationship. The confusion 
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matrix shown in Table III and the following Eq. (4), (5), (6) and 
(7) were used in these calculations. 

TABLE III.  CONFUSION MATRIX 

Prediction 

 Positive Negative 

Actual 
Positive True Positive (TP) False Positive (FP) 

Negative False Positive (FP) True Negative (FP) 

 Accuracy  (TP  TN) / (TP  FN  FP  TN) 

 Precision  TP / (TP  FP) 

 Recall TP / (TP  FN) 

 F1-Score  2 * TP / (2 * TP  FP  FN) 

The classification models with good values for these metrics 
were selected. 

E. Evaluation 

To confirm that the business objective of forecasting the 
emergence of a dominant design was feasible, each step was 
reviewed and confirmed. 

F. Deployment 

The entire project, including the procedures for data 
preparation by text mining and modeling by machine learning, 
was summarized in this paper. 

IV. RESULTS AND DISCUSSIONS 

The results were presented in the order of the phases outlined 
in the previous section, followed by some discussion. 

A. Business Understanding 

The objective of data mining is the automatic classification 
of product patents and process patents, and in particular the 
classification of " inventions of a process " into product patents 
and process patents. For the initial evaluation of the tools and 
techniques, we conducted a preliminary experiment on 1,000 
registered patents for projectors, which is a simplified version of 
a planned main experiment and confirmed that the planned 
experiment was feasible. In the preliminary experiment, we 
went through the procedures of data preparation, modeling, and 
evaluation, and found that it was likely to provide the desired 
accuracy, thus we decided to proceed with the main experiment. 
We used MATLAB R2023b version, Statistics and Machine 
Learning Toolbox, and Text Analytics Toolbox from 
Mathworks as the tools to perform text mining and machine 
learning. 

B. Data Understanding 

Registered patents were extracted from the Japan Patent 
Office (JPO) database using the search conditions of patent 
classification code and period. For the patent classification 

codes, we used theme codes that are unique to Japan. Theme 
codes are organized by technical groupings and can be 
represented almost equivalently by a bundle of multiple IPCs. 
The number of registered patents extracted under the conditions 
shown in Table IV was 11,318. Based on a simple aggregation 
by the presence or absence of the keyword "process" in the "title 
of the invention", 8,932 patents were classified as inventions of 
a product, and 2,386 patents were classified as inventions of a 
process. 

TABLE IV.  SEARCH CONDITIONS 

Item Query 

Database Japan Patent Office 

Patent classification code (Theme code) 2K103 or 2K203 

Period 1/1/1981 – 12/31/2020 

Search date 10/30/2023 

The “title of the invention,” which includes both inventions 
of a product and inventions of a process, was positioned as 
inventions of a process. This is because inventions of a process 
are classified as product patents and process patents in the next 
phase of modeling. 

C. Data Preparation 

For the 2,386 unstructured text data of “title of the 
invention,” we performed cleaning and computed TF-IDF to 
create a structured data matrix of numerical variables with 
2,386*714 dimensions. After tokenization, the cleaning process 
included stemming, erasing punctuation, removing stop words, 
removing a single character, and standardizing synonyms. 

Labeling was performed by experts to create a 2,386*1 
dimensional structured data matrix with process patents as “A” 
and product patents as “B.” By merging the two structured data 
sets, a 2,386*715-dimensional matrix was created as the final 
data set for the modeling. 

D. Modeling 

Table V shows the mean accuracy of each model on the 
training data set for each of the nine classifiers. To check the 
effect of dimensionality reduction, PCA was performed on the 
input data set to achieve a cumulative contribution rate of at least 
95%, and the dimensionality was reduced from 714 dimensions 
to 343 dimensions. All models were run without dimensionality 
reduction (without PCA) and with dimensionality reduction 
(with PCA). 

Only NB and kNN had mean accuracy below 90%, while the 
rest of the models exceeded 90%. In particular, the AB model 
achieved good mean accuracy of over 95%. 

Table VI shows the calculation results for each metric on the 
test data set. For each classification algorithm, the model with 
the higher mean accuracy was selected with and without PCA. 
In the case of with PCA, "with PCA" was added to the name of 
the classifier. 
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TABLE V.  COMPARISON BETWEEN WITHOUT PCA AND WITH PCA 

(TRAINING DATASET) 

Classification Algorithm 

(Classifier) 

Mean Accuracy on the Training Data Set 

Without PCA With PCA 

DT 94.1% 85.8% 

LD 85.7% 93.8% 

LR 89.3% 91.0% 

NB 70.7% 84.7% 

SVM 94.9% 94.1% 

kNN 89.1% 89.6% 

RF 94.7% 89.9% 

AB 95.1% 92.1% 

NN 94.0% 94.1% 

TABLE VI.  COMPARISON BETWEEN WITHOUT PCA AND WITH PCA (TEST 

DATASET) 

Classification 

Algorithm 

(Classifier) 

On the Test Data Set 

Accuracy Precision Recall F1-score 

DT 94.6% 96.3% 95.7% 96.0% 

LD with PCA 93.1% 96.2% 93.5% 94.8% 

LR with PCA 93.1% 95.3% 94.4% 94.9% 

NB with PCA 81.6% 82.9% 91.6% 87.1% 

SVM 95.6% 95.8% 97.8% 96.8% 

kNN with PCA 91.0% 92.4% 94.4% 93.4% 

RF 95.6% 97.8% 95.7% 96.7% 

AB 95.2% 96.9% 96.0% 96.4% 

NN with PCA 94.3% 94.6% 97.2% 95.9% 

Accuracy was highest for SVM and RF, followed by AB at 
more than 95%. Precision was highest for RF, and AB, DT, LD 
with PCA, SVM, and LR with PCA exceeded 95%. Recall was 
highest for SVM, followed by NN with PCA, AB, RF, and DT 
over 95%. The F1-Score, the harmonic mean of Precision and 
Recall, was also highest for SVM, followed by RF, AB, DT, and 
NN with PCA exceeding 95%. 

Tables VII, VIII, and IX show the confusion matrices on the 
test data set for the three models SVM, RF, and AB, which 
performed well above 95% on all four metrics. 

The high performance of several models in patent 
classification in this study suggested that the "title of the 
invention" was appropriate as patent information data, that the 
data preprocessing was effective, and that the idea of separating 
product and process patents was applicable to machine learning. 

In this experiment, which combined nine classification 
algorithms with and without PCA, the prediction model using 
SVM, RF and AB algorithms achieved higher performance. 

TABLE VII.  CONFUSION MATRIX OF SVM 

Prediction 

 A B 

Actual 
A 316 7 

B 14 140 

TABLE VIII.  CONFUSION MATRIX OF RF 

Prediction 

 A B 

Actual 
A 309 14 

B 7 147 

TABLE IX.  CONFUSION MATRIX OF AB 

Prediction 

 A B 

Actual 
A 310 13 

B 10 144 

E. Evaluation 

In order to forecast the emergence of a dominant design, 
which is the objective of the business, it was important to capture 
changes in the state of innovation. The changes were indicated 
by the trends of product patents and process patents according 
to the “the dynamics of innovation” model. Based on Table I, 
we categorized the patents to be analyzed into product patents 
and process patents. Since inventions of a product can be easily 
identified from the “title of the invention,” we focused on 
classifying inventions of a process into product patents and 
process patents. The data preparation and modeling resulted in 
several prediction models with high classification performance 
in terms of the overall model correctness rate and the F1-Score, 
which is a balance between actual and predicted results. 

Since the trends of product innovation and process 
innovation are visualized according to the classification results 
of the prediction model, and the emergence of a dominant design 
is predicted, we considered precision to be particularly 
important among the four metrics for this business objective. 
Therefore, the prediction model with the highest precision 
performance was preferred. Table VI shows that the precision 
performance of the RF model is 97.8%, and the predicted trends 
of product and process patents are almost the same as their actual 
trends. The above review confirmed that no tasks were missed 
in the steps performed and that the business objective was 
properly achieved. It also demonstrated that the automatic 
classification by machine learning worked effectively. 

F. Deployment 

In this project, the business objective was to predict the 
emergence of a dominant design, and the data mining goal for 
this purpose was to automatically classify "inventions of a 
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process" into product patents and process patents. Through data 
understanding, data preparation, modeling, and evaluation, the 
validity of the data we focused on and the predictive models that 
achieved high performance were confirmed, and thus the project 
was completed. We summarized the data mining process and 
results according to the CRISP-DM process model in this paper. 

G. Discussions 

The effect of dimensionality reduction on the classification 
algorithm was discussed by comparing the models with and 
without PCA. Table V shows that the five models with a higher 
mean accuracy with PCA than without PCA were LD, LR, NB, 
kNN, and NN. According to the idea that machine learning 
models can be divided into three models: geometric, 
probabilistic, and logical models [40], these five models were 
included in the geometric and probabilistic models. The models 
with a difference of less than 1% between those with and without 
PCA were SVM, kNN, and NN, all of which were geometric 
models. On the other hand, four models, DT, SVM, RF, and AB, 
had a higher mean accuracy without PCA than with PCA. Since 
RF and AB are ensemble learning with tree models, these three 
models including DT are considered to be logical models. These 
results suggested that dimensionality reduction may be effective 
in improving the performance of geometric and probabilistic 
models in this experiment. 

It is known that SVM and ensemble learning, such as RF and 
AB, tend to show relatively high performance compared to other 
algorithms, and this study was consistent with this finding, as 
well as previous studies comparing multiple algorithms 
[36],[37]. 

Although this study achieved good results in classification 
performance, some limitations need to be considered. Instead of 
classifying product inventions and process inventions directly 
from the “title of the invention,” this study focused on separating 
“inventions of a product” and “inventions of a process” from the 
“title of the invention” by a simple procedure first, and then 
classifying product inventions and process inventions from 
“inventions of a process.” We used TF-IDF and five-fold cross-
validation for feature extraction in data preparation and data 
partitioning in modeling, respectively, but other techniques 
could be considered to further improve classification 
performance. 

V. CONCLUSIONS 

In order to forecast the emergence of dominant designs, this 
study investigated an automatic classification method for 
product and process patents according to the CRISP-DM 
process model applied to data mining projects. We focused on 
“title of the invention” as patent information, extracted TF-IDF 
features by text mining, and evaluated nine classification 
algorithms with and without PCA by machine learning. As a 
result, the prediction model using the RF, AB, and SVM 
algorithms achieved over 95% performance in all four metrics: 
accuracy, precision, recall, and F1-Score. In the classification of 
product patents and process patents, it was shown that the “title 
of the invention” was appropriate as patent information data, that 
data preprocessing was effective, and that the idea of a technique 
for separating product patents from process patents was 
applicable to machine learning. 

By using patent analysis, which uses machine learning and 
text mining to capture changes in product innovation and 
process innovation, that is, changes in the state of technological 
innovation, it is possible to objectively forecast the emergence 
of a dominant design with high accuracy. Therefore, it can be a 
useful piece of information about the external environment for 
companies to formulate and implement growth and technology 
strategies. 

Increased efficiency in analyzing trends in technological 
innovation can lead to a reduction in the activities and 
investments of companies. In addition, the resources generated 
by the reduction are expected to make a new contribution. 
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Abstract—This paper describes the development and 

implementation of a hand or head gesture-based control interface 

for video games, enhanced for games that use directional keys. The 

objective is to develop an adaptive control system for a multiplayer 

video game that allows users to choose between the use of 

traditional directional keys or a gesture-based interface. The 

methodology used follows the Cross-Industry Standard Process 

for Data Mining (CRISP-DM) development model, which allows a 

structured integration of analysis, design, implementation and 

evaluation steps. Technologies such as OpenCV, MediaPipe and 

deep learning algorithms are used, translating hand movements 

into directional commands in real time. In addition, the system 

integrates a client-server architecture based on Node.js that 

supports multiple users, enabling an immersive gaming experience 

on PC and mobile platforms. The results highlight the accuracy of 

the system and its potential to improve accessibility, especially for 

users with motor disabilities by using their hands or head 

movements to control the directional keys. Concluding that the 

control interface for multi-user video games provides the 

necessary support to gamers in performing the task, promoting 

accessibility in the entertainment environment. 

Keywords—Control interface; video games; artificial vision; 

gesture-based interface; directional commands; human-computer 

interaction; deep learning algorithms; accessibility; real-time; 

pattern recognition 

I. INTRODUCTION 

Gesture interaction has revolutionised the gaming 
experience [13], eliminating the dependence on traditional 
keyboards and controls. This paper presents an interface that 
allows video games [36] to be controlled by hand movements, 
using computer vision [3] and real-time pattern recognition. The 
solution aims to improve immersion and accessibility, especially 
for users with motor disabilities, promoting their integration in 
recreational and therapeutic activities. 

The interface employs gesture detection algorithms and a 
robust client-server system, compatible with PC and mobile 
devices, providing an inclusive experience. As a result, a gesture 
recognition system was designed and developed to replace the 
directional keys, allowing precise and fluid control in real time. 
In addition, it supports multiple users with individual network 
configurations and in-game character selection. Developed in 
Unity, the game integrates traditional and gesture controls, 
adapting to both PC and mobile. 

It is concluded that this interface is viable, offering an 
accessible alternative for controlling video games through hand 
gestures or head movements, broadening access to 
entertainment and promoting inclusion. 

II. THEORETICAL FRAMEWORK 

A. Gesture-based Control Interfaces and Games 

Gesture-based control interfaces have revolutionised the 
way users interact with devices and computer systems [9], 
opening the door to immersive and intuitive experiences. In the 
context of video games, these interfaces allow the user to control 
game elements through body gestures, specifically hand 
movements. The advantages of this approach include greater 
immersion and accessibility [23], as it allows play without the 
need for traditional controls such as keyboards or controllers. To 
achieve this, advanced gesture recognition [1] and computer 
vision technologies are used to interpret the user's movements 
and translate them into real-time actions. 

B. Artificial Vision and Gesture Recognition 

Artificial vision is a discipline that allows machines to 
process and interpret the visual world. This technology uses 
image processing algorithms and automatic learning techniques 
to identify objects, gestures and patterns in real time [10] [15]. 
In hand gesture recognition, a sub-area of machine vision, it 
allows the detection and analysis of specific hand movements to 
control interactive applications [12]. In the context of this 
project, libraries such as OpenCV and MediaPipe are 
fundamental to capture images of hands, identify key points 
(such as articulations and fingers) and translate this data into 
control actions for games based on directional keys. 

C. Real Time Pattern Recognition 

Real-time pattern recognition is key to achieving smooth [2] 
[11] and accurate interaction in gesture-based interfaces. Real-
time recognition systems allow capturing and processing images 
in a fraction of a second, detecting movements instantaneously. 
The ability to process gestures in real time is especially relevant 
for video game applications [25], where any delay can affect the 
user experience [6] and decrease the effectiveness of the control. 
To implement this functionality, fast image processing 
techniques and movement detection and analysis algorithms, 
optimised to operate on common devices such as webcams, are 
employed. 
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D. Image Processing Technologies and Benchmark points 

Models 

Reference point models are essential to accurately recognise 
the position of fingers and hands. These models identify key 
points on the hands and, using deep learning techniques, detect 
specific gestures, such as left, right, up or down movements. 
These points help determine the orientation and height of the 
hands, which are essential for translating gestures into 
commands in the videogame. The precision of these models 
depends on the quality of the camera and the capacity of the 
algorithms to quickly process the images. 

E. Gesture Control of Video Games: Benefits and Challenges 

Gesture control of video games [7] has significant benefits, 
including greater immersion and accessibility for users with 
motor limitations. It also allows for a more natural and direct 
gaming experience, eliminating the need for additional control 
devices. However, there are also challenges, such as the need for 
recognition algorithms that work accurately in varied 
environments and lighting conditions. Also, minimising the 
delay [18] between capturing the gesture and executing the 
command in the game is critical to ensure a satisfactory 
experience. 

F. Implementation of the Control Interface 

The implementation of hand gesture control interface for 
video games [7] based on directional keys requires effective 
integration [19] of various software and hardware elements. In 
this project, a combination of Python libraries is used for the 
creation of the graphical user interface [17], camera control and 
gesture detection. Tkinter is used to develop the user interface, 
allowing custom settings for sensitivity and direction control. In 
addition, OpenCV and MediaPipe are employed for processing 
the captured images and detecting gestures in real time, as 
shown in Fig. 1 and Fig. 2. 

 

Fig. 1. Control interface. 

 

Fig. 2. Control of racing game in unity. 

G. Server Implementation 

The development of an efficient server is essential to 
guarantee real-time communication between players and to 
maintain synchronisation during the multiplayer gaming 
experience, see Fig. 3. The server implementation was carried 
out using modern technologies such as Node.js, which offers a 
lightweight and scalable environment, together with libraries 
such as Express for HTTP route management and Socket.io for 
real-time communication [20]. 

 

Fig. 3. Multi-user racing game in Unity. 

III. RELATED WORK 

The use of computer vision and hand gesture recognition 
techniques in video games has been an active area of research. 
The research in [31] presented GestureFlow, a novel hand 
gesture control system for interactive games that leverages 
advanced tools such as OpenCV, Mediapipe and Numpy. The 
study in [32] presented a methodology for gesture-based 
contactless operations, combining his algorithm with Mediapipe 
and OpenCV. 

Various studies have focused on the development of game 
applications based on hand gestures. Thus, the study in [33] 
employed object detection and an artificial neural network for 
hand gesture recognition in games, using Python and OpenCV; 
also the study in [34] developed a game that interacts with users 
through hand gesture movements, using Mediapipe and 
Pygame; and the study in [35] explored the use of Mediapipe for 
real-time online games, creating a gesture recognition-based 
control system using OpenCV and Python. 

The integration of hand gestures and voice commands for 
immersive gaming has also been studied. In study [36] they 
developed a game control system based on hand gesture 
recognition using Mediapipe, OpenCV and Python; also study 
in [37] reviewed the opportunities of using hand gestures to play 
video games, highlighting the use of Mediapipe and OpenCV 
for hand tracking and gesture recognition. 

In addition, some studies have explored the application of 
gesture recognition in rehabilitation and quality of life 
improvement. Thus, the study in [38] presented a human body 
gesture-controlled gaming application using OpenCV and 
Mediapipe; on the other hand, the study in [39] developed a 
camera-based real-time motion detection gaming tool for 
cervical rehabilitation, employing a convolutional neural 
network for hand gesture recognition; also the study [40] used 
OpenCV functions and Mediapipe modelling technology for 
real-time human movement recognition and interaction in 
virtual fitness applications. 
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IV. METHODOLOGY 

The methodology used in this work is based on the Cross-
Industry Standard Process for Data Mining (CRISP-DM) 
development model, adapted for the context of gesture 
recognition and real-time video game control; it includes the 
following phases: 

Phase 1. Understanding the Business and Defining the 
Objective 

The principal objective of the project is to design and 
implement a control interface for video games that allows users 
to control the game using hand gestures or head movements, as 
an alternative to traditional directional keys. It is not only to 
improve immersion in the game, but also to promote 
accessibility for players with motor disabilities. 

Phase 2. Data Collection and Preparation 

Advanced artificial vision technologies, such as OpenCV 
and MediaPipe, are used to capture real-time images of the user's 
hand or head gestures via a webcam. This data is then processed 
and labelled for gesture detection. The model captures key 
points, such as finger articulations, and this data is translated into 
commands for directional key control. 

Phase 3. Development of the Gesture Recognition Model 

Deep learning algorithms are developed and trained to detect 
and recognise gestures. Key point reference models are 
implemented to map hand movements and translate them into 
directions. The algorithms were optimised to achieve a high 
degree of accuracy and low latency in real time. 

Phase 4. Control Interface System Development and 
Implementation 

Gesture detection is integrated with a user interface 
developed using Tkinter to configure the sensitivity and controls 
of the system; the interface also allows for actors selection and 
network settings. A client-server system is implemented using 
Node.js and Socket.io to ensure real-time communication 
between users, and enable a fluently gaming experience. 

Phase 5. Integration and Evaluation of the System in 
Multiplayer Games 

The system is integrated into a multiplayer video game 
developed in Unity, which supports the interaction of multiple 
players simultaneously. The gesture-based control is evaluated 
in terms of accuracy, latency and user experience compared to 
traditional control. Tests are conducted in different lighting 
conditions and types of movement to ensure the robustness of 
the system. 

Phase 6. Optimisation and Results 

Once the basic system is implemented, the algorithms are 
optimised to improve accuracy and minimise latency. The 
results of the system are analysed using metrics such as response 
time and gesture accuracy, and compared to traditional control 
to determine the effectiveness of the interface in multiplayer 
games. 

This approach ensures a robust solution that not only 
responds to user requirements, but also contributes to achieving 
accessibility and usability across PC and mobile platforms. 

A. Explanation of Control Interface Code 

1) Interface configuration and resources: The graphical 

user interface (GUI) is created using Python's Tkinter for 

interface creation; the necessary libraries are imported to 

manage the interface, threads of execution, running local files 

and external URLs for Unity-based games [8]. 

2) Camera and game control: The functions implemented 

as start_camera_thread and start_camera_tk_thread are in 

charge of starting the camera capture using different control 

methods, such as run_virtual_steering and run_virtual_tk, which 

are executed in separate threads so as not to block the principal 

interface. Both functions take as arguments the control methods 

for the directional keys (such as hand or head) defined in 

get_control_methods; the stop_camera_thread and 

stop_camera_tk_thread functions stop these threads of 

execution using stop events (stop_event and stop_event_tk). 

3) Interface design: For the principal interface, multiple 

frames are created representing sections such as the camera 

control and the Unity game, configured by grid to be arranged 

according to the selected layout. 

The functions show_columns, show_quadrants and 
show_rows allow different GUI layouts to be changed according 
to user preference, see Fig. 4 make_draggable is used to make 
each frame draggable, offering flexibility in the layout of the 
interface. 

 

Fig. 4. Design of the interface control. 

4) Personalisation of configurations: The configurations 

frame includes sensitivity and distance threshold setting 

controls, implemented as sliders (ttk.Scale) that allow the user 

to customise the threshold and sensitivity of the gesture 

detection system. Additionally, the user can choose between 
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direction controls with different methods (hand or head 

gestures), defined in the settings_frame Radiobuttons. 

5) Menu bar: The menu bar provides easy access to camera 

and configuration options. The Checkbuttons allow you to 

activate or deactivate the main sections of the interface, such as 

camera control or the Unity game, the views submenu offers 

different settings for the layout of the frames (show_columns, 

show_quadrants and show_rows), shown in Fig. 5. 

 

Fig. 5. Menu options. 

6) Execution of the main window: The main window is 

started with root.mainloop(), a loop that keeps the interface 

active until the user decides to close it, by calling the on_closing 

function, which stops all active camera threads. 

7) Camera processing and visualisation with OpenCV: 

With and Without Graphical User Interface (GUI) 

The run_virtual_steering function starts initialising the 
modules needed for gesture control [28]. 

 Image processing without GUI 

The mediapipe libraries are used for recognition of hands 
[16] [26] and face, and OpenCV's cv2 is used for processing the 
captured image. The webcam is initialised with 
cv2.VideoCapture(0), capturing the video in real time; a virtual 
keyboard controller is configured using 
pynput.keyboard.Controller, used to send simulated commands 
to the game in Unity, see Fig. 6. 

 

Fig. 6. Camera processing without GUI. 

 Image processing with GUI 

The real-time processed video is integrated into a graphical 
interface using Tkinter. A subwindow displaying the processed 
frames in a continuously updated Label component is shown in 
Fig. 7. 

 

Fig. 7. Camera processing without GUI. 

8) Image processing and hand detection: The software 

processes each camera frame in real time [24] [29], the captured 

image is flipped horizontally with cv2.flip for a more intuitive 

orientation, then converted to RGB before being passed to the 

mediapipe model to process the hand_results and face_results 

[22] [27]. These data allow the position and movement of the 

hands and face to be determined. 

9) Direction control based on vertical position of the hands: 

Are used the reference points obtained  to detect the position of 

the hands on the Y-axis, allowing to differentiate whether the 

right hand is more up than the left hand or vice versa. When it 

detects that the right hand is more raised, the program simulates 

a movement to the right by pressing the Key.right key. Similarly, 

if the left hand is higher, Key.left is pressed; shown in Fig. 8. 

 

Fig. 8. Ownership of frames. 

10) Face distance based control: The program calculates the 

distance of the face from the area of the face detection box; it is 

used to detect approaching or moving away movements, 

activating the Key.up key to accelerate as the face approaches 

and Key.down to slow down as it moves away. This control 

allows to adapt the speed of the vehicle within the game, 

simulating acceleration and deceleration depending on the 

proximity of the face, as shown in Fig. 9. 
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Fig. 9. Head movement conditionals to accelerate or decelerate the vehicle. 

11) Additional hand gesture control: The program also 

includes an additional control [14] based on specific hand 

gestures [3]. If the index finger is fully extended downwards, it 

is interpreted as an acceleration gesture, activating the Key.up 

key, when the index finger is raised, it is assumed as a braking 

gesture, activating Key.down. This logic, according to the initial 

configuration in the interface, allows using both face movements 

and hand gestures [3] [30] to provide a more intuitive control 

experience [13]. 

12) Error handling and camera shutdown: If the OpenCV 

view window is closed or ESC is pressed, the program stops the 

image processing loop [5]. The close_camera function ensures 

that all OpenCV camera and window resources are properly 

released. 

13) Initialisation of interface styles: Using the apply_styles 

function you can customise the visual styles of widgets; thus: a) 

the TFrame style sets a light blue background, a 5 pixel border 

and a ridge relief that gives depth to the frame, b) the TLabel 

style sets a 12 point Helvetica font with the same background, 

the text uses a darker blue to stand out against the background, 

c) the TButton style uses a 10 point Helvetica font in bold, with 

a dark blue background and white text to ensure contrast, d) with 

style map, the button is adjusted so that, on hover, the 

background changes to an even darker blue, while keeping the 

text white to ensure legibility. 

14) Initialisation of the camera module with tkinter: OpenCV 

libraries are imported for video handling, MediaPipe for gesture 

and face detection, and pynput for keyboard input simulation. 

Global variables, camera_running (check if camera is active), 

last_action (store the last action performed) and press_duration 

(measure how long a key is pressed) are initialized to ensure 

continuous tracking of the system state during execution. 

15) Video capture and processing: The video_stream 

function uses OpenCV to capture video in real time. Each frame 

is processed with MediaPipe to detect hand gestures and faces. 

The key points of the hands are used to calculate their position 

in space, allowing to determine actions such as moving left or 

right. In addition, the points and connections of the hands are 

visualized in the video to facilitate the interpretation of the 

system. 

16) Hand gesture detection: Within video_stream, hand 

gestures are analyzed using the positions of specific points. This 

analysis includes logic to avoid simultaneous keystrokes and 

ensure smooth transitions between actions. 

17) Face distance based control: The face distance is 

implemented by comparing the relative size of the detected 

bounding box around the face [21]. If it increases or decreases 

beyond a configured threshold, the “up” or “down” keys are 

triggered, simulating actions such as accelerating or braking. 

B. Explanation of the Server Code 

1) Server initialisation and dependency configuration: The 

express, http, and socket.io libraries are used to create a server 

in Node.js; an HTTP server is configured with http.createServer 

and its functionality is extended with socket.io to handle real-

time connections. 

2) HTTP path to check server status: The path app.get('/') 

returns a simple message to confirm that the server is running. 

The /getPlayers path uses a JSON format returning information 

about the connected players. 

3) HTTP path to check server status: The 

io.on('connection', callback) function handles each client 

connection. Each connected player is assigned a unique 

identifier (PlayerID) and is stored in the players object. 

4) Player synchronisation and start of the race: When the 

number of connected players reaches the maximum allowed 

(maxPlayers), the server sends a startRace event to all clients, 

indicating the start of the game. 

5) Real time position update: The updatePosition event 

receives data from the clients, such as position and rotation in 

the X, Y and Z axes; it is updated in real time in the players 

object; the server emits the updated list of players through 

io.emit('updatePlayers'). 

6) Handling disconnections: When a player disconnects, the 

server deletes his information from the players object and issues 

an event to update the list of players in the clients. 

7) Server and listening port configuration: The server starts 

on port 3020 with address 0.0.0.0.0, which allows accepting 

connections from any IP address, ideal for multiplayer 

environments. 

C. Explanation of the Multi-User Game Code in Unity 

1) Automatic object rotation (AutoRotation.cs): The 

AutoRotation script implements a simple functionality to make 

an object in Unity rotate continuously around its Y-axis; it is 

controlled by a public variable rotationSpeed. 

2) Dynamic player tracking (FollowPlayer.cs): The 

FollowPlayer script implements functionality for a camera to 

follow the player in Unity, dynamically adjusting to the player's 

position and rotation; it includes support for virtual reality (VR) 

scenarios, see Fig. 10. 

 

Fig. 10. Player camera configuration. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

54 | P a g e  

www.ijacsa.thesai.org 

3) Interactive In-game console (InGameConsole.cs): The 

InGameConsole script implements an in-game console in Unity, 

useful for real-time debugging; it allows to display system and 

user messages in a panel, see Fig. 11. 

 

Fig. 11. View of the start of the game. 

4) Panel management and connection in the main menu 

(Panel.cs): The Panel script manages user interaction with a 

main menu, providing options to configure a network 

connection, select colors for a car and manage other related 

panels. 

5) Player behaviour (player.cs): The player.cs script 

controls the player's behavior in the game, including movement, 

interaction with the environment, updating the user interface and 

communication with the server; it is essential to manage the 

game logic. 

6) Player movement management (player.cs): The Update 

method is called once per frame and handles the main logic of 

the player's movement. Depending on the platform and the input 

mode (keyboard or gestures), the input values for horizontal and 

vertical movement are obtained. 

7) Straighten the overturned car (player.cs): The RightCar 

method is responsible for straightening the player's car by 

applying an upward force and continuing the game. 

8) User interface update (player.cs): The UpdateUI method 

updates the points and lives texts in the user interface; it is called 

whenever the player's points or lives change. 

9) Collision management (player.cs): The 

OnCollisionEnter method is called when the player's car collides 

with another object, if it has the ObjectCollision tag, the player's 

points are reduced, if the points reach zero, a life is reduced and 

the points are reset. If the lives reach zero, a “You lost” message 

is displayed. 

10) Restart car position (player.cs): The ResetCarPosition 

method resets the position and rotation of the player's car to its 

initial state. This is used when the car falls off the stage or when 

resetting the player's points and lives. 

11) Management and connection to the server 

(SocketManager.cs): The SocketManager.cs script in Unity 

handles the connection and communication with a server via 

WebSockets; it is crucial for the multiplayer functionality of the 

game, allowing data synchronization between players and the 

server. 

12) Connection to server (SocketManager.cs): The 

ConnectToServer method establishes the connection to the 

server using the IP address and the color of the car. It configures 

connection, disconnection and error, and defines handlers for 

various game events. 

13) Player ID assignment (SocketManager.cs): The 

OnAssignPlayerID method handles the player ID assignment 

event; it gets the ID from the server's response and stores it in a 

local variable. 

14) Initialisation and player update (SocketManager.cs): 

The OnInitializePlayers method creates or updates players at the 

start of the game, and OnUpdatePlayers updates player positions 

and rotations during the game. 

15) Position and rotation sending (SocketManager.cs): The 

UpdatePosition method sends the player's position and rotation 

to the server. It converts the data to a JSON object and outputs 

it to the server via the socket. 

16) Point and life adjustment in the interface (size,cs): The 

script tamano.cs in Unity adjusts the position and size of dot and 

life texts in the user interface. 

D. Explanation of the Multi-User Game Code in Unity 

The main figures of the video game scenario are shown 
below. 

 Principal Camera, shown in Fig. 12. 

 

Fig. 12. Game camera position configuration. 

 Vehicle models, we organized the designs of the vehicles 
to compete in the prefabs folder; this is shown in Fig. 13. 

 

Fig. 13. 3D model of vehicles. 

 The design of the race track, as would be the scenario, is 
shown in Fig. 14. 

 

Fig. 14. Running track along the terrain. 
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 The configuration of the race track is shown in Fig. 15. 

 

Fig. 15. Race track configuration. 

 Principal player design, as shown in Fig. 16. 

 

Fig. 16. Local player configuration. 

 Principal menu configuration, three sub-panels are 
organized within a canvas where the user can configure 
the ip and connection port, as well as choose the color of 
the vehicle. If the entered data is validated, the system 
displays a confirmation message to start the multiuser 
racing game, as shown in Fig. 17. 

 

Fig. 17. Components view in unity. 

 The principal menu of the game is displayed in the 
interface shown in Fig. 18. 

 

Fig. 18. Main menu in the game. 

 Eleccion of the player's cart, the options referred to the 
colours, is shown in Fig. 19. 

 

Fig. 19. Selection of the player's car. 

 Successful connection view of the player, ready to 
complete the players, is shown in Fig. 20. 
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Fig. 20. View of successful player connection. 

V. RESULTS AND DISCUSSION 

A robust client-server system was built using Node.js, 
capable of supporting a configurable number of players. Each 
client, developed in Unity, incorporates a script called 
SocketManager that facilitates bidirectional communication 
with the server. This allows to synchronise the start of the game 
when all players have connected and configured. 

In the client, a start panel was designed that offers each 
player the possibility of configuring the network parameters, 
selecting a character and waiting for the minimum number of 
participants configured in the server to be reached before 
starting the game. 

The developed videogame was adapted to run on both PC 
and mobile devices Tablet, Smartphone, see Fig. 21; providing 
a multiplatform experience. In addition, two control options 
were incorporated for players using PCs: 

 Traditional Control: Use of directional keys to move left, 
right, forward or backward. 

 Gesture Control Interface: A system that uses the 
device's camera to detect hand and face gestures, which 
are mapped to the game's directional key actions. 

 

Fig. 21. Video game running on Multiplatform, PC, Tablet, smartphone. 

In the following figures the execution of the multiplatform 
videogame is shown, in Fig. 22 the cars in full race can be seen 
on two platforms, in Fig. 23 the control of the red car with hand 
gestures, in Fig. 24 the car at a different speed leaves the circuit, 
in Fig. 25 with hand gestures the car returns to the circuit and 
continues the race. 

 

Fig. 22. Cars in full race on two platforms, PC and tablet. 

 

Fig. 23. Controlling the red car with hand gestures. 

 

Fig. 24. Car at a different speed wanders off track. 

 

Fig. 25. With a hands gesture the car is steered back to the circuit and the race 

continues. 

The system executes key presses using two types of control: 
hand gestures and facial movements, both detected by 
MediaPipe [14]. For hand control, the relative position of the 
hands is evaluated: if the right hand is higher than the left hand, 
the system simulates the action of pressing the right arrow key; 
if the left hand is higher, it simulates the action of pressing the 
left arrow key. The green node, which marks the centre between 
the two hands, indicates that both hands are centred. In addition, 
the facial movement adjusts the distance control, triggering 
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zoom in or zoom out actions, depending on the position of the 
face in front of the camera. For acceleration and deceleration 
control [31], the system uses the position of the index finger 
relative to the wrist: if the index finger is higher than the wrist, 
it simulates the action of pressing the ‘up’ key to accelerate; if it 
is lower, it simulates the action of pressing the ‘down’ key to 
decelerate, thus allowing the speed to be dynamically adjusted 
by these movements. 

As seen in Fig. 26, Fig. 27, Fig. 28, the system provides 
visual messages on screen, such as ‘Move left (Right hand 
higher)’, which orients the user on the movements required to 
interact as discussed by [11] with the virtual steering wheel for 
the game developed in Unity. This information is useful, that in 
some cases the message shows unrecognisable (‘’higher‘’) 
characters, thus improving the clarity of the instructions. 

 

Fig. 26. Hand movement to the left (a). 

 

Fig. 27. Hand movement to the left (b). 

 

Fig. 28. Hand movement to the left (c). 

The system was able to detect the hand movements [20] in 
real time [25] and quickly reflect the changes in position by the 
variations in the positions of the points between the two images, 
where the hand is seen to rise and change orientation, resulting 
in an immediate adjustment in the structure detected by the 
system. 

In the case of the multi-user server developed with Node, the 
tests showed that for a range of 2 to 4 players connected from 
PC or mobile it is feasible to have a competition with few 
moments of instability in the connection, which suggests that the 
optimisation of the secondary threads of each client should be 
deepened so that the system supports a greater number of users. 
Table I shows the technical aspects of the multi-user server. 

TABLE I.  TECHNICAL ASPECTS OF THE MULTI-USER SERVER 

Aspect 
Technical 

Details 
Benefits Limitations 

Performance 

Metrics 

Server 

Hardware 

Lenovo 

with Core 

i5/i7 

processor, 
12GB 

RAM, 

integrated 
card or 

NVIDIA 

graphics. 

Good 

performanc
e on 

standard 

test 
hardware. 

Performance 

may not be 

representativ
e for lower 

hardware. 

50-60% CPU 
usage during 

4-player 

testing. 

Server 

Operating 
System 

Windows 

11 in both 

cases 
(Core 

i5/i7). 

Compatibili
ty with 

modern 

systems. 

Linux servers 
may offer 

better 

performance. 

Response 

time: ~80-120 

ms under 
ideal 

conditions. 

Player 
Devices 

Android 
devices 

(version 

12 or 
higher) 

and PCs 

(Linux or 
Windows). 

Stable 
connections 

on Android 

12 or higher 
devices. 

Variability in 
connection 

quality 

depending on 
device. 

Connection 
success rate: 

98% on 

mobile 
devices. 

Control 
interface 

(PC) 

 

Python 

control 
interface 

for PC 

connection
. 

Efficient 

connection 
from Linux 

or 

Windows 
PCs. 

Interface 

could be 
more 

complex for 

non-technical 
users. 

Synchronisati

on time: 100-
150 ms 

Gesture 

recogniti

on 

Gesture 

recognitio
n 

performed 

with 
specific 

cameras 

and 
algorithms

. 

High 
accuracy in 

Gesture 

Recognition 
with 

suitable 

lighting 
conditions. 

Success rate 

decreases 

with poor 
lighting or 

fast 

movement. 

Success rate: 
85-90% with 

ideal 

conditions. 
 

Failure rate: 

15% in low 
light. 

Latency 

and 
Response 

Tests 
conducted 

in 

controlled 
environme

nt with 

low 
latency 

local 

network. 

Low 

latency 

under 
controlled 

conditions. 

Latency 
increases 

with more 

players 
connected 

simultaneousl

y. 

Average 

latency: ~120 
ms in local 

network. 

 
Average 

latency with 4 

players: ~200 
ms. 
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Finally, [7] uses gestural interaction techniques to control a 
video, as from [4] in hand gesture recognition, in the present 
work the developed gesture control interface has proved to be an 
inclusive tool, allowing players with disabilities to use their 
hands or head movements to control the directional keys in any 
multiplayer game in Unity. This solution facilitates the 
participation of all players, regardless of their physical abilities, 
promoting accessibility in digital entertainment. A sample of the 
code worked on the system can be seen in Fig. 29. 

 

Fig. 29. Face detection. 

VI. CONCLUSIONS 

A hand gesture recognition system based on artificial vision 
[40] and real-time pattern detection was designed and 
implemented, achieving an innovative alternative to the use of 
directional keys in video games. This approach improves player 
immersion and makes the gaming experience more accessible, 
especially for users with motor disabilities. 

The results demonstrated a high accuracy and speed of 
response to gestures ensuring a smooth and ideal interaction. 
Furthermore, customisation options were implemented in the 
interface, such as sensitivity, distance threshold and widget 
layout, contributing to its usability and versatility. 

An efficient client-server architecture was developed that 
supports multiple simultaneous users, ensuring real-time 
communication and offering flexibility for individual network 
configurations and character selection within the game. The 
design uses threads and resources such as the camera 
responsibly, improving stability and minimising conflicts during 
interface use, contributing to increased performance and 
synchronisation. 

The video game developed in Unity was adapted to run on 
PC platforms and mobile devices, extending its reach and 
allowing players to enjoy a consistent and immersive experience 
regardless of the device used. 

The integration of traditional controls together with the 
gesture-based interface ensures greater inclusion of different 
play styles and user preferences. 

In the comparative evaluation of the gesture control system 
against traditional methods, advantages in innovation and 
immersive experience were evident. While traditional controls 
maintain an advantage in accuracy and reliability under less 
optimal technical conditions, the gesture interface proved to be 
an intuitive and accessible solution, capable of improving user 
satisfaction by adapting to their preferences and needs. 

FUTURE WORKS 

As a result of the present work, a prospective vision for 
future work can be gained: 

Optimisation of gesture recognition algorithms in variable 
lighting environments: It is essential to improve the accuracy of 
gesture recognition systems in changing lighting conditions, 
ensuring a consistent and reliable user experience. 

Application of self-supervised learning in human-computer 
interaction systems: Implementing self-supervised learning 
techniques can improve the adaptability and efficiency of 
gesture interfaces, allowing systems to learn and adjust to 
individual user preferences and behaviours. 

Integration of gesture recognition into augmented and virtual 
reality interfaces: Combining gesture recognition technologies 
with augmented and virtual reality environments can offer more 
immersive and natural gaming experiences, improving user 
interaction with digital content. 

Development of deep learning models for the identification 
of complex gestures: The use of deep neural networks can 
facilitate the detection and classification of more sophisticated 
gestures, expanding the repertoire of available commands and 
improving interaction in multiplayer games. 

Implementing gesture recognition using radar technology for 
mobile applications: The use of radar sensors in mobile devices 
can enable accurate gesture recognition without relying on 
cameras, offering an efficient and less invasive alternative for 
video game control. 
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Abstract—In today’s information society, developing program-
ming competencies is essential in higher education. Numerous
studies have been conducted on effective strategies for foster-
ing these skills. This study performs a bibliometric analysis
of research on teaching strategies for programming in higher
education, using data from the SCOPUS and Web of Science
(WOS) databases between 2014 and 2023. The analysis identifies
key trends, influential authors, and collaboration networks in this
field. The most effective teaching strategies include project-based
learning, flipped classrooms, and collaborative programming.
Emerging technologies such as augmented reality and virtual re-
ality are gaining prominence in programming education. Despite
the growth of research in this area, challenges remain, such as
the lack of longitudinal studies exploring the long-term impact of
these methodologies and the need for greater geographic diversity
in studies. This paper emphasizes the importance of exploring
new technologies and interdisciplinary approaches and fostering
international collaborations to enhance programming education.
The findings guide researchers and educators on how to optimize
programming learning in a global context.

Keywords—Programming; higher education; teaching strate-
gies; bibliometrics

I. INTRODUCTION

In the digital era, programming has become an essential
competency in the higher education curriculum [1], espe-
cially in Science, Technology, Engineering, and Mathemat-
ics (STEM) disciplines [2]. While programming experience
in higher education was traditionally confined to technical
or engineering fields, today, programming permeates diverse
disciplines, recognizing its potential as both a technical tool
and a critical thinking skill [3], [4]. Effective acquisition of
programming skills requires not only familiarity with syntax
and data structures but also deep logical understanding and
problem-solving abilities [5].

Teaching and learning strategies for programming in higher
education extend beyond simple knowledge transmission tech-
niques. They instill a computational mindset, promote log-
ical thinking, and help students address complex problems
systematically [6]. As technology advances, these strategies
must evolve to keep pace with the changing demands of the
programming field and students’ needs, ensuring long-term
educational outcomes [7]. For example, Bloom’s taxonomy
classifies and describes different levels of learning achievement

*Corresponding authors.

that students can reach [8], [9]. Project-based learning (PBL)
and pair programming also encourage collaboration and critical
thinking [10], [11]. These strategies emphasize the practical
application of knowledge and solving real-world problems,
allowing students to consolidate and contextualize what they
have learned in realistic settings [12].

As highlighted by Sun et al. [13], adaptability is essential
in programming. Tools, languages, and methodologies contin-
uously change and evolve [14]. Therefore, teaching strategies
must not only transmit technical knowledge, but also teach
students to become autonomous and adaptable learners [15].
This implies fostering skills such as self-learning, curiosity
for new technologies, and resilience to overcome challenges
[16]. Adaptive learning would cultivate logical and creative
thinkers who can innovate and adapt in a constantly changing
field like programming education [17]. The extensive literature
on programming teaching and learning strategies reflects the
growing importance and recognition of these strategies in both
educational and professional realms [18]. Researchers, educa-
tors, and professionals worldwide have contributed numerous
studies, theories, and methodologies, enriching the body of
available knowledge [19], [20], [21], [22]. However, the vast
amount of information on diverse programming education
approaches, along with the fast pace of new developments,
presents challenges in staying up to date and identifying the
most impactful trends and practices.

The rapid evolution of programming education and the
increasing volume of research publications pose a challenge in
identifying effective teaching and learning strategies [23]. This
research explores publication patterns, the most cited sources,
academic collaboration networks, and other relevant aspects to
shed light on the current state of research in the programming
education at the higher education level. Thus, this document
seeks to address the need for a comprehensive understanding of
current trends, significant contributors, and prominent research
in higher education programming education. Furthermore, our
work aims to recognize the most influential authors, leading
research centers, and areas that require more attention in
programming education.

This study predominantly analyzes data from specific
geographic regions, which can limit its generalizability to
other educational contexts, particularly in underrepresented or
developing countries. Future research should incorporate data
from a broader range of regions to provide more globally
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representative insights. This analysis relies exclusively on data
from SCOPUS and Web of Science. Although these databases
provide extensive coverage of high-quality research, including
additional sources, such as local publications or databases
not indexed on these platforms, could enhance the study’s
comprehensiveness.

A. Research Questions

This project is a quasi-experimental quantitative study
designed to answer the following research questions:

• RQ1: What are the predominant trends in program-
ming teaching and learning strategies in higher educa-
tion? This article addresses this question by analyzing
research from SCOPUS and WOS databases published
between 2014 and 2023, highlighting frequently cited
approaches such as project-based learning, flipped
classrooms, and collaborative programming. The anal-
ysis focuses on the evolution of these strategies and
their impact on programming competency develop-
ment, acknowledging that relevant works in non-
indexed conferences and journals may further com-
plement the identified trend.

• RQ2: Who are the most influential authors, and
what are the seminal publications shaping the field
of programming education? This article responds by
identifying the most cited authors and works from
SCOPUS and WOS between 2014 and 2023. The
analysis considers author networks, citation impact,
and recurring themes in key publications, recognizing
that other influential contributors may also emerge
from non-indexed sources.

• RQ3: What journals and institutions make the most
significant contributions to programming education
research? This article explores this question by ex-
amining the journals and institutions with the highest
SCOPUS and WOS production and citation metrics
between 2014 and 2023. The review highlights insti-
tutions consistently contributing to shaping discourse
on programming education, acknowledging valuable
works published in non-indexed platforms.

II. BACKGROUND

Computational thinking plays a critical role in the mod-
ern digital era, providing individuals with essential problem-
solving skills that transcend the boundaries of computer sci-
ence and programming, as noted by Lu et al. [24]. Based on
principles from computer science, mathematics, and logic [25],
this approach enables individuals to break down complex prob-
lems, recognize patterns, and design algorithmic solutions [26].
As highlighted by Shen et al. [27], computational thinking
significantly influences daily life by helping individuals make
informed decisions and solve problems efficiently. Whether
optimizing daily routines or critically evaluating online infor-
mation, this skill set empowers individuals to navigate the
complexities of the digital world [28]. Furthermore, when
incorporated into educational curricula, it fosters essential
competencies such as logical reasoning and creativity, prepar-
ing students for future challenges [29]. Algorithm 1 presents

an algorithm describing the steps to master new topics through
computational thinking [30].

Algorithm 1 Procedure for Mastering a New Topic

Require: Topic is identified
Ensure: Relevant materials are gathered

Obtain an initial understanding
Define the boundaries of the topic
Search for appropriate resources
Develop a structured learning approach
Set criteria for successful learning
while learning not achieved do

Refine the selected resources
Reevaluate and explore the materials
Experiment with the information
Implement newly acquired knowledge ▷ If feasible
Share or explain learned concepts ▷ If feasible

end while

Beyond everyday applications, the benefits of computa-
tional thinking extend to a wide range of disciplines [25], [31].
Shin et al. [32] demonstrate how this competency enhances
scientific research by helping scientists analyze complex data,
simulate experiments, and develop better models to understand
the natural world. Computational thinking supports research in
fields such as biology, physics, and social sciences, improving
decision-making by providing powerful tools for data-driven
insights [33]. With the growing demand for digital literacy in
the workforce, computational thinking equips individuals with
the necessary tools to thrive in an evolving job market [34].
This competency empowers individuals not only as students or
professionals but also as active participants in a technology-
driven society.

A. Programming Competencies in Higher Education

Programming competencies hold critical importance in
higher education, particularly within computer science and
across Science, Technology, Engineering, Arts, and Mathemat-
ics (STEAM) disciplines [35]. The ability to think algorithmi-
cally, solve complex problems systematically, and develop au-
tomated solutions through coding has become an indispensable
skill set for students, regardless of their field of study [36].
Developing programming competencies in higher education
equips students with fundamental skills that go beyond coding:

1) Algorithmic thinking: This allows students to break
down intricate problems into smaller, manageable tasks while
constructing logical sequences of steps to address them [24].

2) Problem-solving through programming: Programming
fosters creativity and resilience, pushing students to iteratively
refine their solutions until achieving the most effective outcome
[37].

3) Abstract thinking: Students can conceptualize real-
world problems as abstract models, facilitating a deeper un-
derstanding of complex phenomena across various disciplines
[38].

4) Automation and efficiency: Programming enables stu-
dents to streamline repetitive tasks, enhancing both productiv-
ity and efficiency [39].
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The impact of programming competencies transcends com-
puter science, offering substantial benefits in STEAM disci-
plines [35], [40]. These skills contribute to both the technical
and creative dimensions of each field.

• Science: Programming is a powerful tool for analyzing
large datasets, modeling complex systems, and simu-
lating experiments. In fields like biology, physics, and
chemistry, the ability to automate data processing and
perform statistical analyses enhances the precision and
speed of scientific discoveries.

• Technology: Programming drives a deeper understand-
ing of technological systems, empowering students to
innovate and develop new software tools.

• Engineering: Programming is indispensable in engi-
neering, whether used to model and simulate physical
systems or optimize design processes. Coding equips
students with tools that improve accuracy and effi-
ciency in the mechanical, civil and electrical engineer-
ing disciplines.

• Art: In the arts, programming opens new avenues for
digital creativity.

• Mathematics: Programming enhances mathematical
problem-solving by allowing the simulation of math-
ematical models and solving large-scale calculations
that would otherwise be impossible through manual
methods.

III. METHODOLOGY AND RESEARCH DESIGN

The increasing volume of academic publications and the
proliferation of research streams can make it challenging for
researchers to stay updated within a specific field. Systematic
literature reviews synthesize available scientific information
and help identify areas of uncertainty where further investi-
gation is required [41]. Typically, literature review research
addresses a single scientific database, which limits the ability
to gain a comprehensive view of knowledge and trends within
a specific domain. Therefore, some authors argue for the
necessity of using multiple databases [42]. In this context, the
data for the present study were extracted from the Web of
Science (WOS) and SCOPUS databases.

Using both WOS and SCOPUS for the bibliometric anal-
ysis of teaching and learning strategies for higher education
programming ensures a comprehensive and high quality cov-
erage of the relevant academic literature. Both databases are
renowned for their extensive indexes of peer-reviewed journals,
conference proceedings, and other scholarly outputs across
disciplines, including computer science and education [43].
The international scope of these databases [44] ensures a global
perspective on teaching methodologies, crucial for understand-
ing the varied approaches to programming education in higher
education. Both WOS and SCOPUS have significant prestige
and are recognized for improving the robustness of analysis by
cross-referencing data, ensuring completeness, and minimizing
potential bias in the literature review [45]. Thus, the choice of
SCOPUS and WOS allows for a comprehensive examination
of publication patterns in the field of programming education.
To achieve this, records from both sources were merged into
a single dataset. Table I summarizes the search criteria, while

Fig. 1 shows the publication trends over the period of time
(2014-2023).

In terms of coverage, WOS encompasses a broader range
than SCOPUS, with 1,464 records compared to 361. After
comparing and removing duplicates, the process identified
1,697 documents related to teaching and learning strategies
in programming education, revealing that approximately 11%
of the documents overlap or share similarities.

A. Evaluation Instruments

As highlighted by Chen et al. [46] and Trinidad et al.
[47], analyzing publication trends provides researchers with a
deeper understanding of the scientific landscape, allowing them
to identify emerging knowledge areas and contribute to the
advancement of their fields. To support this type of analysis,
the bibliometric study used the Bibliometrix platform using
the R programming language. Bibliometrix is an open-source
toolset that offers flexibility by integrating with various statisti-
cal packages. This adaptability makes Bibliometrix particularly
valuable for exploring evolving research areas and uncovering
new trends in programming education strategies.

One of the key strengths of Bibliometrix is its free access
and ease of use through a web-based interface, which encapsu-
lates its core capabilities and establishes a framework for real-
time data analysis [48]. For instance, Biblioshiny, a module of
Bibliometrix, enables users to perform relevant bibliometric
and visual analyses through an interactive web interface [49].
This tool facilitates identifying connections between changes
in scientific production, citations, author collaborations, and
other essential bibliometric indicators, especially in program-
ming education. Consequently, Bibliometrix is a robust and
accessible tool for the scientific community, providing an
effective means to explore and evaluate academic literature.

IV. RESULTS

This section presents the results of the bibliometric anal-
ysis, highlighting the most relevant authors, important institu-
tions, influential documents, and the keywords with the highest
relevance in the analyzed articles.

A. Most Relevant Authors

The bibliometric analysis identifies the most prominent au-
thors in the field. Table II presents a list of authors with notable
contributions and the number of citations they have received.
Among them, Li Yong, Liu Yonggang, Liu Yan, Liu Yuan, and
Yong Wang stand out. These researchers were identified by
comparing SCOPUS and WOS records using metrics such as
the H-index and citation count, which measure scientific per-
formance in the field [50]. The authors in Table II have made
significant advancements in programming education through
detailed studies on effective teaching and learning strategies.
Their work includes innovative methodologies and practices
with long-term impacts on students’ learning outcomes.

By examining the H-index and citation count, we can
evaluate the influence and impact of these researchers in
promoting programming education. This analysis provides
valuable insights into the key contributors driving the field and
underscores the importance of developing effective teaching
and learning strategies.
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TABLE I. NON-PHARMACOLOGICAL INTERVENTION STRATEGIES BASED ON CONTROLLED EXERCISE AND NUTRITIONAL EDUCATION

Criterion Values
Time Span 2014 – 2023
Date of Query June 2023
Document Types Journal articles and Conference proceedings
Journal and Conference Types Any type
Search Fields Title, Abstract, and Keywords
Search Terms Programming AND Universities AND Strategies AND (Learning AND Teaching) – in English
Records WOS: 1464; SCOPUS: 361
Total Records 1,697

Fig. 1. Total number of publications in WOS and SCOPUS, 2015–2023.

TABLE II. TOP AUTHORS IN PROGRAMMING EDUCATION RESEARCH IN HIGHER EDUCATION

Authors WOS Citations WOS H-index SCOPUS Citations SCOPUS H-index Publications
Li Yong 2058 23 7591 42 11
Liu Yonggang 29 3 682 15 11
Liu Yan 2072 22 9997 50 11
Liu Yuan 1151 18 938 16 11
Yong Wang 2124 26 8192 50 11

B. Key Institutions

The bibliometric review identified the most prominent
institutions in the field based on their significant publication
output. Table III lists the top ten universities, their country of
origin, and the number of related publications. These results
corroborate the findings of Apiola et al. [51] and Perez and
Garcia [52], highlighting that universities play a crucial role in
publishing research and disseminating experiences related to
programming education in higher education. Their contribu-
tions emphasize the importance of integrating strategies that
help students develop critical thinking and problem-solving
skills, ultimately improving their academic and professional
development.

C. Influential Documents

Identifying key documents begins by determining how each
document connects to internal research references (endogenous
references) and external sources (exogenous references) found
in academic databases such as SCOPUS and WOS. Duque and
Duque Oliva [53] explain that the average number of citations

TABLE III. TOP INSTITUTIONS CONTRIBUTING TO PROGRAMMING
EDUCATIONAL RESEARCH

Institution Publications Country
University of California, San Francisco 74 USA
University of Toronto 69 Canada
University of Colorado Boulder 59 USA
University of Michigan 59 USA
University of Sydney 43 Australia
University of Calgary 36 Canada
McGill University 35 Canada
University of Pennsylvania 35 USA
National University of Singapore 34 Singapore
University of Minnesota 34 USA

is calculated by dividing internal references by the time elapsed
since the document’s initial publication. This approach offers
a method to assess the influence and acceptance of research
over time.

When analyzing influential documents, our findings show
that the study by Sung et al. [54] has the highest number
of citations, with a total of 620 and an average of 77.5
per year. McLaughlin et al. [55] follows closely with 603
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citations and an average of 60.3 per year, while Bers et al.
[56] has a total of 378 citations and an annual average of
37.8. These three authors stand out due to the high citation
counts of their respective articles, which focus on topics related
to programming education strategies. Table IV lists top cited
documents in programming education research.

D. Keywords with the Highest Relevance

During the analysis, we extracted the terminologies that
had the most significant impact across the reviewed docu-
ments. Using the Biblioshiny tool, we created a graphical
representation or “word cloud” (Fig. 2) to visualize the most
prominent terms identified in this study. As explained by
Alsalem et al. [57], this method allows scholars to compare
different sections and visually identify the most significant
terms, highlighted in bold. The word cloud emphasizes key
terms such as “learning”, “students”, “education”, “teaching”,
and “programming”, which are closely aligned with the study’s
focus on programming education for undergraduate students.
This approach explores the interaction between pedagogical
approaches, technology, and programming in educational set-
tings while analyzing how these elements influence students’
ability to acquire programming skills.

Using a TreeMap further illustrates the clustering of poten-
tial keywords in the research articles, as discussed by Secinaro
et al. [58]. Table V presents the top ten keywords by frequency
and percentage of appearance in the analyzed documents. The
analysis shows that 41% of the most relevant terms include
words such as “education”, “students”, “teaching”, “learning”,
and “programming”, which underscores the importance of this
research topic within the field of scientific publications.

V. DISCUSSION

This study provides a comprehensive overview of cur-
rent trends in teaching and learning programming through a
bibliometric analysis of the SCOPUS and WOS databases.
The results highlight several key areas that require further
exploration and themes that have been consistently addressed
in existing research.

A. Current Trends

One of the main trends identified in the analysis is the em-
phasis on project-based learning and flipped classrooms. These
strategies have proven to be effective in enhancing problem-
solving skills and fostering greater engagement by allowing
students to apply learned concepts to real-world problems [54].
In addition, there has been a growing adoption of collaborative
programming techniques such as pair programming, which
improve code quality and overall student performance [55].
Regarding emerging topics, there is increasing interest in using
immersive and simulation technologies such as augmented
reality and virtual reality to teach programming [56].

B. Limitations of Current Research

Despite advances in programming education, several chal-
lenges and limitations persist. One of the key limitations
identified is the lack of longitudinal studies that measure the
long-term impact of different programming teaching strategies.

Most of the analyzed studies focus on short-term outcomes,
such as grades or students’ performance in individual courses,
but more research is needed to explore how these strategies
influence long-term professional development and career out-
comes [59]. Another limitation is the lack of diversity in
the educational contexts studied. Most of the research has
been conducted in developed countries, particularly in the
United States and China, which may not reflect the educational
realities of other regions. Furthermore, more research is needed
on programming education in non-formal settings and self-
learning environments, as many students learn programming
independently or through online platforms outside traditional
classrooms [60].

C. Implications for Future Research

This study provides several implications for future research.
First, more research is needed on the use of emerging tech-
nologies such as artificial intelligence and machine learning in
programming education. These technologies have the potential
to personalize teaching and provide immediate feedback to
students, which could significantly improve learning outcomes
[61]. Second, there is a need to further explore interdisciplinary
approaches to teaching programming. Integrating program-
ming with other disciplines has proven to be effective in
improving student understanding and motivation, but more
research is needed to understand how these approaches can be
optimally designed and implemented [62]. In addition, more
research is required on the barriers students face when learning
to program, particularly in disadvantaged contexts. Program-
ming can be a difficult skill to acquire, and many students
struggle with abstract concepts and the complex syntax of
programming languages. Understanding these barriers and how
to overcome them is crucial to ensuring that all students have
the opportunity to develop programming skills [63].

D. Threats to Validity

As with any study, this bibliometric analysis has limitations
that may affect the validity of the results. The following threats
to validity should be considered:

• Selection bias: The use of the SCOPUS and Web
of Science databases, although they include a large
volume of high-quality research, may have excluded
important studies from other databases not considered
in this analysis. This raises the possibility of selec-
tion bias, as some relevant studies published in non-
indexed academic journals or platforms may not have
been included.

• Temporal bias: The analysis focused on publications
from 2014 to 2023, which means that any research
conducted before this period was excluded. Although
this time range captures the most recent trends, it may
omit foundational studies or pioneering approaches in
programming education that still influence the field.
This temporal bias could limit the understanding of the
complete evolution of programming teaching method-
ologies over time.

• Variability in bibliometric indicators: The quality and
impact of a research paper were evaluated using
bibliometric metrics such as the citation count and the
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TABLE IV. TOP CITED DOCUMENTS IN PROGRAMMING EDUCATIONAL RESEARCH

Author Journal Total Citations (TC) Average Citations per Year
Sung et al. (2016) Computers & Education 620 77.5
McLaughlin et al. (2013) Academic Medicine 603 60.3
Bers et al. (2014) Computers & Education 378 37.8
Douzas et al. (2018) Information Sciences 350 58.33
Chiu-Lin and Gwo-Jen (2016) Computers & Education 319 39.88

Fig. 2. Word cloud highlighting the most frequent terms in the analyzed articles.

TABLE V. TOP TEN KEYWORDS BY FREQUENCY AND PERCENTAGE OF
APPEARANCE

Keyword Frequency Percentage
Learning 1127 2.50%
Programming 911 2.02%
Students 898 1.99%
Teaching 594 1.32%
Education 500 1.11%
University 345 0.76%
Computer 339 0.75%
Course 332 0.74%
Based 299 0.66%
Strategies 274 0.61%

H-index. However, these metrics may not fully capture
the qualitative importance of a study. Factors such as
the subject area, the type of publication (journal versus
conference), and the cultural context of the authors
can influence the visibility and impact of a study. The
metrics used do not always reflect the real-world im-
pact in the classroom or the practical implementation
of the pedagogical strategies discussed.

E. Future Research

Future research should explore longitudinal studies to eval-
uate the long-term impact of programming teaching method-
ologies. These studies are crucial to understanding how ed-
ucational strategies influence skill retention and professional
outcomes over long periods. While this study provides a

comprehensive bibliometric analysis of programming teaching
strategies, it does not evaluate the direct learning outcomes
of these methodologies. Future research should incorporate
empirical assessments to validate the effectiveness of the
identified strategy in improving students’ programming com-
petencies.

VI. CONCLUSIONS

This bibliometric analysis provides a detailed insight into
current trends and key contributors in research on program-
ming education in higher education. The findings reveal that
programming continues to be a growing area of interest, with
a significant number of studies published in recent years,
particularly in countries like the United States and China.
Pedagogical strategies such as project-based learning, flipped
classrooms, and collaborative programming have emerged as
effective approaches to improving student programming skills.

The analysis also identified several challenges and areas
that require further research. Among these is the need for
more longitudinal studies that explore the long-term impact of
different programming teaching strategies, as well as greater
diversity in the educational contexts studied. Furthermore, it
is essential to explore new technologies, such as artificial
intelligence, in the context of programming education, as
well as to integrate more interdisciplinary approaches that can
enhance students’ understanding and motivation to learn.

Another important conclusion is that while research in this
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field has grown significantly, disparities remain in terms of
international collaboration and access to resources. Developing
countries could benefit from greater support and collaboration
with institutions from more developed nations to ensure that
advances in programming education are accessible to all.

In terms of contribution, this article not only identifies the
key trends and most influential contributors, but also provides
a roadmap for future research in programming education. We
hope that the findings of this study will assist educators,
researchers, and policymakers in developing more effective
and equitable approaches to programming education in higher
education.
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[18] M. Thuné and A. Eckerdal, “Analysis of students’ learning of computer
programming in a computer laboratory context,” European Journal of
Engineering Education, vol. 44, pp. 1–18, 2018.

[19] B. Xie, D. Loksa, G. Nelson, M. Davidson, D. Dong, H. Kwik,
A. Hui Tan, L. Hwa, M. Li, and A. Ko, “A theory of instruction for
introductory programming skills,” Computer Science Education, vol. 29,
no. 2-3, pp. 205–253, 2019.

[20] L. Silva, A. J. Mendes, and A. Gomes, “Computer-supported collabora-
tive learning in programming education: A systematic literature review,”
in 2020 IEEE Global Engineering Education Conference (EDUCON),
2020, pp. 1086–1095.

[21] G. Liargkovas, A. Papadopoulou, Z. Kotti, and D. Spinellis, “Software
engineering education knowledge versus industrial needs,” IEEE Trans-
actions on Education, vol. 65, no. 3, pp. 419–427, 2022.

[22] A. Yusuf and N. M. Noor, “Research trends on learning
computer programming with program animation: A systematic
mapping study,” Computer Applications in Engineering Education,
vol. 31, no. 6, pp. 1552–1582, 2023. [Online]. Available:
https://onlinelibrary.wiley.com/doi/abs/10.1002/cae.22659

[23] C.-S. Cheah, “factors-contributing-to-the-difficulties-in-teaching-and-
learning-of-computer-programming-a-literature-review,” Contemporary
Educational Technology, vol. 12, p. ep272, 05 2020.

[24] C. Lu, R. Macdonald, B. Odell, V. Kokhan, C. Demmans Epp,
and M. Cutumisu, “A scoping review of computational thinking
assessments in higher education,” Journal of Computing in Higher
Education, vol. 34, no. 2, pp. 416–461, Aug 2022. [Online]. Available:
https://doi.org/10.1007/s12528-021-09305-y

[25] Y. Li, A. H. Schoenfeld, A. A. diSessa, A. C. Graesser, L. C. Benson,
L. D. English, and R. A. Duschl, “Computational thinking is more about
thinking than computing,” pp. 1–18, 2020.

[26] K. Srinivasa, M. Kurni, and K. Saritha, “Computational thinking,”
in Learning, Teaching, and Assessment Methods for Contemporary
Learners: Pedagogy for the Digital Generation. Springer, 2022, pp.
117–146.

[27] J. Shen, G. Chen, L. Barth-Cohen, S. Jiang, and M. Eltoukhy, “Con-
necting computational thinking in everyday reasoning and programming
for elementary school students,” Journal of Research on Technology in
Education, vol. 54, no. 2, pp. 205–225, 2022.

[28] K. Kanaki and M. Kalogiannakis, “Assessing algorithmic thinking
skills in relation to age in early childhood stem education,” Education
Sciences, vol. 12, no. 6, p. 380, 2022.

[29] K. Kwon, A. T. Ottenbreit-Leftwich, T. A. Brush, M. Jeon, and G. Yan,
“Integration of problem-based learning in elementary computer science
education: effects on computational thinking and attitudes,” Educational
Technology Research and Development, vol. 69, pp. 2761–2787, 2021.

[30] C. Vidal-Silva, J. Cárdenas-Cobo, M. Tupac-Yupanqui, J. Serrano-
Malebrán, and A. Sánchez Ortiz, “Developing programming compe-
tencies in school-students with block-based tools in chile, ecuador, and
peru,” IEEE Access, vol. 12, pp. 118 924–118 936, 2024.

[31] R. P. Lai, “Beyond programming: A computer-based assessment of
computational thinking competency,” ACM Transactions on Computing
Education (TOCE), vol. 22, no. 2, pp. 1–27, 2021.

[32] N. Shin, J. Bowers, S. Roderick, C. McIntyre, A. L. Stephens, E. Eidin,
J. Krajcik, and D. Damelin, “A framework for supporting systems
thinking and computational thinking through constructing models,”
Instructional Science, vol. 50, no. 6, pp. 933–960, 2022.

[33] D. Helbing, S. Mahajan, R. H. Fricker, A. Musso, C. I. Hausladen,
C. Carissimo, D. Carpentras, E. Stockinger, J. A. Sanchez-Vaquerizo,
J. C. Yang et al., “Democracy by design: Perspectives for digitally
assisted, participatory upgrades of society,” Journal of Computational
Science, vol. 71, p. 102061, 2023.

[34] A. Yadav and U. Berthelsen, Computational Thinking in Education:
A Pedagogical Perspective. Routledge, 2021. [Online]. Available:
https://books.google.cl/books?id=2H9kzgEACAAJ

www.ijacsa.thesai.org 67 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 16, No. 1, 2025

[35] J.-A. Marı́n-Marı́n, A.-J. Moreno-Guerrero, P. Dúo-Terrón, and
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Abstract—With rapid proliferation in using smart devices,
real time efficient sentiment analysis has gained considerable
popularity. These devices generate variety of data. However, for
resource constrained devices to perform sentiment analysis over
multimodal data using conventional modals that are computation-
ally complex and resource hungry, is challenging. This challenge
may be addressed using a light weight but efficient modal
specifically focused on sentiment analysis for contrained devices.
in the literature, there are several modals that claims to be light
weight however, the real sense and logic to determine if the modal
may be termed as lightweight still requires further research. This
paper reviews approaches to federated learning for multimodal
sentiment analysis. Federated learning enables decentralized
training without sharing data. Considering the review need
to balance privacy concerns, performance, and resource usage,
the review evaluates existing approaches to enhance accuracy
in sentiment classification. The review identifies strengths and
limitations in handling multimodal data. The search focused
on studies in databases like IEEE Xplore and Scopus. Studies
published in peer-reviewed journals over the past five years were
included. The review covers 45 studies, mostly experimental, with
some theoretical models. Key results show lightweight protocols
improve efficiency and privacy in federated learning. They reduce
computational demands while handling text, image, and audio
data. There is a growing focus on resource-constrained devices
in research. Trade-offs between model complexity and speed are
commonly explored. The review addresses how these protocols
balance accuracy and computational cost.

Keywords—Light weight protocols; sentiment analysis; feder-
ated learning; deep learning

I. INTRODUCTION

Federated learning is a recent advancement in artificial
intelligence. It enables decentralized model training without
sharing raw data [1]. This technique merges data from different
devices while protecting privacy. The method’s popularity has
grown due to rising privacy concerns [2]. Unlike standard
machine learning, data remains on each device. Only model
updates are sent to a central server. This reduces the risk of data
breaches. The various types of federated learning architectures
are shown in Fig. 1 The classification of Federated learning
is presented in [3]. With the increasing reliance on online
reviews, user feedback has become a critical factor in shaping
consumer decisions across. From e-commerce platforms to
service-oriented businesses, reviews offer valuable insights
into the quality of products and services. However, not all
reviews are created equal, and their emotional tone plays a
significant role in conveying the authenticity and impact of the

user experience. Therefore, analyzing emotions expressed in
user reviews is essential to understanding customer sentiment.
Usually, the sentiment analysis process aims to determine
values among Negative, Neutral and Positive as shown in
Fig. 2. Emotion analysis in reviews goes beyond simple
sentiment classification One such application is multimodal
sentiment analysis, which is widely used today. Traditional
sentiment analysis mainly examines text data to detect emo-
tions or opinions [4]. However, multimodal sentiment analysis
expands this by using multiple data types. It incorporates text,
images, and audio for a richer analysis. Each data type offers
unique insights into human emotions and behaviors [5]. For
example, the tone of voice in audio or facial expressions in
images can complement textual sentiment. This combination
helps provide a deeper understanding of user emotions [6].
A fuller emotional analysis benefits customer service, social
media analysis, and marketing efforts. These fields rely on
accurate emotion detection for better user interaction [7].
General workflow of deep learning protocol is shown in Fig. 3
However, processing multimodal data is difficult and requires
significant computational power [8]. In real-time applications,
such as on mobile devices, challenges increase. Edge com-
puting systems also face similar resource limitations during
processing tasks [9]. This is where lightweight deep learning
protocols become essential. These protocols are designed to
reduce computational load while maintaining performance
[10]. They ensure even devices with limited resources can
run deep learning models efficiently. This becomes especially
important for applications needing real-time processing, like
sentiment analysis in mobile environments. Lightweight pro-
tocols allow real-time tasks to run smoothly on resource-
constrained systems [11]. This systematic review focuses on
the use of lightweight deep learning protocols in federated
learning for multimodal sentiment analysis. The goal is to ex-
amine how these protocols balance privacy, performance, and
resource management. Privacy is a key concern, as federated
learning operates on decentralized data. Performance refers
to the model’s ability to accurately classify sentiments from
multimodal data. Resource management focuses on reducing
computational loads, especially in environments with limited
processing power.

The review examines different approaches to multimodal
sentiment analysis using federated learning. It explores how
these methods handle the complexities of multimodal data.
Text, image, and audio data each need distinct processing
techniques [2]. Text data is often processed using natural
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Fig. 1. Types of federated learning.

language processing (NLP) techniques. Image data relies on
computer vision methods, while audio data needs signal pro-
cessing techniques [6]. Integrating these varied data types into
a unified model is challenging. This task becomes even harder
in resource-limited environments where computing power is
constrained [3]. Handling these challenges is critical for effi-
cient multimodal analysis [5].

Fig. 2. Types of sentiment analysis.

To tackle these challenges, lightweight deep learning pro-
tocols are crucial. These protocols aim to reduce deep learning
models’ size and complexity [12]. Classification of common
light weight approaches to sentiment analysis are presented in
Fig. 5 Common techniques include model compression, prun-
ing, and quantization. Compression shrinks the model, making
it easier to store and process. Pruning eliminates unneeded
parts of the model, improving efficiency. Quantization lowers
the precision of model parameters, speeding up computations
[9]. This reduces resource use without greatly impacting
performance. Together, these techniques ensure models run
efficiently on resource-limited systems [13].

The review also examines the trade-offs in federated learn-
ing for multimodal sentiment analysis. It highlights the need to
balance model accuracy with computational efficiency. More
complex models often provide higher accuracy but need more

Fig. 3. Workflow in deep learning protocol.

resources [3]. In contrast, simpler models run faster but may
lack the same accuracy. Lightweight protocols aim to find
the best balance between these factors. They ensure models
run efficiently without losing significant accuracy [4]. Achiev-
ing this balance is crucial for real-time, resource-constrained
applications. Efficient performance with acceptable accuracy
remains the primary goal of these protocols [14].

Another key focus of this review is the scalability of
federated learning models. As more devices join federated
learning, coordinating model updates becomes more complex
[15]. Managing these updates across various devices with
different resources is challenging. Devices may have limited
computing power or storage, complicating the process further.
Lightweight protocols help tackle this issue by making models
simpler to scale [16]. These protocols ensure that models
can efficiently operate in large, decentralized environments.
Scaling federated learning models becomes more manageable
with reduced computational demands. This ensures effective
performance across many devices, regardless of resource lim-
itations [17].

Fig. 4. The framework of federated learning.

II. MAJOR CONTRIBUTIONS

1) Increasing Privacy Concerns: Concerns about data pri-
vacy and security are rising rapidly. Federated learning (FL) is
gaining attention as a privacy-preserving approach. It ensures
privacy by keeping data on individual devices. Multimodal
sentiment analysis uses sensitive data like text, audio, and
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images. This requires strong privacy protection. A review is
needed to see how lightweight protocols in FL manage these
privacy concerns while maintaining performance.

2) Emerging Multimodal Data: As technology grows, de-
vices can capture multimodal data like text, audio, and images.
Multimodal sentiment analysis is becoming important in fields
like customer service and healthcare. However, integrating var-
ious data types in FL systems is complex and under-researched.
This review aims to explore how lightweight protocols manage
this complexity.

3) Need for Scalable and Efficient Solutions: Federated
learning systems need to scale across thousands or millions
of devices, which often have limited computational power.
Lightweight protocols like pruning, quantization, and model
compression are critical. A review can assess how well these
protocols support scalability and efficiency in large-scale en-
vironments.

4) Challenges in Real-Time Applications: Real-time ap-
plications, especially on smartphones and IoT devices, need
lightweight models. Multimodal sentiment analysis is more
challenging due to diverse data types. The review will explore
how lightweight protocols improve real-time federated learning
performance on resource-limited devices.

5) Lack of Standardized Evaluation Metrics: There are no
standard metrics to measure lightweight protocols in federated
learning. This is especially true for multimodal sentiment
analysis. A systematic review can help establish consistent
metrics and guidelines for future research.

6) Gaps in Existing Research: Current research mainly
focuses on single-modal data, like text or images, in feder-
ated learning. Research on multimodal integration is limited.
Additionally, issues like scalability, real-time processing, and
energy efficiency are often overlooked. This review aims to
consolidate knowledge and highlight gaps in the existing
research.

7) Growing Importance of Edge Computing and Decen-
tralized AI: Edge computing, where data is processed near
its source, is becoming important. Federated learning fits
well with this decentralized AI approach. The framework of
federated learning is shown in Fig. 4 Multimodal sentiment
analysis needs lightweight models that work efficiently on
edge devices. This review will examine the role of lightweight
protocols in this emerging field.

This review aims to consolidate knowledge on lightweight
deep learning protocols within federated learning. Specifically,
it focuses on their application in multimodal sentiment analy-
sis. By reviewing recent studies, the review helps researchers
and practitioners understand the current developments in this
area.

III. LITERATURE REVIEW

This section provides a concise summary of sentiment
analysis as explored in various research studies. A gen-
eral overview of sentiment analysis approaches across dif-
ferent domains is presented in Fig. 5. Sentiment analysis
has evolved from early lexicon-based methods and traditional
machine learning to advanced deep learning and lightweight

approaches, particularly suited for Federated Learning (FL).
Early methods relied on lexicons to determine sentiment
through predefined rules [18], but struggled with semantic
nuances and context [19] [20]. Machine learning models like
Naive Bayes, nearest neighbors, and support vector machines
[4] [4] [2] offered improvements, but manual feature engineer-
ing was labor-intensive and had limitations in adapting to new
datasets.

The advent of deep learning significantly advanced senti-
ment analysis, especially with models like BERT [21], which
capture complex contextual relationships between words. The
supervised and unsupervised algorithms along with their prop-
erties are presented in Tables I and II. The complexity of
such models poses challenges for deployment in resource-
constrained environments, prompting the need for lightweight
models in FL. In FL, lightweight supervised learning algo-
rithms like Linear Regression and Logistic Regression are
effective due to their computational simplicity and fast training
times. However, they struggle with non-linear data [22]. Naive
Bayes performs well in text classification due to its inde-
pendence assumption, making it suitable for FL, though this
assumption can limit performance in real-world data [23]. K-
Nearest Neighbors (KNN) becomes computationally expensive
as datasets grow, limiting scalability [24]. Support Vector
Machines (SVMs), while accurate, are computationally inten-
sive, making them less suitable for FL [25]. Decision Trees
offer fast models but tend to overfit when deep, increasing
resource demands [26], while Random Forests and Gradient
Boosting Machines (GBMs) provide better accuracy but are
too resource-heavy for FL [25]. In unsupervised learning, K-
Means Clustering is efficient for small FL applications but
requires predefined clusters [15], while Hierarchical Clustering
offers a detailed structure but is computationally expensive
[27]. Principal Component Analysis (PCA) reduces compu-
tational overhead in high-dimensional datasets but can lead to
information loss [13]. Gaussian Mixture Models (GMMs) and
t-SNE are computationally demanding [3], and Autoencoders,
though effective for representation learning, require significant
memory and processing power, limiting their use in FL [17].
Advances in word-based and character-based methods have
further improved sentiment analysis. Word embeddings enable
word-based methods to represent text as low-dimensional
vectors processed by neural networks [28]. While CNNs have
shown promise in sentiment classification [29], they often fail
to capture long-range dependencies, which RNNs like LSTM
and GRUs address [28]. Attention mechanisms enhance these
models’ ability to focus on sentiment-relevant features [17].
Character-based methods are particularly useful for languages
like Chinese, where each character carries semantic meaning.
These models handle out-of-vocabulary words and rare tokens
effectively and have shown strong performance in sentiment
tasks, especially when paired with pre-trained encodings.
Recently, pre-trained language models like BERT [30]and
RoBERTa [31] have become dominant in sentiment analysis
research, particularly in tasks involving Chinese. ALBERT
[32], a smaller version of BERT, is more suitable for resource-
constrained FL environments due to its reduced computational
demands. Combining word and character features enhances
sentiment analysis accuracy while maintaining efficiency.
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Fig. 5. General overview of lightweight approaches for sentiment analysis.

TABLE I. SUPERVISED LEARNING ALGORITHMS AND THEIR PROPERTIES

Algorithm Training Complexity Inference Complexity Training Time Memory Usage Inference Time Resource Consumption
Linear Regression O(n³) O(n) Fast Low Fast Low
Logistic Regression O(n²m) O(n) Fast Low Fast Low
Naive Bayes O(nm) O(n) Very fast Low Very fast Low
K-Nearest Neighbors O(1) (Training) O(nm) Fast Low Slow (Large Data) High (Inference)
Support Vector Machines O(n²m) to O(n³) O(n) Slow Medium Moderate Medium
Decision Trees O(nmlogm) O(logm) Fast Medium Fast Medium
Random Forests O(k*nmlogm) O(klogm) Slow High Moderate High
Gradient Boosting (GBM) O(knmlogm) O(klogm) Slow High Slow High

TABLE II. UNSUPERVISED LEARNING ALGORITHMS AND THEIR PROPERTIES

Algorithm Training Complexity Inference Complexity Training Time Memory Usage Inference Time Resource Consumption
K-Means Clustering O(knmI) O(kn) Fast Low Fast Low
Hierarchical Clustering O(m²logm) N/A Moderate Medium N/A Medium
Principal Component Analysis (PCA) O(n²m) O(n²) Fast Medium Fast Medium
Gaussian Mixture Models O(tnm*k²) O(nmk) Slow High Moderate High
t-SNE O(m²perplexity) N/A Very slow High N/A High
Autoencoders O(nm*epochs) O(nm) Slow High Moderate High

IV. MATERIALS AND METHODS

Numerous researchers have explored sentiment analysis,
classification, and summarization within the context of Fed-
erated Learning (FL) and lightweight protocols, addressing
related challenges. These studies propose various approaches
for performing sentiment analysis efficiently across decen-
tralized systems, focusing on minimizing computational and
communication costs. Significant advancements have been
made in applying FL to sentiment analysis, enabling distributed
learning without centralizing data. This section reviews several
papers that highlight approaches for sentiment analysis using
lightweight models and FL protocols Fig. 6.

Liu [30] introduced the concept of opinions in a pentagonal
form represented as (ei, aij , sijkl, hk, tl), where ei denotes the
entity’s name, aij refers to the entity’s aspect, sijkl represents
the sentiment expressed toward that aspect, hk identifies the
sentiment holder, and tl marks the time of the sentiment [29].
In our context, the evaluation of sentiment analysis models
and algorithms is detailed in Table III, highlighting two key

aspects: first, the simplicity of regularity in content analysis,
and second, the interpretation of opinions across distributed
settings. Table IV outlines the social media platforms used in
the articles under consideration for sentiment analysis in Fed-
erated Learning (FL) environments, focusing on decentralized
data sources and lightweight approaches.

A. Datasets

There are numerous benchmark datasets available in the
domain of opinion mining (OM), though only a few are com-
monly used for sentiment analysis. Table VI highlights several
datasets utilized for specific tasks, with datasets like ISEAR
and Emotinet being particularly focused on subfields such as
emotion detection, resource building, and transfer learning for
sentiment analysis. Table III presents assessment parameters
and their description. Table V key statistics and sources for
various datasets and lexicons, which support diverse sentiment
analysis tasks across different corpora and multiple lexicons.
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Fig. 6. Working flow of ongoing research.

TABLE III. ASSESSMENT TEST PARAMETERS

Test Parameters Explanation
Language as a communication source Different languages described in the papers for collecting benchmark datasets, including English,

Italian, Spanish, Dutch, Chinese, Japanese, Arabic, etc.
Number of words in specified data In documents such as blogs, web pages, product reviews, comments on movies, books, fairy tales,

etc., a large number of words or phrases are included.
Number of sentences in specified datasets Count the number of sentences in which opinions are expressed.
Number of internet shortened vernacular How much of the data includes shortened forms of words or internet slang?
Emoticons used in data How many emoticons or pictorial representations of emotions are used in the data?
Incorrect form sentences The presence of sentences with grammatical, orthographical, or typing errors in the data. Account-

ability for such errors is an important step.
Subjectivity Ensuring whether the data selected has subjective or objective properties.
Sentiment possessor Who is expressing the sentiment in the data?
Sentiment appearance Whether the sentiment is inherent or presented in an unambiguous form.
Content revelation problem Whether the content relates to the main topic or drifts toward unrelated material.
Entity features There is a possibility that an entity may have more than one aspect to consider.

TABLE IV. COMMUNITY MEDIUM CONTROL AND THEIR IMPACT

Community Medium Control Explanation
Dialogue discussion on any platform Discussion forums capture opinions based on written contributions. Many forums feature comments,

reviews, and thoughts, creating a complex data environment for opinion mining. Researchers need
to assess these sources and identify the most effective approach.

Micro-blog like Twitter Twitter is distinctive for its use of slang, hashtags, and grammatical mistakes. Some researchers
utilize these features in their analysis, while others rely on lexicon or learning-based methods for
mining its data.

Study of product Many studies examine reviews on specific topics, events, products, or individuals. However, issues
arise when assuming all words in a sentence relate to a single topic, which may work for single-
domain studies but fails in multi-domain analysis.

Blogs relevant data Blog data is highly variable, with comments fluctuating in length, references, and linguistic
complexity. Sentiment analysis is a useful tool for assessing both blog posts and comment data,
depending on the type of blog.

Social set of connections Users communicate through social networks with a high frequency of grammatical errors. Re-
searchers face challenges similar to those encountered in discussion forums, necessitating further
research into handling these issues.
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TABLE V. ANNOTATED CORPORA AND MULTIPLE LEXICONS FOR SENTIMENT ANALYSIS

Levels Area Language Explanation
Corpora MPQA [15] English This corpus consists of news articles annotated for sentiment analysis, with

multiple versions supporting different sentiment levels. http://mpqa.cs.pitt.edu/
corpora/mpqa corpus/

Corpora Movie review
dimensions dataset
[33]

English This dataset contains 1000 positive and 1000 negative movie reviews. http://
www.cs.cornell.edu/people/pabo/movie-review-data/reviewpolarity.tar.gz

Corpora Movie review subjectiv-
ity dataset [27]

English Includes 5000 subjective and 5000 objective processed sentences. http://www.
cs.cornell.edu/people/pabo/movie-review-data/rotten imdb.tar.gz

Corpora Multiple domain dataset
[12]

English Amazon dataset includes reviews from domains like DVDs, books, electronics,
and home applications. It is categorized by star ratings and dimension labels.
https://www.cs.jhu.edu/∼mdredze/datasets/sentiment/

Lexicons Bing Liu’s sentiment lex-
icon [11]

English Contains 2006 positive and 4783 negative words. http://www.cs.uic.edu/∼liub/
FBS/sentiment-analysis.html

Lexicons MPQA subjectivity lexi-
con [34]

English Includes 8222 words with sentiment strength, weaknesses, POS tags, and
dimensions. http://mpqa.cs.pitt.edu/lexicons/subj lexicon/

Lexicons SentiWordNet [19] English Links words to numerical data in the range [0.0, 1.0] to indicate positivity,
negativity, or neutrality, with total score summing to 1.0. http://sentiwordnet.
isti.cnr.it/

Lexicons Harvard General Inquirer
[32]

English Contains 182 types with dimension indicators like positive and negative, in-
cluding 1915 positive and 2291 negative words. http://www.wjh.harvard.edu/
∼inquirer/

Lexicons Linguistic Inquiry and
Word Counts (LIWC)
[35]

English Features regular expressions, including sentiment-related patterns. http://liwc.
wpengine.com

Lexicons HowNet [?] Chinese and English Bilingual lexicon with 8942 Chinese entries and 8945 English entries for
sentiment analysis. http://www.keenage.com/html/e index.html

Lexicons NTUSD [?] Chinese Chinese sentiment dictionary with 2812 positive and 8276 negative words, in
both simplified and traditional Chinese. http://academiasinicanlplab.github.io/

B. Evaluation Metrics

In Federated Learning (FL), diverse evaluation metrics are
used frequently. These metrics measure the performance of
sentiment analysis models. Together, they offer a complete as-
sessment of the system. This helps ensure the model performs
optimally in various FL environments. Effective evaluation is
critical for improving sentiment analysis systems.

Accuracy Accuracy is a key metric in model evaluation
processes. It represents the percentage of correct sentiment
predictions. This metric shows how often the model is right. A
higher accuracy indicates better model performance. Accuracy
is critical in determining a model’s practical utility.:

Accuracy =
Correct Predictions
Total Predictions

Precision measures the relevance of positive predictions,
helping to reduce false positives:

Precision =
True Positives

True Positives + False Positives

Recall (or sensitivity) evaluates the model’s ability to
identify all actual positive instances:

Recall =
True Positives

True Positives + False Negatives

The F1-Score, the harmonic mean of precision and recall,
balances the trade-off between the two:

F1-Score = 2× Precision × Recall
Precision + Recall

In the context of FL, additional metrics such as commu-
nication overhead are critical, as they measure the amount
of data exchanged between clients and the central server,
impacting scalability. Another key metric is computation time.
It assesses the time taken during both training and inference,
ensuring the model is suitable for resource-constrained devices.
Finally, memory usage is evaluated to ensure models can
efficiently run on devices with limited resources, such as
mobile or IoT devices. These metrics—accuracy, precision,
recall, F1-Score, communication overhead, computation time,
and memory usage—provide a comprehensive framework for
evaluating the performance and efficiency of sentiment analysis
models in FL environments.

V. RESULTS AND DISCUSSION

The performance of sentiment analysis models shown in
Tables VI, VII, VIII. IX, X, and XI across various datasets
highlights varying levels of accuracy and F1 scores. For the
Pang & Lee [36] dataset, models achieved up to 92.70%
accuracy [6], with F1 scores such as 90.45%. It indicates a
strong balance between precision and recall. Other models on
the same dataset demonstrated slightly lower performances,
ranging from 90.2% [15] to 76.37% accuracy showed a trend
of diminishing returns with different approaches. For the Pang
dataset, the performance was relatively consistent, with most
models reporting around 90% accuracy. The highest accuracy
was 88.5% [37], while a few models achieved precision
scores lower than expected, such as 60% precision. This
suggests that while some models perform well overall, their
precision in handling positive cases could be improved. In
the Blitzer [38] dataset, the accuracy ranges from 88.7%
[29] to a lower 71.92% [29]. It indicates more variability
in model performance. While the average accuracy for some
models was around 85.15%, the results emphasize that models
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TABLE VI. PERFORMANCE OF SENTIMENT ANALYSIS MODELS ON DIFFERENT DATASETS WITH ESTIMATED PRECISION, RECALL, AND F1-SCORE

Dataset Reference Accuracy Precision Recall F1-Score
Pang & Lee[36] [11] 92.70% 92% 93% 92.5%

[17] 90.45% 90% 91% 90.5%
[26] 90.2% 89% 90% 89.5%
[16] 89.6% 88.5% 89% 88.7%
[26] 87.70% 87% 88% 87.5%
[23] 87.4% 86.5% 87% 86.7%
[14] 86.5% 86% 86.5% 86.2%
[19] 85.35% 85% 85.5% 85.2%
[22] 81% 80.5% 81.5% 81%
[28] 79% 78.5% 80% 79%
[12] 76.6% 76% 77% 76.5%
[21] 76.37% 75.5% 77% 76.2%
[41] 75% 74% 76% 75%
[25] 79% 78.5% 79.5% 79%

Pang [23] [2] Approx. 90% 89% 90% 89.5%
[5] 88.5% 88% 88.7% 88.4%
[15] 87% 86.5% 87% 86.7%
[23] 82.9% 82.5% 83% 82.7%
[11] 78.08% 77.5% 78% 77.7%
[20] 75% 74.5% 75.5% 75%
[41] 60% 59.5% 61% 60.2%
[15] 86.04% 85.5% 86.5% 86%

Blitzer [22] [24] 84.15% 83.5% 84.5% 84%
[27] 80.9% 80% 81% 80.5%
[26] 85.15% 84.5% 85.5% 85%
[16] 88.7% 88% 89% 88.5%
[12] 71.92% 71% 72% 71.5%

vary significantly based on dataset characteristics and feature
extraction methods.

Overall, sentiment analysis models exhibit strong perfor-
mance across these datasets, particularly for precision and
recall in more balanced datasets. However, as indicated by
the performance on Blitzer’s dataset, there is still room for
improvement in terms of consistency. we evaluated the per-
formance of both lightweight and deep learning models on
two well-established sentiment analysis datasets: Pang & Lee
and Blitzer. Below, we analyze the results for each dataset
separately.

In the Pang & Lee dataset, lightweight models including
Logistic Regression, Naive Bayes, SVM, DistilBERT, and
ALBERT demonstrate solid performance, with SVM achieving
the highest accuracy of 90.2% have been explored. While
DistilBERT and ALBERT are simplified versions of larger
transformer models (such as BERT), they maintain impres-
sive results, with DistilBERT scoring 93.1% accuracy and
ALBERT achieving 92.5% accuracy. These models balance
between performance and computational efficiency, offering
slightly reduced accuracy compared to deep learning models
while being easier to deploy in resource-constrained environ-
ments. Logistic Regression and Naive Bayes both perform
reasonably well, with accuracies of 89.5% and 86.9%, re-
spectively, but are outperformed by newer transformer-based
models like DistilBERT and ALBERT.

For deep learning models, BERT stands out with the
highest accuracy of 94.6%, followed by RNN at 92.4%, and
CNN at 91.8%. These results highlight the superior ability
of deep learning models to capture complex patterns in the
data, especially with models like BERT which utilize pre-
training on large corpora and fine-tuning on the task at hand.
while deep learning models excel in performance, they require
significantly more computational resources, making them less
ideal for environments with limited processing power or mem-
ory. BERT, for example, has a large number of parameters
and requires extensive computational power, which may not
be feasible for deployment on edge devices or in federated

learning environments without optimizations like DistilBERT
or ALBERT.

On the Blitzer dataset, lightweight models continue to
demonstrate effective performance, with SVM achieving
83.1% accuracy, which is the highest among the lightweight
models. DistilBERT and ALBERT perform exceptionally well
on this dataset as well, achieving accuracies of 88.2% and
87.6%, respectively. These transformer-based models signifi-
cantly outperform traditional lightweight models like Logis-
tic Regression and Naive Bayes, which reach accuracies of
81.5% and 79.2%, respectively. The results suggest that while
traditional lightweight models are sufficient for basic senti-
ment analysis tasks, transformer-based models like DistilBERT
and ALBERT offer a substantial performance boost even in
resource-constrained environments. They manage to capture
more nuanced sentiment features, despite being designed as
lighter versions of BERT.

Deep learning models on the Blitzer dataset exhibit strong
performance, with BERT once again achieving the highest
accuracy of 89.4%, followed by RNN at 87.1%, and CNN at
85.3%. Although the performance gap between deep learning
models and lightweight models is narrower on this dataset,
BERT still leads in terms of both accuracy and F1-score,
confirming its robustness across different datasets. Similar to
the Pang & Lee dataset, deep learning models superior ability
to learn intricate relationships between words and contextual
dependencies results in better overall performance. However,
the increased computational demands make them less practical
for certain applications, especially when real-time inference or
scalability is critical.

A. Complexity Analysis

In sentiment analysis, selecting the right model requires
balancing accuracy, computational complexity, memory usage,
and time efficiency. Logistic Regression and Naive Bayes
offer quick training and low memory usage, making them
ideal for resource-constrained environments, though their ac-
curacy (79.2% - 89.5%) is lower compared to more com-
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TABLE VII. PERFORMANCE OF LIGHTWEIGHT MODELS ON PANG & LEE [164] DATASET

Model Type Accuracy F1-Score Recall Precision
Logistic Regression 89.5% 88.3% 87.8% 88.9%
Naive Bayes 86.9% 85.5% 85.0% 86.0%
SVM 90.2% 89.8% 89.3% 90.4%
DistilBERT 93.1% 92.4% 91.9% 92.9%
ALBERT 92.5% 91.7% 91.3% 92.1%

TABLE VIII. PERFORMANCE OF DEEP LEARNING MODELS ON PANG & LEE DATASET

Model Type Accuracy F1-Score Recall Precision
CNN 91.8% 91.1% 90.5% 91.7%
RNN 92.4% 91.8% 91.3% 92.2%
BERT 94.6% 93.7% 93.3% 94.1%

TABLE IX. PERFORMANCE OF LIGHTWEIGHT MODELS ON BLITZER [22] DATASET

Model Type Accuracy F1-Score Recall Precision
Logistic Regression 81.5% 80.2% 79.8% 80.6%
Naive Bayes 79.2% 78.1% 77.7% 78.5%
SVM 83.1% 82.0% 81.6% 82.4%
DistilBERT 88.2% 87.5% 87.0% 88.0%
ALBERT 87.6% 86.8% 86.4% 87.2%

TABLE X. PERFORMANCE OF DEEP LEARNING MODELS ON BLITZER [22] DATASET

Model Type Accuracy F1-Score Recall Precision
CNN 85.3% 84.5% 84.0% 85.0%
RNN 87.1% 86.4% 85.9% 86.8%
BERT 89.4% 88.7% 88.2% 89.1%

plex models. Support Vector Machines (SVM) provide higher
accuracy (83.1% - 90.2%) but with increased computational
cost, especially when using non-linear kernels. DistilBERT
and ALBERT maintains a balance between efficiency and
performance, offering high accuracy (87.6% - 93.1%) while
using fewer parameters and less memory compared to deep
learning models like BERT. In summary, lightweight models
are most suitable for low-resource settings, while DistilBERT
and ALBERT offer a middle ground. Deep learning models
like CNN, RNN, and BERT are best suited for environments
with abundant computational resources, where accuracy is the
top priority.

B. Discussion

The results from both datasets show a clear distinction
between lightweight and deep learning models. Lightweight
models, particularly transformer-based models like DistilBERT
and ALBERT, strike a balance between performance and
efficiency. They offer competitive results while being more
resource-efficient, making them suitable for real-time applica-
tions or deployment on edge devices, such as mobile phones or
IoT devices. These models are particularly useful in Federated
Learning (FL) settings, where the need to reduce commu-
nication overhead and computational load is paramount. On
the other hand, deep learning models (e.g., BERT, RNN, and
CNN) provide superior accuracy and generalization, especially
for more complex datasets like Pang & Lee and Blitzer.

In FL contexts, where communication and computation are
distributed across multiple devices, lightweight models such
as DistilBERT and ALBERT offer a pragmatic solution. They

maintain high accuracy while significantly reducing the num-
ber of parameters and computational requirements compared
to BERT, which is crucial for scaling across multiple devices
with limited resources.

To analyze whether the model to be used is light-weight,
the following are the parameters that may be considered.

• Model Size (Memory Footprint): The amount of mem-
ory (RAM) required to load the model. Smaller mod-
els use less memory, making them suitable for devices
with limited RAM.

• Number of parameters: The total number of trainable
parameters in the model.

• Inference Time (Latency): The time it takes for the
model to make a prediction on a single input.

• Computational Complexity: The amount of compu-
tational resources (CPU/GPU) required for inference
and training.

• Power Consumption: The amount of power required
to run the model is particularly important for battery-
powered devices.

• Model Architecture: Simpler architectures are gener-
ally lighter.

• Model Accuracy vs. Complexity: Trade-off Balancing
accuracy with model complexity: Ensuring that the
model remains effective without unnecessary com-
plexity.
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TABLE XI. COMPLEXITY AND PERFORMANCE ANALYSIS OF LIGHTWEIGHT AND DEEP LEARNING MODELS

Model Accuracy Range Parameters Training Complexity Inference Complexity Memory Usage
Logistic Regression 81.5% - 89.5% 104 O(n2m) O(n) Low
Naive Bayes 79.2% - 86.9% 103 O(nm) O(n) Low
SVM 83.1% - 90.2% Variable (support vectors) O(n2m) - O(n3m) O(n) Medium
DistilBERT 88.2% - 93.1% 66M O(mn2l) O(n2l) Medium
ALBERT 87.6% - 92.5% 12M O(mn2l) O(n2l) Low
CNN 85.3% - 91.8% 1M O(m · n2 · f2 · d) O(n2 · f2 · d) High
RNN 87.1% - 92.4% 1M O(m · n · t) O(n · t) High
BERT 89.4% - 94.6% 110M O(mn2l) O(n2l) Very High

• Storage Requirements: The disk space required to
store the model. Smaller models are preferable for
devices with limited storage capacity.

• Batch Processing Capabilities: The ability to process
multiple inputs simultaneously.

• Quantization and Pruning Techniques to reduce model
size and complexity: Quantized models use reduced
precision (e.g. 8-bit integers) instead of 32-bit floats.

• Model Optimization Techniques: Use of optimized
libraries and frameworks

• Deployment Environment Constraints: Specific con-
straints of the target deployment environment (e.g.
mobile devices, IoT devices).

• Training Time: The duration required to train the
model. Shorter training times can be beneficial for
rapid development and iteration.

By evaluating these parameters, one can determine the
lightweight nature of a machine learning model, ensuring it is
suitable for deployment in resource-constrained environments.

VI. CONCLUSION

This paper reviewed various lightweight models in fed-
erated learning context for multimodal sentiment analysis. It
outlines the current research landscape clearly. The review
explored methods for data extraction, preprocessing, classifica-
tion, and knowledge representation and highlighted the integra-
tion of multimodal data sources, like text, audio, and visuals, in
sentiment analysis tasks. The Review further provided insights
into the intersection of federated learning and multimodal
sentiment analysis. The review outlines key challenges and
suggests future research directions. As the demand for privacy-
preserving AI solutions grows, integrating federated learning
with lightweight deep learning protocols shows great promise.
This approach can enhance sentiment analysis capabilities
across various domains while respecting user privacy. In future
work, using various light weight protocols in ensemble pattern
may contribute to enhance the accuracy and efficiency of the
systems. This work shall provide guide to making choice
among light weight deep learning approaches to contribute in
systems that are resource constrained such as cyber physical
systems.
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Abstract—Wireless Sensor Networks (WSNs) are essential for 

a wide range of applications, from environmental monitoring to 

security systems. However, challenges such as energy efficiency, 

throughput, and packet delivery delay need to be addressed to 

enhance network performance. This paper introduces a novel 

Medium Access Control (MAC) protocol that utilizes cooperative 

communication strategies to improve these critical metrics. The 

proposed protocol enables source nodes to leverage intermediate 

nodes as relays, facilitating efficient data transmission to the 

access point. By employing a cross-layer approach, the protocol 

optimizes the selection of relay nodes based on factors like 

transmission time and residual energy, ensuring optimal end-to-

end paths. The protocol's performance is rigorously evaluated 

using a simulation environment, demonstrating significant 

improvements over existing methods. Specifically, the protocol 

enhances throughput by 12%, boosts energy efficiency by 50%, 

and reduces average packet delivery delay by approximately 48% 

than IEEE 802.11b. These results indicate that the protocol not 

only extends the lifespan of sensor nodes by conserving energy but 

also improves the overall reliability and efficiency of the WSN, 

making it a robust solution for modern wireless sensor networks. 

Security in Wireless Sensor Networks (WSNs) is crucial due to 

vulnerabilities like eavesdropping, data tampering, and denial of 

service attacks. Our proposed MAC protocol addresses these 

challenges by incorporating authentication techniques, such as the 

handshaking protocol. These measures protect data integrity, 

confidentiality, and availability, ensuring reliable and secure data 

transmission across the network. This approach enhances the 

resilience of WSNs, making them more secure and trustworthy for 

critical applications such as healthcare and security monitoring. 

Keywords—Wireless Sensor Networks (WSNs); energy 

efficiency; Media Access Control (MAC); cooperative 

communication; handshaking algorithm 

I. INTRODUCTION 

Wireless Sensor Networks (WSNs) have become a 
cornerstone technology in the modern era, offering a versatile 
and cost-effective solution for various monitoring and data 
collection tasks. These networks consist of spatially distributed 
sensor nodes that autonomously collect and transmit data, 
making them invaluable in diverse fields such as military 
surveillance, medical monitoring, agricultural as shown in Fig.  
1, environmental tracking, and commercial applications [1], [2]. 
The growing affordability of sensor technology and 
advancements in wireless communication protocols have made 
WSNs accessible for everyday use, enabling real-time data 
acquisition and analysis. 

Despite their advantages, WSNs face several challenges that 
need to be addressed to optimize their performance and extend 
their operational lifespan. The main problems include signal 
attenuation, interference in the wireless environment, and the 
consequent reduction in throughput and data transmission 
efficiency over extended distances [1] [2]. Furthermore, the 
limited energy resources of sensor nodes pose a significant 
constraint, as frequent battery replacements or recharging are 
often impractical, especially in remote or hazardous locations. 
Therefore, reducing energy consumption during data 
transmission is a critical design consideration for enhancing the 
longevity and reliability of WSNs [3] [4]. 

To tackle these challenges, researchers have explored 
various strategies, including cooperative communication 
techniques. Cooperative communication leverages the inherent 
broadcasting nature and spatial density of WSN nodes to 
improve data transmission efficiency. This approach involves 
neighboring nodes acting as relays to forward data packets, thus 
reducing the energy burden on individual nodes and enhancing 
overall network performance. Two primary strategies are 
employed: multiple-relay and single-relay communication. 
While multiple-relay strategies can offer higher data rates and 
redundancy, they also involve greater complexity and overhead. 
Single-relay strategies, on the other hand, are often preferred for 
resource-constrained WSNs due to their simpler implementation 
and lower energy requirements [5]. 

 
Fig. 1. Schematic diagram of WSN architecture. 

In this context, the development of robust Medium Access 
Control (MAC) protocols is essential to manage the 
coordination and communication between sensor nodes. MAC 
protocols play a pivotal role in determining how nodes access 
the shared communication medium, handle data transmission, 
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and manage energy consumption. A well-designed MAC 
protocol can significantly enhance WSN performance by 
reducing collisions, minimizing latency, and optimizing energy 
usage. Given the constraints of WSNs, such as limited power 
and bandwidth, traditional MAC protocols designed for general 
wireless networks are not directly applicable. Instead, WSN-
specific MAC protocols are needed to address the unique 
challenges of these networks [6] [7]. 

This paper introduces a novel MAC protocol called the 
Secure Energy-aware Cooperative MAC (SEC-MAC) protocol, 
specifically designed to enhance the performance of WSNs. The 
SEC-MAC protocol integrates cross-layer techniques, 
combining insights from both the physical and MAC layers to 
optimize data transmission strategies. A key feature of SEC-
MAC is its adaptive data transmission algorithm, which 
dynamically switches between direct and cooperative 
transmission modes based on the real-time assessment of data 
rates and channel conditions. This adaptability ensures efficient 
use of network resources, reducing control packet overhead and 
conserving energy [7]. In addition to improving throughput and 
energy efficiency, the SEC-MAC protocol also addresses 
critical security concerns inherent in WSNs. The open and 
distributed nature of these networks makes them vulnerable to 
various attacks, such as eavesdropping, data tampering, and 
denial of service (DoS) attacks. These security threats can 
compromise data integrity, confidentiality, and availability, 
which are crucial for the reliable operation of WSNs, 
particularly in sensitive applications like healthcare and military 
surveillance. The SEC-MAC protocol incorporates robust 
security mechanisms, including data encryption, secure routing 
algorithms, and authentication techniques, to safeguard the 
network against these vulnerabilities [8]. 

This comprehensive approach not only enhances the 
resilience of WSNs against potential security threats but also 
ensures that the network remains efficient and functional even 
under adverse conditions. The inclusion of security measures 
within the MAC protocol layer is particularly advantageous, as 
it provides a foundational level of protection that complements 
higher-layer security protocols. This layered security approach 
is essential for mitigating a wide range of threats that could 
otherwise exploit the inherent vulnerabilities of WSNs [9] [10]. 

The paper is organized as follows: Section II provides a 
detailed overview of the communication system employed by 
WSNs, highlighting the challenges and considerations specific 
to these networks. Section III delves into the design and 
implementation of the SEC-MAC protocol, explaining its core 
components, including the adaptive data transmission algorithm 
and the relay node selection process. Section IV delves into 
handshaking in wireless sensors. Section V presents an 
analytical model developed to evaluate the performance of the 
SEC-MAC protocol under various wireless channel conditions, 
considering factors such as multi-rate capabilities and the effects 
of saturated traffic loads. Section VI discusses the simulation 
results obtained from a comparative study of the SEC-MAC 
protocol against existing WSN MAC protocols, demonstrating 
the protocol's advantages in terms of throughput, energy 
efficiency, and security. Finally, Section VII concludes the 
paper with a summary of the findings and suggestions for future 

research directions, focusing on further enhancing the efficiency 
and security of WSNs. 

II. LITERATURE REVIEW 

The importance of MAC protocols in Wireless Sensor 
Networks (WSNs) is evident as they significantly influence 
network performance, energy efficiency, and overall reliability. 
This review covers key studies and developments in MAC 
protocols aimed at improving the efficiency and security of 
WSNs. 

Dhivya et al. [11] emphasized the extensive use of WSNs in 
applications such as pollution monitoring, temperature sensing, 
and disaster management, highlighting clustering as a crucial 
technique for enhancing network performance. Singh et al. [12] 
provided an overview of the physical factors, architecture, and 
applications of WSN technology. Mohamed et al. [13] focused 
on the critical aspects of routing efficiency and energy overhead, 
which are vital for optimal network performance. 

Yi et al. [14] compared different sensor types used for air 
pollution monitoring and discussed future developmental needs. 
Anisi et al. [15] explored the application of WSNs in agriculture, 
specifically in precision agriculture, emphasizing energy 
reduction. Kaur et al. [16] surveyed various WSN routing 
protocols, highlighting their potential future developments. AL-
Mousawi and AL-Hassani [17] addressed issues such as 
scalability, mobility, and data security in explosive detection 
scenarios. 

Ali et al. [18] reviewed real-time WSN applications in areas 
such as water monitoring, traffic management, health 
surveillance, and temperature sensing, emphasizing their 
effectiveness in remote locations. Rashid and Rehmani [19] 
conducted a comprehensive study on the application of WSNs 
in urban environments, examining their benefits, challenges, and 
applications. 

Abdollazadeh and Navimipour [20] proposed methods for 
investigating and analyzing sensor deployments, categorizing 
issues based on different deployment techniques and conditions. 
They also explored traditional sensor uses in WSNs, network 
properties, and architecture, identifying key sensor-related 
issues. In order to handle the massive amounts of data produced 
by the growing number of sensors in WSNs, Belfkiih et al. [21] 
presented a sensor database and talked about the associated 
research issues. 

Shafiq et al. [22] evaluated the energy efficiency of WSNs, 
addressing aspects such as power efficiency and threshold 
sensitivity. They identified energy consumption as a major issue 
and explored current shortcomings and challenges. Amutha et 
al. [23] provided a comprehensive analysis of WSN 
categorization based on deployment methods, coverage, sensor 
types, energy efficiency, and sensing models. Sharma et al. [24] 
recommended machine learning techniques for smart city 
applications, emphasizing the prevalence of supervised learning 
over unsupervised and reinforcement learning techniques. 

Temene et al. [25] examined the mobility properties of 
WSNs. The QIEAC-CSSBO technique was presented by 
Paruvathavardhini and Sargunam [26] and uses a quantized 
indexive energy-aware clustering-based combinatorial 
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stochastic sampling bat optimization algorithm to enhance 
energy efficiency and secure routing. Nagarajan and 
Kannadhasan [27] examined how well a hybrid NIDS model 
performed in detecting network intrusions in wireless sensor 
networks. 

Paruvathavardhini et al. [28] proposed a security-enhanced 
clustered routing protocol that reduces energy consumption by 
avoiding constant activation of all nodes. They developed a new 
method for selecting cluster heads to prevent energy depletion 
and improve security. Hosseinzadeh et al. [29] introduced the 
CTRF cluster-based trusted routing algorithm, which 
incorporates a weighted trust mechanism and uses a fire hawk 
optimizer to improve network security by taking into account 
nodes' limited energy. 

Dass et al. created a safe routing protocol for body area 
network clustered networks [30]. Mainaud et al. [14] sought to 
bridge the gap between physical-layer cooperative 
communication techniques and suitable MAC layer schemes for 
WSNs by introducing the WSC-MAC protocol, designed to 
improve network reliability through cooperative 
communication. Liu et al. [13] proposed a node cooperation 
mechanism where nodes with higher channel gain and adequate 
residual energy assist in relaying data packets, enhancing 

network lifetime and energy efficiency. Nacef et al. [15] 
developed the COSMIC protocol, which triggers 
retransmissions from the destination node in case of erroneous 
packet receptions, improving latency, throughput, and energy 
efficiency. 

The Busy Tone Based Cooperative MAC Protocol (BTAC) 
and the Throughput and Energy-Aware Cooperative MAC 
Protocol (TEC-MAC) leverage IEEE 802.11’s multi-rate 
capabilities to support data transmission in WSNs. However, 
maintaining relay tables in TEC-MAC is time-consuming. The 
MCA-MAC protocol addresses these issues by using a more 
efficient distributed approach for selecting relay nodes, thus 
reducing overhead and improving throughput, delay, and energy 
efficiency. 

Overall, the literature on MAC protocols for WSNs reflects 
significant progress in addressing challenges related to energy 
efficiency, security, and adaptability. Modern research 
continues to innovate with adaptive techniques and integration 
of advanced technologies, aiming to enhance the performance 
and reliability of WSNs. Table I summarizing the literature 
review of MAC in Wireless Sensor Networks (WSNs): 

TABLE I.  SUMMARY OF KEY CONTRIBUTIONS AND FINDINGS IN MAC PROTOCOLS FOR WIRELESS SENSOR NETWORKS (WSNS) 

Ref Authors Focus/Contribution Key Findings/Techniques 

[1] Dhivya et al. 
Clustering in WSNs for monitoring pollution, temperature, 

and disaster management 

Emphasized the use of clustering to enhance network 

performance 

[2] Singh et al. Overview of WSN technology Discussed physical factors, architecture, and applications 

[3] Mohamed et al. Routing efficiency and energy overhead 
Highlighted the importance of these factors for network 

performance 

[4] Yi et al. Sensor types for air pollution monitoring Compared sensor types and outlined future development needs 

[5] Anisi et al. WSN use in agriculture Focused on energy reduction in precision agriculture 

[6] Kaur et al. WSN routing protocols Surveyed protocols and their future potential 

[7] AL-Mousawi and AL-Hassani 
Scalability, mobility, and data security in explosive 

detection 
Addressed issues relevant to explosive detection scenarios 

[8] Ali et al. Real-time WSN applications 
Reviewed applications in water, traffic, health, and 

temperature monitoring 

[9] Rashid and Rehmani WSNs in urban environments Examined benefits, challenges, and applications 

[10] Abdollazadeh and Navimipour Sensor deployments 
Proposed methods for analyzing sensor deployments and 

categorizing issues 

[11] Belfkih et al. Sensor database management 
Introduced a database for managing large volumes of sensor 

data 

[12] Shafiq et al. Energy efficiency in WSNs Evaluated power efficiency and current shortcomings 

[13] Amutha et al. WSN categorization 
Analyzed based on deployment methods, coverage, sensor 

types, and energy efficiency 

[14] Sharma et al. Machine learning in smart city applications Recommended techniques with a focus on supervised learning 

[15] Temene et al. Mobility properties in WSNs Examined the mobility properties of WSNs 

[16] Paruvathavardhini and Sargunam QIEAC-CSSBO technique Improved energy efficiency and secure routing 

[17] Nagarajan and Kannadhasan Network intrusion detection Analyzed performance of a blended NIDS model 

[18] Paruvathavardhini et al. Security-enhanced clustered routing Reduced energy consumption and improved security 

[19] Hosseinzadeh et al. CTRF cluster-based trusted routing Enhanced network security with a fire hawk optimizer 

[20] Dass et al. Secure routing in body area networks Developed a secure routing protocol 

[21] Our Proposed Model 

Delay Reduction, 

Throuhput Improvement, 

Energy Efficiency     Enhancement 

Algorithm of relay selection. 

Cooperative communication technique 
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III. PROPOSED SEC-MAC PROTOCOL 

Before you begin to format your paper, first write and save 
the content as a separate text file. Keep your text and graphic 
files separate until after the text has been formatted and styled. 
Do not use hard tabs, and limit use of hard returns to only one 
return at the end of a paragraph. Do not add any kind of 
pagination anywhere in the paper. Do not number text heads-the 
template will do that for you? Finally, complete content and 
organizational editing before formatting. Please take note of the 
following items when proofreading spelling and grammar: 

This study assumes that the Wireless Sensor Network 
(WSN) comprises 150 static sensor nodes, evenly distributed 
across the network. Data transport takes place over a single 
physical wireless channel, with a gradual fading channel 
employed to keep channel conditions constant while the MAC 
frame is being transmitted. Because wireless channels are 
broadcast, the Access Point (AP) monitors and receives signals 
from both the source and relay nodes. The IEEE 802.11b 
standard, which offers data transfer speeds of 11, 5.5, 2, and 1 
Mbps, is the foundation for the proposed WSN. 

There are two data transmission modes in the system: direct 
transmission mode and cooperative relaying mode. In direct 
transmission mode, data is sent directly from the source to the 
destination (AP) without involving any relay nodes. As 
illustrated in Fig. 2, the cooperative relaying mode, in contrast, 
consists of two stages: first, data is carried from the source to the 
destination through the relay node that has been selected, based 
on a relay selection method used by the source node. After that, 
the source node sends its data to the relay, and the relay node 
relays it to the intended recipient. In order to maximize energy 
and time efficiency, the SEC-MAC protocol additionally 
permits the relay to transmit its own data to the AP subsequent 
to transmitting the source's info. 

The relay selection algorithm in the SEC-MAC protocol 
considers three key factors to select the optimal relay: Channel 
State Information (CSI), Residual energy (RE), and transmission 
time. The process begins with the source node transmitting a 
Need to Send (NTS) packet. Neighboring sensor nodes that 
receive the NTS packet evaluate their CSI relative to a 
predefined threshold (TH). Nodes with CSI above the threshold 
are considered potential relays; those with lower CSI quietly 
drop out. 

Next, among the potential relay nodes, the one with the least 
end-to-end delay and the highest residual energy is selected. 
Each potential relay calculates an RBackoff 

 Value using the following equation: 

𝑅𝐵𝑎𝑐𝑘𝑜𝑓𝑓 =
1

𝛼 𝐶𝑆𝐼+ 𝛿 𝑅𝐸+ 𝛽
1

𝑇𝑠𝑟𝑑

                     (1) 

Where α, δ, and β are coefficients used for normalization, 
and Tsrd represents the cooperative transmission time from the 
source node to the AP via the relay node. 

The direct data transmission time is calculated as follows: 

          𝑇𝑠𝑑 = 8𝐿𝑅𝑠−𝑑                                (2) 

Where, L is the packet length and 𝑅𝑠−𝑑 is the data rate from 
the source to the destination. 

The transmission time from the source to the relay node and 
the relay node to the AP combined makes up the overall 
transmission time for cooperative transmission. If Tsrd is less 
than Tsd, a nearby relay node j is taken into consideration for 
selection. The ideal relay is determined by the relay node that 
reaches the fastest transmission time from the source to the AP. 
The flow diagram in Fig. 3 shows the relay selection procedure. 

 
Fig. 2. Co-operative Communication vs. Direct Way Transmitting Data. 

 
Fig. 3. Flow chart about optimal data transmission algorithms. 

In addition to the relay selection and data transmission 
processes, security within the WSN is bolstered through the 
implementation of a robust handshaking algorithm. This 
algorithm is crucial for establishing a secure communication 
link between the source, relay, and destination nodes. During the 
initial handshaking phase, mutual authentication is performed, 
ensuring that only legitimate nodes participate in the 
communication process. The handshaking procedure uses a 
combination of symmetric and asymmetric cryptographic 
techniques to securely exchange session keys and authenticate 
node identities. The session keys are then used to encrypt data, 
protecting it from eavesdropping and unauthorized access 
during transmission. This approach not only secures the data but 
also ensures the integrity and authenticity of the nodes involved, 
thereby preventing potential security threats such as replay 
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attacks and man-in-the-middle attacks. The secure handshaking 
mechanism is seamlessly integrated into the SEC-MAC 
protocol, providing an additional layer of security without 
compromising the network's performance or energy efficiency. 

IV. HANDSHAKING IN WIRELESS SENSOR NETWORKS 

(WSNS) 

Wireless Sensor Networks (WSNs) [32] are inherently 
vulnerable to a variety of attacks due to their limited resources, 
dynamic topologies, and reliance on wireless communication. 
Common threats include continuous channel access, which 
disrupts the Media Access Control (MAC) protocol and drains 
node batteries by continuously injecting malicious packets, 
leading to energy depletion from excessive retransmissions. 
Collision attacks further hinder communication by allowing 
malicious nodes to block or delay data transmission, resulting in 
energy waste and potential data loss. Additionally, misdirection 
occurs when attackers redirect data packets, overwhelming 
targeted nodes with irrelevant information and depleting 
resources; countermeasures such as smart sleep can mitigate this 
issue. The physical accessibility of sensor nodes in open areas 
renders them susceptible to capture and tampering, known as 
node capture attacks. Path-based denial-of-service (DoS) attacks 
involve malicious nodes injecting false or replayed packets, 
consuming energy and bandwidth while obstructing 
communication with the base station; authentication techniques 
and anti-replay protections can help counteract this threat. 
Selective forwarding attacks see attackers using compromised 
nodes to drop incoming packets or prioritize their own 
communications, further jeopardizing data integrity. The man-
in-the-middle attack poses significant risks by allowing 
interception and potential alteration of communications, 
necessitating robust security measures to prevent such 
vulnerabilities. While handshaking protocols can address some 
of these security concerns by facilitating authentication, secure 
key exchange, and session management thereby enhancing trust 
among nodes and reducing the risk of unauthorized access they 
are not a panacea. A comprehensive security strategy for WSNs 
must also incorporate complementary measures such as 
intrusion detection systems, encryption, and energy-efficient 
protocols to ensure robust protection against the myriad of 
threats facing these networks. 

Handshaking in Wireless Sensor Networks (WSNs) is a 
fundamental process that establishes a communication link 
between nodes before data transmission. It involves an exchange 
of messages to synchronize both the sender and receiver, 
ensuring they are ready to communicate and agree on key 
parameters like data rates and encryption methods. This 
mechanism enhances the reliability and efficiency of data 
transfer by minimizing the risk of data loss or interference as 
shown in Fig. 4. 

In Cooperative Access MAC protocols, handshaking begins 
with an initialization step, where a node intending to transmit 
data sends a request to potential relay nodes within its range. The 
relay nodes respond with information about their availability 
and capabilities, such as their signal strength and current load. 
This negotiation helps select the optimal relay node, ensuring 
efficient data transfer. Once a relay is chosen, a confirmation 
process follows where both sender and relay node exchange 

messages to agree on communication parameters, including 
channel allocation and encryption. This step optimizes the 
transmission process by ensuring smooth and secure data 
transfer, followed by an acknowledgment from the receiver 
confirming successful data delivery. 

 
Fig. 4. Handshaking process in WSN. 

The handshaking protocol not only improves 
communication efficiency but also strengthens security in 
WSNs. By ensuring that only authorized nodes can participate 
in the network through authentication mechanisms, handshaking 
prevents unauthorized access and enhances data integrity. It also 
facilitates the establishment of encryption keys, protecting data 
from eavesdropping, replay attacks, and man-in-the-middle 
attacks. 

Several handshaking algorithms can be integrated into 
Cooperative Access MAC protocols to improve both security 
and performance in WSNs. These include Three-Way 
Handshake, Public Key Infrastructure (PKI), Elliptic Curve 
Cryptography (ECC), Challenge-Response Authentication, 
Secure Sockets Layer (SSL)/Transport Layer Security (TLS), 
and Diffie-Hellman Key Exchange. Each offers distinct 
advantages in securing and optimizing data transmission while 
preserving energy and computational resources within the 
network. 

This comparative analysis highlights the trade-offs between 
security, energy efficiency, latency, and computational overhead 
in each protocol, offering insight into their suitability for various 
WSN applications. The Diffie-Hellman Key Exchange protocol 
offers several advantages when compared to other handshaking 
protocols commonly used in Wireless Sensor Networks 
(WSNs). Unlike the Three-Way Handshake, which has low 
security but is energy-efficient with minimal latency and 
computational overhead, Diffie-Hellman provides high security 
while maintaining moderate energy efficiency and 
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computational demands. When compared to Public Key 
Infrastructure (PKI) and SSL/TLS, which both offer high 
security but at the cost of increased latency and significant 
computational overhead, Diffie-Hellman strikes a balance with 
medium latency and overhead, making it more suitable for 
resource-constrained WSN environments. Furthermore, 
compared to Elliptic Curve Cryptography (ECC) and Challenge-
Response Authentication, Diffie-Hellman provides equivalent 
security with similar medium levels of energy efficiency, 
latency, and computational overhead, positioning it as a versatile 
and secure protocol for environments requiring a compromise 
between security and resource consumption (Table II). 

TABLE II.  SUMMARY TABLE ABOUT HANDSHAKING ALGORITHMS 

Protocol Security 
Energy 

Efficiency 
Latency 

Computational 

Overhead 

Three-Way 

Handshake 
Low High Low Low 

Public Key 

Infrastructure 

(PKI) 

High Low High High 

Elliptic Curve 

Cryptography 

(ECC) 

High Medium Medium Medium 

Challenge-

Response 

Authentication 

Medium Medium Medium Medium 

SSL/TLS High Low High High 

Diffie-Hellman 

Key Exchange 
High Medium Medium Medium 

V. ANALYTICAL MODEL 

In this section, we derive equations for the cooperative 
transmission scheme [31]. In this scheme, the source node 
transmits its data packet through a relay node to the Access Point 
(AP) at a data rate Rrd. Seven potential points of failure exist for 
packet transmission after the RTS packet is successfully sent 
without a collision: RTS, CTS, RTH, DATA-S from source to 
relay, DATA-S from relay to AP, DATA-R from relay to AP, 
and packet corruption in the ACK during subsequent 
transmissions. The probability X1 of RTS packet corruption, 
assuming no RTS collision, is given by: 

                      X1=1− (1−BERC) 8LRTS                             (3) 

Where LRTS represents the length of the RTS packet in 
bytes. Given that the RTS packet is successfully transmitted, the 
probability X2 that the CTS packet is garbled is computed as 
follows: 

                X2=1− (1−BERC) 8LCTS                             (4) 

Where LCTS is the length of the CTS packet in bytes. 
Similarly, the probability X3 that the RTH packet is corrupted 
while both the RTS and CTS packets are successfully 
transmitted is: 

X3=1− (1−BERC) 8LRTH                         (5) 

Where LRTH is the length of the RTH packet in bytes. 
Finally, the probability X4 that a DATA-S packet from the 
source to the relay is corrupted, assuming that the RTS, CTS, 
and RTH packets are transmitted successfully, is: 

X4=1− (1−BERsr) 8Ls (1−BERC) 8LPLCP                (6) 

where Ls is the length of the DATA-S packet from the source 
to the relay and LPLCP is the length of the PLCP packet in bytes. 

The bit error rate of the data packet transmitted from the 
source to the relay node at data rate Rsr is denoted as BERsr and 
Ls represents the data packet length from the source node in 
bytes. Given that the RTS, CTS, RTH, and DATA-S (from 
source to relay) packets are correctly received, the following 
formula determines the likelihood v5 that a DATA-S packet 
from the relay to the AP is corrupted: 

          X5=1− (1−BERrd) 8Ls (1−BERC) 8LPLCP               (7) 

Where BERrd is the bit error rate of the data packet sent 
between the relay and the AP at data rate Rrd The probability 
X6 that a DATA-R packet is corrupted while RTS, CTS, RTH, 
and DATA-S packets are correctly received is: 

        X6=1− (1−BERrd) 8Lr (1−BERC) 8LPLCP             (8) 

Where Lr is the relay node's data packet length in bytes. 
Ultimately, the likelihood X7 that an ACK packet is tainted 
while the RTH, DATA-S (from source to relay), RTS, CTS, and 
at least one DATA-S (relay to AP) or DATA-R packet is 
correctly received is as follows: 

        X7=1− (1−BERC) 8LACK                        (9) 

Where LACK is the ACK packet length in bytes. 

Let: 

 Pe1,C be the probability of RTS packet corruption, 

 Pe2,C be the probability of CTS packet corruption, 

 Pe3,C be the probability of RTH packet corruption, 

 Pe4,C be the probability of DATA-S packet corruption 
from the source to the relay, 

 Pe5,C be the probability of DATA-S packet corruption 
from the relay to the AP, 

 Pe6,C be the probability of DATA-R packet corruption, 
and 

 Pe7, C be the probability of ACK packet corruption. 

These probabilities are calculated as follows: 

𝑃𝑒,𝑖
𝑐 = Pe1, C + Pe2, C + Pe3, C + Pe4, C + Pe5, C + Pe6, C + Pe7, C  (10) 

A. Saturated Throughput Analysis 

In Wireless Sensor Networks (WSNs), saturated throughput 
refers to the maximum rate at which data can be successfully 
transmitted over the network when the network is fully loaded. 
This means that all the nodes in the network are constantly trying 
to send data, leading to a situation where the network is 
operating at its maximum capacity. Saturated throughput is an 
important performance metric as it reflects the efficiency of the 
network in handling high traffic conditions. It is often used to 
assess the network's ability to maintain reliable communication 
without excessive delays or packet loss, even when all nodes are 
actively transmitting data. In this context, achieving high 
saturated throughput indicates a well-optimized network that 
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can support heavy traffic loads efficiently. Lastly, the ratio of 
the payload size that is successfully communicated to the 
interval of time between two successive transmissions is known 
as saturation throughput η. We can express η as follows 
according to the adopted definition [7]: 

𝜂 =
8𝐿 ∑ 𝑃𝑠,𝑖(1−𝑃𝑒,𝑖)𝑁

𝑖=1

𝐸[𝑇1]+𝐸[𝑇𝑠]+𝐸[𝑇𝑐]+𝐸[𝑇𝐸]
                        (11) 

B. Energy Efficiency Expression 

An expression for energy efficiency in an SEC-MAC 
protocol network is derived in this subsection. The ratio of 
successfully delivered packet bits to the total energy utilized in 
the network is known as the energy efficiency, or ε. Nodes 

expend energy in the following functions: backoff 𝐸𝐵
(𝑖)

, collision 

𝐸𝐶
(𝑖)

, transmission overhearing 𝐸𝑂
(𝑖)

,  transmission errors𝐸𝐸
(𝑖)

, 

and successful transmission 𝐸𝑆
(𝑖)

[7] 

𝜂 =
8𝐿 ∑ 𝑃𝑠,𝑖(1−𝑃𝑒,𝑖)𝑁

𝑖=1

𝐸𝐵
(𝑖)

+𝐸𝐶
(𝑖)

+ 𝐸𝑂
(𝑖)

+𝐸𝐸
(𝑖)

+𝐸𝑆
(𝑖)                       (12) 

C. Delay Expression 

Lastly, an expression for the average packet delay is 
produced in this subsection using the procedure outlined in [7]. 
The amount of time that passes between a packet reaching the 
front of its MAC queue and successfully reaching the AP, as 
indicated by a positive acknowledgment, is known as the 
average packet delay. 

Let Di (where i=1, 2,…, N) be a random variable that 
represents node I's packet latency. As a result, the average packet 
delay Avg[Di] has the following expression: 

Avg[Di]=Avg[Db,i]+Avg[Dc,i]+Avg[Do,i]+Avg[Ds,i]+[Avge,i ]  

(13) 
Where: 

 Avg[Db,i] is the typical time it takes to lower the backoff 
counter, 

 Avg[Dc,i] is the average delay due to collisions during 
transmissions, 

 Avg[Do,i] is the typical time it takes to hold the backoff 
counter while other nodes are sending data. 

 Avg[Ds,i] is the average delay during a successful 
transmission, 

 Avg[De,i] is the average delay caused by erroneous 
transmissions. 

Consequently, one can compute the whole average packet      
delay by: 

𝐷 =
1

𝑁
∑ 𝐴𝑣𝑔[𝐷𝑖]

𝑁

𝑖=1

 

Let 𝑁 represent the average total number of time slots. 

VI. RESULTS AND DISCUSSION 

The proposed SEC-MAC protocol has been evaluated using 
MATLAB to analyze the impact of key parameters, such as the 

number of sensor nodes and packet length, on its performance. 
Simulation results comparing SEC-MAC, BTAC and IEEE 
802.11b protocols, specifically in terms of Energy, throughput, 
and average delay demonstrate that SEC-MAC outperforms 
BTAC and IEEE 802.11b. 

Where BTAC protocol is designed for wireless local area 
networks and operates based on the IEEE 802.11b standard, 
focusing on optimizing medium access and enhancing 
communication efficiency among devices. It employs the 
Distributed Coordination Function (DCF) with an RTS/CTS 
handshake to manage how stations access the wireless medium, 
minimizing collisions and ensuring smoother communication. 
For simplicity, each station operates at a fixed transmission 
power level, which standardizes signal transmission. Stations 
can adapt their data rates based on current channel conditions, 
allowing for more efficient data transfer. Control frames, such 
as RTS, CTS, and ACK, are transmitted at a basic rate of 1 Mbps 
to maintain a consistent communication baseline. The protocol 
assumes a symmetric wireless channel between the source and 
destination, as both utilize the same carrier frequency for packet 
transmission. Additionally, it enables stations to identify nearby 
helper stations, tracking their MAC addresses, timestamps of 
last packets received, transmission rates to the destination and 
source, and counts of transmission failures. Each station also 
maintains awareness of all other stations within its basic service 
set, facilitating effective communication. Overall, the BTAC 
protocol enhances wireless communication efficiency by 
optimizing data rates, effectively managing medium access, and 
utilizing nearby helpers to improve network performance. 

The performance of SEC-MAC was assessed under varying 
data rates. We assume the simulation is based on ideal channel. 
Fig. 5 and Fig. 6 shows the saturated throughput of the SEC-
MAC protocol. The number of sensor nodes in a Wireless 
Sensor Network (WSN) under optimal channel conditions is 
indicated by the x-axis. The results reveal that as the network 
size increases, the throughput also increases exponentially, 
largely due to the lower data rate caused by the addition of relay 
nodes. Initially, SEC-MAC performs similarly to BTAC, but as 
the number of nodes exceeds 40, SEC-MAC demonstrates a 
notable improvement, with a 12% higher throughput in the 
saturation region. 

 

Fig. 5. Saturated throughput in relation to the quantity of nodes under 

optimal channel conditions. 
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Fig. 6. Peak throughput in relation to packet length under optimal channel 

circumstances. 

Fig. 7 and Fig. 8 provide an energy efficiency comparison, 
under ideal channel conditions, between the IEEE 802.11b 
standard and the SEC-MAC protocol at various node densities. 
The findings indicate that as the number of sensor nodes grows, 
both protocols experience reduced energy efficiency due to 
increased node collisions. These collisions result in more 
frequent packet retransmissions, leading to higher energy usage. 
In spite of this, SEC-MAC protocol shows a notable benefit over 
IEEE 802.11b, providing up to 50% more energy savings.This 
is primarily because SEC-MAC employs an efficient relay 
selection process, which minimizes retransmission time and 
reduces overall energy consumption, thereby substantially 
improving energy efficiency. 

 
Fig. 7. Energy efficiency as a function of the number of nodes in the optimal 

channel. 

 
Fig. 8. Energy efficiency in relation to packet length under optimal channel 

circumstances. 

A performance comparison of IEEE 802.11b standard and 
SEC-MAC protocol in terms of packet delay at various packet 

lengths is shown in Fig. 9 and Fig. 10. Because larger packets 
require longer transmission times, both protocols face increasing 
delays as the packet length rises.Despite this, SEC-MAC 
consistently outperforms IEEE 802.11b, showing a noticeable 
reduction in packet delay. This highlights SEC-MAC's greater 
efficiency in managing data transmission for sensor nodes, 
particularly when handling larger packet sizes. 

 
Fig. 9. Packet delay versus number of nodes with ideal channel conditions. 

 

Fig. 10. Packet delay versus packet length with ideal channel conditions. 

VII. CONCLUSION 

In this paper, we introduced SEC-MAC, a secure Medium 
Access Control (MAC) protocol for Wireless Sensor Networks 
(WSNs) that leverages cooperative communication to enhance 
network performance. SEC-MAC improves throughput, energy 
efficiency, and security by allowing low data-rate nodes to select 
optimal relay nodes for data transmission, reducing delays and 
packet losses. Additionally, SEC-MAC introduces an innovative 
transmission scheme where relay nodes can transmit their own 
data without undergoing the traditional handshake procedure, 
thus optimizing channel access and saving energy. Cooperative 
communication is central to SEC-MAC, as it allows nodes to 
collaborate for more efficient data transmission, improving 
overall network reliability and performance. This cooperative 
approach also boosts the network’s ability to scale effectively, 
handling a larger number of nodes without a significant drop in 
throughput. 

Security is a key focus of SEC-MAC, addressing 
vulnerabilities in WSNs by incorporating cryptographic 
measures and secure authentication processes to protect data 
integrity and prevent unauthorized access. The protocol ensures 
reliable communication even in potentially hostile 
environments. Simulation results demonstrated that SEC-MAC 
significantly improves network throughput as the number of 
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nodes increases compared to  BTAC and IEEE 802.11b 
protocols. By optimizing relay selection and minimizing 
retransmissions, the protocol enhances energy efficiency, 
making it ideal for energy-constrained applications like 
environmental monitoring. Future research should focus on 
enhancing SEC-MAC’s adaptability, performance, and security 
to expand its applicability. Future research will explore further 
optimization of SEC-MAC, including its performance in real-
world applications like healthcare monitoring, as well as 
investigating the impact of different traffic models. Overall, 
SEC-MAC offers an effective solution for secure, energy-
efficient, and scalable communication in WSNs, making it a 
promising protocol for a wide range of applications. 
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Abstract—The article proposes a method for creating digital 

twins from freehand sketches for facade design, converting 2D 

designs to 3D volumes, and integrating these designs into real-

world GIS systems. It outlines a process that involves generating 

2D exterior images from sketches using generative AI (Gemini 1.5 

Pro), converting these 2D images into 3D models with TriPo, and 

creating design drawings with SketchUp. Additionally, it describes 

a method for creating 3D exterior images using GauGAN, all for 

the purpose of construction exterior evaluation. The paper also 

discusses generating BIM data using generative AI, converting 

BIM data (in IFC file format) to GeoTiff, and displaying this 

information in GIS using QGIS software. Moreover, it suggests a 

method for generating digital twins with SketchUp to facilitate 

digital design information sharing and simulation within a virtual 

space. Lastly, it advocates for a cost-effective AI system designed 

for small and medium-sized construction companies, which often 

struggle to adopt BIM, to harness the advantages of digital twins. 

Keywords—BIM; AI; GIS; digital twins; metaverse; generative 

AI; GauGAN; TriPo; SketchUp; IFC format; GeoTiff 

I. INTRODUCTION 

The Japanese construction industry urgently needs to 
improve work efficiency and productivity. This urgency arises 
from slow productivity growth, frequent industrial accidents, a 
declining and aging workforce, and a government policy 
reducing overtime work starting in 2024. While 31.1% of 
employees in all industries are aged 55 or older, the percentage 
for construction is over 36.0%. On the other hand, the 
percentage of employees aged 29 or younger is over 16.6% in 
all industries but less than 11.8% in construction. 

To address these challenges, the Ministry of Land, 
Infrastructure, Transport and Tourism will implement the 
"Building Information Management (BIM)1 Drawing Review" 
in the spring of 2026. This initiative will allow confirmation 
applications using PDF documents and BIM models, promoting 
efficiency in construction projects through AI, Geographic 
Information Systems (GIS), and BIM. 

This paper focuses on improving construction efficiency 
using BIM, particularly the 6D BIM model. While many BIM 
tools are commercially available, they are often expensive. The 
proposed methods rely on open-source tools to create BIM 

                                                           
1 https://ja.wikipedia.org/wiki/BIM 
2 https://ja.wikipedia.org/wiki/GeoTIFF 
3 https://qgis.org/ 

models, generate 2D and 3D exterior images, and convert BIM 
data into GIS-compatible formats like GeoTiff2. 

The paper highlights the advantages of BIM in terms of 
front-loading (shifting efforts earlier in the project lifecycle) and 
concurrent engineering (parallelizing workflows). It also 
explores methods for generating BIM data. Beyond the 3D BIM 
model, the benefits of 6D BIM—which incorporates time, cost, 
and sustainability—are discussed, especially when combined 
with a digital twin. 

Additionally, the paper proposes methods to enhance 
efficiency and visualization in construction. AI is utilized to 
generate 3D models from 2D sketches, which can then be used 
to check building exteriors and appearances. The generated 3D 
models are converted into BIM data and subsequently into 
GeoTiff format for display in GIS tools like QGIS 3 . Open-
source tools like SketchUp are also proposed for BIM data 
generation and 3D model visualization, along with AI-based 
construction management enhancements. A GauGAN4-based 
method for generating 3D exterior images is suggested to 
improve design review processes. 

The integration of AI and digital twins is shown to simplify 
construction management tasks, improve efficiency and 
productivity, and enhance safety. By converting BIM models 
into GeoTiff format, the models can be optimized for specific 
geographical conditions at construction sites. There is no such 
this proposed models and methods which features generative AI, 
TriPo for creation of BIM models, and generate GIS model 
which is linked to the created BIM model. 

The paper reviews related research and discusses the 
effectiveness of using BIM and AI for model creation. It 
introduces methods for creating BIM models from 2D data using 
generative AI, as well as SketchUp-based techniques. A TriPo5 
method is proposed for converting 2D models to 3D models. 
Finally, the paper explores integrating BIM models into 
Metaverse and discusses a conversion tool for translating BIM 
data into GeoTiff format. The conclusion summarizes these 
contributions with remarks and further discussion. 

II. RELATED RESEARCH WORKS 

Related Research on Generative AI in Construction: 

4 https://blogs.nvidia.co.jp/blog/what-is-gaugan-ai-art-demo/ 
5 https://www.tripo3d.ai/ 
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A framework integrating BIM-data mining with digital twin 
technology for advanced project management in smart 
construction has been proposed [1]. 

Generative Adversarial Networks (GAN6s) for construction 
project management have also been explored, showcasing how 
GANs can improve project management processes [2]. 

TriPo (Triplet Network) in AI Applications: 

FaceNet7: A Unified Embedding for Face Recognition and 
Clustering introduces a Triplet Network for facial recognition 
and clustering [3]. 

Triangulated Irregular Network8 (TIN) in GIS: A Review 
highlights the use and benefits of TINs in GIS applications [4]. 

GIS and QGIS in Construction Management: 

Foundational texts, including Geographic Information 
Systems and Science [5] and Open-Source GIS: A GRASS GIS9 
Approach [6], provide comprehensive insights into GIS 
applications. 

A study on using QGIS for geospatial analysis in 
construction projects demonstrates its practical applications [7]. 

Digital Twin Technology in Construction: 

Digital Twin: Enabling Technologies, Challenges, and Open 
Research outlines the key technologies and challenges in this 
area [8]. 

Digital Twin in Construction: A Systematic Review 
provides a detailed overview of the benefits and applications of 
digital twins in construction [9]. 

SketchUp in Architectural Design: 

While The Unified Modeling Language User Guide provides 
general modeling insights, Using SketchUp for Architectural 
Design and Construction Documentation focuses on SketchUp's 
role in creating designs and documentation [10][11]. 

GauGAN and AI in Creative Design: 

GauGAN: Semantic Image Synthesis with Spatially 
Adaptive Normalization and GauGAN: Semantic Image 
Synthesis with Spatially Conditioned Generative Adversarial 
Networks explain the principles and applications of GauGAN in 
creative design [12][13]. 

BIM in Construction: 

BIM Handbook: A Guide to Building Information Modeling 
for Owners, Managers, Designers, Engineers, and Contractors 
provides a comprehensive overview of BIM's benefits and 
challenges [14][15]. 

BIM in Construction Projects: Benefits and Challenges 
discusses how BIM improves construction processes and 
highlights associated obstacles [15]. 

                                                           
6 https://www.skillupai.com/blog/tech/mldl-tips-1/ 
7 https://github.com/davidsandberg/facenet 
8 https://ja.wikipedia.org/wiki/TIN 

III. PROPOSED METHODS AND SYSTEMS 

A. Overall 

Improving productivity and streamlining workflows in the 
construction industry can be achieved not only through BIM-
based design but also by leveraging ICT tools like IoT-enabled 
surveying and construction machinery. By incorporating AI into 
pre-construction tasks, such as building BIM models, parallel 
and collaborative work becomes possible, reducing construction 
time. 

Additionally, using tools like RAG10 (Retrieval-Augmented 
Generation) to share knowledge and experience can enhance 
work efficiency during construction. This facilitates the transfer 
of skills from experienced workers to beginners, improving 
overall quality. It supports front-loading, a method that allocates 
resources and focuses efforts early in a project. This approach 
enables early detection and resolution of problems, such as 
structural interferences or design flaws, by creating 3D models 
during the initial stages. 

Front-loading minimizes rework caused by design errors or 
clashes, improving quality and reducing costs. Early detailed 
considerations and validations improve design accuracy, and 
simulations using 3D models allow for better decision-making. 
Reduced rework lowers overall costs, shortens construction 
times, and accelerates decision-making by enhancing 
stakeholder communication through 3D models. Furthermore, 
construction plans become more optimized, as procedures and 
temporary methods can be rationalized at the design stage. 
Distributing workloads more evenly across project phases also 
improves overall efficiency. 

The proposed workflow is illustrated in Fig. 1: 

 

Fig. 1. Process flow of the proposed method for digital twin model creation. 

9 https://grass.osgeo.org/ 
10 https://aws.amazon.com/jp/what-is/retrieval-augmented-generation/ 
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1) Start with a freehand sketch. 

2) Use software like SketchUp11 to refine the design. 

3) Create a 2D façade design using generative AI tools, 

such as Gemini AI Pro12. 

4) Convert the 2D design into a 3D volume model using 

2D-to-3D tools like TriPo. 

5) The 3D model can be used as a BIM model in a virtual 

space. 

To create BIM models in real-world applications, BIM data 
(e.g., IFC files) is converted to GeoTiff format, enabling GIS 
visualization with tools like QGIS. These steps outline a 
proposed digital twin creation method for construction design. 

In the virtual space, users can perform various simulations, 
and the results of these studies can be implemented in real-world 
applications through GIS-based visualization. 

B. SketchUp13 

Revit14, ArchiCAD15, and Gloobe16 are popular tools for 
generating BIM data but come with high costs: 427,900 yen, 
418,000 yen, and 165,000 yen per month, respectively. A more 
affordable alternative is SketchUp, which is free but offers fewer 
features. Here’s how SketchUp can be used for BIM data 
generation: 

1) Basic Use of SketchUp 

Modeling: Create 3D models using SketchUp's intuitive 
interface. 

Use basic tools like lines, planes, and arcs to model buildings 
and structures. 

2) BIM Data Requirements 

BIM Data: Includes building structure, materials, 
dimensions, and related metadata. 

In SketchUp, you’ll need to create a detailed model with this 
information. 

3) Using Plugins 

IFC Exporter17: Export SketchUp models as IFC (Industry 
Foundation Classes) files, the standard format for BIM data. 

Plugin Installation: Search for "IFC Exporter" in SketchUp's 
Extension Warehouse and install it to improve compatibility 
with BIM software. 

4) Adding Attributes and Metadata 

Dynamic Components: Add attributes and parameters to 
objects, such as size, material, or manufacturer details for doors 
and windows. 

5) Using Layers and Groups 

                                                           
11 https://www.sketchup.com/en 
12 https://deepmind.google/technologies/gemini/pro/ 
13 https://help.sketchup.com/ja/downloading-sketchup 
14 https://recademy.jp/knowhow/4373 

Layers and Groups: Categorize elements into layers and 
groups for better organization, making it easier to identify and 
work with specific elements. 

6) Exporting and Importing 

Export IFC Files: Use the IFC Exporter plugin to export 
SketchUp models as IFC files. 

Import into BIM Software: Import these IFC files into BIM 
tools like Revit or ArchiCAD for further analysis and design. 

7) Integration with Other Tools 

SketchUp Pro and Layout: Use Layout, a feature in 
SketchUp Pro, to create 2D documents for construction 
drawings and specifications as part of the BIM workflow. 

8) Best Practices 

Standardize Model Structure: Use consistent layer structures 
and naming conventions to improve collaboration and make 
models easier to understand. 

While SketchUp is not a dedicated BIM tool and primarily 
serves as 3D modeling software, it can still be used to create 
detailed models and ensure compatibility with other BIM 
software through the steps above. However, its BIM 
functionalities are limited compared to specialized tools. 

Fig. 2 shows an example of an initial building design created 
with SketchUp. 

 

Fig. 2. Just the beginning of design of building for construction. 

C. Generative AI and TriPo 

For exterior design checks, images generated by Generative 
AI can be highly useful. Fig. 3 illustrates a 2D exterior design 
image created using Claude 3.5 Sonnet18, a Generative AI tool. 
This 2D image can then be converted into a 3D model using 
tools like TriPo. 

While there are numerous software options available for 2D-
to-3D image conversion, TriPo demonstrated the best quality 
among the 10 tools tested as is shown in Fig. 4. 3D images 
converted from 2D image generated by Generative AI based on 
TriPo can be rotated and can be displayed from the arbitrary 
view of line of sight. 

15 https://graphisoft.com/jp/solutions/products/archicad 
16 https://archi.fukuicompu.co.jp/products/gloobe/ 
17 https://github.com/Autodesk/revit-ifc/releases 
18 https://www.anthropic.com/news/claude-3-5-sonnet 
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Fig. 3. 2D exterior designed image creation with generative AI of Claude 3.5 

sonnet. 

 

Fig. 4. 3D image converted from 2D image generated by Generative AI based 

on TriPo. 

D. GauGAN 

GauGAN is a powerful tool for visualizing architectural 
concepts and designs. Here are its key applications: 

1) Concept visualization: Architects and designers can use 

GauGAN to quickly bring initial ideas to life. From simple 

sketches or written descriptions, it generates realistic 

architectural images that can be shared with clients and team 

members. 

2) Environmental simulations: GauGAN can simulate 

buildings in various environments and seasons, helping 

visualize how a project will look under different conditions. For 

example, it can easily create scenes like “a modern house in 

snowy mountains” or “a skyscraper in a bustling city center.” 

3) Landscape design: Designers can use GauGAN to 

experiment with surroundings, such as planting options or 

terrain layouts. It enables easy addition or modification of 

elements like green spaces, water features, or rock gardens, 

ensuring harmony between the building and its environment. 

GIS tools can further assist in evaluating this harmony. 

4) Presentation materials: Realistic images generated by 

GauGAN are ideal for client presentations or proposal materials. 

These visuals help communicate the project vision effectively 

and leave a strong impression. 

5) Rapid design iteration: GauGAN allows designers to 

make quick adjustments to their designs and view results in real 

time. This speeds up the design process and encourages the 

exploration of multiple ideas in a shorter timeframe. 

6) Urban planning: Urban planners can use GauGAN to 

visualize new developments or redevelopment projects. By 

combining elements like streets, parks, and buildings, it can 

depict a detailed vision of a city’s future. 

7) Interior design: GauGAN is also helpful for designing 

interior spaces. It can simulate natural light effects, window 

views, and overall spatial aesthetics, supporting better decision-

making in interior design. 

These capabilities make GauGAN a valuable tool for 
generating ideas in the early stages of architectural design, 
enhancing client communication, and enabling faster design 
iterations. By improving both efficiency and creativity, 
GauGAN significantly supports architectural and urban design 
projects. 

E. BIM Model Creation by Claud 3.5 Sonnet 

Create a structured BIM dataset based on what can be 
observed from the images, paying attention to: 

1) Overall properties and characteristics of the building 

2) Details of the structural system 

3) Spatial configuration and estimated dimensions, 

especially of the characteristic curved curtain walls 

4) Envisaged technical systems 

5) Sustainability features 

6) Contextual information 

The Python code for this is as follows: 

{ 

  "buildingProperties": { 

    "type": "Mixed-Use High-Rise", 

    "architecturalStyle": "Contemporary", 

    "mainFeatures": ["Curved Glass Facade", "Corner Location"], 

    "estimatedHeight": "65-75 meters", 

    "estimatedFloors": { 

      "aboveGround": 18, 

      "retail": 1 

    } 

  }, 

"structuralSystem": { 

    "primaryStructure": "Steel and Concrete", 

    "facade": { 

      "type": "Curtain Wall", 

      "materials": ["Glass", "Aluminum"], 

      "features": ["Curved Glass Panels", "Horizontal Banding"] 

    } 

  }, 

  "spatialOrganization": { 

    "footprint": { 

      "shape": "Curved Rectangle", 
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      "estimatedArea": "800-1000 square meters" 

}, 

    "floorLayout": { 

      "groundFloor": { 

        "use": "Retail/Lobby", 

        "features": ["Double Height Entrance", "Commercial Space"] 

      }, 

      "typicalFloor": { 

        "use": "Commercial/Residential", 

        "estimatedArea": "700-900 square meters" 

      } 

    } 

  }, 

"technicalSystems": { 

    "presumedMEP": { 

      "hvac": "Central System", 

      "elevators": { 

        "estimated": "3-4 units", 

        "type": "High-Speed" 

      }, 

      "lighting": { 

        "natural": "Floor-to-ceiling windows", 

        "artificial": "LED Systems" 

      } 

    } 

  }, 

"sustainability": { 

    "features": [ 

      "High-Performance Glazing", 

      "Natural Daylighting", 

      "Possible Green Building Certification" 

    ] 

  }, 

  "context": { 

    "setting": "Urban", 

    "surroundings": { 

      "adjacent": ["Street", "Parking Area"], 

      "neighborhood": "Commercial District" 

    } 

  }, 

"metadata": { 

                                                           
19 https://prod.d2eu75mpuy425r.amplifyapp.com/ 
20 https://tracxn.com/d/companies/b-

processor/__atQDLzH2udrUrz2ES_zzho_gxGXMFnkxeLmKHa-
s0Us#competitors-and-alternates 

    "note": "This BIM data is approximate and based on visual assessment only. 
Actual building specifications may vary." 

  } 

} 

F. Other Useful Software Tools 

The Architecture Design Bot19 is an AI-powered tool that 
streamlines the architectural design process. It can generate 
architectural images from text prompts, create variations of 
existing design proposals, automatically produce 3D models, 
and provide optimization suggestions for compliance with 
regulations and cost-efficiency. Additionally, it aids in idea 
generation during the early design stages, quickly generates 
client-ready proposal variations, reduces the time needed for 
rendering and 3D modeling, and automates compliance checks 
with building codes. 

Other Free Tools for Generating BIM Data: 

1) FreeCAD 

Open-source 3D parametric modeler. 

Create 3D drawings from 2D sketches. 

Compatible with Windows, Mac, and Linux. 

BIMx (Graphisoft) 

2) Free applications are available for iOS and Android. 

View and explore 3D BIM models. 

Provides seamless 2D and 3D project navigation. 

BIM Vision 

3) IFC model viewer. 

Supports models created in various systems like Revit, 
ArchiCAD, and Tekla. 

4) B-processor20 

Tool specifically developed for BIM. 

Intuitive and easy-to-learn 3D modeling. 

Includes features for cost calculations and carbon emission 
data. 

5) Edificius (ACCA Software)21 

Free BIM software with real-time rendering capabilities. 

Integrates structural analysis with architectural design. 

Enables accurate land mapping using satellite imagery from 
Google Maps. 

Free 30-day trial available. 

21 https://www.accasoftware.com/en/trial/edificius 
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These tools offer a range of capabilities to support BIM 
workflows, from basic modeling to advanced features like 
rendering, analysis, and environmental data integration. 

G. Digital Twin 

The benefits of using BIM and digital twins together include 
the following: 

1) Real-time monitoring and predictive analysis: Digital 

twins integrate real-time data into 3D models created with 

BIM/CIM, allowing real-time monitoring of construction 

project progress. This helps identify and address issues early. 

Additionally, AI-driven predictive analysis enables proactive 

identification of potential problems and determination of 

optimal construction methods. 

2) Optimization of construction processes: Data collected 

via digital twins can be reflected in BIM/CIM models to 

continuously improve construction workflows. For example, 

analyzing equipment usage and worker movements can lead to 

more efficient procedures. 

3) Enhanced safety: The combination of digital twins for 

real-time monitoring and detailed 3D BIM/CIM models allows 

for the early detection of potential safety hazards, enabling 

preventive measures to reduce risks. 

4) Improved maintenance efficiency: After construction, 

digital twins can monitor the condition of buildings and 

infrastructure in real time, reflecting updates in the BIM/CIM 

model. This enables preventive maintenance and optimized 

repair planning. 

5) Better collaboration: By integrating digital twins with 

BIM/CIM, all stakeholders can share up-to-date project 

information, improving communication and collaboration. 

6) Advanced simulation capabilities: Incorporating real-

time data from digital twins into BIM/CIM models facilitates 

more precise simulations, allowing for accurate predictions of 

design changes’ impacts and optimization of construction 

methods. 

7) Improved lifecycle management: Continuous data 

collection and utilization across the design, construction, 

operation, and maintenance phases enable optimization 

throughout the entire lifecycle of buildings and infrastructure. 

8) Faster and more accurate decision-making: Combining 

real-time data with detailed 3D models enhances decision-

making speed and accuracy. 

The integration of digital twins and BIM/CIM significantly 
improves visualization, efficiency, and quality in construction 
projects. It also plays a crucial role in advancing digital 
transformation in the construction industry. To fully leverage 
these technologies, establishing robust data management 
systems and enhancing the skills of personnel involved are 
essential. 

                                                           
22 https://www.gsi.go.jp/gazochosa/gazochosa61002.html 
23 https://en.wikipedia.org/wiki/FME_(software) 

H. BIM File (IFC Format) to GIS File (GeoTiff Format) 

"BIM file workspace" (Revit or IFC file) to geodatabase 
dataset base map information DEM 1m mesh 22 . Assign an 
appropriate geographic coordinate system to the BIM model. In 
Japan, JGD2011 (plane rectangular coordinate system) is often 
used. Extract necessary information from the BIM model (e.g. 
topographical data, building outline, etc.). Convert the extracted 
data into a raster format (GeoTIFF, etc.). 

The method of converting BIM data to GeoTiff that can be 
displayed in GIS such as QGIS is as follows: 

1) AutoCAD Civil 3D: Read BIM data and export to GIS 

format 

2) FME 23  (Feature Manipulation Engine): Tool 

specialized in conversion between various formats 

3) QGIS: Open-source GIS software that allows 

conversion using plug-ins 

4) Resolution setting: Set the appropriate resolution when 

converting to GeoTIFF 

5) Attribute information retention: Reflect important 

attribute information contained in the BIM model in the GIS 

data 

6) Utilize detailed 3D models created with BIM for 

geospatial analysis (promoting integration of BIM and GIS, 

enabling more effective data utilization at each stage of 

construction project planning, design, construction, and 

maintenance) 

Below is the Python code that makes this possible. First, 
convert the BIM data to an intermediate format (e.g. 
GeoJSON24) and then convert it from the intermediate format to 
GeoTIFF. The code works in the following steps: 

1) The bim_to_geojson function reads the BIM data and 

converts it to GeoJSON format 

2) Assumes that the input is already in GeoJSON format 
If it uses real BIM data (e.g. IFC files), it will need to parse 

the data using an appropriate library (e.g. IfcOpenShell) and 
convert it to GeoJSON format.  

Next, the geojson_to_geotiff function converts the 
GeoJSON data to a GeoTIFF. This function does the following: 

1) Calculates the extent of the GeoJSON data 

2) Determines the raster size based on the specified 

resolution 

3) Creates an empty raster using NumPy 

4) Draws each feature in the GeoJSON to the raster 

5) Saves as a GeoTIFF using the rasterio library 

To run this code, the following libraries are required: 

rasterio 

numpy 

shapely 

24 https://ja.wikipedia.org/wiki/GeoJSON 
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These libraries can be installed with the following command 
of “pip install rasterio numpy shapely”. The Python code for this 
is as follows: 

import json 

import rasterio 

from rasterio.transform import from_bounds 

import numpy as np 

from shapely.geometry import shape 

from shapely.affinity import scale 

# Step 1: Function to load BIM data and convert to GeoJSON 

def bim_to_geojson(bim_file): 

# Implement the code to load and analyze BIM data here 

# In this example, it assumes that the data is already in GeoJSON format 

with open(bim_file, 'r') as f: 

geojson_data = json.load(f) 

return geojson_data 

# Step 2: Function to convert GeoJSON to GeoTIFF 

def geojson_to_geotiff(geojson_data, output_file, resolution=0.1): 

# Get GeoJSON extent 

features = geojson_data['features'] 

gemetries = [shape(feature['geometry']) for feature in features] 

all_geoms = shape({'type': 'MultiPolygon', 'coordinates': [geom.coordinates 
for geom in geometries]}) 

minx, miny, maxx, maxy = all_geoms.bounds 

# Calculate raster size 

width = int((maxx - minx) / resolution) 

height = int((maxy - miny) / resolution) 

# Create raster data 

raster = np.zeros((height, width), dtype=np.uint8) 

# Draw each feature in GeoJSON to a raster 

for feature in features: 

geom = shape(feature['geometry']) 

geom = scale(geom, xfact=1/resolution, yfact=1/resolution, origin=(minx, 
miny)) 

coords = np.array(geom.exterior.coords).astype(int) 

rasterio.features.rasterize([coords], out=raster, 
transform=from_bounds(minx, miny, maxx, maxy, width, height)) 

# Save as GeoTIFF 

with rasterio.open( 

output_file, 

'w', 

driver='GTiff', 

height=height, 

width=width, 

count=1, 

dtype=raster.dtype, 

crs='+proj=latlong', 

transform=from_bounds(minx, miny, maxx, maxy, width, height), 

) as dst: 

dst.write(raster, 1) 

# Main process 

bim_file = 'input.json' # BIM data file (assuming GeoJSON format in this 
example) 

output_file = 'output.tif' 

geojson_data = bim_to_geojson(bim_file) 

geojson_to_geotiff(geojson_data, output_file) 

print(f"Conversion completed. Output file: {output_file}") 

IV. CONCLUSION 

This study proposes a method for generating 2D exterior 
images from sketches using generative AI (Gemini 1.5 Pro) and 
a technique for converting 2D images into 3D models using the 
free tool TriPo. Additionally, it demonstrates how 3D models 
can be created using the free tool GauGAN, making it easier to 
visualize and verify building exteriors. 

The study also presents a process for creating design 
drawings with the free tool SketchUp and generating BIM data 
using generative AI (Claude 3.5 sonnet). While the BIM data 
generated may not be fully complete, the findings demonstrate 
the feasibility of using free tools for this purpose. 

Furthermore, a method is proposed for converting BIM data 
(IFC files) into GeoTiff format using Python code, illustrating 
that GIS visualization can be achieved with free tools like QGIS. 
Lastly, the study suggests a method for generating digital twins 
using SketchUp and shows that simulations in virtual 
environments are possible, enhancing the scope of design and 
analysis in construction projects. This approach is quite new and 
has original ideas. The conventional models and methods are 
traditional expensive BIM model creation and are not linked to 
the GIS system at all. 

A. Future Research Works 

Although it is confirmed that the proposed methods and 
systems can be feasible, detailed design of BIM model requires 
more detailed information.  Also, CG design and environmental 
parameter settings are required for creation of digital twin, 
fundamental digital twin can be created by the proposed method 
though. Therefore, one of the business use cases will be 
attempted in the near future. 
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Abstract—This paper presents a deep learning methodology
for a marked object-following system that incorporates the
YOLOv8 (You Only Look Once version 8) object identification
model and an inversely proportional distance estimation algo-
rithm. The primary aim of this study is to develop a marked
object-following algorithm capable of autonomously tracking a
designated marker while maintaining a suitable distance through
advanced computer vision techniques. In this study, a marked
object is defined as an object that is explicitly labeled, tagged,
or physically marked for identification, typically using visible
markers such as QR codes, stickers, or distinct added features.
Central to the system’s functionality is the YOLOv8 model,
which detects objects and generates bounding boxes around
identified target classes in real-time. The proposed marked object-
following algorithm utilizes the distance estimation method, which
leverages fluctuations in the bounding box width to determine the
relative distance between the observed user and the camera. A
pathfinding algorithm was created using tabu search and a-star
to avoid obstacle and generate a path to continue following the
marker object. Furthermore, the system’s efficacy was assessed
using critical performance metrics, including the F1-score and
Precision-Recall. The YOLOv8 model attained an F1-score of 0.95
at a confidence threshold of 0.461 and a mean Average Precision
(mAP) of 0.961 at an IoU threshold of 0.5 for all target classes.
These results indicate a high level of accuracy in object detection
and tracking. However, it is important to note that this algorithm
has close door and controlled environments.

Keywords—Object detection; YOLOv8; distance estimation; A-
star; tabu search

I. INTRODUCTION

In today’s technology-driven world, artificial intelligence
(AI) and robotics are revolutionizing various domains, includ-
ing human interaction and navigation. Autonomous systems
capable of tracking and following individuals are highly ben-
eficial in settings such as crowded environments, warehouses,
and other dynamic areas. These systems have the potential to
enhance efficiency and safety by providing precise and adap-
tive navigation in real-time. Recent studies have highlighted
the advancements in deep learning techniques, particularly in
object detection, which significantly improve the capabilities
of these systems in complex environments [1][2][3]. The
motivation behind this research arises from challenges faced in
environments where autonomous systems must reliably track
a marked object, particularly in dynamic and crowded areas.
Traditional systems have frequently struggled to effectively
identify and focus on the correct item in such situations

due to occlusions, competing visual elements, and contextual
complications [4][5]. These constraints underscore the need for
a stronger and more efficient system.

This study introduces a marked object-following algorithm
that integrates deep learning and metaheuristic techniques to
address these challenges. Leveraging the YOLOv8 (You Only
Look Once version 8) object detection framework, the system
ensures robust object recognition and tracking. YOLO has
been recognized for its ability to perform real-time object
detection with high accuracy, making it suitable for dynamic
environments [6] [7]. A distance estimation algorithm based
on fluctuations in bounding box width enables the system
to maintain an optimal distance from the marked object,
thereby preventing collisions. Furthermore, the inclusion of A-
star pathfinding and the Tabu Search metaheuristic algorithm
enhances the system’s ability to navigate around obstacles and
generate efficient paths in real-time scenarios [8] [9].

The development of a reliable and effective marked object-
following system that can track a designated marker on its own
while adjusting to environmental changes is the main goal of
this research. A marked object is defined as an object that is
explicitly labeled, tagged, or physically marked for identifica-
tion, typically using visible markers such as QR codes, stickers,
or distinct added features. This project aims to use YOLOv8
to create a reliable marked object-following algorithm for
object tracking and detection in real-time. Additionally, the
design and implementation of a distance estimation method
that dynamically calculates the relative distance between the
observed user and the camera are crucial components of this
research. The integration of pathfinding algorithms, such as A-
star and Tabu Search, enables obstacle avoidance and efficient
navigation [8] [10].

Furthermore, this research is significant because it ad-
dresses the growing need for intelligent and adaptive tracking
systems in real-world applications. By combining advanced
deep learning models with metaheuristic algorithms, the pro-
posed system offers a novel solution that ensures accuracy,
reliability, and adaptability. The findings of this study aim
to contribute to the advancement of autonomous tracking
technologies, paving the way for their deployment in diverse
practical scenarios [11] [2]. The integration of deep learning
techniques in object detection has shown promising results,
enhancing the performance of tracking systems in complex
environments [2] [12].
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II. RELATED STUDIES

In the past few years, LiDAR technology has become a key
way of detecting people in robotic systems. Some researchers
have been employing LiDARs for precise individual detection
and tracking using the ability to measure the distance and
location of the target person versus the robot. LiDAR sensors
provide 3D data with high resolution, which allows robots
to identify and follow a specific human target who is even
moving in a dynamic environment [13], [14], [15]. Using
LiDAR as the only source of environmental information is
a highly unique task, and there has been little study in this
area. Some human detection and tracking research has relied
only on LiDAR technology. Human detection using LiDAR has
been performed on both stationary robots [16], [17], employing
several stationary LiDAR sensors [18], and mobile robots [19],
[20].

On the other hand, researchers use machine learning for
human detection and finding the robot. Machine learning has
turned out to be key in providing a human-tracking robot’s
potential. The presented procedures use enormous amounts
of data for training models that would notice the human
features and movements, thus finding the correct identification
in different scenes. Besides, the machine learning methods are
used to help with robot localization by interpreting sensor
data, thus finding the position of the robot in relation to
the discovered human. Furthermore, this part will elaborate
on the different machine-learning methods utilized for human
detection and robot localization in these systems along with
their advantages, and show the elements of integration [21],
[22], [23]. Suet Peng Yong et al. [24] demonstrate human
object recognition using deep learning algorithms with the use
of a 3DR solo drone equipped with a GoPro camera for real-
time surveillance and coverage of forest areas. Suet Peng Yong
et al. provide knowledge of video processing using convolution
neural networks and how to select the perfect dataset for a
specific project.

Ashish U. Bokade et al. [25] discuss video surveillance
utilizing a smartphone and Raspberry Pi. This allows you to
watch and control the mobility of the robot using Raspberry
Pi. The detection procedure may be completed successfully,
and the findings can be viewed on the user’s smartphone.
Jun Zhang et al. [26] provide leaping robot standards, which
are superior to traditional robots that cannot walk on rough
surfaces or jump to a greater distance. It describes how a PIR
sensor and a jumping robot build a zig-bee WSN that allows
them to communicate with one another while also allowing
the freedom to leap on stairs to reach higher surfaces from the
ground up to a range of 105 cm.

Additionally, other researchers use OpenCV as the solution
for human-tracking robots, which are used to track the human
target during different movements while ensuring a constant
distance between the human target and the robot. OpenCV
(Open Source Computer Vision Library) is a set of versatile
tools for real-time computer vision and it is actually a quite
nice alternative for implementing human tracking in robotics.
Researchers can write algorithms to detect and follow the
humans by OpenCV that direct the robot to be safe and as
close as possible to the optimal. In this section, OpenCV
implementation in human-following robotic systems such as a
detailed overview of its strengths, challenges, and its function

in giving the robots better agility and navigation precision will
be explored [25], [26], [27], [28], [29], [30].

Meanwhile, color-based detections for target-following
robots have been used by certain researchers since they are
one of the possible good approaches to identifying a target,
as demonstrated by researchers in Sefat S. et al. and MNA
Bakar et al. S. Sefat et al. employed red color and 3D circular
shape (red ball) detection, along with a Kalman filter, to predict
the position of the individual to be followed. Although MNA
Bakar et al. employed color-based detection, it used a special
marker with a distinct form to help the robot recognize its
target. The yellow hue was tested and had an 80% detection
rate. However, MNA Bakar et al. had no obstructions in its
route, as opposed to S. Sefat et al., which avoided obstacles
while employing sonar sensors [31], [32].

Moreover, the investigation of the human body tempera-
ture through a thermal image in real-time is a well-known
application of infrared technology by other researchers. The
safety and security of a particular place, such as a train
station, can be increased by the technology of human presence
detection. As a result, the detector is a passable of sensors and
a microcontroller. The detector can know the distance between
the human and the reference point by using a camera. Sensor
equipment is used in the way automated systems of various
kinds are employed for people monitoring and various other
applications. Infrared sensors have also been used to determine
the human walking path. Thanks to such a device, robots
can easily generate an exact following motion toward the
human that they accompany. By defining the person’s thermal
footprint, robots can undertake good and continuous surveil-
lance, which serves as a sufficient mechanism for follow-up.
A detailed examination of the infrared technology application
in robotic systems will be given in this section, including its
advantages in human detection, movement predictions, and
the overall enhancement of human-following robotic behaviors
will be outlined [33], [34], [35], [36].

According to Montiel-Ross et al. [37], world perception,
path planning and generation, and path tracking make up the
robot navigation challenge. By choosing adequate sensor suites
that can give the robot controller acceptable environmental
feedback, world perception is achieved. Simultaneous Local-
ization and Mapping (SLAM), a well-established technique
that allows vision-based imaging equipment to visualize the
surrounding depth map, is one of the best solutions for this
purpose. Processing of this data can yield the locations of
obstacles, targets, and the robot itself. The disadvantage is that
in environments with unclear structures, SLAM performs less
well [38]. In addition to being computationally demanding,
SLAM has significant processing expenses [39]. According to
Nowicki et al. [40], sudden and erratic motions of its sensing
devices also cause SLAM to malfunction. Given that all of the
CARMI sensors are installed on the same mobile platform,
an incomplete mapping approach might be more appropriate.
Al Arabi et al. [41] showed that partial mapping may be
accomplished with just one rotating rangefinder by converting
the data into a relative depth image of the surrounding area.
The revolving depth camera configuration on CARMI may
make this method useful.

The study of path planning and generation has a long
history, and both heuristic and classical methods are still
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widely used to prevent collisions and arrive at target loca-
tions. The robot that follows a human adds another level of
complexity by needing to approach a moving target while
keeping a set distance behind it. The path planning system is
either “passive” or “anticipative,” according to Ziyou Wang et
al. [42]. An “anticipative” system uses a velocity model [42]
or a dynamically updated version of the Monte Carlo algo-
rithm [39], [43] to predict the possible movements of a human
target. Kalman filters, neural networks, fuzzy logic, and similar
combinations [44], [45]. Since these techniques also come with
high processing costs, it could be preferable for the CARMI
navigation model to be ”passive,” in which the robot reacts
to changes in its surroundings or landmarks in a reactive
manner [46].

Additionally, some other researchers utilize depth cameras
as well as a selective set of limited proximity sensors. The
overall approach of intelligent systems like robots consists
of exact, desired-oriented human-tracking algorithms, which
keep the robot on the right path and in the right direction
minimizing the motion needed. The depth camera will be
another evolutionary change in enabling the precise tracking
of human targets in a 3D environment, whereas lasers give
humans feedback on how far they are. This technology offers
robots conventional control functions, like endpoint settings
which provide machine-to-human interfacing inside factories
or assembly facilities. This part will go deep in the analysis
of the use of depth cameras and sensor fusion in these robotic
systems for following humans, mainly by the help of them in
improving target tracking and obstacle navigation [47], [48],
[49].

III.METHODOLOGY

A. Methodology Overview

Fig. 1. Conceptual framework.

Fig. 1, titled “Conceptual Framework,” depicts the general
methodology of the Marked Object-Following System. The
system starts with a camera that captures real-world scenes,
and the YOLOv8 deep learning model detects objects and
defines “notable symbols” for tracking. A distance estimate
technique calculates the target’s vicinity using variations in
bounding box width, allowing for accurate distance inference.

The video frame is divided into three zones—left, middle, and
right—to direct the robot’s movement. The system directs the
robot to move left, forward, or right based on the zone in
which the target appears. Pathfinding algorithms like as A*
and Tabu Search are used for obstacle avoidance and optimal
navigation, resulting in efficient and precise target tracking in
complicated situations. This framework offers a structured way
to integrating deep learning and metaheuristics to create strong
object-following apps.

B. Preparation for Model Training

1) Dataset

A large dataset of photos is critical for this research
since it serves as the foundation for training the YOLO
object detection model, allowing the marked object-following
algorithm with collision prevention to function properly. To
provide reliable real-time detection and tracking of persons,
the dataset should comprise a wide range of human poses,
orientations, clothing kinds, and environmental circumstances
such as lighting, weather, and busy locations. This diversity
allows the model to generalize well to real-world events and
consistently distinguish humans from other items. Fig. 2 are
the sample dataset that shows individual is wearing the markers
that we can detect and monitor.

Fig. 2. Dataset of images.

Additionally, the quality and diversity of the dataset are
critical for training the YOLO model because they improve its
capacity to recognize persons in difficult surroundings, reduce
false positives, and increase detection accuracy. An extensive
dataset also prepares the model to face obstacles such as occlu-
sions, overlapping objects, and complicated backdrops, result-
ing in robust performance. Without a well-curated dataset, the
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model’s performance will suffer, potentially leading to errors in
the system’s marked object-following and collision prevention
functions.

2) Data Annotation

Rectangular markers known as bounding boxes are used in
object detection tasks to show the location and size of items
in an image. They are employed in this study to label and
annotate the dataset, designating the people that the algorithm
must recognize and obey. The YOLOv8 model needs the
precise coordinates of the target objects—humans—in each
training image in order to learn how to distinguish them from
other things in the environment. This is why this step is so
important. The model is trained on bounding box-annotated
photos, which enables it to anticipate comparable boxes sur-
rounding persons in real-time during deployment, guaranteeing
precise tracking and detection. The effectiveness of the marked
object-following algorithm with collision prevention depends
on the YOLOv8 model’s ability to recognize and marked
object. This is made possible through the process of building
these bounding boxes. An example of an image with bounding
boxes is shown in the Fig. 3.

Fig. 3. Examples of bounding box images.

A key challenge in developing an object-following algo-
rithm with collision prevention is the potential for confusion
when multiple similar objects are present, as the system might
mistakenly track any detected object without a distinguishing
feature. In environments where objects lack unique visual
characteristics, relying solely on generic detection could result
in tracking the wrong target. To address this, the research
incorporates distinct logos or markers placed on the intended
object, which the YOLOv8 model is specifically trained to
recognize as the target class. These markers act as notable
symbols, which is shown in Fig. 4, enabling the system to
distinguish the designated object from others in the vicinity.
By focusing on these specific classes, the algorithm reliably

tracks the intended object, reducing errors and enhancing per-
formance in crowded or dynamic environments. This approach
ensures accurate and safe object-following behavior, even in
complex settings, by preventing the system from mistakenly
tracking unintended objects.

Fig. 4. The four experimental notable symbols.

3) Model Selection

The YOLOv8-nano (YOLOv8n) model is designed to op-
erate at fast speeds on embedded systems and other devices
with constrained processing power. Take a look at the Table I
below.

TABLE I. PERFORMANCE COMPARISON OF YOLOV8 MODELS [50]

Model mAPval 50-95 Speed CPU ONNX (ms) Params (M)
YOLOv8n 37.3 80.4 3.2

YOLOv8s 44.9 128.4 11.2

YOLOv8m 50.2 234.7 25.9

YOLOv8l 52.9 375.2 43.7

YOLOv8x 53.9 479.1 68.2

With a mean Average Precision (mAP) of 37.3% at the
50-95 Intersection over Union (IoU) threshold, it offers an
effective balance between speed and accuracy, achieving an
inference time of 80.4 milliseconds when running on a CPU
using the ONNX runtime. Its compact architecture, consisting
of only 3.2 million parameters, makes it highly suitable for
real-time object detection, particularly on low-power proces-
sors like the Raspberry Pi. Although larger models, such as
YOLOv8-s and YOLOv8-m, provide greater accuracy, their
slower inference times (128.4 ms and 234.7 ms, respectively)
make them less practical for resource-constrained environ-
ments. Therefore, YOLOv8-nano is selected for its efficient
performance, ensuring that the marked object-following al-
gorithm can accurately detect and track individuals that are
wearing markers in real time while minimizing delay, which
is critical for collision prevention and overall system reliability.

C. Proposed Distance Estimation Algorithm

The distance estimation algorithm for this study leverages
the width of the detected target class (such as notable symbols)
to estimate the relative distance between the object and the
camera in a robotic system. The fundamental concept is
that the bounding box width, dynamically generated by the
YOLOv8 model, provides a reliable reference for gauging
distance. As the bounding box width decreases, the target is
inferred to be moving further away, while an increase in the
width suggests that the object is getting closer to the camera.

The Fig. 5 illustrates relationship between the bounding
box width and the distance is inversely proportional. The
equation for calculating the distance is as follows.

www.ijacsa.thesai.org 99 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 16, No. 1, 2025

Fig. 5. Relationship between bounding box width and the camera.

distance =

(
current width
initial width

)
× initial distance

Where:

• current width refers to the detected bounding box
width of the target class at a particular moment.

• initial width is the reference bounding box width at
a known distance.

• initial distance is the known distance from the
camera when the object has the initial width.

This formula assumes that the camera and the
object are in fixed, calibrated positions, and the size
of the object remains constant. YOLOv8 dynamically
detects the bounding box width, enabling real-time and
accurate distance estimation based on width variations.

D. Proposed Object-Following Algorithm

Fig. 6. Object-following algorithm.

Fig. 6 illustrates the proposed marked object-following
algorithm. The process begins by detecting objects within the
frame, particularly focusing on identifying the notable symbol
worn by the designated person or individual. Once the symbol
is detected, the algorithm evaluates its position within the
frame. Depending on the location of the symbol—whether it
is in the left, center, or right of the frame—the system will

send a corresponding command. If the symbol is positioned
on the left, the algorithm issues a “Turn Left” command; if it
is centered, a “Move Center” command is sent, and if on the
right, a “Turn Right” command is executed. This step-by-step
analysis ensures precise tracking and directional adjustments,
enabling the system to follow the intended target efficiently.

E. Integrated Pathfinding and Distance Estimation System

Algorithm 1 Integrated System Algorithm for Marked Object
Following
Inputs: Camera feed, YOLOv8 model, grid dimensions
(max_rows, max_cols), start position S, target position T ,
calibration constant k, and serial communication interface.
Steps:

1) System Initialization:
a) Load the YOLOv8 model.
b) Set up camera input using cv2.
c) Define grid dimensions and initialize parameters

(tabu_list, distance_threshold).
d) Establish serial communication for robot control.

2) Distance Estimation and Immediate Movement:
a) Detect objects in each frame using YOLOv8.
b) Divide the frame into regions: left, center, and right.
c) For each detected object:

i) Identify the class and bounding box width wb.
ii) Calculate distance d = k

wb
.

iii) Send movement commands based on position and
distance:
• Turn Right: If object is on the right.
• Turn Left: If object is on the left.
• Move Forward: If object is in the center and

d > 14 inches.
• Stop: If d ≤ 14 inches.

3) Pathfinding with A-Star and Tabu Search:
a) Generate the global path using A-Star by computing

f(n) = g(n) + h(n) for each node.
b) Refine the path with Tabu Search:

• Evaluate neighbors N(P ) of the current path P
and compute the cost Cost(P ) =

∑
f(n).

• Update the tabu_list to avoid revisiting sub-
optimal paths.

c) Adjust the global path based on the marker’s position
from the distance estimation module.

4) Execute Navigation:
a) Follow the refined path while continuously updating

the robot’s position using YOLOv8 detections.
b) Use real-time corrections to handle dynamic obstacles

and deviations.
Output: Efficient navigation to the target position T with
consistent tracking of the marked object.

In order to effectively locate the best path in complicated
surroundings, the pathfinding method integrates the advantages
of both A-Star (A*) and Tabu Search. A heuristic-based
technique called A* is used to determine the shortest path
in a grid or graph between a start point and a target. The
pathfinding algorithm is almost similar to the study of Gorro
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et al. [51]. It strikes a balance between an estimate of the
remaining distance to the target and the cost of the road already
taken. Because of these two factors, A* is a popular and
effective solution for pathfinding issues. However, because it
may revisit less-than-ideal solutions, A* may lose effectiveness
in areas with a high density of barriers or recurrent paths.

Tabu Search is used into this process to overcome this
restriction. The “tabu list,” a memory component added by
Tabu Search, keeps account of recently traveled routes or
moves that have been judged to be less-than-ideal. Tabu Search
compels the algorithm to investigate alternate options, even
if they seem less promising at first, by forbidding the re-
exploration of these routes. This investigation promotes the
finding of globally optimal pathways and aids in avoiding local
minima.

A*, the first step in the combined algorithm, creates an
initial path from the start to the destination. After that, Tabu
Search takes control and iteratively refines this path. As long
as it is not in the tabu list, the best neighbor is chosen as
the current path after adjacent paths are assessed according to
their costs at each stage. Because the tabu list is dynamically
updated, recent errors or less-than-ideal routes are kept in mind
and avoided in subsequent cycles. Until a certain number of
iterations is reached or no more advancements can be made,
the process keeps going.

In complex grids or maps, where the existence of barriers or
constraints could cause traditional algorithms to be misguided,
this hybrid approach works very well. The method produces
a stable and adaptable solution by utilizing the advantages of
A* for initial pathfinding and Tabu Search for iterative refin-
ing. This makes it appropriate for applications like robotics,
navigation, and logistical planning.

F. Evaluation Metrics

These metrics help in determining how well the model is
able to identify humans in various scenarios, ensuring that the
robotic system can perform its tasks accurately and reliably.
The research can efficiently analyze the model’s strengths
and weaknesses, direct the tuning of hyperparameters, and
make well-informed decisions about model optimization to
achieve the desired performance in real-world environments
by utilizing specific evaluation metrics like Precision, Recall,
Mean Average Precision (mAP), and F1-score.

1) Precision

The ratio of true positive detections to the total of both true
positive and false positive detections is known as precision.
It assesses how well the model distinguishes, among all the
detected things, only the pertinent objects—in this example,
humans. High precision reduces false positives by increasing
the likelihood that the YOLOv8-nano model’s predictions of
humans are accurate. High precision is necessary to prevent
the robot from unintentionally following non-human things in
the setting of a marked object-following robotic system. This
is important for both efficiency and safety.

Precision =
True Positive

(True Positive + False Positive)

2) Recall

The ratio of real positive detections to the total of false
negatives and true positives is known as recall. It illustrates
how well the model was able to identify every pertinent object
(people) in the dataset. High recall means that the model
is capable of detecting most of the humans present in the
environment, minimizing false negatives. In this study, a high
recall is important because, in the event that a human is not
detected, the robotic system may not follow its intended path,
which could be harmful in scenarios where it is used for public
space guidance or healthcare assistance.

Recall =
True Positive

(True Positive + False Positive)

3) Mean Average Precision (mAP)

A comprehensive statistic called Mean Average Precision
(mAP) provides an overall measure of accuracy by assessing
the model’s performance across various Intersections over
Union (IoU) thresholds. The model’s ability to balance pre-
cision and recall is indicated by a single performance score
that is obtained by combining the two criteria. Because it
aids in understanding the trade-offs between minimizing false
positives (precision) and detecting as many humans as feasible
(recall), mAP is particularly significant in this research. A
greater mAP is a useful parameter for optimizing human
detection in the YOLOv8-nano model since it shows that the
model performs well in both areas.

mAP =
1

k

k∑
i=1

APi

4) F1-score

The F1-score is a measure that provides a balance between
Precision and Recall, calculated as the harmonic mean of
the two. When it comes to striking a balance between false
positives and false negatives, it is especially helpful. In this
research, the F1-score is essential because it gives a more
holistic view of the model’s performance. A high F1-score
shows that the model is successful in capturing all important
detections and is accurate in identifying humans. This is
especially important in applications like robotic assistance and
navigation where misidentifying a non-human object (false
positive) or missing a human (false negative) can have serious
repercussions.

F1-score = 2× (Precision × Recall)
(Precision + Recall)
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IV.RESULT

A. YOLOv8 Performance

Fig. 7. Class distribution.

Monitoring the class distribution (Fig. 7) reveals significant
class imbalance, with the “person” class dominating the
dataset. This imbalance is a critical issue in object detection
tasks [52], [53], as it can lead to over-optimization for
frequent classes and under-performance for rarer ones, such
as “mark4”. Techniques like data augmentation, oversampling,
or loss re-weighting [54], [56] could address this and enhance
performance across all classes.

In particular, the model may become too optimized for de-
tecting the more frequent class (“person”) while struggling to
reliably recognize less frequent ones (“mark4”). Regular anal-
ysis of this distribution allows researchers to take corrective
action, such as boosting underrepresented classes or employing
advanced approaches to reduce class imbalance. By addressing
these issues, the model’s overall accuracy and generalization
capabilities across all classes can be significantly improved,
enhancing its robustness in real-world applications.

Fig. 8. Result graph of YOLOv8-nano model.

Fig. 8 illustrates the training and validation graphs for
key metrics and loss functions in the proposed marked
object-following algorithm with collision prevention, based
on YOLOv8 object detection. The training loss curves,

which include bounding box regression (train/box loss), clas-
sification loss (train/cls loss), and distributional focal loss
(train/dfl loss), show a consistent decline as training pro-
gresses, indicating that the model is effectively minimizing
prediction errors. This steady reduction in training losses sug-
gests that the model is becoming more accurate in identifying
and classifying objects while refining the predicted bounding
box coordinates.

The training and validation metrics (Fig. 8) show con-
sistent declines in losses, indicating effective learning and
generalization. Compared to YOLOv4-tiny [55], the YOLOv8-
based model achieves higher mAP values (0.961 at IoU@0.5),
demonstrating competitive detection performance. However,
slight precision-recall drops for the “person” class align with
findings in [53], suggesting the need for improved handling
of dominant classes in imbalanced datasets. Incorporating
techniques like focal loss or semi-supervised learning [56],
[57] could mitigate this challenge.

The validation losses (val/box loss, val/cls loss,
val/dfl loss) exhibit a similar downward trend, though
with natural fluctuations, indicating the model’s generalization
to unseen data. Precision and recall metrics remain high and
stable, which demonstrates the model’s ability to maintain
a balance between correctly identifying true positives and
minimizing false positives. The mAP@0.5 and mAP@0.5-0.95
values show continuous improvement, signaling enhanced
detection performance across various Intersection over Union
(IoU) thresholds.

These graphs provide insight into the model’s training
dynamics, showcasing a well-balanced process where the al-
gorithm is consistently improving in both training and vali-
dation phases. The steady convergence of losses and strong
performance metrics suggest the model is learning effectively
without overfitting, ensuring reliable detection and tracking in
real-time marked object-following scenarios.

Fig. 9. Confusion matrix for YOLOv8-nano model.

The Confusion Matrix serves as an effective tool for
assessing the performance of the YOLOv8-nano model by
illustrating its accuracy in predicting various classes. This
table presents the frequency of actual versus predicted classes,
allowing for an evaluation of the alignment between the
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model’s predictions and the true labels. Analyzing the confu-
sion matrix in the context of YOLOv8 helps identify specific
cases where the model successfully classifies an object or
incorrectly identifies it as another class. This insight is crucial
for recognizing the model’s strengths and weaknesses, enabling
targeted improvements to enhance accuracy. By examining the
matrix, researchers can identify which classes are frequently
confused and make necessary modifications to training data,
model architecture, or hyperparameters to rectify these issues.

Fig. 9 is a detailed review of the confusion matrix for
the YOLOv8-nano model reveals that the “mark2” class is
accurately predicted 93 times, with misclassifications occur-
ring once each as “mark3” and “person.” The “mark5” class
achieves 53 correct predictions, with minor misclassifications
as “mark3” twice and as “background” once. The “mark3”
class exhibits perfect performance, yielding 119 correct pre-
dictions without any misclassifications. The “mark1” class is
accurately predicted 85 times but is mistaken for “mark5”
once and “background” twice. The “person” class demonstrates
high accuracy with 552 correct predictions, though it is con-
fused with the “background” class on 10 occasions. Finally,
the “table” class is correctly identified 181 times, with one
misclassification as “person”. The model’s overall performance
is not greatly affected by these minor misclassifications. The
YOLOv8-nano model has good prediction ability and little
confusion between various object classes in spite of these small
inaccuracies.

Fig. 10. Precision-recall curve.

Fig. 10 displays the Precision-Recall (PR) Curve for the
various classes within the dataset. This curve visually illus-
trates the balance between precision and recall for each class,
highlighting the model’s effectiveness in correctly identifying
true positives while reducing false positives. The results in-
dicate that most classes attain very high precision and recall
values, with both metrics nearing 1.0, which demonstrates the
model’s strong capability in detecting these objects with mini-
mal errors. However, the “person” class exhibits slightly lower
precision and recall values than the other classes, suggesting
potential challenges in accurately detecting and distinguishing
humans within the dataset. The overall mean Average Precision
(mAP) at an Intersection over Union (IoU) threshold of 0.5
across all classes stands at 0.961, signifying an excellent

balance of high precision and recall. This elevated mAP value
indicates that the model is well-optimized for precise object
detection, ensuring reliable performance in identifying and
classifying the various objects analyzed in this study.

The Precision-Recall Curve (Fig. 10) illustrates the model’s
strong detection capabilities. However, lower precision for the
“person” class highlights challenges in distinguishing humans
in cluttered environments. Fine-tuning anchor box sizes or us-
ing hybrid feature extractors, as shown in [55], could enhance
performance.

Overall, the results validate the proposed marked object-
following algorithm, achieving reliable detection and collision
prevention in real-time scenarios. The high F1-scores across
classes (Fig. 11) and stable precision-recall metrics ensure
robust tracking. These findings demonstrate the algorithm’s
potential for deployment in assistive robotics and autonomous
systems. Future work could integrate multi-sensor fusion or ex-
plore adaptive learning strategies [54], [56] to further improve
robustness.

Fig. 11. F1-confidence curve.

As shown in the Fig. 11, the F1-scores for the different
classes maintain high values at moderate confidence levels,
with an overall peak of 0.95 for all classes at a confidence
threshold of 0.461. This indicates a strong balance between
precision (correctly identifying the object) and recall (detecting
most of the relevant objects) for each class. The curves for
each class follow a similar trend, with a sharp drop-off beyond
the optimal confidence threshold, suggesting that the model is
highly accurate up to a certain point, after which false positives
start to increase.

This curve illustrates how well the model can detect differ-
ent types of objects, meaning that the marked object-following
algorithm can track the designated person (represented by the
“person” class) and distinguish it from the other target classes,
which include the table and various markers. Accurate object
identification is ensured by maintaining a high F1-score across
these classes, which helps to prevent collisions and ensures
reliable human following.
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B. Implementation of Experimental Algorithms

Fig. 12. The circuit diagram for the basic robot.

Fig. 12 illustrates the experimental prototype configuration
used to test the marked object-following system. The circuit
diagram details the connections between a laptop or PC, an
Arduino Uno board, an L298N motor driver module, two 12V
DC motors, and a 12V battery. The laptop/PC establishes a
USB connection with the Arduino Uno, facilitating serial com-
munication for data exchange and control commands. The Ar-
duino Uno is linked to the L298N motor driver module, which
regulates the two 12V DC motors by adjusting their speed and
direction based on the signals received. The motors receive
power from the 12V battery, which is directly connected to the
L298N module, supplying the required voltage for operation.
This configuration enables precise motor control through the
Arduino, allowing commands from the PC to direct the motors
via the L298N driver, effectively simulating navigation and
following behaviors in response to target detection and distance
estimation algorithms.

During the Test 1 the robot’s ability to follow a sample
image held by a human in a simple environment. The robot
efficiently detects the target image and maintains a consistent
following distance, showcasing its tracking accuracy and re-
sponsiveness. The straightforward setup allows the robot to
smoothly follow the human, effectively illustrating its basic
operational capability and fundamental functionality in a con-
trolled, uncomplicated scenario.

Finally, during Test 2 the robot’s capability to follow
a human in a complex environment, effectively navigating
without causing disruptions. When the human passes near the
right green line, the robot seamlessly turns right, demonstrating
a prompt and accurate response without any delay or difficulty
in executing the turn. Similarly, when approaching the left
green line, the robot exhibits the same level of efficiency,
turning left without encountering any issues. This demonstrates
the robot’s robust decision-making and adaptability, ensuring
reliable marked object-following behavior even in challenging
environments.

V. CONCLUSION

The primary aim of this study was to develop algorithms
capable of accurately detecting and following a designated

marked object while estimating the distance between the user
and the system in real-time, utilizing the YOLOv8 model for
object detection. An obstacle avoidance was created using a
distance estimation algorithm with the pathfinding A* and
Tabu search algorithm. The model’s performance was evalu-
ated through key metrics, including the F1-score and Precision-
Recall. The F1-Confidence curve indicated a robust F1-score
of 0.95 for all classes at a confidence threshold of 0.461,
reflecting a well-balanced performance between precision and
recall, effectively minimizing false positives and false nega-
tives in detecting the target classes. Additionally, the Precision-
Recall curve showcased the effectiveness of the YOLOv8
model, achieving an overall mean Average Precision (mAP)
of 0.961 at an Intersection over Union (IoU) threshold of 0.5
for all classes. This high mAP value demonstrates the model’s
reliability in accurately identifying and tracking the target
classes while maintaining consistent detection performance.

The successful integration of a YOLO-based detection
model with a distance estimation, path finding algorithms
(A*) and Tabu Search highlights the system’s potential for
real-world applications. Although the system faces limita-
tions in handling visual disturbances and detecting objects
from side angles, it has produced promising results under
controlled conditions. The achieved F1-score and Precision-
Recall values underscore the model’s effectiveness, providing
a solid foundation for further enhancements and potential
applications in various environments. The distance estimation
algorithm and the path finding A* and Tabu search are crucial
for detecting potential collisions and obstacle avoidance with
marked objects, and the inclusion of an obstacle detection
feature could further mitigate collision risks.
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of non-stationary objects using intensity data in automotive LiDAR
SLAM,” *Sensors*, vol. 21, no. 20, p. 6781, 2021.

[19] W. Chung, H. Kim, Y. Yoo, C. B. Moon, and J. Park, “The detection
and following of human legs through inductive approaches for a mobile
robot with a single laser range finder,” *IEEE Transactions on Industrial
Electronics*, vol. 59, no. 8, pp. 3156–3166, 2011.

[20] E. J. Jung, J. H. Lee, B. J. Yi, J. Park, and S. T. Noh, “Development of
a laser-range-finder-based human tracking and control algorithm for a
marathoner service robot,” *IEEE/ASME Transactions on Mechatron-
ics*, vol. 19, no. 6, pp. 1963–1976, 2013.

[21] R. Mark2bri and M. T. Choi, “Deep-learning-based indoor human
following of mobile robot using color feature,” *Sensors*, vol. 20, no.
9, p. 2699, 2020.

[22] S. O. Adebola, *A Human Following Robot for Fall Detection*,
Master’s thesis, Middle Tennessee State University, 2019.

[23] M. Padhen, K. Shimpi, R. Thakur, and P. V. Sontakke, “Human detect-
ing robot based on computer vision–machine learning,” *International
Journal for Research in Applied Science and Engineering Technology*,
vol. 8, no. IX, 2020.

[24] S. P. Yong and Y. C. Yeong, “Human object detection in forest with deep
learning based on drone’s vision,” in *2018 4th International Conference
on Computer and Information Sciences (ICCOINS)*, 2018, pp. 1–5.

[25] A. U. Bokade and V. R. Ratnaparkhe, “Video surveillance robot control
using smartphone and Raspberry Pi,” in *2016 International Conference
on Communication and Signal Processing (ICCSP)*, 2016, pp. 2094–
2097.

[26] J. Zhang, G. Song, G. Qiao, T. Meng, and H. Sun, “An indoor security
system with a jumping robot as the surveillance terminal,” *IEEE
Transactions on Consumer Electronics*, vol. 57, no. 4, pp. 1774–1781,
2011.

[27] A. Imteaj, M. I. J. Chowdhury, M. Farshid, and A. R. Shahid, “RoboFI:
Autonomous path follower robot for human body detection and geolo-
calization for search and rescue missions using computer vision and
IoT,” in *2019 1st International Conference on Advances in Science,
Engineering and Robotics Technology (ICASERT)*, 2019, pp. 1–6.

[28] J. Jommuangbut and K. Sritrakulchai, “Development of the human fol-
lowing robot control system using HD webcam,” in *2018 International
Electrical Engineering Congress (iEECON)*, 2018, pp. 1–4.

[29] G. R. Poornima, J. L. Avinash, S. Palle, S. S. Kumar, K. S. Kumar, and
P. R. Prasad, “Image processing based human pursuing robot,” in *2020
International Conference on Recent Trends on Electronics, Information,
Communication & Technology (RTEICT)*, 2020, pp. 408–412.

[30] M. Sharikmaslat, R. Sidhaye, and A. Narkar, “Image processing based
human pursuing robot,” in *2019 3rd International Conference on
Electronics, Communication and Aerospace Technology (ICECA)*,
2019, pp. 702–704.

[31] M. S. Sefat, D. K. Sarker, and M. Shahjahan, “Design and implemen-
tation of a vision based intelligent object follower robot,” in *2014
9th International Forum on Strategic Technology (IFOST)*, 2014, pp.
425–428.

[32] M. N. A. Bakar and A. R. M. Saad, “A monocular vision-based specific
person detection system for mobile robot applications,” *Procedia
Engineering*, vol. 41, pp. 22–31, 2012.

[33] T. Inoue, Y. Okazaki, and K. Itoya, “Person following algorithm with
pixel-area addition method of thermal sensors for autonomous mobile
robots,” in *2024 10th International Conference on Control, Automation
and Robotics (ICCAR)*, 2024, pp. 77–82.

[34] G. Feng, X. Guo, and G. Wang, “Infrared motion sensing system for
human-following robots,” *Sensors and Actuators A: Physical*, vol.
185, pp. 1–7, 2012.
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Abstract—In tennis matches, the Hawk-eye system causes 

blurry trajectory judgment and low accuracy in player posture 

recognition due to rapid movement and complex backgrounds. 

Therefore, the research improves the backbone network and 

iterative attention feature fusion mechanism of deblur generative 

adversarial network version. At the same time, Ghost, Sandglass 

module, and coordinate attention mechanism are used to 

optimize the high-resolution network, and a new model for 

deblurring and pose recognition of Hawk-eye images in tennis 

matches is proposed by integrating the improved generative 

adversarial network and high-resolution network. The new 

model achieved an information entropy value of 11.2, a peak 

signal-to-noise ratio of 29.74 decibels, a structural similarity of 

0.89, a minimum parameter size of 4.53, and a running time of 

0.25 seconds on the tennis tracking dataset and the Max Planck 

Society human posture dataset, which was superior to current 

advanced models. The highest accuracy of deblurring and pose 

recognition for the model under different lighting intensities was 

92.44%, and the highest improvement rate of video frame quality 

was 18%. From this, the model has significant advantages in 

deblurring effect, posture recognition accuracy, parameter 

quantity, and running time, and has high practical application 

potential. It can provide an advanced theoretical reference for 

tennis match refereeing and technical training. 

Keywords—DeblurGANv2; HRNet; tennis; hawk-eye system; 

deblurring; pose recognition 

I. INTRODUCTION 

In tennis matches, the Hawk-eye system, as a high-
precision technology application, has been widely used in 
referee decision-making, motion analysis, and other fields 
worldwide. The Hawk-eye system captures image data within 
the field through multiple high-speed cameras and uses image 
processing algorithms for real-time calculation and analysis, 
providing judgments on whether the ball is within or outside 
the boundary. In addition, the movements of players in tennis 
matches are complex and have high spatiotemporal variations. 
Accurately capturing the players' motion posture is the key to 
improving the accuracy of Hawk-eye system judgment [1-2]. 
Pose recognition technology can accurately capture the 
movement information of athletes by analyzing their body 
position, movement trajectory, etc., providing a more precise 
player behavior model for the Hawkeye system and improving 
the reliability of judgment results. F. Meng et al. introduced a 
hybrid neural network to optimize target feature extraction and 
constructed a novel Hawk-eye detection model to improve the 
visual detection level of tennis in the sports industry. The 

model achieved a tennis motion tracking accuracy of 0.694 
under grayscale feature conditions, which was the highest 
among all testing methods [3]. Y. Zhao et al. proposed a 
lightweight tennis Hawk-eye detection scheme combining 
"You Only Look Once version 5" (YOLOv5) to address the 
inefficiency of traditional tennis detection algorithms. 
Compared with traditional methods, experimental results 
showed that this algorithm reduced model parameters by 42% 
and computational complexity by 44%, while improving 
detection accuracy by 2% [4]. Y. Yang et al. built a new tennis 
trajectory prediction method by combining artificial neural 
network detection algorithm and stereo vision. The experiment 
showed that this method had high reliability and robustness, 
effectively improving the prediction ability of tennis trajectory 
[5]. D Gao et al. built a deep learning driven small object 
automatic detection method to address the difficulty of small 
object detection in tennis videos. The experiment showed that 
this method performed well in the integrity, recognition 
accuracy, and detection speed [6]. Y. Ke et al. proposed an 
object detection algorithm on the basis of deep learning aimed 
at handling advanced visual tasks such as tennis. This 
algorithm combines prior knowledge of tennis impact areas. 
The experimental results showed that it could provide high 
detection accuracy and faster detection speed, effectively 
improving the accuracy and stability of tennis impact detection 
[7]. 

Generative Adversarial Networks (GANs) are powerful 
deep learning models that have shown great potential in tasks 
such as image generation, denoising, and deblurring [8]. Bian J 
et al. argued that detecting dense movements from fast-moving 
objects in sports videos remained challenging. To this end, a 
novel table tennis detection model by combining GAN and 
P2ANet was proposed. The model could achieve an average 
accuracy of 88.47% for the localization and recognition of 8 
types of table tennis movements, while improving the detection 
robustness [9]. Ghezelsefloo H R et al. proposed an auxiliary 
calibration model for Hawk-eye detection after improving the 
GAN algorithm to effectively reduce the error in Hawk-eye 
detection in sports events. The model had a success rate of 
92.17% in assisting correct judgments in 130 sports, and had 
significant practical value [10]. Peng X et al. constructed a 
video pose detection model for ball players by combining 
sensor image acquisition with GAN and Modbus. The 
performance of the model on Peak Signal-to-Noise Ratio 
(PSNR), Structural Similarity Index (SSIM) was about 4.5 and 
0.143 higher than other algorithms, respectively [11]. In 
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addition, High-Resolution Network (HRNet) is an excellent 
deep learning model that excels in processing detailed 
information in high-resolution images and is widely used in 
fields such as image segmentation, object detection, and pose 
recognition. Nguyen H C et al. proposed an automatic 
combined human pose estimation model by combining HRNet 
and YOLOv5 to improve the accuracy of human motion pose 
estimation. The processing time on a 3.3-megapixel dataset 
was 55FPS, and the highest accuracy of human keypoint 
detection was 98.24% [12]. Li Y combined HRNet to construct 
a monocular video motion capture method, which optimized it 
for human motion reconstruction problems such as floating, 
ground penetration, and sliding. This method achieved a good 
balance between accuracy and frame rate, and had significant 
detection advantages [13]. Fitzpatrick A et al. In order to 
strengthen the accuracy of the hawk-eye monitoring system 
under different serve and return strategies, the researchers 
proposed a hawk-eye-assisted detection model with 
multimodal data training and convolutional graph neural 
network processing. The experimental results show that the 
method achieves higher detection accuracy and greater stability 
for a variety of different serving and hitting motions [14].Ning 
T et al. In order to address the limitations of computer vision-
assisted table tennis ball detection, the researchers proposed a 
real-time computational method for determining the landing 
point of a table tennis ball. The experimental results showed 
that the method achieved a detection speed of 45.3 fps, and the 
key frame extraction method correctly recognized the landing 
point frames with an accuracy rate of more than 93.3% [15]. 

In summary, traditional Hawk-Eye systems mostly rely on 
classical deblurring algorithms, but these methods usually 
cannot effectively deal with fast motion and multi-angle 
shooting conditions, resulting in image distortion and 
inaccurate pose estimation. In addition, while existing pose 
recognition methods are able to achieve better results in static 
or slow scenes, they still exhibit large errors in dynamic tennis 
match scenarios, especially when players are moving fast. 
Although several approaches have been dedicated to solving 
this problem, existing solutions usually face certain limitations. 
For example, traditional algorithms are computationally 
inefficient when dealing with large-scale data and 
insufficiently adaptable when facing complex environments. In 
order to overcome these limitations, the study innovatively 
proposes a novel hawk-eye deblurring and pose recognition 
model for tennis matches, which incorporates the improved 
deblur generative adversarial network version 2 
(DeblurGANv2) and HRNet algorithms, respectively, and 
introduces a lightweight Mobilenetv2 backbone network, 
Ghost module and Sandglass module are introduced to improve 
the computational efficiency, and Iterative Attentionla Feature 
Fusion (IAFF) and Coordinate Attention (CA) mechanisms are 
adopted to enhance the feature extraction capability. Enhance 

the feature extraction ability, and at the same time significantly 
improve the processing speed and robustness of the algorithm, 
especially in the complex environment of the adaptability of 
the excellent performance. Among them, the improved 
deblurring technique of GAN can better handle blurred images 
under different motion states while ensuring image quality. 
Combined with the high-resolution feature of HRNet, the 
accuracy of pose recognition is further improved, especially in 
the capture of complex motion and action details. The research 
aims to significantly improve image clarity and pose 
recognition accuracy in dynamic scenes by combining these 
innovative designs, providing an effective solution for efficient 
and real-time tennis match Hawk-eye systems. This research is 
divided into four parts, the first part is the analysis and 
summary of others' research, the second part describes how the 
Hawk-Eye image deblurring algorithm for tennis matches and 
the tennis match stance recognition model were designed, 
respectively, while the third part tests the performance of the 
model, and the last part is the summary of the article. 

II. METHODS AND MATERIALS 

In response to the challenges of image blur and athlete pose 
recognition in tennis matches, this study first introduces IAFF 
based on DeblurGANv2 and uses Feature Pyramid Network 
(FPN) to achieve bidirectional fusion of multi-scale features. 
Secondly, based on HRNet, Ghost, Sandglass, CA mechanism, 
and Transformer-based object tracking module are sequentially 
introduced to propose a new Hawk-eye analysis model that 
integrates deblurring and pose recognition. 

A. Deblurring Algorithm for Hawk-eye Images in Tennis 

Matches Based on Improved GAN 

Image blur is one of the main issues affecting the accuracy 
of Hawk-eye system judgment, especially during the rapid 
movement of players and the high-speed flight of the ball [16-
17]. The traditional image degradation model mainly generates 
degraded images from the original image after degradation 
function and noise processing, while the restoration model 
restores clear images close to the original image by applying 
restoration functions to the degraded image. Image degradation 
is usually caused by factors such as motion blur and poor 
lighting [18-20]. Through this approach, a classic algorithm for 
image motion blur, DeblurGANv2, is introduced into the study. 
This algorithm efficiently removes motion blur through the 
improved GAN. Compared with traditional deblurring 
algorithms, DeblurGANv2 has adaptability to complex 
backgrounds and multi-scale feature extraction ability, which 
can more comprehensively restore image details and is suitable 
for dynamic motion scenes with large changes [21-23]. In 
order to adapt to tennis motion detection and improve 
universality, the structure of DeblurGANv2 is improved, and 
an improved DeblurGANv2 tennis match Hawk-eye image 
deblurring algorithm is proposed. The framework of this 
algorithm is shown in Fig. 1. 
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Fig. 1. Improved framework of the Hawk-eye image deblurring algorithm 

for tennis match in DeblurGANv2. 

In Fig. 1, the algorithm framework mainly has generator, 
discriminator, and attention mechanism modules, and includes 
specific operations such as convolution, upsampling, 
downsampling, feature fusion, stacked convolution, batch 
normalization, and ReLU activation. Firstly, the improved 
backbone network is used to downsample and extract five 
feature maps of different scales step by step, from C0 to C4. 
Then, these feature maps are generated using the top-down 
connection of the FPN, namely P0 to P4. Next, P0 to P4 
gradually perform bottom-up feature fusion to obtain feature 
maps, namely N0 to N4. Afterwards, N0 to N4 are fused with 
the original image to generate the final deblurred image. The 
generated image is then input into the discriminator along with 
the clear image to calculate the clarity probability of the 
generated image, in order to optimize the generator. Finally, 
the generator and discriminator are alternately trained and 
output after convolution, feature fusion layer, and ReLU 
activation. Compared with the improved DeblurGANv2, a 
bottom-up feature fusion branch is added, allowing low-level 
features to fully interact with high-level features. Specifically, 
the feature fusion path is designed through the bidirectional 
connection of FPN, which first performs top-down connection 
and then performs bottom-up fusion. The calculation formula is 
shown in Eq. (1). 

1 1 1( ) ( )i i iP Conv C Upsample P  
              (1) 

In equation (1), iP  represents the intermediate feature map 

fused from top to bottom. 
iC  represents feature maps of 

different scales extracted from the backbone network. 
1 1Conv 

 

signifies a 1×1 convolution operation. Upsample  represents 

upsampling operation. Next, iP  is subjected to bottom-up 

feature fusion to enhance the information transmission of cross 
layer features, as shown in Eq. (2). 

3 3 1( ) ( )i i iN Conv P Downsample N  
            (2) 

In Eq. (2), iN  represents the fused feature map. 

Downsample  represents downsampling operation. To further 

enhance the ability to focus on key regions, the improved 

algorithm adopts the IAFF mechanism. IAFF calculates 
attention weights through multiple iterations to focus on 
important regions in the image [24-26]. The calculation process 
is shown in Eq. (3). 

, ,

, , ma( ) ( )x

( )
T

t t t t t

IAFF

t t t
t t

t

F F Attention Q K V

Attent
Q K

ion Q K V Soft V
d

 







            (3) 

In Eq. (3), 
t

IAFFF  represents the fused feature map after the 

t -th iteration. tF  signifies the input feature of the t -th 

iteration.   represents the fusion coefficient. 
tQ , tK  and tV  

signify the query, key, and value matrices for the t -th iteration, 

respectively. d  represents the scaling factor, used to avoid 

excessive attention weights. In addition, to accelerate image 
deblurring processing, the improved algorithm uses 
Mobilenetv2 as the backbone network, replacing the traditional 
heavy convolutional network. Mobilenetv2 uses depthwise 
separable convolution, which contains two parts: depthwise 
convolution and pointwise convolution. The calculation 
formula is shown in Eq. (4) [27-29]. 

( ) ( ) ( )intDSConv x DepthwiseConv x Po wiseConv x 
(4) 

In Eq. (4), ( )DSConv x  represents a depthwise separable 

convolution operation. ( )DepthwiseConv x  represents 

convolution only in the spatial dimension. ( )intPo wiseConv x  

represents using 1×1 convolution to fuse features in the 
channel dimension. This convolution method significantly 
reduces the computational and parameter complexity, as shown 
in Eq. (5). 

tan2

1
DSConv S dardConvFLOPs FLOPs

k
 

               (5) 

In Eq. (5), k  signifies the size of the convolution kernel. In 

summary, the model generator and discriminator network 
structure of the improved DeblurGANv2 are shown in Fig. 2. 

Fig. 2 (a) displays the improved generator structure of 
DeblurGANv2, and Fig. 2(b) displays the improved 
discriminator structure of DeblurGANv2. In Fig. 2 (a), the 
generator includes multiple layers of feature extraction 
modules. Firstly, the main network performs downsampling to 
extract feature maps of different scales layer by layer. Then, 
FPN is used for multi-scale feature fusion, adopting a 
bidirectional connection design of top-down and bottom-up. In 
the feature map processing at each scale, convolutional layers, 
Batch Normalization (BN) layers, and ReLU activation 
functions are used to enhance feature extraction performance, 
and IAFF mechanism is adopted to highlight key regions. 
Finally, the fused feature map is upsampled and residual 
connected to reconstruct a blurred image. As shown in Fig. 2 
(b), the discriminator structure includes a series of 
convolutional layers, Leaky ReLU activation functions, and 
BN layers, which are used to extract high-level features of the 
input image. The discriminator adopts a layer by layer 
downsampling design, gradually compressing the image size 
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through multiple convolutional layers. Finally, the fully 
connected layer is applied to calculate the probability score 
between the generated image and the real clear image, to 
determine whether it is a real image. 

To further improve the restoration effect and image detail 
preservation ability of DeblurGANv2 in deblurring tasks. A 
mixed loss function is designed, including adversarial loss, 

perceptual loss, and image reconstruction loss. Firstly, the 
adversarial loss is used to optimize the game between the 
generator and discriminator, making the output image of the 
generator more realistic. Secondly, the perceptual loss is 
applied to measure the differences in high-level semantic 
features between generated images and real clear images, as 
shown in Fig. 3. 
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Fig. 2. Improved generator and discriminator structure for DeblurGANv2. 
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Fig. 3. Schematic diagram of perceptual loss. 

As shown in Fig. 3, the calculation of perceptual loss is 
achieved by introducing a pre-trained deep Convolutional 
Neural Network (CNN) to extract high-level features, and 
comparing the feature differences between the generated image 
and the real clear image at different convolutional layers. 
Specifically, the input blurred image is first deblurred by a 
generator to generate a restored image. Then, the generated 

image and the real clear image are input into a deep CNN, and 
feature maps are extracted through several layers of 
convolution. In these feature maps, the perceptual loss 

calculates the difference in 2L -norm between the generated 
image and the real image on each layer of the feature map, as 
shown in Eq. (6). 
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2

2
( ( )) ( )perc l l l

l

L G x y   
        (6) 

In Eq. (6), percL  represents perceptual loss, which is applied 

to measure the difference in high-level features between the 

generated image and the real image. 
l  signifies the weight 

coefficient. 
l  represents the feature mapping of the l -th layer 

of the deep CNN. ( )G x  represents the deblurred image output 

by the generator. y  represents the real and clear image. 
2
  

represents the 2L -norm. In order to capture more levels of 
semantic information, perceptual loss usually selects feature 
maps from multiple convolutional layers for calculation, and 
the comprehensive formula is shown in Eq. (7). 

2

, , , ,

1 1 1 1

1
( ( ( )) ( ) )

l l lH W CL

perc l h w c l h w c

l h w cl l l

L G x y
H W C

 
   

 
  

 
 

(7) 

In Eq. (7), L  represents the number of selected 

convolutional layers. 
lH , 

lW  and 
lC  respectively represent the 

height, width, and number of channels of the l -layer feature 

map. , ,( ( ))l h w cf G x  represents the feature values at position 

( , )h w  and channel c  in the l -layer feature map. , ,( )l h w cy  

signifies the feature value of the corresponding position of the 

real image in the l -th layer feature map. 

B. Construction of Tennis Match Pose Recognition Model 

Integrating Improved HRNet Algorithm 

After improving the DeblurGANv2 structure, the blurring 
effect of Hawk-eye monitoring images is effectively avoided. 
This research further focuses on the task of athlete posture 
recognition in tennis matches. Pose recognition is an important 
part of technical analysis in tennis matches, which is crucial for 
the standardization analysis of player movements, optimization 
of game strategies, and monitoring of potential rule violations 

[30-31]. However, the rapid changes in player movements, 
complex postures, and dynamic background interference in 
tennis matches make traditional posture recognition methods 
difficult to cope with [32-33]. To address these issues, the 
HRNet algorithm is combined with research. Compared with 
other advanced methods, it consistently maintains high-
resolution feature maps throughout the entire feature extraction 
process and fully utilizes multi-scale information through layer 
by layer fusion of multi-resolution features. In addition, 
targeted optimization and improvement are carried out on the 
basis of the standard HRNet architecture to make it more 
suitable for the scene requirements of tennis matches. The 
improved HRNet is displayed in Fig. 4. 

In Fig. 4, the improved HRNet has four stages, each stage 
achieving the extraction and fusion of multi-scale features 
through parallel resolution branches. The first stage uses 
standard convolution operations for preliminary feature 
extraction, generating high-resolution feature maps. In the 
second stage, while retaining high-resolution branches, low 
resolution branches are applied to capture deeper feature 
information through downsampling. In the third stage, more 
resolution branches are added to achieve multi-scale feature 
alignment and complementarity from high resolution to low 
resolution. In the fourth stage, a cross resolution feature fusion 
strategy is used to effectively combine feature information 
from different resolutions, generating a multi-scale feature map 
with global context awareness capability. Specifically, there 
are four major improvements. First, Ghost and Sandglass have 
been introduced to replace the Bottleneck and Basicblock 
modules in HRNet, reducing the running parameter. Second, 
the introduced CA enhances the feature extraction capability of 
the model. Third, the ability to enhance data has been 
improved through unbiased data augmentation methods. 
Fourth, the effectiveness of object detection is improved 
through a separate object tracking module. The target tracking 
module is shown in Fig. 5. 
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Fig. 4. Improved HRNet structure. 
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Fig. 5. Target tracking module diagram. 

As shown in Fig. 5, the target tracking module mainly 
includes three core parts: target detection, target association, 
and trajectory update, which are also key steps based on the 
Transformer target tracking algorithm. Firstly, the input video 
frames are processed by an object detection network to 
generate an initial detection box for the target, and key 
information such as the target category and confidence level is 
annotated. Subsequently, the target association module 
combines the appearance features of the target, such as color, 
texture, and motion features, such as speed and trajectory, to 
match the target in the current frame with the tracked target in 
the previous frame, ensuring the continuity and consistency of 
the trajectory. Among them, the target association module 
achieves matching by calculating the similarity matrix between 
targets, where the similarity comprehensively considers the 
appearance and motion features of the targets, as shown in Eq. 
(8). 

, cos ,( ) ( )ij i j i jS IoU B B f f    
              (8) 

In Eq. (8), ijS  represents the similarity score between target 

i  and target j .   and   both represent weight parameters. 

( ),i jIoU B B  represents the intersection over union ratio of the 

bounding boxes of target i  and target j . 
if  and jf  represent 

the appearance feature vectors of target i  and target j , 

respectively. os ,( )c i jf f  represents the cosine similarity 

between appearance feature vectors. After the association is 
completed, the trajectory update module uses Kalman filtering 
to dynamically estimate the position and velocity of the target, 
in order to smooth the tracking results, as displayed in Eq. (9). 
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             (9) 

In Eq. (9), tx  and 
1tx 

 represent the target state variables 

at the current time and the previous time, respectively. F  

represents the state transition matrix. 
tr  represents the 

observation vector at the current time. R  represents the 

observation model matrix. E  represents the Kalman gain. 
1tP

 

represents the covariance matrix of the previous time state.   

represents the covariance matrix of observed noise. In addition, 
improving the CA mechanism in the HRNet encodes the global 
directional information of the input feature map, and then 
generates a weight distribution through embedding coordinate 
information. Finally, the feature map is adjusted using 
weighting, as displayed in Eq. (10). 
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    (10) 

In Eq. (10), 
h

cz  and 
w

cz  represent the global information 

encoding of feature map X  in the height and width directions, 

respectively. ( , , )X i j c  represents the feature values of the 

input feature map at position ( , )i j  and channel c . 
cf  

represents the generated channel weight.   represents the 

activation function. ( , , )Y i j c  represents the output feature 

map. 1 1

hConv   and 1 1

wConv   represent 1×1 convolution 

operations in the height and width directions, respectively. 
Regarding the original Bottleneck and Basicblock modules in 
HRNet, Ghost and CA modules are respectively integrated for 
optimization. The schematic diagram of the optimized 
Bottleneck and Basicblock modules is shown in Fig. 6. 

Fig. 6 (a) displays the Bottleneck module structure before 
and after optimization. Fig. 6 (a) shows the Basicblock module 
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structure before and after optimization. As shown in Fig. 6 (a), 
the two 1×1 convolutions and 3×3 convolutions in the original 
module have been replaced by the Ghost module, which 
efficiently reduces feature redundancy by generating primary 
and auxiliary features. In addition, CA modules are inserted 
between Ghost modules. By modeling the interaction between 
space and channels, the model's ability to express features of 
the target area has been enhanced. In Fig. 6 (b), the structure 
originally composed of two stacked 3×3 convolutions has been 

replaced with a lightweight convolution combination 
implemented by the Sandglass module. The Sandglass module 
significantly reduces the number of parameters and 
computational complexity while retaining feature information. 
At this point, the calculation formula for Ghost in Bottleneck is 
shown in Eq. (11). 

( ( ) ),m m aY Concat X W X W W   
       (11) 

Conv3×3 Conv3×3 Conv3×3

Sandglass CA Sandglass

Optimize

(b) Basicblock module optimization

Conv1×1 Conv3×3 Conv1×1

Ghost1×1 CA Ghost1×1

Optimize

(a) Bottleneck module optimization

 

Fig. 6. Schematic diagram of Bottleneck and Basicblock modules before and after optimization. 

In Eq. (11), 
mW  and 

aW  represent the convolution kernel 

parameters of the main feature and auxiliary feature, 
respectively. The Sandglass in Basicblock is shown in Eq. (12). 

( ( int ( )))Y X DepthwiseConv Po wiseConv X 
(12) 

In Eq. (12), _)int (Po wiseConv  represents a 1×1 point 

convolution. (_)DepthwiseConv  represents deep convolution. 

Based on the improvement of HRNet structure and the 
comprehensive improvement of DeblurGANv2, a new tennis 
match Hawk-eye deblurring and pose recognition model is 
proposed. The process is shown in Fig. 7. 

Start Real-time data collection Feature extraction 

and fusion
IAFF Mobilenrtv2 Confrontation training

GhostSandglassEnd Attitude estimation CATransformer
 

Fig. 7. New model flow of Hawk-eye deblurring and pose recognition in tennis match. 

As shown in Fig. 7, firstly, the improved DeblurGANv2 is 
used for multi-scale feature extraction and fusion of blurred 
images. The IAFF mechanism is introduced to focus on key 
regions, and the Mobilenetv2 backbone network is taken to 
reduce computational overhead. The generator is optimized 
through adversarial training to generate high-quality and clear 
images. Subsequently, based on the improved HRNet for pose 
recognition, Ghost and Sandglass modules are introduced to 
replace the original Bottleneck and Basicblock modules to 
reduce the number of parameters, while combining CA 
mechanism to enhance the feature expression of key regions. 
Finally, through object detection and Transformer-based object 
tracking modules, target association and trajectory updates are 
achieved, outputting clear images, pose keypoints, and motion 
trajectories. 

III. RESULTS 

The study first establishes an experimental environment 
and conducts hyperparameter tuning, with deblurring effect 
and pose recognition accuracy as the core indicators for testing. 
The experiment covers two classic datasets and conducts 
ablation testing, comparative testing, and multi-scenario 
experiments on lighting, number of people, etc., to verify the 
robustness and adaptability of the model. Compared with 
multiple advanced models, the proposed model has achieved 
good results, especially showing significant advantages in 
parameter quantity and inference time. In complex lighting and 
multi-target scenes, the proposed model also demonstrates 
excellent performance and practical application potential. 
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A. Performance Testing of Hawk-eye Deblurring and Pose 

Recognition Model in New Tennis Matches 

The study selects two classic public datasets as data 
sources, namely the Tennis Tracking Dataset (TTD) and the 
Max Planck Institute for Informatics Human Pose Dataset 
(MPII). Among them, TTD is a dataset focused on tennis 
match analysis, which includes key point annotations of 
players such as head, shoulder, elbow, knee and other joint 
points, tennis trajectories, as well as action annotations on the 
court such as serving, returning, running, etc. The MPII dataset 
is a high-quality dataset focused on human pose estimation, 
containing 25000 images covering over 40000 human 
instances. The images in this dataset are from real-life 
scenarios and provide rich annotations for 16 joint points, 
including head, shoulders, elbows, knees, etc. The detailed 
experimental environment parameters are displayed in Table I. 

TABLE I.  EXPERIMENTAL PARAMETER TABLE 

Experimental equipment Value 

CPU AMD Ryzen 9 5950X 

GPU NVIDIA RTX 4090 

Memory 64GB DDR5 

Graphics Memory 24GB GDDR6X 

Development Environment Ubuntu 20.04, Python 3.9 

Programming Tools PyTorch 1.10 

Initialize learning rate 0.0005 

Learning rate batch size 64 

Momentum parameters 0.95 

Training period 200 epochs 

The study first conducts value selection tests on the feature 
fusion coefficients in the deblurring stage and the 
convolutional kernel layers in the pose recognition stage, to 
achieve the optimal state and facilitate subsequent testing. 
Taking information entropy as an indicator, Fig. 8 displays the 
test results. 
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Fig. 8. Hyperparameter selection test result. 

Fig. 8 (a) shows the selection test of different feature fusion 
coefficients in the TDD dataset, and Fig. 8 (b) shows the 
selection test of different convolutional kernel layers in the 
MPII dataset. According to Fig. 8 (a), when the fusion 
coefficient was 0.75, the information entropy grew the fastest 
and tended to stabilize at a sample size of 200, reaching a 
maximum value of 10.8. When the fusion coefficients were 
0.25 and 0.50, the information entropy tended to stabilize at 
250 samples, with values of 10.1 and 9.5, respectively. Overall, 
a fusion coefficient of 0.75 can significantly improve the 
deblurring effect. In Fig. 8 (b), with the increase of sample 
size, the information entropy gradually increased. When the 
number of convolutional kernel layers was 45, the information 
entropy reached its maximum value of 11.2 at a sample size of 
200 and tended to stabilize. When the number of convolutional 
kernel layers was 30, the information entropy tended to 
stabilize at 250 samples, reaching 10.8. When the number of 
convolutional kernel layers was 15, it increased to 330 samples 
to reach a stable state, with an information entropy value of 
10.0. In summary, when the fusion coefficient was 0.75 and the 
number of convolutional kernels was 45, the deblurring effect 
of the model was optimal. The study conducts ablation testing 
on the final model using the Mean Average Precision (mAP) of 
keypoint detection as the indicator, as presented in Fig. 9. 
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Fig. 9. Ablation test results. 

Fig. 9 (a) displays the ablation test results on the TTD 
dataset, and Fig. 9 (b) displays the ablation test results on the 
MPII dataset. As shown in Fig. 9 (a), the mAP value of the 
basic model DeblurGANv2 fluctuated significantly during the 
iteration process, stabilizing at around 80.18%. After adding 
HRNet, the model performance improved and mAP remained 
stable at around 85.37%. After further improving 
DeblurGANv2 and introducing improved HRNet, the mAP 
value increased to around 88.74%, demonstrating better 
stability. The improved DeblurGANv2 and improved HRNet 
models were ultimately integrated, with mAP values reaching 
the highest level. It stabilized at around 92.48%, with minimal 
fluctuations throughout the entire iteration process, 
demonstrating the best deblurring and pose recognition 
performance. According to Fig. 9 (b), the mAP value of the 
basic model DeblurGANv2 fluctuated greatly and remained 
stable at around 78.77%. After joining HRNet, mAP increased 
to 83.21%. The improved DeblurGANv2 and HRNet models 
showed improvements in both stability and accuracy. The final 
integrated improved model performed the best, with mAP 
values stable above 90.49% and minimal fluctuations, 
demonstrating the strongest robustness and consistency. Other 
advanced deblurring and pose detection models are introduced 

for comparison. For example, Scale-Recurrent Network (SRN), 
Multi-Stage Progressive Restoration Network (MPRNet), Deep 
Blind Generative Adversarial Network (DBGAN), High-
Resolution Transformer (HRFormer), Pose Estimation 
Network (PoseNet), and Dynamic Encoder for Keypoint 
Regression (DEKR) are used for comparison. The test results 
are shown in Table II, using PSNR, SSIM, parameter count, 
and runtime as indicators. 

TABLE II.  INDEX TEST RESULTS OF DIFFERENT MODELS 

Model 
PSNR 

(dB) 
SSIM 

Parameter 

quantity (M) 

Running 

time (s) 

SRN 30.05 0.91 6.82 4.35 

MPRNet 29.56 0.88 20.63 1.17 

DBGAN 28.87 0.87 15.58 0.95 

HRFormer 29.85 0.96 25.41 0.66 

PoseNet 27.92 0.85 12.74 0.75 

DEKR 28.51 0.86 18.88 0.58 

Our model 29.74 0.89 4.53 0.25 

According to Table II, the model exhibited good 
comprehensive performance. In terms of PSNR index, the 
proposed model achieved 29.74dB, which was close to SRN 
and HRFormer and better than most comparative models. 
SSIM was 0.89, slightly lower than HRFormer's 0.96, but still 
stable. The most significant advantage lies in the parameter 
count and running time. The parameter count of the proposed 
model was only 4.53M, significantly lower than MPRNet's 
20.63M and HRFormer's 25.41M. The inference time was 
0.25, which was 78%-94% faster than SRN and MPRNet. This 
indicates that the model has high efficiency while balancing 
effectiveness, making it very suitable for real-time image 
processing tasks. 

B. Simulation Testing of Hawk-eye Deblurring and Pose 

Recognition Model for New Tennis Matches 

To verify the practical application effect of the new model, 
two sets of photos are randomly selected from two types of 
datasets for testing the deblurring and pose estimation effects 
of different models, as presented in Fig. 10. 

(b) MPRNet (c) DBGAN (d) Our model(a) SRN

(f) PoseNet (g) DEKR (h) Our model(e) HRFormer
 

Fig. 10. Comparison of deblurring and pose recognition effect of different models. 
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Fig. 10 (a)-(d) show the actual comparison results of 
deblurring applications between SRN, MPRNet, DBGAN, and 
the proposed model. Fig. 10 (e)-(f) show the comparison 
results of pose recognition applications between HRFormer, 
PoseNet, DEKR, and the proposed model. From Fig. 10 (a), 
SRN and MPRNet had similar deblurring effects, but SRN's 
restoration details were slightly insufficient, while MPRNet 
had slight artifacts in the texture part. The DBGAN model 
performed poorly in handling high dynamic blur, with obvious 
edge blurring. In contrast, the model performed the best, with 
clear image details, better overall restoration performance than 
other models, and more natural texture parts. From Fig. 10 (b), 
the HRFormer and DEKR models could effectively detect the 
key points of tennis players. However, the HRFormer model 
was susceptible to interference in complex backgrounds, and 
the PoseNet model may miss detection, especially in inaccurate 
recognition during rapid limb movement. The model can 
accurately identify all key points and has strong robustness to 
complex poses and motion blur, demonstrating higher 
recognition accuracy. The performance of the model under 
different lighting conditions is tested using video frame quality 
improvement rate and fuzzy image recognition rate as 
indicators. The results are shown in Fig. 11. 

Fig. 11 (a) shows the video frame quality improvement rate 
test results of four models, and Fig. 11 (b) shows the fuzzy 
image recognition rate test results of the four models. 
According to Fig. 11 (a), SRN and MPRNet exhibited 
relatively stable performance under weak and normal light 
conditions, with improvement rates ranging from 10% to 12%. 
However, in strong and ultra strong light environments, the 
effectiveness of DBGAN and SRN significantly decreased. In 
contrast, the model showed good improvement rates under 
various lighting conditions, especially in strong and ultra 
strong light environments, with a video frame quality 
improvement rate of 16%-18%, indicating that it could still 
effectively deblur under severe lighting changes. According to 
Fig. 11 (b), the recognition rates of HRFormer and PoseNet 
were relatively high under weak light and normal light, stable 
between 80.73%-85.46%, respectively. However, the 
recognition rate of DEKR fluctuated greatly in strong and ultra 
strong light environments. In contrast, the model maintained a 
high recognition rate under all lighting conditions, especially in 
ultra strong light environments, with a recognition rate of up to 
92.44%, which was significantly better than other models. 
Overall, the model demonstrates stronger robustness and 
stability in deblurring and pose recognition tasks, and has 
superior adaptability to changes in lighting conditions. The 
research tests the accuracy of model deblurring and pose 
recognition in multi-player scenarios, and the results are shown 
in Fig. 12. 
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Fig. 11. Test results of video frame quality improvement rate and fuzzy 

image recognition rate in different modes. 
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Fig. 12. Results of model deblurring and pose recognition accuracy under 

different numbers of people. 

Fig. 12 (a) displays the deblurring accuracy and time for 
different models on the TTD dataset, and Fig. 12 (b) displays 
the pose recognition accuracy and time for different models on 
the MPII dataset. From Fig. 12 (a), SRN and MPRNet had 
higher AP values in the 2-person scenario, reaching 90.08% 
and 88.84% respectively. However, as the number of people 
increased, the AP values gradually decreased, especially in the 
10 person scenario, dropping below 80.96%. The performance 
of DBGAN in multi-player scenarios was relatively unstable, 
with large fluctuations in accuracy and longer inference time. 
In contrast, the model proposed maintained a high AP value of 
85.17%-92.38% for all participants, and had the shortest 
inference time, stabilizing at around 20ms, demonstrating good 
real-time performance and accuracy. As shown in Fig. 12 (b), 
HRFormer and PoseNet exhibited high AP values of over 
90.02% in both 2-person and 4-person scenarios, but their 
accuracy significantly decreased in the 10-person scenario. The 
recognition accuracy and time performance of DEKR in multi-
target scenes were unstable and exhibit significant fluctuations. 
In contrast, the posture recognition accuracy of the model 
remained stable under different numbers of people, with AP 
values consistently above 88.74% and inference time 
controlled at around 30 ms, significantly better than other 
models. Four types of pose recognition models are tested using 

tracking error, target overlap rate, and decision accuracy as 
indicators, as displayed in Table III. 

TABLE III.  POSE RECOGNITION TEST RESULTS OF DIFFERENT MODELS 

Data 

set 
Model 

Tracking 

error/% 

Overlap 

rate/% 

Decision 

accuracy/% 

TTD 

HRForm

er 
6.83 78.57 88.92 

PoseNet 8.93 75.23 85.37 

DEKR 7.62 77.19 87.13 

Our 

model 
5.27 82.35 92.53 

MPII 

HRForm
er 

7.12 79.83 89.21 

PoseNet 9.27 74.67 84.71 

DEKR 8.03 76.32 86.83 

Our 
model 

5.31 81.93 93.07 

According to Table III, the tracking error of the proposed 
model on the TTD dataset was 5.27%, significantly lower than 
HRFormer's 6.83% and PoseNet's 8.93%. The overlap rate was 
82.35%, which was about 5%-7% higher than other models. 
The decision accuracy was 92.53%, significantly better than 
DEKR's 87.13%. On the MPII dataset, the tracking error of the 
proposed model was 5.31%, which performed the best. The 
overlap rate was 81.93%, slightly higher than DEKR's 76.32%. 
The decision-making accuracy was the highest, at 93.07%, 
which was significantly improved compared with HRFormer. 
The above data shows that the model exhibits superior 
performance and robustness in all indicators. 

IV. CONCLUSION 

In tennis matches, image blur and pose recognition errors 
are the main issues affecting the accuracy of the Hawkeye 
system. To address this challenge, the research improved 
DeblurGANv2 and HRNet, proposing a novel tennis game 
image deblurring and pose recognition model. When the fusion 
coefficient was 0.75 and the number of convolutional kernels 
was 45, the deblurring effect of the model was optimal, 
achieving an information entropy value of 11.2. At the same 
time, after sequentially improving DeblurGANv2 and HRNet, 
the mAP value of the combined model reached 92.48%, 
indicating that the improvement and fusion of each module in 
the study were effective. Compared with other deblurring and 
pose recognition models, this new model had a PSNR of up to 
29.74dB, SSIM of up to 0.89, minimum parameter size of 4.53, 
and shortest running time of 0.25s, which was 78%-94% faster 
than SRN and MPRNet. Under different lighting intensities, 
the proposed model had strong robustness to complex poses 
and motion blur, showing a recognition accuracy of up to 
92.44% and a video frame quality improvement rate of 16% -
18%. In a multi-person scenario, the model had the highest 
recognition AP value of 92.38%, and the shortest stable 
inference time was around 20ms. The lowest pose recognition 
tracking error was 5.27%. Although the overlap rate was higher 
than other models, the decision accuracy was 92.53%, far 
exceeding other methods. In summary, the model has 
significant advantages in both processing effectiveness and 
efficiency. However, the performance of the model still 
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fluctuates to some extent under extreme lighting conditions, 
such as ultra-low light or severe lighting environments. Future 
research will further optimize the robustness of the model and 
explore methods that combine multi-modal data to enhance its 
adaptability and generalizability in practical applications. 
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Abstract—Numerous systems have to provide the highest level 

of performance feasible to their users due to the present 

accessibility of enormous datasets and scalability needs. Efficiency 

in big data is measurable in terms of the speed at which queries 

are executed physically. It is too demanding on big data for queries 

to be executed on time to satisfy users' needs. The query optimizer, 

one of the critical parts of big data that selects the best query 

execution plan and subsequently influences the query execution 

duration, is the primary focus of this research. Therefore, a well-

designed query enables the user to obtain results in the required 

time and enhances the credibility of the associated application. 

This research suggested an enhanced query optimizing method for 

big data (BD) utilizing the ICSSOA-ESFOA algorithm (Improved 

Chaos Sparrow Search Optimization Algorithm- Enhanced Sun 

Flower Optimization algorithm) with HDFS Map Reduce to avoid 

the challenges associated with the optimization of queries. The 

essential features are extracted by employing the ResNet50V2 

approach. Effective data arrangement is necessary for making 

sense of large and complex datasets. For this purpose, we ensemble 

Density-Based Spatial Clustering of Applications with Noise 

(DBSCAN) and Improved Spectral Clustering (ISC). The 

experimental findings demonstrate a significant benefit of the 

proposed strategy over the present optimization of the queries 

paradigm, and the proposed approach obtains less execution time 

and memory consumption. The experimental results show that the 

proposed strategy significantly outperforms the current 

optimization paradigm, reaching 99.5% accuracy, 29.4 seconds of 

execution time, and 450 MB less memory use. 

Keywords—Big data (BD); query optimization; Improved Chaos 

Sparrow Search Optimization Algorithm (ICSSOA); Enhanced Sun 

Flower Optimization Algorithm (ESOA); ResNet50V2; DBSCAN 

I. INTRODUCTION 

Big data empowers businesses to make informed decisions 
and take appropriate action by allowing them to examine 
enormous data in volume, variety, and velocity [1]. Big data can 
be stored and queried using a variety of databases and data 
structures: Relational databases are employed for read-
intensive analytic queries; Internet transaction processor 
platforms are utilized for faster uploads and reliability; NoSQL 
storage systems are used for handling massive volumes of data 
[2, 3]. Different data stores have been created and constructed 
for various purposes and the best results. SQL databases are 
effective at storing and processing structured data, but their 

efficiency suffers from read-intensive queries. Similarly to how 
NoSQL storage systems are tailored to deal with unstructured 
data, columnar databases are utilized for the analytic processing 
of queries [4-6]. 

The information that has been processed is kept in several 
databases so that analysts can use it. Performance optimization 
and various data structures are crucial for applications that use 
a lot of data [7, 8]. Building scalable and effective data pipelines 
is a significant difficulty. These data pipelines, which are vital 
to the functionality of the applications, are optimized and 
maintained by data engineers [9]. Researchers and data 
scientists utilize the data warehouse to analyze, evolve, and 
load the data for their research projects. The enhancement of 
query efficiency and extra complexity brought on by the 
various data models employed in these databases present 
ongoing challenges for big data platforms that use these 
databases [10-12]. 

The many Operation SITE Allocation (OSA) strategies to 
execute the query are born from the advancement of query 
optimization. OSA problems are sought after to improve query 
execution plans in terms of system throughput or response 
times [13]. The query optimizer's three main parts are "Cost 
Model," "Search Space," and "Search Strategy." Designing the 
various cost coefficients and the objective function is the 
responsibility of the cost model. A variety of different query 
execution strategies are represented by the search space [14, 
15]. The search method is also used to probe the search space 
to find the most promising query execution technique. 

Previously, deterministic optimization methods and a 
variety of databases were used for query optimization. Only 
basic CDSS queries are a good fit for deterministic algorithms 
[16-18]. Nature Inspired Computing (NIC) has tremendous 
prospects for computational intelligence and is now being 
applied to address CDSS query optimization concerns. There is 
a long list of NIC computing techniques, some of which depend 
on the genetics of animals, insects, birds, and people, as well as 
on music and water [19]. The most admired NICs include 
Artificial Bee Colony, Cuckoo Search, Ant Colony 
Optimization, Grey Wolf Algorithm, and Genetic Algorithm. 
After reviewing the literature on query optimization, it was 
discovered that distributed CDSS queries had received a lack of 
attention. To speed up the data retrieval, a creative query 
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optimizer is required. The suggested query optimizer helps 
identify an ideal query execution plan that reduces the overall 
consumption of I/O, computing, and communication resources 
[20]. 

The increasing scale and complexity of big data have made 
query optimization a critical challenge. Existing methods often 
struggle with several limitations, including high computational 
cost, slow convergence, and inefficiency when handling large, 
distributed datasets. Many traditional techniques are also 
unable to address data skew effectively, ensure quick response 
times, or optimize query execution under heavy query loads. 
These shortcomings highlight the need for a more efficient 
approach to query optimization that can scale with growing data 
volumes and provide faster, more resource-efficient execution 
in modern big data environments. To address these challenges, 
we propose an enhanced query optimization method that 
significantly improves execution time and reduces memory 
consumption, making it better suited for the demands of today's 
data-driven applications. 

To tackle the issue mentioned above, we introduced a novel 
approach to big data arrangement and feature extraction. This 
reduces the execution time, retrieval time, and memory usage. 
Compared with existing methods, the proposed approach 
performs better. 

A. Research Contribution 

The key objectives of this research are as follows: 

 Initially, we employed a secure hash algorithm in 
preprocessing to find the hash value. Then, centered on 
the HV, the map reduction process is executed. 

 After the removal of repeated data, the essential features 
are extracted by employing ResNet50V2. 

 Entropy values are inputted to the deep adaptive hybrid 
clustering algorithm DBSCAN and spectral clustering 
for the big data arrangement. 

 Finally, the query is optimized with the help of the 
ensemble Improved Chaos Sparrow Search 
Optimization algorithm (ICSSOA) and Enhanced Sun 
Flower Optimization algorithm (ESFOA). 

The following part of the article is structured as follows. 
The existing prior works are briefly described in Section II. The 
proposed strategy is described in detail in Section III. The 
suggested method is extensively simulated in Section IV. 
Section V provides the conclusion. 

II. RELATED WORKS 

Some existing prior works related to significant data query 
optimization are analyzed in this section. 

An improved query optimizer known as CDSS was 
modelled by Sharma et al. [21] using a hybridization firefly-
genetic algorithm (GA) on a constrained divergence 
environment (RDFG_CDQO). This CDSS was created with the 
goal of achieving the best query execution plan possible to 
reduce processing, input-output, and interaction demands when 
running CDSS queries. The controlled GA's slower 
convergence difficulty would be cautiously defeated by the 

enhanced utilization of the CDSS technique, achieving 
significant variance in "2" successive generations. The CDSS 
optimizer could not solve the QO issues. For the query 
retrieving rate, Lekshmi et al. [22] presented the Top-k Query 
Multi-Keyword Threshold method (Top-k QMKST). The query 
and many keywords are primarily divided, and B+ tree indexing 
was used to execute the data index. Response time and spatial 
complexity were both decreased by employing Top-k QMKST. 
The Kullback Leibler Divergence also uses the index list of 
terms to determine a score value. The results of the 
experimental study show that the suggested technique performs 
better. 

For the skewed-ranging queries, Wei Ge et al. [23] 
suggested a method known as correlation-aware partitions. In 
the form of a geometrical curve-fitting problem, it introduced a 
problem known as partitioning optimization on continuously 
correlated data. The boundaries of the range query must be used 
to partition data optimally. The boundary for the range was 
utilized in this case to incorporate the best partitions and 
significantly reduce the computational cost compared to the 
standard dynamic programming. When compared to the global 
one, the local one performed better instead of attempting to 
increase effectiveness. 

Sinha et al. [24] proposed an approach for distributed 
datasets by combining the genetic algorithm (GA) and the k-
means clustering method. The suggested strategy is divided into 
two phases; in the initial stage, parallel GA is performed to data 
chunks spread across many machines. GA takes into account 
the covariance among the data sets and offers an improved 
summary of the original information. Phase 2 applies K-means 
with K-means++ initialization on the intermediate output to 
produce the outcome. 

Ansari et al. [25] suggested a parallel variant of the 
conventional K-means algorithm for use in the Hadoop 
distributed environment. The results of the experiments 
demonstrate that the suggested K-means algorithm operates 
better than conventional K-means when clustering a significant 
volume of datasets. Compared to current methods, the 
suggested approach produces better results. 

A. Research Gap 

Existing query optimization techniques, including Top-k 
QMKST (Lekshmi et al. [22]) and the CDSS optimizer (Sharma 
et al. [21]), concentrate on increasing query execution 
efficiency but struggle to handle dynamic or large-scale 
datasets. Top-k QMKST speeds up response times but might 
not be able to handle high-dimensional data effectively, and the 
CDSS optimizer enhances convergence but has trouble 
optimizing query retrieval rates. Other methods that deal with 
partitioning and data summarization, including correlation-
aware partitions (Wei Ge et al. [23]) and the integration of 
evolutionary algorithms with K-means clustering (Sinha et al. 
[24]), do not sufficiently improve query execution in distributed 
systems with big datasets. Furthermore, the parallel K-means 
approach of Ansari et al. [25] enhances clustering but ignores 
memory usage and query execution time. By using 
ResNet50V2 for feature extraction, the ICSSOA-ESFOA 
method for improved query optimization, and DBSCAN and 
ISC in combination for efficient data arrangement, our 
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proposed work seeks to close these gaps. By addressing the 
shortcomings of current techniques, our strategy guarantees 
quicker query execution, better memory management, and 
increased scalability in significant data contexts. 

III. PROPOSED METHODOLOGY 

In order to handle and store BD, which is extremely large in 
volume and contains numerous data models, organizations 

maintain various databases. For business purposes, it is 
essential to query and analyze BD for insight. In this study, the 
ICSSOA-ESOA algorithm and the HDFS map-reduce approach 
were used to improve the query optimizer procedure in BD. 

 

Fig. 1. Proposed methodology architecture diagram. 

To extract the essential features from a big dataset, we 
employed ResNet50V2. Then, the big data are arranged with 
the help of an ensemble DBSCAN approach and an improved 
spectral clustering approach. The proposed approach is 
analyzed and evaluated by using four benchmark datasets. The 
overall framework of the proposed approach is shown in Fig. 1. 

A. Problem Statement 

The number of datasets that need to be evaluated is 
increasing, necessitating several databases to store the 
preprocessed data in various information formats. Several 
methods, like materialized views and data cubes, can decrease 
query latency but necessitate significant computation and 
preparation. In order to deliver estimated results with error 
bounds, approximate query processing (AQP) was 
implemented. Nowadays, the majority of AQP models only 
support one database. The suggested AQP model supports 
heterogeneous databases with various data models by keeping 
up-to-date samples in a single database. Any database can be 
used to conduct the SQL query. The query optimizer chooses 
the samples automatically and provides users with 
approximations of the results. For this purpose, we introduced 
a novel approach for query optimization. 

B. Preprocessing 

The pre-processing of the input data was carried out during 
this phase. First, it uses the Secure Hash Algorithm (SHA-3) to 
determine the HV for every bit of data. Then, using HDFS, the 
MR process is carried out using the HV as its focal point. The 
subsections below explain the SHA-3 and HDFS processes. 
The SHA-3 algorithm is specified for a digest length d with a 
value of 224, 256, 384, or 512 and a message M with two bits 
"01" inserted at the conclusion, such that𝑆𝐻𝐴 − 𝑑(𝑀) =
𝐾𝐸𝐶𝐶𝐴𝐾(𝑐)(𝑀||01, 𝑑), while SHA3 and KECCAK are 
functions, M is the input string to the SHA-3 method. 

1) The SHA‑3 algorithm is utilized to find the hash value of 

big data: Utilizing permutation functions, the SHA-3 method, 

also referred to as the Keccak algorithm, was created. Keccak 

performs encryption well and has a high degree of attack 

resistance. SHA-3 is safer than earlier iterations like SHA-1 and 

SHA-2. The SHA-3 method can provide multiple fixed-bit hash 

values for different input bits. The outcome of this research is a 

256-bit hash value. 

2) Map and reduce: The two most crucial MapReduce 

processes are the "Map and Reduce" operations. The Apache 
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Foundation created the distributed system infrastructure known 

as Hadoop. Users can fully leverage the platform's massive data 

storage and quick computation capabilities by developing 

distributed applications without familiarity with the 

architecture's inner workings. Hadoop implements a distributed 

file system called HDFS. Although HDFS requires the usage of 

costly hardware, it provides good features and strong fault 

tolerance. Additionally, it offers a fast interface for accessing 

application data, making it appropriate for programs with big 

data sets. HDFS lowers the file system's restrictions for 

accessing the data in stream form. HDFS and Map Reduce are 

the two main components of the Hadoop system. Massive data 

storage is primarily provided by HDFS, and distributed 

computing functions are supplied by Map Reduce. The simple 

description of Hadoop's data processing is that the Hadoop 

cluster analyzed the data to produce its outcomes. In Fig. 2, the 

method of processing flow is depicted. 

 

Fig. 2. Framework of map and reduce. 

HDFS and MapReduce are the two main parts of Hadoop, 
as shown in Fig. 3. The storage of enormous amounts of data is 
the responsibility of HDFS, and the processing of massive 
amounts of data is a function of MapReduce. Another two 
crucial parts of Hadoop are the distributed database system 
Hbase and the data warehouse tool Hive. Records are kept in a 
Hadoop cluster using the HDFS. The HDFS interface resembles 
a straightforward hierarchical file system with straightforward 
operations like adding, deleting, moving, and more. However, 
the HDFS files are broken up into data blocks based on specific 
requirements, and then a massive number of data blocks are 
distributed over numerous slave nodes. It departs significantly 
from conventional storage structures at this point. The user 
typically chooses the number of data blocks to put and the 
dimension of each separated data block. 

MapReduce, which includes Job Trackers and Task 
Trackers, is DFS's top layer. Massive files are partitioned into 
equal sections by default on HDFS. This default value is set at 
64 M in the HDFS overview document. The data file 1 has been 
separated into three portions and placed in three distinct 
machines. Map Reduce is a task that is called Map and 

computes after every Hadoop input component. The system 
will move through each input data individually in the task 
before analyzing the map and turning it into a key-value format. 
The outcome will be produced in the key-value pair's form. As 
an input to Reduce by key, Hadoop will then transmit the 
outcome of the preceding phase. The Reduce Task's results, 
retained on HDFS, are the outcome of the entire task. 

C. Feature Extraction 

Datasets in big data scenarios may contain a large number 
of variables or attributes and be exceedingly high dimensional. 
High dimensionality can present difficulties in overfitting, poor 
interpretability, and computation complexity. Feature 
extraction algorithms can reduce dimensionality by converting 
the original features into a lower-dimensional representation 
while maintaining the crucial data. Analysis and modelling 
could become more effective as a result. From the original data, 
the significant aspects are retrieved, including closed frequent 
item set, support, and confidence. Finally, entropy computation 
is used to regulate confidence and support value. The following 
part provides an overview of the extraction of feature processes. 
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Fig. 3. Hadoop's two core components. 

1) ResNet50V2: Deep feature extraction is illustrated in this 

subsection. Deep feature extraction employs deep neural 

networks to extract significant and valuable information from 

raw data. These characteristics capture high-level 

representations that are more useful for handling the current 

task. For query optimization in big data, we used the 

ResNet50V2 framework as a deep extraction of features 

method. ResNet50V2 represents a convolutional neural 

network (CNN) that excels in various computer vision 

applications. To tackle the degradation issue in deep networks, 

a variation of the ResNet design is used, which uses skip 

connections. 

The 50-layer ResNet50V2 was pre-trained using a sizable 
dataset, such as a big datasets. The network can learn residual 
mappings through the use of residual blocks, which also makes 
it easier to train deeper networks. The skip connections also 
facilitate the direct transfer of gradients from the initial layers 
to subsequent layers, which improves training. Due to its ability 
to extract complicated and structured patterns from big data, the 
ResNet50V2 architecture is advantageous for query 
optimization feature extraction. 

The deep layers of ResNet50V2 enable it to learn abstract 
representations. The benefit of Transfer Learning may be 
obtained by utilizing the pre-trained ResNet50V2 approach, as 
it has previously acquired general features from a sizable 
dataset like the hospital compare, Twitter, and IMDb datasets. 
ResNet50V2 can record generalized representations tuned for 
query optimization owing to this pre-training. The precision 
and effectiveness of the query optimization can be improved by 
applying the learned features from ResNet50V2. 

The ResNet50V2 features provide a more advanced 
representation of the input optimization of queries, capturing 
essential data for positions, including bid arrangement of data. 
We may utilize the potent representations learned by 
ResNet50V2 by using these features as inputs for multiple 
machine learning algorithms. By doing that, we want to 
improve the precision and functionality of our query 
optimization mechanism. ResNet50V2's high-level features 

enable a more thorough and insightful representation of the 
input data, enhancing our capacity and eventually enabling 
improved optimization. 

D. Big Data Arrangement 

Big data arrangement is a key component of the data 
management process, which involves structuring and 
organizing enormous amounts of data to facilitate effective 
analysis, storage, and retrieval. For clustering and pattern 
recognition tasks in data analysis and deep learning, ensemble 
DBSCAN (Density-Based Spatial Clustering of Applications 
with Noise) and Improved Spectral Clustering can be 
particularly beneficial. Combining DBSCAN with Spectral 
Clustering can take advantage of each technique's advantages 
as each approach has advantages and disadvantages of its own. 
The proposed method achieves improved noise handling, 
improved cluster separation, scalability, merging local and 
global information, handling variable cluster Densities, and 
more while combining the methodologies. 

1) DBSCAN clustering algorithm: DBSCAN, a popular 

density-based clustering technique, can locate several clusters 

based on the predicted density distribution. It can detect shaped 

clusters and does not require prior knowledge of the cluster 

size. The following examples show the core concept of 

DBSCAN. DBSCAN collects all points in the neighbourhood 

of a random, unvisited point called p, while p is the initial 

location and r is the neighbourhood's maximal radius. The 

minimal number of units needed to generate a dense zone is 

called the density threshold MinPts. If MinPts points or more 

are nearby, point p is a core point. All of the points in p, ϵ-

neighbourhood are put into an identical cluster if p is the centre 

point together with all of the other points in p. DBSCAN locates 

all density-reachable points. It includes them in the same cluster 

for every point in the cluster. If point q is densely accessible 

from other core points but has a smaller neighbourhood than 

MinPts, it is also a border point that belongs to the cluster. An 

isolated or noisy point cannot be reached from any other point. 

Using consecutive cluster extraction, DBSCAN completes the 

clustering procedure. A finalized cluster is created by iterating 
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this procedure till no more density-reachable spots are 

discovered. The three categories that DBSCAN uses to 

categorize a set of points are noise, low-density boundary 

points, and high-density core points. The following are three 

different types of points' definitions. 

2) Initialization of the variables: In K-DBSCAN, the HS is 

optimized to get the best clustering parameters. Thus, "Eps" and 

"Minpts," the two clustering parameters for input, have been 

utilized as the HS's decision variables, correspondingly. Given 

that the set of data is split into categories that are considered as 

K, every parameter variable's maximum value shouldn't be 

greater than the K-equal partitions of the entire data set. These 

two variables are initialized with the following values: 

𝐸𝑝𝑠 ∈ (0,
𝑆𝐷𝑅

2×𝐾
)   (1) 

𝑀𝑖𝑛𝑝𝑡𝑠 ∈ [1,
𝑁𝑢𝑚_𝑜𝑏𝑗

(
𝐿𝐷𝑅

𝑆𝐷𝑅
)×𝐾×𝐷

]   (2) 

While 𝑆𝐷𝑅 and 𝐿𝐷𝑅 are the smallest value and greatest 
values across all dimension that ranges from the entire data set, 
accordingly, the variable shows the number of objects utilized 
for clustering𝑁𝑢𝑚_𝑜𝑏𝑗. The dimension is denoted by D. 

3) The objective function: A multi-objective collaborative 

evaluation approach is provided for the HS in the K-DBSCAN 

optimization issue. The overall number of clusters produced by 

DBSCAN under different parameter variables is monitored by 

using the initial target function, which can be shown as the total 

amount of variance among that and the determined clustering 

number K. Since the main objective of this clustering approach 

is to produce K groups, this variance can be expressed as the 

total amount of variance between it and the established 

clustering number K. 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒𝑓1 = |𝑐 − 𝐾|  (3) 

The total number of clusters is represented as K, which has 
been predetermined, and the real number of clusters is indicated 
as c DBSCAN, which has been produced using the current set 
of decision variables. 

The DBSCAN method can identify unusual noise. When the 
outcomes of the parameters "Eps" and "Minpts" are improperly 
chosen, particularly if they are disproportionately matched, it 
may result in under-differentiation, where most or even all of 
the data items are misidentified for outliers. 

Two distinct groups make up the initial data set in Fig. 4, 
and Fig. 5 displays the results of clustering with excessive noise 
caused by subpar clustering parameters. Acquiring the cluster 
number of 2 is possible, although many valid points are 
confused for noise entities. Consequently, a separate function 
of the multi-objective optimization method is utilized to 
maximize the number of objects in the least efficient cluster and 
prevent such an abnormal occurrence. 

𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒𝑓2 = 𝑛𝑢𝑚(𝑠_𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠)  (4) 

 

Fig. 4. The initial formation of the dataset. 

    

Fig. 5. Noise in clusters. 
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The term 𝑛𝑢𝑚(𝑠_𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠) refers to the number of items in 
the smallest practical cluster. Consequently, the following is an 
expression for the K-DBSCAN's multi-objective collaborative 
evaluation function: 

𝐹 = (𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒  𝑓1,  𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒  𝑓2) (5) 

Obtaining the necessary K clusters is the primary objective 
of K-DBSCAN. This is followed by the effect of clustering that 
produces the fewest inaccurate noise objects. In other words, 
𝑓1it has a greater priority than𝑓2, which is indicated by the 
notation:𝑓1 ⊲ 𝑓2. 

4) Framework: According to the information above, the 

two clustering factors, "Eps" and "Minpts," are used in 

DBSCAN as the HS variables for decision-making. The multi-

objective collaborative evaluation function can be used with the 

clustering parameter's optimal value to get a superior clustering 

outcome with K categorization when using DBSCAN. 

Additionally, relatively low parameter values typically 
result in a superior clustering effect when using the DBSCAN 
algorithm. The size of "Minpts" indicates a significant impact 
on how well noise of clustering is judged under the condition 
of a specific parameter "Eps," and the larger it is, the more 
probable it is that genuine data will be viewed as noise objects. 
Thus, the variable of decision "Minpts" has been set to a 
number that enhances over time with the repetition stage 
process to acquire adequate clustering factors, including. 

𝑀𝑖𝑛𝑝𝑡𝑠 = 𝑀𝑖𝑛𝑝𝑡𝑠𝑚𝑖𝑛𝑚𝑎𝑥𝑚𝑖𝑛   (6) 

While 𝑔𝑛it denotes the number for the generation currently 
in use, NI is the maximum number of repetitions and 
𝑀𝑖𝑛𝑝𝑡𝑠𝑚𝑎𝑥𝑀𝑖𝑛𝑝𝑡𝑠𝑚𝑖𝑛denotes the variable upper and lower 
bounds, accordingly. 

5) Spectral clustering: Typical graph-based clustering 

techniques include Spectral Clustering without monitoring the 

data. Techniques for Spectral Clustering often start with local 

data that has been encoded in a weighted network of 

information and then aggregates according to the associated 

similarity matrix's global characteristic vectors. In Spectral 

Clustering, a function of mapping that explicitly maps 

characteristics to the group tag matrix is automatically learned 

for every task to anticipate cluster tags. 

The process of learning can automatically use dissimilar 
data to enhance clustering efficiency. In Spectral Clustering, 
communities of nodes connected near one another are 
characterized in a graph using a method known as clustering. 
The nodes are placed in a low-dimensional area that can be 
easily segmented into clusters. Affinity, Degree, and Laplacian 
matrices and other specific values of these matrices produced 
from a graph or data collection are used in spectral clustering. 
The crucial steps in creating a Spectral Clustering algorithm are 
as follows: 

Prior to using the spectral clustering procedure, we must 
first Figure out the matrix for similarity, which is then indicated 
as the overlap matrix of degree P. It can be shown as, 

𝑝 =

[
 
 
 
0 𝑝1,2 … ⋯

𝑝2,1 0 … ⋯

⋮ ⋯ 0 ⋮
𝑝𝑛,1 ⋯ 𝑝𝑛,𝑛−1 0

𝑝1,𝑛
𝑝2,𝑛
⋮
⋮ ]
 
 
 
  (7) 

For the arrangement criterion, we may assume that every 
request is split into k1, k2, and two groups; this work employs 
the conventional division approach. Suppose q is a vector. 
These are the definitions of the qi elements: 

𝑞𝑖 =

{
 

 √
𝑑2

𝑑1𝑑
     , i ∈ 𝑘1

−√
𝑑1

𝑑2𝑑
      , i ∈ 𝑘2

    (8) 

In the event that the cluster indicator matrix 𝐹 ∈ 𝑅𝑛×𝑘is 
correct. Assuming consistent with each perspective, we can 
define the clustering of spectral data issues as, 

𝑚𝑖𝑛
𝐹,𝐹𝑇𝐹=1

∑ 𝑇𝑟𝑡
𝑣=1 (𝐹𝑇𝐿𝑣𝐹)   (9) 

While every graph evenly contributes to the outcome F. We 
ignore the specifics of the graph creation in the equation above. 
Several additional studies just take the mean of the vertices and 
then implement the spectral clustering independently instead of 
mandating that multiple graphs share the same F. 

Improved Spectral Clustering Algorithm (ISCM). We 
provide an improved spectral clustering technique (ISCM) 
relying on the enhanced k-means algorithm. The approach 
accomplishes secondary clustering in addition to resolving the 
initial value issue. We take into account the parameters as 
previously mentioned in accordance with the QoS criterion. We 
may determine whether secondary clustering is necessary by 
evaluating the variable sizes before the method operates. There 
is no need to recluster if the present QoS exceeds the users' 
desire to allocate resources once the strategy has been 
performed. The clustering spectral optimization scheduling 
algorithm's implementation procedures are then described. 

E. Query optimization 

Big data systems frequently handle enormous amounts of 
data. By dramatically reducing the time it takes for a query to 
execute, query optimization can guarantee that users or 
applications can quickly and effectively retrieve the needed 
data. Query optimization aids in efficient resource allocation, 
cutting costs and guaranteeing the best use of available 
resources. It minimizes hardware waste and prevents nodes 
from becoming overloaded. For this purpose, we ensemble the 
Improved Chaos Sparrow Search algorithm (ICSSA) and 
Enhanced Sun flower optimization algorithm (ESFO). ICSSA 
has fast convergence speed, strong optimization ability and 
more extensive application scenarios compared with traditional 
heuristic search methods. Improved efficiency and decreased 
computational costs were two benefits of the ESFO algorithm. 
We ensemble both algorithm's merits to effectively optimize 
the query. 

1) Sparrow search algorithm: The SSA bases its 

description of the sparrows' predatory and anti-predatory 

behavior for updated locations on the following guiding 

concepts. The population of sparrows is split into followers and 
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producers. The sparrow's two identities may be switched 

around, and everyone has a system for detecting danger. Every 

sparrow, in particular, is sensitive to potential threats or natural 

enemies and will immediately begin anti-predatory activity to 

defend itself. The producers are highly active, adept at foraging 

for food, travel widely, and lead other sparrows on their quest. 

To increase their food intake by snatching it or foraging nearby, 

seekers seek the producer and follow them to find additional 

food. 

2) Basic concepts: The individual matrix is displayed 

below, with N sparrows assumed to be in D-dimensional space. 

𝑋 = [𝑥1, 𝑥2, . . 𝑥𝑁]
𝑇 , 𝑥𝑖 = [𝑥𝑖,1, 𝑥𝑖,2, . . . , 𝑥𝑖,𝐷] (10) 

While xi, D denotes the ith sparrow's location in the D 
dimension. 

𝑥𝑖,𝑗
𝑡+1 = {

𝑥𝑖,𝑗
𝑡 • 𝑒𝑥𝑝 (

−𝑖

𝛼•𝑖𝑡𝑒𝑟𝑚𝑎𝑥
()2)

𝑥𝑖,𝑗
𝑡 + 𝑄 • 𝐿    R2 ≥ 𝑆𝑇

{  (11) 

The present iteration count, t, is represented here. Itermax 
indicates the greatest amount of the iterations𝑗 = 1,2, . . . , 𝑑. It 
falls between 0 to 1 and is a uniform randomized value. The 
warning and security values for sparrows are represented by 
𝑅2(𝑅2 ∈ (0,1)) and𝑆𝑇(𝑆𝑇 ∈ (0.5,1.0)). An ordinary 
distribution characterizes a random number Q. Every matrix's 
1d elements comprise the L matrix. When this 𝑅2 < 𝑆𝑇occurs, 
the provider adopts a wide-area search phase while they are not 
in danger from any natural competitors and are in a generally 
safe environment. Due to Eq. (3), the follower position is 
upgraded. 

𝑥𝑖,𝑗
𝑡+1 = {

𝑄. 𝑒𝑥𝑝 (
𝑥𝑤𝑜𝑟𝑠𝑡
𝑡 −𝑥𝑖,𝑗

𝑡

𝑖2
)       i >

𝑛

2

𝑥𝑝
𝑡+1 + |𝑥𝑖,𝑗

𝑡 − 𝑥𝑝
𝑡+1| • 𝐴+ • 𝐿   otherwise

 (12) 

In which 𝑥𝑡 worst indicates the current position of the bird 
with the worst adaptability. The spot of the bird with the best 
producer adaption is represented by the number𝑥𝑝. Every 

component of the matrix shown by A is represented by a value 
at random of one or zero. A+ equals𝐴𝑇𝐴𝐴𝑇−1. 

3) Danger awareness mechanism: When hunting, sparrows 

sense the danger of hunt and may fly away from their current 

location and to another. The individual sparrows that detect 

danger often range between 10% and 20%. As the Eq. (4) 

shows, the sparrows' posture changes when they detect danger. 

𝑥𝑖,𝑗
𝑡+1 = {

𝑥𝑏𝑒𝑠𝑡
𝑡 + 𝛽. |𝑥𝑖,𝑗

𝑡 − 𝑥𝑏𝑒𝑠𝑡
𝑡 |    𝑓𝑖 > 𝑓𝑔

𝑥𝑖,𝑗
𝑡 + 𝐾. (

|𝑥𝑖,𝑗
𝑡 −𝑥𝑤𝑜𝑟𝑠𝑡

𝑡 |

(𝑓𝑖−𝑓𝑤)+𝜀
)   𝑓𝑖 = 𝑓𝑔

  (13) 

The current optimal location is represented as𝑥𝑏𝑒𝑠𝑡 .𝛽 is a 
common control parameter for properly distributed random step 
algorithms. K is an even random number with the value (1, 0). 
𝑓𝑖shows the sparrow's value of current fitness. The current best-
fit and worst-fit values globally are denoted by 𝑓𝑔 and 𝑓𝑤, 

accordingly. The least significant is indicated as𝜀. If𝑓𝑖 > 𝑓𝑔, it 

means that the particular sparrow is on the periphery of the 
population and is hence vulnerable to assault by predators of 
nature. 

4) Improved chaos sparrow search optimization algorithm: 

In the case of the standard SSA, the producer fails to thoroughly 

search for the best possible outcome in the initial iteration, and 

the solution in the later iteration has a marginally lower 

precision as a result of the producer's poor management of the 

earlier repetition and the creation of the afterward iteration in 

the global search. Blindly adopting the producer's perspective, 

the followers rapidly enter the local optimal conundrum, reduce 

population diversity, and become the producers. Enhancing 

population variety is the major way to keep the dynamic 

equilibrium of provider search and development to handle the 

aforementioned issues. ICSSOA research is concentrated on 

finding ways to make it easier to leave local optima. The 

following topics will be covered in detail to understand the 

ICSSOA. 

5) Cubic chaos mapping: Algorithms have been optimized 

using Chaos, a nonlinear process that occurs in nature. Because 

of its stochastic and ergodic characteristics, it enhances 

population variety and makes it easier for the approach to depart 

from the optimum for local. The standard version of the chaotic 

mapping, known as cubic mapping, is presented in Eq. (14). 

𝑥𝑛+1 = 𝑏𝑥𝑛
3 − 𝑐𝑥𝑛  (14) 

Where the effect variables for chaos are b and c. While𝑐 ∈
(2.3,3) the chaos sequence is produced via cubic mapping. The 
Cubic mapping expression was modified by studying the max 
exponent of Lyapunov for 16 frequent mappings of chaos. The 
experimental findings showed that Cubic mapping has less 
disorder than one-dimensional mappings like Sine mapping and 
Circle mapping but is more chaotic than worm mouths and tent 
mappings. It can be expressed as, 

𝑥𝑛+1 = 𝜌𝑥𝑛(1 − 𝑥𝑛
2)  (15) 

While 𝑥𝑛 ∈ (0,1) and the parameter for control is 
represented as𝜌. 

6) Adaptive weighting factor: A higher weight of inertia is 

required in the iterations to extend the discoverer's worldwide 

range for searching since the producer undertakes global 

exploration as rapidly as feasible to determine the global ideal 

solution. Simultaneously, a lower inertia weight is required in 

the latter iterations to enhance the discoverer's local 

exploitation capabilities to speed up convergence and prevent 

settling on the optimal local solution. As a result, the supplier 

location upgrade is proposed to be improved by fusing adaptive 

weights, and the supplier location enhancement formula is 

illustrated as, 

𝑥𝑖,𝑗
𝑡+1 = {

𝜔. 𝑥𝑖,𝑗
𝑡 • 𝑒𝑥𝑝 (

−𝑖

𝛼•𝑖𝑡𝑒𝑟𝑚𝑎𝑥
()  2)

𝜔 • 𝑥𝑖,𝑗
𝑡 + 𝑄 • 𝐿      𝑅2 ≥ 𝑆𝑇

{  (16) 

The exact computation of ω is displayed as 
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𝜔 = {
𝑤0   𝑡 ≤ 𝑡0

(
1

𝑡
)
0.9

𝑡 > 𝑡0
    (17) 

While ω0 is the actual positive number. The present 
iteration count is represented as t. The amount of iterations is 
indicated by𝑡0. In the sparrow search procedure, the supplier 
expands the scope of its global search in the early iteration by 
using a more significant step size. It also expands the scope of 
its local exploitation in the late iteration by using progressively 
smaller step sizes. 

7) An ensemble method for levy flight and reverse 

Learning: A category of stochastic non-Gaussian phenomena is 

called Levy flight. A heavy-tailed random path distribution 

describes the likelihood distribution of step length. For SI 

optimization techniques prone to encountering the issue in 

optimum of local, Levy flight can potentially allow the 

approach to significantly deviate from the local optimal 

significance, with a more significant likelihood of doing so in 

the random path. Based on Levy flight, the sparrow location 

upgrade algorithm is displayed as 

𝑥𝑛𝑒𝑤𝑖
𝑡+1 = 𝑥𝑖

𝑡 + 𝛾 ⊕ 𝐿𝑒𝑣𝑦(𝜆)  (18) 

Where the phase parameter for control is represented as γ. 
A randomized path search is Levy (λ). 

𝐿𝑒𝑣𝑦 = 𝑡−𝜆 1 < 𝜆 ≤ 3  (19) 

The generation stage is depicted as 

𝑆 =
𝜇

|𝑣|

1
𝛽

1 ≤ 𝛽 ≤ 2  (20) 

Levy flight and learning in reverse are alternatively utilized 
to upgrade the sparrow's location with a particular likelihood as 
part of an evolving selection strategy that further enhances the 
SSA search capabilities. This approach depends on the above 
two methodologies. The procedure factor is employed in the 
Levy flight technique to broaden the search window and escape 
the local optimum problem. In the meantime, the reverse 
learning approach employs the reverse solution to broaden the 
variety of solutions and enhance the search optimization 
effectiveness of the method. 

8) ICSSOA time complexity analysis: For the individual 

setup and variable setting in SSA, the temporal magnitudes are 

n and C. If the total number of dimensions is k, the sparrow 

fitness ranking and creator spot provided time magnitudes are 

n × logn2 ×k and n × k, respectively. The remaining birds' 

positions as followers must be updated during the follower 

location updating phase, and a period schedule of n × k must be 

used to determine whether every person's dimension is within 

bounds. 

During the alert sparrow location upgrade stage, a random 
sample of sparrows is chosen for positioning, and a 
determination is performed when every dimension of a given 
individual is outside of acceptable limits concerning time 
magnitude n × k. In conclusion, the magnitude of the provider 
location upgrade time is n × logn2 ×k + n × k. The magnitudes 
of the alert sparrow location provide time and the supporter's 

location upgrade time are both n × k. The enhanced algorithm's 
temporal complexity is, 

𝑂(𝑛 × 𝑘 + 𝑛 × 𝑙𝑜𝑔2
𝑛×𝑘 + 𝑛 × 𝑘 + 𝑛 × 𝑘 + 𝑛 × 𝑘 + 𝑛 × 𝑘 +

𝑛 × 𝑘 + 𝑛 × 𝑘) ≈ 𝑂(𝑛 × 𝑙𝑜𝑔2
𝑛)  (21) 

9) Sun flower optimization algorithm: An individual-based 

heuristic algorithm, the SFO draws its inspiration from nature. 

Its fundamental idea is to mimic how sunflowers would 

position themselves to receive solar light. A sunflower has a 

daily recurring sequence. They travel toward the sun as the day 

gets going. They travel in the other direction in the late hours. 

Single pollen gamete is thought to be produced by every 

sunflower. The minimum distance among flowers i and i + 1 

was randomly used as the pollination route. Every blossom 

patch regularly releases a billion pollen gametes in the real 

world. For the sake of simplicity, we also presumptively 

assume that every sunflower generates a single pollen gamete 

and develops separately. The directions of the sunflowers 

concerning the sun are shown below. 

𝑆𝑖 =
𝑋∗−𝑋𝑖

‖𝑋∗−𝑋𝑖‖
,     i = 1,2,...,n𝑝  (22) 

Eq. (23) depicts the sunflowers moving in the direction 
indicated by s. 

𝑑𝑖 = 𝜆 × 𝑃𝑖(𝑋𝑖 + 𝑋𝑖−1) × ‖𝑋𝑖 + 𝑋𝑖−1‖ (23) 

The pollination likelihood𝑃𝑖(||𝑋𝑖 + 𝑋𝑖+1||) is expressed as 
𝜆a constant, which describes the "inertial" motion of the 
sunflowers. The people who live closest to the sun walk more 
slowly in search of refinement closer to home. The motions of 
the people further away are normal. Eq. (24) introduces the 
limitation of the following steps: 

popN

XX
d






2

minmax

max
   (24) 

The overall individuals of the plants𝑋𝑚𝑎𝑥  𝑋𝑚𝑖𝑛are lower 
and upper bounds, and their locations are all given as𝑁𝑝𝑜𝑝. This 

equation yields the new plant: 

�⃗�𝑖+1 = �⃗�𝑖 + 𝑑𝑖 × 𝑠𝑖   (25) 

10) ESFOA concept and mathematical representation: The 

idea behind the Enhanced Sunflower Optimization Algorithm 

(ESFOA) models how the sunflowers move in the direction of 

the sun. It depends on how closely the nearby sunflowers are 

pollinated. ESFOA is regarded as an innovative algorithm for 

optimization that depends on radiation that follows the inverse 

square law. 

𝑆𝑟 =
𝑆𝑝

4𝜋𝑑2
   (26) 

𝑆𝑟  Stands for the intensity of solar radiation, 𝑆𝑝 for sun 

power, and d for the separation between the rays of the sun and 
the sunflower. Sunflower is transported in the direction of the 
sun, and the formula determines its path. 

𝑆𝑖 =
𝑋∗−𝑋𝑖

‖𝑋∗−𝑋𝑖‖
,   i = 1,2, . . . , 𝑛𝑝   (27) 
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IV. RESULT AND DISCUSSIONS 

Our primary goals in this work were to increase query 
processing efficiency in large-scale distributed data settings and 
to assess how well different optimization strategies performed 
in attaining these objectives. In our proposed approach, we 
employed the ensemble optimization algorithm ICSSOA-
ESFOA to enhance the query optimization performance. 
ICSSA has fast convergence speed, strong optimization ability 
and more extensive application scenarios compared with 
traditional heuristic search methods. Improved efficiency and 
decreased computational costs were two benefits of the ESFO 
algorithm. We ensemble both algorithm's merits to effectively 
optimize the query. 

A. Experimental Setup 

Python and KERAS are used in the investigation, run in the 
Anaconda3 platform with Tensor Flow as a backdrop. 
Employing Windows 10 and an Intel i5 2.60 GHz processor 
with 16 GB of RAM. 

B. Dataset Description 

In this study, we used four standard datasets to analyze and 
assess our suggested strategy. 

1) IMDb dataset: The ACL Internet Movie Database 

(IMDb) dataset was developed for generating word vectors. 

100,000 textual reviews of movies are included in the dataset, 

half of which (50,000) are test reviews without labels. The 

remaining reviews (50,000) are labeled with a number between 

0 and 1 to indicate whether they are good or negative. To 

maintain a fair sample, the reviews with labels are divided in 

half, with 12,500 positive and 12,500 negative reviews in every 

set. 

2) Health inventory dataset: The Big Cities Health 

Inventory Data were utilized to input the data and complete the 

specified position. Users of the Health Inventory Data Portal 

can get health information from cities emphasizing health 

indicators and compare it to "6" demographic variables. A 

report that is in its "6th" version. The Chicago Department of 

Public Health initially created it to display epidemiologic data 

specific to large cities. 

3) Health compare dataset: The consumer-focused website 

Hospital Compare offers data on how successfully hospitals 

give their patients the prescribed care. Customers can quickly 

came across a range of institutions utilize Hospital Compare to 

compare assessment of performance data for heart attack, heart 

failure, pneumonia, surgery, and other conditions. Cost of care 

and payment More than 4000 institutions and more than 100 

different indicators are included in the Hospital Compare 

statistics. 

4) Twitter dataset: Twitter statistics collected from two 

North American-based Twitter customer service profiles that 

offer assistance to North American users in English. These 

dedicated Twitter accounts respond to customer comments in 

real-time and offer service. Corporate support representatives 

respond to these tweets using the Twitter service. There were 2 

632 conversations in our sample. 

C. Performance Metrics 

We concentrated on significant performance metrics, such 
as query execution time, resource consumption (CPU and 
RAM), precision, recall, accuracy, F-Measure, and the ability 
to scale our technique to assess the efficacy of our query 
optimization methods. Lower query execution times and better 
resource use were regarded as positive results. The analysis of 
our findings is provided in depth in the sections that follow. 

1) Accuracy: Accuracy suggests that the data has to 

precisely represent the facts and be derived from a reliable 

source. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
   (28) 

2) Sensitivity: The sensitivity of a batch of data points is 

calculated as a percentage of the total number of data points 

detected. Cluster effectiveness and recall have a strong 

relationship. 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (29) 

3) Specificity: The percentage of data point pairs 

appropriately assigned to the same cluster is known as 

specificity. It varies directly to the efficiency with which new 

clusters are produced. 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
   (30) 

4) F1-Score: A higher F-measure is produced by greater 

precision and recall, which are inversely correlated with 

accuracy and recall. 

(2 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙)/(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙)  (31) 

#Experiment 1 (Evaluation of Query Optimization) 

One of the primary benefits of query optimization is 
improved query execution speed. By finding the most efficient 
way to retrieve and manipulate data, query optimization 
reduces the time it takes for queries to return results. Faster 
query performance leads to more responsive applications and a 
better user experience. The proposed approach's performance 
leads to more responsive applications and a better user 
experience. Similarly, it minimizes resource usage, such as 
CPU and memory, during query execution. For this purpose, we 
ensemble ICSSOA and ESFOA. This can lead to lower 
operational costs by reducing the need for expensive hardware 
upgrades and minimizing power. Proposed Query Optimization 
Approaches is represented in Table I. 
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TABLE I. COMPARISON OF PROPOSED QUERY OPTIMIZATION APPROACHES 

 

 

Datasets 

ICSSOA ESFOA ICSSOA+ESFOA 

Acc (%) Spe (%) Sen (%) F1-S (%) Acc (%) Spe (%) Sen (%) F1-S (%) Acc (%) Spe (%) Sen (%) F1-S (%) 

Dataset 1 98.87 97.23 97.51 97.36 98.41 96.45 98.03 97.23 99.13 98.94 98.47 98.70 

Dataset 2 99.01 98.75 98.25 98.49 98.79 98.14 98.63 98.38 99.08 99.01 98.76 98.88 

Dataset 3 98.99 97.89 98.76 98.32 99.09 98.05 98.82 98.43 99.22 98.76 99.08 98.91 

Dataset 4 97.26 98.52 99 98.75 98.14 98.14 98.95 98.54 98.99 99 99.03 99.01 

          
 (a) (b) 

 
(c) 

Fig. 6. Differentiation of query optimization approaches (a) evaluation of ICSSOA approach (b) evaluation of ESFOA approach (c) evaluation of the hybrid 

approach. 

A comparison of query optimization approaches is shown 
in Fig. 6. We analyzed and evaluated the performance through 
the proposed four benchmark datasets. Our proposed hybrid 
approach gains superior performance than others. 

#Experiment 2 (Evaluation of Big Data arrangement) 

When working with big data, effective data arrangement is 
essential to ensure data accessibility, processing efficiency, and 
meaningful analysis. For big data arrangement, we employed 
DBSCAN and spectral clustering approach. A comparison of 
proposed big data arrangement approaches is shown in Table 
II. 

TABLE II. COMPARISON OF PROPOSED BIG DATA ARRANGEMENT APPROACHES 

 

Datasets 

DBSCAN Spectral clustering DBSCAN+Spectal 

Acc (%) Spe (%) Sen (%) F1-S (%) Acc (%) Spe (%) Sen (%) F1-S (%) Acc (%) Spe (%) Sen (%) F1-S (%) 

Dataset 1 98.63 97.83 98.51 98.16 98.63 97.08 98.41 97.74 99.02 98.66 98 98.32 

Dataset 2 99.06 98.23 98.39 98.30 97.86 98.37 98.12 98.24 99.08 98.41 98.14 98.27 

Dataset 3 98.77 97.97 98.46 98.21 98.74 98.61 98.83 98.71 98.86 98.08 99 98.53 

Dataset 4 98.41 98.52 98.97 98.74 98 98.72 98.09 98.40 98.71 98.97 98.37 98.66 
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 (a) (b) 

 
(c) 

Fig. 7. Differentiation of big data arrangement approaches (a) evaluation of DBSCAN approach (b) evaluation of spectral clustering (c) evaluation of hybrid 

approach. 

Initially, we analyze the performance of the DBSCAN 
approach. Then, we analyze the performance of the spectral 
clustering approach. While hybrid, the two approaches 
performance was superior, as shown in Fig. 7. 

#Experiment 3 (Evaluation of Overall Performances) 

In this subsection, we present the results of the overall 
performance evaluation of our query optimization techniques. 
The objective is to assess the effectiveness and efficiency of 
these techniques under diverse workloads and query scenarios. 

TABLE III. PERFORMANCE COMPARISON OF PROPOSED DATASETS 

Datasets Accuracy Sensitivity Specificity F1-Score 

IMDb 99.13 98.94 98.47 98.70 

Health Inventory  99.08 99.01 98.76 98.88 

Hospital Compare 99.22 98.76 99.08 98.91 

Twitter  98.99 99 99.03 99.01 

Our experiments yielded promising results, showcasing 
notable improvements in query execution times and resource 
utilization across various workloads. Additionally, we observed 
that our optimization techniques demonstrated scalability as 
dataset sizes increased. Table III represents the performance 
comparison of the proposed approach. Here we analyzed the 
performance of the proposed four benchmark datasets. While 
comparing with others, the proposed approach yields superior 
performance over proposed datasets. 

 

Fig. 8. Comparison of retrieval time. 

Retrieval time is required to find and obtain particular data 
or information from a sizable and frequently dispersed dataset. 
Retrieval time significantly impacts the effectiveness and 
availability of data access and analysis, making it a crucial 
efficiency parameter, mainly when working with large volumes 
of data. Our proposed approach evaluates the retrieval time 
based on dataset size as 20, 40, 60, 80, and 100. The proposed 
approach is compared with some existing approaches like FCM 
and K-Means. While compared with others, the proposed 
approach obtains less retrieval time. Differentiation of retrieval 
time is shown in Fig. 8. 
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Fig. 9. Differentiation of memory usage. 

It is crucial for effective resource management, 
performance optimization, and overall system stability to 
analyze memory utilization when optimizing large data queries. 
The result is a more stable and responsive big data processing 
environment since it improves query plan choices, promotes 
efficient scaling, and helps prevent memory-related issues. The 
size of the data ranges from 20 to 100 mb. While comparing 
with the existing approaches proposed, the approach obtains 
superior memory usage. Memory usage comparison is shown 
in Fig. 9. 

Similarly, our proposed approach was compared with 
existing approaches, which obtained less execution time, as 
shown in Fig. 10. Big data query optimization analysis of 
execution time is crucial for evaluating efficiency, spotting 

bottlenecks, directing optimization efforts, and providing a 
responsive and effective data processing environment. It aids in 
resource allocation, decision-making, and developing big-data 
systems. 

 

Fig. 10. Execution time comparison. 

D. Evaluation of Training and Testing 

To direct the model's learning process during the training 
phase, training accuracy and loss are mainly used. They aid in 
determining whether the model is successfully absorbing the 
training set of data. In contrast, model evaluation and 
generalization assessment use testing accuracy and loss. They 
provide insights into how well the model will likely perform on 
new, unseen data. 

 

Fig. 11. Evaluation of dataset 1 (a) accuracy of training vs. testing (b) loss over training vs. testing. 

 

Fig. 12. Evaluation of dataset 2 (a) accuracy of training vs. testing (b) loss over training vs. testing. 
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Training and testing loss functions and training and testing 
accuracy are shown in Fig. 11, 12, 13 and 14. The suggested 
method is trained for 100 epochs during the training phase using 
the prepared training data. A learning rate of 0.01 has been 
determined. 

Alongside the proposed approach, the comparison Table IV 
shows the effectiveness and drawbacks of other current 
approaches. Although earlier research concentrated on 
particular areas such as query execution strategies, clustering, 

or processing cost, their approaches frequently had drawbacks 
like poor generalization, sluggish convergence, or restricted 
scalability. The suggested method, on the other hand, performs 
better than existing techniques, attaining the best accuracy 
(99.05%), the shortest execution time (29.4 seconds), and the 
least amount of memory (450 MB). With sophisticated feature 
extraction and clustering algorithms, this illustrates the 
effectiveness and resilience of the ICSSOA-ESFOA-based 
query optimization method, which makes it more appropriate 
for a variety of large data applications. 

 

Fig. 13. Evaluation of dataset 3 (a) accuracy of training vs. testing (b) loss over training vs. testing. 

 

Fig. 14. Evaluation of dataset 4 (a) accuracy of training vs. testing (b) loss over training vs. testing. 

TABLE IV. OVERALL PERFORMANCE DIFFERENTIATION 

References Techniques Strengths Limitations 
Execution 

Time (sec) 

Memory 

Usage (MB) 

Accuracy 

(%) 

Sharma et al. 

[21] 
Hybrid Firefly-GA (CDSS) 

Improved query 
execution plan, 

reduced I/O 

Slow convergence, 

limited scalability 
45.6 512 84.3 

Lekshmi et al. 

[22] 
Top-k QMKST 

Reduced response 

time and spatial 
complexity 

Focused on specific 

queries, lacks 
generalizability 

38.2 470 87.1 

Wei Ge et al. 

[23] 
Correlation-Aware Partitions 

Reduced 

computational cost 

Suboptimal global 

partitioning 
41.3 490 85.9 

Sinha et al. 
[24] 

GA + k-means Clustering 

Handles covariance, 

offers improved 

summaries 

Computationally 

expensive, limited 

precision 

50.8 550 83.7 

Ansari et al. 
[25] 

Parallel K-means on Hadoop 
Improved clustering 
for large datasets 

Lacks query 
optimization focus 

42.1 505 86.4 

Proposed 

Approach 

ICSSOA-ESFOA + ResNet50V2 + 

ISC 

Efficient feature 
extraction, robust 

query optimization 

None identified in 

current scope 
29.4 450 99.05 
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To ensure the robustness and applicability of the proposed 
query optimization method, extensive validation was 
performed using multiple benchmark datasets. These datasets 
encompassed a diverse range of characteristics, allowing for a 
comprehensive evaluation of the algorithm's performance. The 
validation process involved assessing key metrics, such as 
execution time, memory consumption, and query retrieval 
accuracy. 

Comparative analysis revealed consistent reductions in 
execution time (15–20%) and memory usage (10–12%) across 
datasets, emphasizing the efficiency of the approach. 
Additionally, real-world scenario testing was conducted using 
Hadoop HDFS and MapReduce frameworks, showcasing the 
practical applicability and scalability of the proposed solution 
in handling big data challenges. This validation strengthens the 
credibility of the method and underscores its capability to 
address the identified gaps in query optimization. 

E. Limitation 

It can be challenging to optimize queries while maintaining 
data security and privacy compliance because doing so may 
require concealing sensitive data or limiting access to some 
data. Big data queries may involve numerous phases of data 
processing, transformations, and joins, making them highly 
complex. Such sophisticated queries might be time- and 
computationally-intensive to optimize. Our proposed approach 
has less computational time than others; in the future, we will 
implement an efficient approach to reduce the computational 
time even more. 

V. CONCLUSION AND FUTURE SCOPE 

Query optimization in BD has become a promising research 
direction due to the popularity of massive data analytical 
systems like the Hadoop system. This paper proposed an 
improved query optimization process in BD using the ICSSOA-
ESFOA algorithm and HDFS map reduction technique. The 
proposed work contains two phases, namely, the BD 
arrangement phase and the query optimization phase. In our 
proposed approach, we hybridize the benefits of two 
optimization algorithm merits to optimize the query effectively. 
ICSSA has fast convergence speed, strong optimization ability 
and more extensive application scenarios compared with 
traditional heuristic search methods. Improved efficiency and 
decreased computational costs were two benefits of the ESFO 
algorithm. According to the performance analysis, the proposed 
approach's accuracy is more than 99% compared to existing 
approaches. The comparison result verified that the suggested 
work offers greater accuracy and requires less time for query 
retrieval. Additionally, the suggested approach uses less 
memory space. As a result, our suggested system is superior to 
the current system. The effectiveness of this system can 
potentially be increased in the future by incorporating feature 
selection to speed up retrieval and utilizing improved feature 
extraction modules. 
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Abstract—IT-enabled spin-off ventures in developing 

countries’ higher learning institutions have the potential to 

transform academic research into commercially viable products, 

thereby fostering economic and technological progress. However, 

practical implementation faces significant challenges, 

particularly in conflict areas, such as limited resources, socio-

political instability, skill gaps, weak intellectual property laws, 

and inadequate frameworks for protecting innovation. Objective: 

This study aims to mitigate these challenges by proposing a 

strategic framework that leverages universities' available 

resources to promote IT-enabled spin-offs. This framework 

addresses barriers and converts challenges into opportunities. 

Methods:  This case study focused on higher learning institutions 

in developing countries. Specifically, this study examines the 

unique constraints faced by Palestinian higher learning 

institutions in conflict zones in order to design a tailored IT-

enabled spin-off framework. Results:  The proposed framework 

aligns with the National Development Plan and offers pathways 

for universities to overcome practical barriers. It emphasizes 

transforming research output into sustainable IT spin-off 

ventures that support entrepreneurship and innovation. 

Conclusions:  This study highlights the critical need for a new 

strategic framework for higher learning institutions that 

incorporates IT-enabled spinoffs as a guiding principle to 

promote innovation and entrepreneurship. The proposed 

framework addresses current gaps and provides actionable 

solutions for advancing sustainable development in conflict-

affected regions. 

Keywords—IT spin-off framework; higher learning; IT 

challenges; spin-off; framework; developing countries; 

entrepreneurship; innovation 

I. INTRODUCTION 

Institutions of Higher Learning (IHLs) worldwide are 
important drivers of innovation and entrepreneurship, 
particularly in the development of IT-enabled spinoffs [1]–[4]. 
It also focuses on the role of IT tools in bridging the gap 
between research and market-ready solutions [5]–[8]. 
However, socioeconomic and political issues in developing 
countries may limit their ability to support economic growth 
[9]–[12]. The complex dynamics and unique challenges faced 
by Palestinian universities in promoting IT projects in the face 
of political instability, resource constraints and dependence on 
foreign aid are the focus of this paper, which addresses the 
barriers to successful IT spin-offs in Conflict areas [13], [14]. 
Palestinian universities, especially university colleges, face 
many obstacles because of their limited autonomy, economy, 
and external dependencies, although IT spinoffs are essential 
for promoting technological innovation and economic 

resilience by facilitating the transition from academic research 
to market-ready products [15]–[17]. This study highlights 
these context-specific barriers and suggests ways to improve 
the impact and success of IT spinoffs in Palestine as an 
example of the Middle East. 

II. LITERATURE REVIEW 

A. IT Spin-Offs in Higher Learning Institutions 

Firms, known as Information Technology (IT) spinoffs, 
are founded by Institutions of Higher Learning (IHLs) to 
market university research, particularly based on IT tools and 
their facilities [18], [19]. IT spinoffs transfer technology from 
the academic environment to the private sector and function as 
links between research and commercial applications. For IT 
spinoffs to be successful in developed countries, supporting 
infrastructure, such as incubators, government incentives, and 
venture capital is essential [18]. However, for Palestine, a 
developing country, these initiatives are limited by a lack of 
funding and weak institutional support [13], [15], [20]. The 
spin-off potential of Palestinian university colleges is limited 
because of the lack of financing channels and insufficient 
incubation resources [21]. Good intellectual property 
management and access to mentoring networks are two 
examples of success factors highlighted in previous research 
[22], [23]. As models for developing countries, industrialized 
nations use IT spinoffs as a means of innovation and economic 
expansion [24]–[26]. Therefore, higher learning institutions 
can commercialize research results through IT spinoffs that 

promote entrepreneurship and innovation [24], [27]. 

B. Challenges in Developing Nations 

Sociopolitical conflicts, poor infrastructure, and economic 
instability are challenges in developing countries [9], [15], 
[28]. These challenges make it difficult for IT spin-offs to 
thrive, and institutions of higher learning (IHLs) do not have 
the support networks necessary to help them succeed [14], 
[29]. These problems are exacerbated in Palestine by trade 
restrictions, dependence on foreign aid, and a lack of 
autonomy, all of which hinder economic growth and make 
long-term planning difficult [15], [20], [26]. Significant 
funding dependencies and infrastructure constraints in 
conflict-affected economies affect the viability of IT spinoffs 
[13], [30]. According to Ibrahim (2020), these systemic 
problems highlight the need for tailored conflict-resilient spin-
off models that present particular difficulties owing to 
sociopolitical instability, inadequate infrastructure, and limited 
access to capital. 
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C. Key Issues in IT Spin-Offs in Developing Nations 

1) Funding and financial constraints: In developing 

countries, limited access to financial resources continues to be 

a major barrier [31], [32]. The scalability and sustainability of 

spin-offs are affected by the lack of government funding for 

IT initiatives [8], [33], [34]. Inadequate venture capital 

funding leads to unsustainable dependence on foreign aid for 

long-term spin-off investments [35]. Palestine's heavy reliance 

on foreign aid limits the availability of venture capital and 

leaves new companies and spin-offs without funding [15], 

[21]. Given the growth of the IT industry, these financial 

limitations make it challenging for colleges to obtain long-

term funding for IT spin-offs [20], [36], [37]. 

2) Political instability: Political unrest in countries such 

as Palestine makes it dangerous for companies to operate 

there, and discourages long-term investment in IT spin-offs 

[9], [15], [34], [36], [37]. Security and political stability risks 

discourage investment and increase operating costs. These 

elements affect spin-offs, particularly in areas such as Gaza, 

which are prone to conflict and have fragile infrastructure 

[35], [37], [38]. These factors limit possible collaborations and 

partnerships among Palestinian universities as foreign 

investors view them as risky. These challenges are 

compounded by trade and movement restrictions, particularly 

in Gaza, which limits access to resources and markets [21]. 

3) Skill gaps and development in the IT sector: Lack of 

qualified IT professionals limits the potential of knowledge-

based spinoffs [8], [17], [39]. Training programs and 

international partnerships are essential to address these gaps 

[40], [41]. Despite the growing youth population, Palestine 

lacks adequate training programs for advanced IT skills, 

creating a skill gap in the labor market. This gap changes the 

quality and scalability of IT spinoffs because qualified 

professionals are crucial in developing innovative solutions 

[41]–[43]. 

4) Technological, digital access and infrastructural 

limitations: Inadequate infrastructure, such as unreliable 

Internet and electricity, pose a significant barrier [8]. These 

limitations prevent higher learning institutions from providing 

conducive environments for IT ventures [16], [37], [44]. 

Palestinian rural areas lack infrastructure to support digital 

innovation, hindering access to the IT skills needed for spin-

offs [15], [19], [37], [41], [45]. The disparity between urban 

and rural areas in Palestine, in terms of digital infrastructure, 

significantly limits the development of IT spinoffs. Rural 

areas face a digital divide with limited access to high-speed 

Internet and advanced technological tools essential for IT 

learning and business operations [16], [45]–[47]. 

5) Intellectual property and the legal framework: Weak 

intellectual property (IP) laws and limited legal frameworks in 

developing countries hinder spinoffs’ success because 

innovations are not adequately protected [15], [23], [36], [48], 

[49]. Inadequate legal frameworks and weak intellectual 

property rights make it difficult for Palestinian entrepreneurs 

to protect their innovations [15], [37]. These gaps reduce 

incentives for local innovation and discourage foreign 

partnerships because intellectual property protection is a 

crucial factor in collaborative decisions [19], [20], [22], [23], 

[50]. Table I shows key challenges to IT spin-offs in 

developing nations. 

TABLE I. KEY CHALLENGES TO IT SPIN-OFFS IN DEVELOPING NATIONS 

Challenges Description 

Funding 

Restriction 

Insufficient financial resources [40]. 
Reliant on external help and no risk capital available 

[20], [21], [36]. 

Unstable Politics.  

Security problems lead to operational disruptions 

Limited expansion due to security threats and conflicts 
[9], [16], [36], [37] 

Skill Gaps Shortage of skilled IT professionals ([15], [41], [51] 

Technological 

Limitations 
Inadequate infrastructure [8], [15] 

Deficiencies of 
Infrastructure  

Lack of adequate technological resources in rural 
communities [21], [37] 

Intellectual 

property (IP) gaps 

and legal 
obstacles. 

Weak intellectual property laws and Inadequate legal 
framework to protect innovations [22], [23]. 

 

D. ICT, IT Spin-Offs and Development in Conflict Area 

1) ICT: Definition and Impact 

Information and communications technologies (ICTs) are 
vital lifelines in conflict zones such as the Gaza Strip, 
enabling important economic, educational, and 
communication activities in difficult circumstances. ICTs 
create, process, store, and sharing information [52]. They 
include both conventional media, such as television and radio, 
and cutting-edge technologies, such as computers, 
smartphones, and the internet [16]. ICTs facilitate vital 
connections, enable distance learning, and support limited 
economic activities in Gaza, where access to resources is 
limited by financial and physical barriers. 

2) Access to ICT and digital skills in conflict areas: 

Access to ICT is particularly challenging in conflict zones 

such as Gaza, where infrastructure damage and economic 

hardship make access to even basic ICT tools difficult. This 

situation is consistent with [16], [37], [53] that ICT ownership 

without digital skills is insufficient, as Gazans not only face 

difficulties in obtaining devices but also in maintaining a 

reliable internet connection and access to relevant digital 

resources available in Arabic. Youths in Gaza are also affected 

by skill shortages. Despite being born in the digital age, they 

often lack the digital skills required for contemporary 

employment and education. Reports from the Palestinian 

Central Bureau of Statistics (PCBS) also emphasize the 

importance of “information literacy,” which involves using 

digital resources to solve problems, and “technical literacy,” 

which involves using hardware. The shortage of skilled 

workers in Gaza exacerbates local inequalities and 

disadvantages for people who do not have access to and 

cannot use ICTs efficiently. 
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3) Digital divide in conflict areas: Digital divide is 

defined as inequality in access to ICTs at all socioeconomic 

levels. In Gaza, this divide takes on different forms. Internet 

and device access in Gaza continues to lag behind 

international standards, owing to a lack of infrastructure and 

severe economic constraints. Since local ICT infrastructure is 

less developed than in other regions, political and 

geographical isolation has exacerbated this inequality. 

According to Norris (2001), the “social” and “democratic” 

divisions are influenced by social status, class and isolation 

and also lead to limited access and participation in Gaza. 

Gazans' access to international information networks, 

employment opportunities, and social integration are hindered 

by these divisions. 

4) ICT for development (ICT4D) in the gaza context: 

ICT4D initiatives have proven crucial in conflict zones, but 

they face particular difficulties in Gaza. In these areas, early 

top-down supply driven ICT4D models often fail because they 

do not engage the community or consider local realities [16], 

[54]. Achieving effective ICT4D in Gaza requires addressing 

not only the operational divide (e.g., not just device access and 

infrastructure) but also political and cultural differences that 

impact usefulness and accessibility [37], [54]. Likewise, ICTs 

enables young people in Gaza to have distance learning and 

skill development, both of which are essential for future 

employment. 

5) IT spin-offs and incubators at IHLs in conflict areas: 

Establishing IT spin-offs and incubators within Institutions of 

Higher Learning (IHLs), despite external constraints, can be a 

big step towards innovation [19] and economic resilience in 

conflict areas such as Gaza. University research or academic 

initiatives can lead to IT spinoffs, enabling universities to 

support technological advancement, nurture entrepreneurial 

talent, and directly impact local economies. These incubators 

enable researchers and students to turn their ideas into 

profitable businesses, opening doors to economic growth 

despite limited mobility and external financing [15], [55]. 

E. Factors Affecting IT Spin-Off Success 

The following bar chart illustrates the factors that 
influence IT spinoff success in the different developing states. 
The impact of each factor, such as funding availability, 
political stability, talent availability, infrastructure, and market 
accessibility, is presented in different counties on a scale of 1 
to 5. This graph shows the differences in regional challenges 
and resources essential to IT spin-off enterprises [7], [9], [16], 
[19], [38], [39], [44], [56]. 

Fig. 1 shows the following key development factors for 
different regions: availability of finance, political stability, 
infrastructure, availability of skilled workers, and market 
accessibility. The regions covered were South Asia, Latin 
America, Southeast Asia, the Middle East, North Africa, and 
Sub-Saharan Africa. Although South Asia leads the world in 
the availability of skilled labor, overall political stability 
scores are lower, particularly in the Middle East and North 
Africa, reflecting regional difficulties. Infrastructure 

performance is good in Southeast Asia and Latin America, 
whereas financing availability varies, with the Middle East, 
North Africa, and sub-Saharan Africa achieving mediocre 
results. Although there are clear regional differences, overall 
market accessibility is balanced. 

Although the bar chart shows comparatively prominent 
levels of skill availability, greater development of IT skills is 
required, particularly to support the advanced sectors. This 
highlights the importance of targeted training programs to 
improve IT skills. 

 

Fig. 1. Factors affecting IT-spin-off success in developing countries. 

III. METHODOLOGY 

This study adopted a mixed-methods approach, combining 
a comprehensive literature review with an in-depth case study. 
This study focuses on the major Palestinian technical college 
in the Gaza Strip, chosen as the primary case study because of 
the unique challenges posed by the region's ongoing political 
and socioeconomic instability. This methodology aims to 
examine readiness factors, perceived value, and barriers to 
preparing a strategic framework that guides the development 
of an IT spin-off framework for future adoption. 

The literature review identifies key strategic planning 
components, readiness factors, and challenges specific to 
conflict areas. Findings from previous research have 
influenced the design of the interviews and survey 
instruments. 

First, stakeholder interviews: Semi-structured interviews 
with university staff, decision makers, and policy makers 
examined institutional readiness, challenges, and strategic 
priorities for IT spin-off frameworks. Second, surveys: 
Quantitative data were collected from faculty and top 
management to assess readiness factors (e.g., skills, 
infrastructure), barriers (e.g., funding, political instability), 
and strategic considerations [7], [20], [30]. 

Data analysis: Thematic analysis was applied to the 
qualitative interview data, whereas quantitative survey data 
were statistically analyzed to identify readiness gaps, 
challenges, and priorities for developing a strategic 
framework. 

Ethical considerations: Consent, anonymity, and 
confidentiality of participants were ensured with carefully 
managed data, given the conflict zone context. 
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This methodology integrates theoretical and empirical 
insights to guide the preparation of a strategic framework and 
lays the foundation for the future adoption of an IT spin-off 
framework in conflict-affected IHLs. 

IV. CASE STUDY: MAJOR TECHNICAL COLLEGE IN 

PALESTINE 

Located in a conflict-affected region, Palestine Technical 
College provides insights into college readiness to adopt an 
IT-enabled spin-off framework [7], [57], [58]. This institution 
illustrates the willingness and limitations of Palestinian 
universities to support IT-based spinoffs. Data collected from 
teachers, students, and administrators highlight challenges 
related to digital infrastructure and skill development [37]. 
Surveys and interviews have highlighted challenges including 
limited funding, inadequate infrastructure, and high-risk 
operating conditions [13], [15], [30]. Despite the university's 
efforts to promote innovation, limitations in digital 
infrastructure and a lack of qualified specialists are significant 
obstacles. The college case study provides insight into the 
broader challenges facing Palestinian universities and 
highlights the need for targeted policies and resources to 
support spinoffs [37]. 

The following Table II shows a Case Study of the major 
Technical College and Survey of Infrastructure and Support 
Systems at Palestine Technical College. 

TABLE II. CASE STUDY – MAJOR TECHNICAL COLLEGE IN PALESTINE 

Factor Current Status Challenges Identified 

Infrastructure 
Limited as utilities are irregular. 
Energy and digital resources are 

scarce. 

Limits continuous IT 

operations. Frequent 
interruptions in digital 

access. Frequent internet 

and power interruptions 

Funding 
Minimal, dependent on 
subsidies and grants. 

Lack of sustainable 
sources of financing 

Competence 
development 

Limited and needs further 
development. 

Lack of trained IT 

specialists. Limited 
access to continuing 

learning programs 

Political 
Environment 

Elevated levels of instability 

impact business continuity and 
impact the way companies 

operate. 

Prevents long-term 

planning, growth, and 

scalability. 

The following Table III presents the differences in digital 
access between urban and rural Palestine. 

As of January 2024, the digital access disparity between 
urban and rural areas in Palestine is evident in the following 
key metrics [11], [59]: 

TABLE III. DIFFERENCES IN DIGITAL ACCESS BETWEEN URBAN AND 

RURAL PALESTINE 

Metric Rural Areas Urban Areas 

Population Distribution 22.3%  77.7% 

Internet Penetration 11.4% 88.6% 

Mobile Connections 17.8% 82.2% 

Social Media Users 59.5% 40.5% 

According to these numbers, there is a clear digital divide: 
City dwellers have better access to social media, mobile 
connectivity, and Internet services than compatriots living in 

rural areas. Inequality must be eliminated in all regions of 
Palestine in order to ensure equal access to digital resources. 

V. RESULTS: FRAMEWORK FOR IT SPIN-OFFS IN 

DEVELOPING NATIONS 

Based on these findings, a framework was proposed that 
focused on local and international partnerships, government 
support, capacity-building programs, and infrastructure 
development [41], [60]. This framework includes strategies to 
address the identified challenges and offers policy suggestions 
to support higher education institutions in developing 
countries. The recommended framework includes 
government-sponsored funding programs, partnerships with 
international organizations, capacity-building initiatives, and 
improved digital infrastructure [21]. This framework was 
intended to be consistent with Palestine's national goals of 
economic independence and resilience. 

The following Table IV shows the recommended 
components of the IT Spin-Off Framework for universities in 
Developing Nations: 

TABLE IV. RECOMMENDED COMPONENTS IT SPIN-OFF FRAMEWORK 

Components Description 

Local and 

International 

Partnerships 

Collaboration with global organizations. Working 

with global technology companies to improve 

capabilities. 

Government Support Incentives, Financial and policy assistance. 

Funding Programs 
Government-sponsored venture funds for start-ups 

[15], [20], [30]. 

Capacity-Building 
Programs 

Training and skills development [41], [51]. Digital 
skills training initiatives in rural areas [45] 

Infrastructure 

Investment 

Technology and facility improvements [8]. Investing 

in robust digital infrastructure and IT resources [16], 

[21], [37], [61]) 

The focus is on sustainable and conflict-resilient business 
strategies with an emphasis on building local capacity and 
promoting a self-sufficient digital economy. The following 
Table V reveals the proposed Framework Components for 
Palestinian IT Spin-Offs 

TABLE V. FRAMEWORK COMPONENTS FOR PALESTINIAN IT SPIN-OFFS 

Components Description 
Challenges 

Addressed 

Expected 

Outcomes 

Funding 

Support 

Establish a multi-
source fund with 

contributions from 

government, NGOs, 
and private 

investors. 

Limited funding 
and dependency 

on aid. 

Sustainable 

financial 

backing for 
start-ups. 

Skill 

Development 

Implement digital 

and technical 
training, focusing on 

IT and 

entrepreneurship. 

Skill gap in IT 
and 

entrepreneurship. 

Trained 

workforce 

ready for spin-
off creation 

Infrastructure 
Improvement 

Invest in stable 

internet, digital 

resources, and 
reliable power 

supply for HEIs in 

Gaza. 

Poor digital 

access and 

infrastructure 

Improved 
operational 

environment 

for tech 
ventures 
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Partnerships 

and 

Networking 

Develop 

connections with 
global tech firms 

and NGOs for 

mentorship, 
knowledge-sharing, 

and investment 

opportunities. 

Lack of 

collaboration and 

mentorship 

Access to 
resources, 

networks, and 

enhanced 
innovation 

capacity. 

This table links each component to specific difficulties and 
expected outcomes, while providing a useful summary of the 
proposed framework. Stakeholders wishing to support IT spin-
off initiatives in the context of the Gaza Strip provided a 
concise and straightforward summary. 

VI. STRATEGIC FRAMEWORK FOR IT-SUPPORTED SPIN-OFF 

COMPANIES IN CONFLICT AREAS 

Based on debates from the literature review (LR), the 
development of IT spin-offs within Palestinian higher learning 
institutions requires innovative strategic approaches that adapt 
to particular challenges. This strategic framework integrates 
insights from the literature to guide the development of IT-
enabled spin-off ventures in institutions of higher learning 
(IHLs), particularly in developing countries. This framework 
addresses the need for robust systems to facilitate innovation, 
technology transfer, and sustainable entrepreneurship. The 
framework aims to leverage information and communication 
technologies (ICT), remote collaboration, and international 
partnerships to enable IHLs to achieve sustainable economic 
and social impacts through innovation. 

A. Foundational Pillars 

Triple Helix collaboration: Develop partnerships between 
universities, industry, and government to promote innovative 
ecosystems [5], [14], [18]. Use IHLs as entrepreneurial hubs 
to drive regional economic development [5], [17]. Policy and 
Institutional Alignment: Align the framework with national 
policies such as the Palestinian National Development Plan 
[21]. Close policy gaps to promote entrepreneurship and 
innovation in IHLs [9], [19]. Resource Optimization: ICT is 
used to overcome resource limitations and enable remote 
operations and virtual collaboration [2], [5], [20]. Develop 
hybrid incubation models to connect local innovators with 
global markets and investors. 

B. Key Components 

Innovation and Research Development: Promoting 
interdisciplinary research addressing local and regional 
challenges [3], [5], [30]. Focus on resilience-focused 
technologies such as e-learning and agricultural innovation. 
Leveraging Remote Collaboration and Digital Platforms: 
Develop online incubators or hybrid incubation models that 
enable remote virtual mentoring, collaboration, and market 
engagement. Connect students and educators with global 
experts, investors, and partners to bypass local restrictions [1], 
[47]. Localized curriculum for entrepreneurial and digital 
skills development: Implementing specialized training 
programs in entrepreneurship, digital literacy, and IT 
management tailored to Gaza’s constraints. Equip students 
with practical skills for both local and remote employment 
opportunities [27], [62]. Technology Transfer Offices (TTOs): 
TTOs should be strengthened to manage intellectual property, 

licensing, and knowledge transfer between IHLs and 
industries [5], [30]. Partnerships with international 
organizations for funding and expertise: Partners with 
international organizations provide financial resources, 
mentorship, and access to advanced knowledge [5], [22], [47]. 
ICT as a Key Enabler: Use ICT platforms for analysis, scaling 
and international collaboration to overcome geographical and 
economic constraints [15], [16], [53], [61]. Financial and 
Incubation Support: Providing access to hybrid financing 
mechanisms, including grants, crowdfunding, and incubation 
programs tailored to the Gaza Strip context [22], [63]. 

C. Operational Framework 

Opportunity Identification: Use ICT-based analytics to 
identify local and global market opportunities for spin-off 
companies [1], [2]. Develop solutions targeting resilience-
oriented technologies for conflict-affected regions [6], [24]. 
Framework Development: Take a bottom-up approach 
involving local stakeholders to design spinoffs that address 
community needs [23]. Implementation and Scaling: ICT-
enabled pilot spin-offs focus on local challenges and are 
scalable to similar global markets [6], [24]. 

D. Sustainability and Impact 

Monitoring and Evaluation: Leverage ICT dashboards to 
track and evaluate spin-off performance in real-time [5], [15], 
[42], [53]. Community engagement: Engages local 
communities by involving students, researchers, and 
community leaders in the development of spin-offs [18], [64]. 
Alignment with Sustainable Development Goals (SDGs): 
Align spin-off initiatives with SDGs 4 (Quality Education), 8 
(Decent Work and Economic Growth), and 9 (Industry, 
Innovation and Infrastructure) [37], [47]. Table VI shows 
strategic framework summary table. 

TABLE VI. STRATEGIC FRAMEWORK SUMMARY TABLE 

Key Area Description 

Foundational Pillars 

Triple Helix Collaboration, Policy and 

Institutional Alignment, Resource 

Optimization 

Key Components 

Innovation and Research Development, 
Remote Collaboration, Localized Curriculum, 

Technology Transfer Offices, International 

Partnerships, ICT as Core Enabler, Financial 
and Incubation Support 

Operational Framework 
Opportunity Identification, Framework 

Development, Implementation and Scaling 

Sustainability and Impact 
Monitoring and Evaluation, Community 
Engagement, SDG Alignment 

E. Expected Outcomes 

Increased Spin-Off Creation: Increase in the number of IT-
enabled spin-offs that address local and global challenges [3], 
[5], [23]. Economic and Social Impact: Strengthening local 
economies through job creation, e-learning, and agricultural 
technology solutions [20], [65], [66]. 

Improved IHLs Capacity: Universities are becoming 
entrepreneurial institutions that contribute to regional 
innovation [5], [12], [17], [19]. Global Competitiveness: 
Gaza-based spin-offs gain global recognition and scalability 
through the use of ICT and digital entrepreneurship strategies 
[25], [34]. 
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The following Fig. 2 illustrates the strategic framework 
that includes themes and sub-themes, and provides practical 
opportunities that should be considered and explored if 
universities in the Gaza Strip could successfully launch and 
sustain IT spin-offs despite significant constraints. 

 

Fig. 2. Strategic framework. 

By integrating ICT, remote collaboration, and local 
strategies, this framework enables IHLs in conflict zones, such 
as Gaza, to promote IT-enabled spin-offs with local relevance 
and global scalability. These strategies reflect a commitment 
to resilience and innovation, enabling universities to thrive 
despite adversity and achieve meaningful economic and social 
outcomes. 

VII. CONCLUSION AND RECOMMENDATIONS 

This study proposes a strategic framework for developing 
IT-enabled spin-off ventures in higher learning institutions in 
conflict-affected regions such as Palestine. It identifies key 
barriers such as funding constraints, political instability, skill 
gaps, infrastructure limitations, and weak intellectual property 
protection. Based on a case study of a major technical college 
in Palestine, this framework addressed specific challenges in 
the Palestinian context, including leveraging ICT, remote 
collaboration, and local strategies. This study emphasizes the 
need for healthy financing mechanisms, increased 
infrastructure investments, conflict-resistant strategies, skill 
development initiatives, and sustainable financing models that 
reduce dependence on foreign aid. It also highlights the 
importance of establishing partnerships and improving 
collaborations with international partners to promote IT-
enabled entrepreneurship and innovation in challenging 
environments. Key recommendations include the following. 

Although IT spinoffs hold significant potential for 
economic growth and translation of research into products or 
services, barriers to success still need to be overcome. 
Palestine's unique sociopolitical environment requires a 
tailored approach to promote IT spin-offs within institutions of 
higher learning (IHLs) that lead to the promotion of 

entrepreneurship and innovation. While the current study 
provides valuable insights into the strategic framework, it is 
limited by the lack of empirical validation, robust statistical 
analysis, and longitudinal assessment of its long-term impact. 
Future research should address these shortcomings while 
incorporating mixed methods approaches, comparative 
analyses, and stakeholder engagement to enhance the 
framework's applicability and effectiveness across diverse 
contexts. 

The findings of this study can serve as a basis for 
developing targeted strategies to promote sustainable IT 
ecosystems in universities in developing countries. The 
findings and recommendations provide insights that 
policymakers, higher learning administrators, and 
international organizations can use to create an enabling 
environment for IT spin-offs in Palestine, with the potential 
for broader applications in developing countries. 
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Abstract—Explainable Artificial Intelligence (XAI) enhances 

interpretability in data-driven models, providing valuable 

insights into complex decision-making processes. By ensuring 

transparency, XAI bridges the gap between advanced Artificial 

Intelligence (AI) techniques and their practical applications, 

fostering trust and enabling data-informed strategies. In the 

realm of sports analytics, XAI proves particularly significant, as 

it unravels the multifaceted nature of factors influencing athletic 

performance. This work uses a rich data analysis flow that 

includes descriptive, predictive, and prescriptive analysis for the 

tennis match outcomes. Descriptive analysis uses XAI techniques 

such as SHAP (SHapley Additive exPlanations) with diverse 

factors such as physical, geographical, surface level and skill 

disparities. Top players are ranked; the trend of country-wise 

winning is presented for the last many decades. Correlation 

analysis presents inter-dependence of factors. Correlation 

analysis presents inter-dependence of factors. Predictive analysis 

makes use of machine learning models, the highest overall 

accuracy of 80% according to the K-Nearest Neighbors classifier. 

Lastly, prescriptive analysis recommends specific details which 

can be helpful for players and coaches as well as for overall 

strategies planning and performance enhancement. The research 

underscores the significance of AI-driven insights in sports 

analytics, particularly for a fast-paced and strategic sport like 

tennis. By leveraging advanced data analytics methods, this study 

offers a nuanced understanding of the interplay between player 

attributes, match contexts, and historical trends, paving the way 

for enhanced performance and informed strategic planning in 

professional tennis. 

Keywords—Artificial intelligence; data analytics; machine 

learning; match result prediction; XAI; SHAP 

I. INTRODUCTION 

In the age when technology plays a crucial role in the 
world, data has become a valuable commodity in any field; and 
sports analytics is no exception. The extension of big data in 
the professional sports realm has revolutionized the way 
performance, planning, and decision-making process, is 
approached. Sports data analysis is vital for advancing the 
understanding and performance of athletic activities, providing 
a foundation for evidence-based decision-making in sports. 
With the help of advanced techniques and latest analytical 
tools, it helps coaches, athletes, and teams to have deep 
insights by identifying patterns, optimizing game plan, and get 
better results. The analysis includes player and game statistics, 
game dynamics, physiological and even psychological data and 
thus by bringing sports science to modern computational sports 

science. Moreover, the latest trends in data analysis include 
predictive modeling, offering insights into player fatigue, 
injury likelihood, and team performance under various 
conditions and help to predict the game outcome. Sport data 
analysis is being carried out in all types of sports worlds wide 
to gain optimal results [1]. Among sports, tennis, an aerobic 
and somewhat complex sport, presents an excellent chance to 
use data science for gaining a competitive edge and prognostic 
the outcomes of the matches. 

Tennis is one of the most popular sports globally and is 
played by millions with a combination of energetics skills and 
physical strength, thinking ability and patience as elements 
such as athleticism, strategy, and power. With background 
foundations of 19th century, tennis has transformed into a 
highly competitive and technically demanding game, among 
both individual and team formats [1]. While other team sports 
tend to place their strength on the performer’s abilities in the 
context of change and variability, such as the base depends on 
variant of surfaces, condition of weather, and opponents [2]. 
Every game turn into a battle, where a player needs to put 
focus on all capacities to win as fast as possible, to play using 
both strong and smart tactics [3]. The evolving shift of the 
tennis game, powered the need to enhance the technological 
innovations and progressive metamorphosis, continues to push 
the boundaries of human performance, raising tennis beyond 
the status of sport and turning it into both human physical and 
intellectual excellence based on their speed, endurance, and 
strength, coupled with technical precision and mental ability to 
boost [4]. Modern tennis involves dynamic interactions 
between players and surfaces, where factors such as court type, 
weather, and player tactics highly impact the outcomes of 
matches. This complexity makes tennis match a captivating 
sport, both as a form of entertainment and as a subject of in-
depth analysis.  

Match results prediction is accomplished by examining key 
performance indicators such as rally length, spin rates, serving 
efficiency, player movement, shot placement, and other factors 
that may influence match results. As sport evolves, data-driven 
approaches are becoming increasingly crucial for increasing in 
player performance, refining strategies of coaching, and 
improving in match outcomes. The integration of AI and data 
analytics in tennis research has opened new gateway for 
understanding player behavior, optimizing performance, and 
predicting outcomes [5]. By leveraging vast datasets that 
include player statistics, physical factors, match outcomes, and 
even skills analysis, AI models provide unpredictable in-depth 
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analysis into various aspects of the game. AI-based predictive 
analytics use machine learning (ML) models to process data to 
predict outcomes based on player strengths, weaknesses, and 
historical performance against specific opponents. Such 
prediction is used by the coaches in defining training and 
modifying match strategies. Data analytics based on AI has 
been used in tennis for analysis of multi-perspective and to 
achieve enhanced precision [6]. In existing studies, the 
researchers have focused on the limb movements and force 
generation modes of athletes [7]. 

To provide a clear structure for the presentation of the 
research, the paper is divided into five sections. Section II 
provides a detailed analysis of our research contribution based 
on objectives. The existing literature review in Section III 
discusses prior research and insight research gaps. The 
specifics of dataset, data preprocessing, and the methods used 
for analysis are explained in Section IV of the study. Section V 
contains result and discussion, rely on descriptive, predictive 
and perspective analyses. The study findings are discussed in 
this section and related to the objectives of the research. Lastly, 
Section VI of the paper provides a recap of major conclusions 
and recommendations to extend the present study and advance 
the knowledge in the field. 

II. OBJECTIVES 

In this research study, we aim to carry out a comprehensive 
analysis of the tennis dataset based on real world data of more 
than three decades. It shares details about the exploration of 
various factors which may influence the match outcome. For 
exploratory data analysis, the factors of various perspectives 
are considered. The features of players are considered and then 
the features of losers and winners are separately considered. 
The distribution of aces is visualized based on diverse surface 
areas. The pair plot of winners and losers are explored. The 
correlation matrices are computed for diverse types of features. 
The predictive analysis consists of application of various data 
mining algorithms for classification which include K-Nearest 
Neighbor (KNN) and Ridge Classifier (RC) and Label-
Propagation (LP). The results are evaluated based on accuracy, 
precision, recall, and F-measure. Lastly prescriptive analysis 
presents the recommendation of various strategies. The main 
contributions can be summarized as follows: 

 Developed a data-driven framework that coupled with 
ML models on domain-specific factors to anticipate 
tennis match outcomes, providing actionable deep 
insights for players, coaches, and analysts. 

 Analyzed the impact of seven key factors, including 
player ranking, performance ranking, player 
characteristics, demographic, physical health, surface 
level, and skill level analysis on tennis match 
predictions. 

 Comprehensive data analytics are carried out using 
three diverse approaches of descriptive analysis, 
predictive analysis and prescriptive analysis. 

 Exploration data analysis of real-world data varies out 
using state of the art Data visualization 

 Using SHAP method for interpretation of top factors 
which is widely used in the latest eXplainable Artificial 
Intelligence perspective. 

 Achievement of accuracy as high as 80% to predict the 
outcome of the match using lazy classifier of nearest 
neighbor, demonstrating its effectiveness for tennis 
match outcomes. 

III. RELATED WORK 

The use of data analytics for sports data analysis is an 
active research area due to its significance [8].  As one of the 
most powerful machine learning algorithms, it provides the 
highest precision and performance when computing. It is a 
favorite among researchers and extensively used in several 
fields. A vast number of works emphasize the capacity of ML 
in forecasting and assessing talented tennis players and 
performance, following series of steps from data collection to 
evaluation as shown in Fig. 1. Thus, Panjan [9] considered the 
determination of predicted results of young athlete’s skills and 
physical measurements as one of the ML models getting high 
results especially in the female sportspersons’ evaluation. It 
was a much better way to select coaches than just picking the 
one that has been in the industry for a long time. Siener [10] 
pointed out that more concepts are relevant for consideration, 
and excluded physical abilities and early performance 
measures as specific metrics cannot adequately capture 
prediction models. Related to this, ML has also been used in 
player categorization according to their performance. Filipic 
[11] conducted predictive analysis to classify professional 
tennis players into quality groups based on the ATP rates. It 
helps us as coaches and the players to analyze strengths and 
weaknesses of team and individuals. It also pointed out that 
there are other success factors besides performance strategies, 
including mental hardness, training approaches, and 
psychological strength [12]. Makino et al. [13] selected the 
ATP singles match to analyze point winners when influenced 
by the court and the players’ style. To illustrate the ability to 
practice different and more creative forms of analyzing data, 
Almarashi et al. [14] took a different more creative approach 
by demonstrating the ability to predict trends of players’ 
performance over a period. Chen and Groll [15] used decision 
tree algorithm, and the results showed that it yields high level 
of accuracy in predicting the match outcomes for both men and 
women’s tennis as was also discovered by Ghosh et al [16] 
who used logistic regression. It has also been attempted to 
identify some sample employing unsupervised learning 
methods. Whiteside and Reid [17] applied k-means clustering 
to decide on the best locations for aces, where data points must 
be grouped based on their likeness. Li et al. [18] then trained 
convolutional neural networks (CNNs) on images to predict 
batting strength and angles, due to the success of the CNN for 
image recognition. 
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Fig. 1. An overview of the ML method, showing the iterative steps from raw data preprocessing to deploying the candidate model for applications.

In Zhou and Liu [19], different probabilities of different 
stances in the court were recently Bayes network predicted. 
Schulc et al. [20] used an LSTM network where the network 
learned from the video data to detect biomechanical signs of 
ACL injury risks. The LSTM network was able to accurately 
predict at-risk athletes with 75%-81% accuracy. Based on the 
data mining methodology, Jain et al. [21] explored sports 
performance, evaluated it according to benchmark models of 
key factors, technical aspects, and tactical difficulties 
confronting Chinese athletes. Together, these works establish 
the elaborate use of ML for the promotion of tennis 
proficiently in many areas such as talent recognition and 
changes analysis of performance and injury handicaps. 

IV. MATERIALS AND METHODS 

In the following part of this paper, we focus on the method 
of this research by considering the empirical data used for 
collecting, cleaning, and applying for the purpose of this 
research, which is a prediction of tennis matches. The data 
used are tennis match statistical and predictive analysis, 
available at open-source platforms, that includes attributes 
based on ranking of players, their characteristics, physical 
factors, skills factors, surface type, tournament conditions, and 
match duration. In this context, the data collected is 
preprocessed to clean it by using data imputation methods to 
handle missing data and applying techniques to erase or 
eliminate records with many missing entries to maintain 
internal consistency. These methods cover three approaches for 
comprehensive analysis. Descriptive Analysis highlights the 
feature analysis. Predictive Analysis explore the correlation 
between parameters. By employing various models including 
KNN, RC, and LP to create the overall model on the factors 
leading to match results. KNN classifier, as working illustrated 
in Fig. 2, assigns a class 𝑦 to a data point 𝑥, its 𝑘 − 𝑡ℎ nearest 
neighbors are determined using a distance metric 

𝑑(𝑥, 𝑥𝑖) = √∏ (𝑥𝑗 , 𝑥𝑖,𝑗)
2𝑛

𝑗=1  based on predicted class 

neighborhood points �̂� = 𝑚𝑜𝑑𝑒{𝑦𝑖 : 𝑥𝑖  𝜖 𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠 (𝑥)}). 

Furthermore, RC algorithm based on linear model that 
minimizes a loss function with L2 regularization 
𝑋𝜖ℝ𝑛∗𝑝(𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠) and 𝑦𝜖{−1,1}𝑛  defining predictive labels 
using weight vectors 𝑤  corresponding to regularization 
strength 𝛼 > 0 for prediction �̂� = 𝑠𝑖𝑔𝑛(𝑋𝑤) →  𝑚𝑖𝑛𝑤||𝑋𝑤 −
𝑦||2

2 +  𝛼||𝑤||2
2. Another graph based semi-supervised learning 

algorithm known as label propagation that propagates labels 
from labeled to unlabeled points iteratively depends on graph 
based-approach 𝐺 = (𝑉, 𝐸)  with weight matrix 𝑊  and label 

distribution 𝐹𝜖ℝ𝑛∗𝑐  based on classes 𝐹(𝑡+1) =  𝐷−1𝑊𝐹(𝑡) . 
Prediction of labeled class computed using diagonal degree 𝐷 
with matrix of 𝑊. This process continues until convergence, 
and labels are assigned based on the maximum in 𝐹 . Such 
models of analytics were trained and tested using historical 
information to provide predictions of the match outcomes with 
good levels of effectiveness. Furthermore, Perspective 
Analysis offers empirical evidence for a data-driven approach 
for making robust strategic planning, evaluation of 
performance, and decision making in professional tennis, and 
reveals how player characteristics and match conditions 
collectively determine performance. 

 

Fig. 2. The K-nearest neighbors (KNN) architecture. 
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V. RESULT ANALYSIS 

A. Descriptive Analysis 

A statistical analysis of the attributes of a tennis match 
shows a comprehensive analysis of how several factors 
correlate to make an impact on a player’s probability of 
winning and other factors as well, taxonomy shown in Fig. 3. 
The visualizations highlight the key attributes such as player 
rankings, physical fitness, and performance metrics, which 
collectively contribute to predicting match outcomes. All these 

factors have a unique function of providing an understanding 
of the nature of competitive tennis. The related factors of 
physical fitness, as shown in Fig. 4, reveal the rank ratio of 
winner and loser as well, highlight the ability of ranking for 
higher predictions. Lower ranked players relatively closer to 1 
are over-represented among winners demonstrating the player 
ranking – which is an average of the earlier performance 
progress, stability and competitiveness – is perhaps the single 
strongest determination of match outcomes.

 

Fig. 3. Taxonomy of factor-based analysis of tennis match prediction.

This reinforces the idea that rankings are not merely 
statistical markers but reliable indicators of a player’s 
performance and fitness. Similarly, features like winner and 
loser rank points, which are measures of ranking points 
acquired over a certain period, additional support sustained like 
ranking and competitive success as factors affecting match 
outcomes. Player age also emerges as a significant factor, with 
winners mainly under the age of 25 according to the 
distributions of variables winner and loser age factors. This age 
group characterized the peak years of physical agility, strength, 
and psychological resilience. This argument is further 
emphasized by the fact that the decline in performance 
observed in older players is captured by the fact that the loser 
age distribution tapers off, which is evidence of physicality of 
tennis and the fact that with age, the performance of players 
reduces with increasing age regardless of league ranking. 
Height, as captured by winner and loser height shows a more 
complex interaction. The distribution of player heights 
according to general population values, and their average of 
180-190 cm indicates that height can be useful – probably in 
serving and court coverage – but certainly is not as definitive 
as ranking or age. This simply means that, though factors such 
as height have additional marginal utility they outweigh in their 
skill, strategy and mental strength. 

 

Fig. 4. Physical fitness factors affecting players performance. 

The SHAP based summary plot, shown in Fig. 5, further 
supports these observations by showing how proposed features 
influence match outcomes. Factors like first, and second rank, 
and their associated ranking points dominate the feature 
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importance, emphasizing that prior performance is paramount 
in determining match success. Interestingly, variables such as 
first and second age, factors, and tournament-specific details 
include analysis about round, draw size, and tourney month 
with exhibit moderate importance meaning that even external 
factors affect performance, such as the tournament stage or 
environmental factors, can also influence progress. For 
instance, the level of the tournament or the number of sets 
played highlighted as best of attribute might benefit more 
experienced or physically conditioned players. 

 

Fig. 5. SHAP analysis of features importance. 

Fig. 6 provides a detailed breakdown of feature importance 
of predicting match outcomes. It underscores the significance 
of first rank pointed to winner's rank and second rank shows 
the progress analysis of loser's rank, guarantees that player 
rankings, which reflect skill, regularity, and past results, are the 
strongest indicators. Other features, such as second rank points 
highlight the ranking points of loser’s players and second 
impactful factor first height attribute pointing to the chances of 
winners on the base of their height, reflecting that performance 
measures and physical fitness attributes are significant as 
secondary impact factors.  The plot further underlines the 
contribution of other relatively significant variables with aspect 

of nationality background as mentioned loser’s nationality 
code, which characteristics of the player’s performance in 
shaping geographic or cultural patterns. The visual strength of 
SHAP showing how much each feature contributes to match 
prediction while reinforcing the idea that, although rankings 
overwhelm, other features bring context. 

The bar chart in Fig. 7 illustrates the Top 10 Players by 
career wins, including legends like Jimmy Connors, Roger 
Federer, and Rafael Nadal, also supports these findings. These 
players consistently rank among the best due to their ability to 
maintain high performance over longer periods, which is in 
tune with the ranking and ranking-points identified in the 
evaluation of the data. The success of these players also 
uncovers an important part of the equation, which is 
psychological factor, such as mental strength and match 
experience, which are inferred from performance measures 
such as rating. The boxplot as shown in Fig. 8 depicting the 
distribution of aces by surface (Clay, grass, carpet and hard) 
highlights into how playing conditions affect serve 
performance. According to the distribution, Grass courts 
exhibit the widest distribution and median number of aces, 
which shows the serve on this surface is preferable for 
powerful players. In contrast, clay courts are characterized by a 
lower median and distribution, suggesting that this slow 
playing surface reduces the impact of aces. This information 
emphasizes the fact that surface type must be considered 
important indicating match results particularly for those players 
who rely on serve base. The USA dominated tennis in the last 
parts of the twentieth century, as was mentioned, which could 
also be explained by the fact that the game during that time 
was especially suitable for players who use powerful strikes 
and played fast courts, as shown in Fig. 9. But this dominance 
was not sustained after the year 2000, since more emerging 
nations approached the game with new generation of players 
like Spaniards and the Serbian stars who demonstrate equal 
powers on clay and other surfaces. Spain happened to rise 
steadily at the same time as its emphasis on clay court 
preparations, while Serbia on a similar note rose with players 
like Novak Djokovic. This rise of the Swiss team in the period 
of Federer-Wawrinka partnership show how player generations 
can skew national statistics. The above-presented patterns 
indicate that player origin and era-specific patterns are 
functional contextual predictors that influence match outcomes 
due to the general competitive conditions and training 
processes. 

 

Fig. 6. Breakdown analysis of match outcomes.



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

148 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 7. Analysis of  top 10 players performance. 

 

Fig. 8. Distribution of aces by surface. 

 

Fig. 9. Nation-wise performance of players statistics. 

Analyzing variables using pair plot visualization as shown 
in Fig. 10, indicating factors such as winner and loser rank, 
match minutes that show the overall duration and tourney level 
indicating participating tournament score, highlighting the 
comprehensive analysis by examining the interplay between 

rankings and match intensity. Matches characterized by players 
with higher ranks are generally shorter, pointing to their 
dominance and ability to close matches efficiently. Conversely, 
Players with low level ranking scores tend to engage in longer 
matches, indicating closely contested battles where differences 
in skill are less pronounced. The pair plot also separates Grand 
Slam matches (G) from Masters tournaments (M) where the 
duration is usually longer because of higher level of tension, 
stress, anxiety, among all still showing a best ranking with 
physical fitness, a significant factor to ranked as winner for 
players. This observation illustrates that tournament setting 
affects matches setting, by considering the external factors 
other than players’ characteristics predicting the matches’ 
model. 

 

Fig. 10. Analysis of skill disparities factors. 

The two correlation matrices as shown in Fig. 11 offer a 
comprehensive examination of the various relationships in 
relation to different variables in the database: 
tournament/match attributes and players’ performance 
indicators. The features of this correlation include the date of 
the tournament; draw size; the match number; and performance 
indicators of the player who lost the match; aces served and 
committed, double faults, total serve attempts, first serves 
made, and break points faced. There is a very tight positive 
relationship between Attempts and First (0.93), suggesting that 
many serve points attempted deliver a high probability of 
successful first serve hitting. As with many of the other 
performance indicators, there is a strong relationship between 
break points saved and break points faced (0.92) – players that 
frequently find themselves on the wrong end of a break point 
usually show that they can sustain a lot of those situations. The 
strong positive relationship which is evident between the 
variable’s games served and serve points attempted (r=0.94 
mean, reveals the direct relationship between the number of 
service games played serves attempted. Low correlations 
between the date of the tournament and draw size and most of 
the performance indicators indicate that these characteristics 
have little influence on the result of ongoing inspired matches. 
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The Players Information and Performance Association Matrix 
looks at how certain variables in mutating with player 
characteristics which include the winner seed, winner height, 
winner rank, and match performance indicators which include 
aces served, double faults, break points faced, and games 
served by the winner, in Fig. 12. Cohesion between first serves 
in and serve points attempted by the winner is also evident with 
a coefficient value of 0.94 for the pair of variables. The finding 
that linkage of games served, and the break points faced by the 
winner (r= 0.94) suggests that the consistency of the serving 
players is likely to go down with the game faced on their serve 
as he matches progress especially in terms of break points 
faced. The correlation –0.33 of winner rank and winner rank 
points indicate that players with low numerical value of rank 
will tend to gain more ranking points because they have 
performed better than other players over the season. They both 
showed some relationship with match duration to some key 
performance indicators, and this was evident in the breakdown 
of the break points saved and the first serves clinched to show 
how stamina and service comes in handy during long drawn-
out matches. 

Overall study highlights the evaluating probabilities of 
tennis match outcomes are a complex process and factors 
including player rankings, age, and prior performance 
emerging as the most influential features for the match 
outcomes. Height, tournament conditions, and match dynamics 
provide the secondary features that add more context and depth 
to the predictive model bringing more of the game into the 
analysis. The analysis highlights that while player rankings and 
previous performances predicting environmental and intrinsic 
aspects including nature of the ground, playing duration, and 
players’ physical characteristics including height and serve 
effectiveness enhance the complexity of the game adding on to 
the analysis. Such results suggest that more global and data-
driven strategy is required to accomplish successful modeling 
of match results.  By leveraging data analytics methods, we can 
build more robust systems that reflect the interplay of skill, 
strategy, and resilience in tennis match. This approach does not 
only improve the efficiency of forecast, but can also define 
conceptual framework for action, improvement of 
performance, and decision-making in professional tennis. 

 

Fig. 11. Correlation analysis of player performance and tournament 

information. 

 

Fig. 12. The relationship between players’ characteristics like age, height and 

ranking levels on the players’ performance. 

B. Predictive Analysis 

The findings from the three classifiers include K-Neighbors 
Classifier, Ridge Classifier, and Label Propagation, in terms of 
accuracy, F1-score, and ROC based Area Under the Curves 
(AUC) values that show how the predictive models performed 
in the experiment with the goal to assess the strengths and 
limitations of using the selected algorithms for tennis match 
predictions. Detail analysis of results is shown in Table I. 

The K-Neighbors Classifier gives the highest accuracy of 
80%, with 63% F1-measure shows that the model provides a 
high probability of projecting the match outcome accurately 
most of the time, which is promising for applications where 
precise predictions are important. However, the values of the 
F1-score equal to 63% mean that the model makes moderate 
accurate predictions relying on players’ performance with 
tournament levels, leads towards may some challenges in 
identifying less frequent match outcomes, potentially leading 
to some false positives or false negatives. Finally, the AUC of 
78% also validates the model efficiency in determination of 
between the two classes of players as winner and loser but still 
more work is needed to be identified by the optimal decision 
threshold. The Ridge Classifier performs less accurate as 
compared to K-Neighbors Classifier achieves only 71% 
accuracy, utilizing both precision and recall, given its 
considerably higher F1-score, 69%. This implies that Ridge 
Classifier could be much more suitable for identifying both 
‘winners’ and ‘losers’ particularly in formulation whose class 
distribution is skewed. Its lower AUC of 71% shows that the 
model does not perform as well regarding the ability to classify 
match outcomes throughout the probability distribution, with 
particular emphasis on the low success of the distinction 
between the positive and negative classes at various thresholds. 
This shows that, although the Ridge Classifier is quite balanced 
in terms of predicting outcomes. 

Another classifier, Label Propagation tested with 77% 
accuracy is nearer to both models in the raw predicting power 
when it comes to predicting match outcomes. However, its F1-



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

150 | P a g e  

www.ijacsa.thesai.org 

score is 65% and it is lower than the two models we 
considered: K-Neighbors Classifier and Ridge Classifier which 
means that its precision/recall co-efficient is less accurate than 
these two. This has the implication that the model could be 
correctly classifying more instances, particularly in the 
minority class, resulting in either false classification as positive 
or as negatives. The AUC of 71% also shows us that it does not 
rank as high as the K-Neighbors Classifier in terms of the 
model’s ability to show the difference between the match 
outcomes based on various factors, but it is better than the 
Ridge Classifier. Overall, Label Propagation has a reasonable 
level of predictive accuracy as for match outcomes, but this 
model has a low ability to set a moderate ratio of precision and 
recall as well as it has weak discrimination in contrast to other 
models. 

TABLE I.  ANALYSIS OF CLASSIFIERS FOR PREDICTIVE MATCH 

OUTCOMES (%) 

Model Accuracy Precision Recall 
F1-

Score 
AUC 

KNN 80 75 70 63 78 

RC 71 72 66 69 71 

LP 77 71 60 65 71 

Overall, K-Neighbors Classifier surpasses the other two in 
its accuracy AUC, meaning that K-Nearest Neighbors 
Classifier, indicating that it is better at making correct 
predictions and distinguishing between match outcomes. 
However, looking at the F1-score, it can be concluded that it 
could be allowed better ratio of precision and recall values. The 
Ridge Classifier proves to improve the balance of classification 
but offends accuracy and AUC value. Label Propagation, while 
offering good accuracy again is not good in f1-measures. These 
results highlight the trade-offs between model performance 
metrics and underscore the need to select a model based on the 
specific requirements of the task, such as whether the priority 
is maximizing prediction accuracy ability to distinguish 
between classes, as analysis shown in Fig. 13. 

C. Perspective Analysis 

Let us now focus on the third type of data analytics 
approach of prescriptive analysis which focuses on 
recommending specific strategies based on data analysis. The 
aim of this type of analysis is to get the desired outcomes based 
on analysis of historical data, and application of predictive 
models. Unlike descriptive analysis, which explains what has 
happened and which is main part of this manuscript as well, 
and predictive analysis, which forecasts what might happen, 
prescriptive analysis shares the answer to the main question of 
what is required to be done. 

Prescriptive analysis uses data-driven insights to 
recommend specific training and strategies tailored to players’ 
needs and goals. For making robust strategic planning, 
evaluation of performance, and decision making in 
professional tennis, and reveals how player characteristics and 
match conditions collectively determine performance. By 
analyzing player attributes for prescriptive analytics provides 
actionable recommendations for optimizing performance. 
These insights into a player’s efficiency or their success on 
specific surfaces can guide them to match preparation 

strategies. Fig. 14 shows Receiver Operating Characteristics 
(ROC) curve is shown for comparison and shows Area Under 
the Curve (AUC) too. 

 

Fig. 13. This comparison reflects the accuracy measures of all applied models 

providing the performance evaluation of the ML approaches. 

 

Fig. 14. The ROC-AUC curve of all applied models. 

Additionally, understanding the strategies of opponent 
abilities and match dynamics enables players and coaches to 
follow strategies in real time, boost their competitive edge. 
Effective workload coordination in team settings to guard 
against injuries while maximizing on output from the players. 
With information concerning players, training frequency and 
types, courses can be constructed that would maximize their 
recovery period. Besides, this approach also improves the 
talents’ performance at the personal level and proper 
coordination between coaches, physiotherapists, and analysts. 
Further, based on the same perceptions tournament organizers 
and stakeholders can better schedule tournaments in a way that 
both protects fairness of competition and players’ health 
leading to enhanced experience. Such systems develop mutual 
constituencies of resources for supporting players and their 
sustainable performance in the sport. 

In the previous works focused on tennis match result 
prediction by using the ML models, the numerous approaches 
and the features have been considered to improve accuracy, 
shown in Table II. The study in [22] (2022) used Logistic 
Regression (LR) with the features that aspect like surface type 
and being a winner or a loser besides the rank having an 
accuracy of 77%. Another approach made by [23] (2024) used 
Random Forest (RF) and concentrated on win/loss patterns. 
The suggested approach has a slightly lower accuracy of 70%. 
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Also, [24] (2024) put forward the Stochastic Forest Model with 
a player’s win rate as the feature, with 74% accuracy. Work by 
[25] (2021) that integrated LR, DT, and RF models for changes 
in direction during matches gave a 75% result. Conversely, the 
proposed study (2024) presented the K-Nearest Neighbors 
(KNN) model that uses seven various features; the findings 
recorded a ninety percent accuracy; therefore, meaning better 
predictive capacity. This work sheds light on shifting 
paradigms of a predictive model of tennis match result based 
on machine learning involving feature evaluation and model 
selection as crucial success factors. 

TABLE II.  COMPARATIVE ANALYSIS WITH EXISTING STUDIES 

Sr. 

No 
Ref Model Features 

Results 

(Acc: 

%) 

1 
[22] - 
2022 

LR 

surface , 

Winner/Losser, 

Rank Rounds 

77 

2 
[23] - 

2024 
RF win/loss trends 70 

 
[24] - 

2024 

Stochastic  

Forest 
player's win rate 74 

3 
[25] – 
2021 

LR, DT, RF changes of direction 75 

4 
Proposed 

– 2025 
KNN 

Seven Features in 

Fig. 3 
80 

VI. CONCLUSION 

Sports have always played a pivotal role in human culture, 
blending skill, strategy, and physical excellence. The coupling 
of artificial intelligence and data analytics into sports area 
highlights unparalleled opportunities to increase the power of 
decision-making, predict outcomes, and optimize performance 
rate. This research introduced three strategies of data analytics 
methods to investigate the factors influencing tennis match 
outcomes based on descriptive analysis, predictive analysis and 
perspective analysis, with a focus on feature-based analysis of 
attributes such as ranking attributes, physical attributes, and 
match conditions, emerges as significant predictors, providing 
valuable insights into the multifaceted nature of the sport. 
Among the models applied, the K-Neighbors Classifier 
achieved the highest accuracy of 80%, pointing out its potential 
as an effective tool for predictive analysis in tennis. This 
research highlights the potential of integrating advanced 
predictive models to help players, coaches, and analysts in 
strategic planning and performance optimization. Although the 
research study is helpful for understanding the factors for better 
tennis performance using XAI techniques however it is the 
limitation of the study that these findings are not generic and 
may not be applicable to other sports but only limited to tennis 
only. Considering the futuristic scope of the research work, let 
us share that the several future work can be considered for 
improvements can be made to increase the reliability of the 
predictions for more practical applications 

 Higher level of data cleaning and applying diverse 
feature engineering techniques to refine and obtain 
increased quality data that would be used for 
developing predictive models 

 Further tuning of advanced classifiers can be done by 
integrating hyper parameters of the classifiers to 
increase accuracy. 

 Extending the work to conduct time-series analysis to 
make effective use of temporal characteristics of the 
data including player patterns over different 
tournaments. 

This research not only offers understanding of the various 
factors of tennis match but also lays the groundwork for future 
explorations in sports analytical applications. This study thus 
clears the way for further enhancement to identify more robust 
methods and constructions through which data-driven 
approaches and models can be developed and deployed for 
sports and competition domains. 
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Abstract—Social media has changed the world by providing 

the facility to common person to share their views and generate 

their own content, known as Users Generated Content (UGC). 

Due to huge volume of UGC data being created at great velocity, 

so to analysis this big data, latest AI (Artificial Intelligence) and 

its sub-domain NLP (Natural Language Processing) are being 

used. Sentiment analysis of online content is an active research 

area due to its vast applications in business for review analysis, 

social and political issues. In this research study, we aim to carry 

out sentiment analysis of online content by exploring 

conventional features like Term Frequency – Inverse Document 

Frequency (TF-IDF), Count-Vectorization, and state of the art 

word embeddings based word2vec. Extensive exploratory data 

analysis has been carried out using the latest data visualization 

approaches. The main novelty lies in the application of unique 

and diverse machine learning algorithms on social media datasets 

and the results evaluation using standard performance 

evaluation measures reveal that the word2vec using Quadratic 

Discriminant analysis-based classifier show optimal results. 

Keywords—Artificial intelligence; sentiment analysis; machine 

learning; word embeddings; natural language programming 

I. INTRODUCTION 

Opinion mining or sentiment analysis on the other hand is a 
highly important subfield of NLP and is used as the umbrella 
term for studying sentiments, opinions, and emotions in text. 
Due to the drastic increase in use of social networking sites and 
the internet, the analysis of public opinion has gained 
importance for various commerce, policies and academia. Text 
analytics include creating categories depending on whether the 
text is positive, negative or neutral which can be important in 
understanding uptake among consumers or any specific 
segment or the public. For sentiment classification, Extended 
SVM, Naïve Bayes and Logistic regression were used 
traditionally; yet they are highly dependent on feature 
engineering and could not capture the depth of human language 
effectively [1]. 

In the last few years, deep learning techniques have brought 
dramatic improvements in SA, because they apply neural 
network structures that learn multi-level representations of text 
data from scratch [2]. RNNs, LSTM and CNN have been found 
to provide better resolution in extracting sequential correlations 
and contextual information within textual data [3]. In addition, 
the rise of pre-trained language models such as BERT and GPT 
has enhanced the performance of the sentiment analysis 
systems since transfer learning reduces the rate of overfitting as 
well as making models better at generalizing between datasets 
with limited labeled data based on [1]. 

Sentiment analysis is not limited to the monitoring of social 
media such as Facebook, Instagram, and twitter [4] but can be 
practiced in areas such as product review analysis, the 
customers feedback evaluation and even in the healthcare field. 
Since sentiment analysis is rapidly becoming a standard 
method for assessing public opinion and improving customer 
interaction for various organizations, the issue of effective and 
accurate detection becomes critical. Future areas are still hard 
and require better solutions to decode sarcasm, different 
meanings in different contexts, and domain specific language 
which are also quite important to cover in deep learning 
techniques [2]. Thus, continuous study is required to overcome 
these challenges and equally to extend the effectiveness of 
sentiment analysis to help explain the multifaceted human 
emotions captured in the content that is generated online. 

In this research study, our aim is to carry out sentiment 
analysis from online content of social media by exploring the 
role of various textual features such Count Vectorizer, and 
Term Frequency – Inverse Document Frequency (TF-IDF). 
The features are used as input to machine learning classifiers 
such as CalibratedClassifierCV (CACV), 
PassiveAggressiveClassifier (PAC), and Quadratic 
Discriminant Analysis (QDA). We also try to explore various 
deep features like word2vec which focuses on considering 
context for given words in local and global perspective 
respectively. Here local means within a sentence or few words 
before or after the word while global means within the whole 
document. The results evaluation is carried out using standard 
performance metrics of accuracy, precision, recall and f-
measures. This paper contributes to the field of AI by carrying 
out machine learning analysis of human feelings and emotions 
derived from textual data, while contributing toward the 
general understanding of the relationship between textual 
encoding and the analysis of human behavior. The main 
contributions of this research study include: 

 Application of an advanced feature engineering 
approach such as count vectorization, TF-IDF and 
Word2Vec embeddings proved helpful in improving 
model sentiment analysis performance. 

 Also, other machine learning models like Calibrated 
Classifier CV, Passive Aggressive Classifier, and 
Quadratic Discriminant Analysis were used to classify 
the sentiment labels. 

 The best results were achieved employing Word2Vec 
embeddings with CACV proving that the use of 
embedding enhances the performance of the system. 
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The paper is organized as follows: Section II presents an 
analysis of some of the prior work done regarding sentiment 
classification and feature extraction methods. Section III then 
describes the data processing methodology of this study, 
feature engineering techniques including TF-IDF and 
Word2Vec and the classification models used in this study. 
Section IV summarizes the findings of this work and discusses 
the effectiveness of the embedding techniques. Section V 
provides the overall conclusion of the paper. 

II. BACKGROUND 

Therefore, over the recent past, the use of sentiment 
analysis has grown to be more important as the world has 
advanced in issues such as social media and content creation. 
The field has graduated from decision tree type of solutions to 
highly enhanced machine learning and deep learning type 
methods, which can now learn the tone of the text to whether it 
is happy, sad, angry or otherwise. The latest publications point 
to a revolutionary effect of generative AI for enhancing the 
efficacy and flexibility of SA for identifying consumer 
sentiment [5]. The use of sophisticated NLP ensures that there 
is a means of processing huge volumes of data generated by 
customers over social media as well as ensuring that the firms 
can indeed derive tangible benefits from these big data sources 
[6]. A recent research study [7] focused on features-oriented 
sentiment analysis which is also known as aspect-oriented 
sentiment analysis. This type of analysis mainly does not focus 
on document.  Due to the growing era of technology, different 
methods of real time sentiment tracking have been enhanced to 
enable organizations to measure the flow of public sentiment. 
Programs such as Brand24 and Sprout Social employment 
machine learning [8] [9] to identify the sentiment of text in 
different and even emojis, thereby giving a fuller 
understanding of customer feelings [10]. Moreover, aspect-
based sentiment analysis (ABSA) has become another 
important approach which is to identify certain characteristics 
of the product or service and allows companies to assess 
feedback from customers on specific characteristics, such as, 
for example, battery life or usability, separately [11]. 
Considering deep learning models, attention-based model 
haven been used in a recent study which mainly proposes 
multi-channel gated recurrent RNN algorithms for aspect-
based sentiment classification purpose. The work proof that the 
proposal of multi-channels in the existing RNN model [12]. 

As these methodologies are progressing there are still some 
issues arising in sentiment analysis because of factors like 
sarcasm, cross cultural differences and—regarding social 
media—frequent changes of language [13]. These challenges 
have been pointed out in recent literature reviews and the 
community has called for more research to enhance the 
reliability of sentiment analysis approaches [14]. Also, the 
market for sentiment analysis tools is expected to expand 
rapidly owing to the rising need for timely analysis of the 
customers’ sentiments and behavior [15]. Aspect-based 
sentiment analysis, the model with good contextual 
information, namely, Attention-based Bidirectional LSTM 

(BiLSTM) networks, is more suitable when it comes to fine-
grained tasks [16]. Similarly, other recent works by [17] 
suggested a convolutional neural network and BiLSTM with 
attention mechanisms to deliver higher accuracy than 
conventional methods of sentiment classification in product 
reviews. Transformer based models have dramatically 
influenced approaches used in sentiment analysis. 
Subsequently, [18] used gradient boosting algorithms for the 
sentiment analysis tasks and to their finding, it outperformed 
other previous models for identifying the complicated 
sentiment patterns in large contextual data. For the sentiment 
classification in particular domains, for example, financial or 
health care domains, and have shown that the domain-wise 
improvement of the classifier performance is possible in this 
case that combine sentiment analysis with other NLP tasks 
[19]. 

Altogether, rhetoric trends dynamic, and new developments 
in tools and methods are expected for better application 
efficiency and higher predictive results of sentiment detection 
in different environments. This suggests that, as organizations 
continue to use these insights for strategic decision making 
[20], expanded research will be required to respond to the 
limitations of current methodologies and to investigate new 
employment contexts in this rapidly expanding domain. In this 
paper, instead of investigating and comparing traditional 
machine learning methods to sentiment analysis of textual data 
as previous studies have done, the current study employs 
advanced supervised learning models that Calibrated Classifier 
CV, Passive Aggressive Classifier, and Quadratic Discriminant 
Analysis (QDA) networks. These strategies are intended to 
improve the reliability and stability of sentiment predicting 
which was mentioned to be a weakness in the prior researches. 

III. PROPOSED RESEARCH METHODOLOGY 

The following sections provide the details of the 
methodological approach, as illustrated in Fig. 1, used in this 
sentiment analysis study, by following steps of data 
preprocessing, feature extraction, model training and 
experiment. 

A. Data Preprocessing 

Data cleaning is very important to ensure that pre-
processing on data is well done and well checked before 
applying any machine learning. Initially, for noise removal, 
following elimination of special characters, URLs, any 
numbers, all the stop words, including ‘is’, ‘the’, etc. To 
minimize model bias, data entries with redundancy or duality 
were spotted and disregarded. After this, preprocessing 
undertaken to the text included conversion of text to lower case 
to eliminate redundancy concerning the sensitivity of the upper 
and lower ‘cases. For more refinement, lemmatization was 
applied to stem words, where it uses the smallest root for a 
word to avoid any complexity in text data [21]. Lastly, to 
improve text vectorization in the next steps, each sentence was 
broken down to individual words (tokens). This ensures that 
data is preprocessed and ready for model training. 
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Fig. 1. Steps of proposed research methodology. 

B. Feature Engineering 

Feature engineering means getting the preprocessed textual 
data into forms directly understandable to the machine learning 
algorithms. In this study, three techniques were employed: 
Term frequency-Inverse document frequency (TF-IDF), Count 
Vectorization and Word2Vec. This paper provides the 
following overview of the mathematical basis and application 
of these methods. 

1) TFIDF: TF-IDF refers to a technique of weighing 

words in a document against a corpus to determine the 

importance of the term in the document. It is the product of 

two components: Term Frequency (TF), and Inverse 

Document Frequency (IDF). To measure how much the term 

is exclusive or specific to a corresponding document. In this 

study, TF-IDF vectors were calculated, using Eq. (1) on the 

textual data and were sparse and of high dimensionality in 

representation of the documents [22]. Table I displays the 

description of symbols used in equations. 

𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡 𝑣𝑒𝑐𝑡𝑜𝑟𝑑 = [𝑇𝐹 − 𝐼𝐷𝐹(𝑡1 , 𝑑, 𝐷), … … [𝑇𝐹 −
𝐼𝐷𝐹(𝑡𝑛 , 𝑑, 𝐷)]    (1) 

2) Count vectorizer: Frequency based vectoring or word-

frequency vectorization derives a numerical value for each 

word based on the number of times the term appears in that 

document relative to a fixed list of terms. Every document is 

then converted to vector, whose elements are the vocabulary 

of the subjects and the values being the frequency of each of 

the terms used using Eq. (2). Although noncomplex, it does an 

excellent job of encoding the distribution of words in the 

dataset, which is represented as a sparse matrix for input into 

the machine learning algorithms. 

𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡 𝑣𝑒𝑐𝑡𝑜𝑟𝑑 = [𝑥1 , 𝑥2 , … . . , 𝑥𝑛 ]  (2) 

3) Word2Vec representation: Word2Vec gives dense 

words embedding in the continuum vector space to capture 

semantic relationship in between words, it learns word 

embeddings from a large corpus. These embeddings capture 

context meaning to make the words that have similar contexts 

to have similar representations. For document-level 

representation, generally take the average of the word vector 

in applying machine learning models, so it is compact as well 

as semantically rich. 

𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡 𝑣𝑒𝑐𝑡𝑜𝑟𝑑 =
1

𝑛
 ∑ 𝑊𝑜𝑟𝑑2𝑉𝑒𝑐𝑛

𝑖=1 ( 𝑡𝑖 )  (3) 

C. Model Engineering 

Algorithm selection, setting, and model training on the 
preprocessed dataset form the model engineering process based 
on three algorithms were employed: CalibratedClassifierCV, 
PassiveAggressiveClassifier, and Quadratic Discriminant 
Analysis (QDA). Equations defining each and principles which 
underline each are provided in the following: 

CalibratedClassifierCV (CACV) is a meta-algorithm aimed 
towards increasing the accuracy of a base classifier when using 
probability estimates for decision making. It functions by using 
the raw outputs of the classifier, to which logistic regression 
model ensures to the raw outputs of the classifier, that ensures a 
monotonic relationship between probabilities and true 
outcomes, computed as in Eq. (4). This algorithm comes very 
handy especially when the base classifier gives unformatted 
probabilities or raw scores.  

𝑝(𝑦 = 1|𝑥) =  
1

1+exp( −(𝑎.𝑓(𝑥)+𝑏))
  (4) 

PassiveAggressiveClassifier (PAC) is an online learning 
algorithm which is suitable for scaling and efficient 
classification paradigm. It adapts its model weights only when 
predictions are wrong or the decision margin is less than 
specified, which makes it reactive “aggressively or slightly” to 
mistakes. The model optimizes a hinge loss function that has 
been well applied in binary and multi-class classification and 
supports linear kernel-based learning, computed objective 
function as in Eq. (5). The model is especially useful for the 
cases of working with high dimensions and big data, like text 
classification tasks, at which it balances the speed of adaptation 
to new data and necessary computational resources. 
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𝐿(𝑤, 𝑥, 𝑦) = max (0,1 − 𝑦(𝑤. 𝑥))    (5) 

The model updates 𝑤 iteratively as in Eq. (6): 

𝑤𝑡+1 = 𝑤𝑡 +  𝜏𝑦𝑥  (6) 

Where 𝜏 =  
1−(𝑤𝑡.𝑥)

||𝑥||2  is the learning rate to ensure 

convergence while remaining sample of passive for correctly 
classified. 

Quadratic Discriminant Analysis (QDA) is another 
generative classification algorithm, which implies that the 
model assumes features are normally distributed within the 
classes. It is an extension to Linear Discriminant Analysis 
(LDA) where covariances within each class may differ and 
therefore produces quadratic decision boundaries. The current 
implementation of QDA is based on the Bayes’ theorem, where 
the likelihood of each class is the multivariate Gaussian 
probability density, as in Eq. (7). Unlike other machine 
learning algorithms which may not be well suited when dealing 
with non-linear feature-class space. In general, QDA is more 
complex than LDA, but it is more flexible; thus, it is preferable 
when the classes have different variance. 

𝑄(𝑑 = 𝑘|𝑔) =  
𝑄(𝑔|𝑑=𝑘)𝑄(𝑑=𝑘)

𝑄(𝑔)
  (7) 

This is subjected to Eq. (8): 

𝑄(𝑔|𝑑 = 𝑘) =
1

(2𝜆)𝑒/2| ∑ 𝑘|1/2 exp(−
1

2
 (𝑔−𝜇𝑘)𝑇 ∑ (𝑔 −−1

𝐾 𝜇𝑘) 

(8) 

The decision boundary for QDA is quadratic, computed as 
(9). 

𝛿𝑘(𝑔) = −
1

2
ln|∑ 𝑘| −

1

2
 (𝑔 − 𝜇𝑘)𝑇 ∑ (𝑔 − 𝜇𝑘) +−1

𝐾

ln 𝑄(𝑑 = 𝑘)    (9) 

Class predictions are calculated by maximizing the 
posterior probability using Eq. (10). 

�̂� = 𝑎𝑟𝑔. 𝑚𝑎𝑥𝑘𝑄(𝑑 = 𝑘|𝑔)  (10) 

D. Dataset 

This study aims at the creation of a sentiment analysis 
system specializing in the analysis of emotional and 
opinionated posts in social media. Social media is quite popular 
and creates large textual data daily with useful knowledge of 
the public’s perception of products, services, events, and social 
issues. This system is expected to utilize NLP tools to identify 
and sort sentiments of bilateral content, for example, positive 
sentiment or negative sentiment or even no sentiment. The 
dataset employed in this study is collected from open platform 
Kaggle, sourced from authentic social media data comprising 
of different styles of writing and different contexts such as 
brand tracking, in a crisis, for opinion mining and social trend 
analysis. 

TABLE I.  DESCRIPTION OF SYMBOLS USING IN EQUATIONS 

Symbols Description 

𝒕 Term in a document 

𝒅 Document 

𝒏 Total number of terms in a document 

𝒙 Frequency based on each word 

𝒇(𝒙) Raw output of the  base classifier 

𝒂 𝒂𝒏𝒅 𝒃 Parameters optimized via logistics regression. 

𝒘, 𝒙 Weight and feature vector 

𝒚 True label (+1 or -1) 

𝝉 Learning rate 

𝝁𝒌 Mean vector of class k 

∑ 𝒌 Covariance matrix of class k 

𝒆 Dimensionality of feature space 

𝑻𝑷, 𝑻𝑵 True Positive and Negative 

𝑭𝑷, 𝑭𝑵 False Positive and Negative 

E. Evaluation Measures 

Measures of performance evaluation are metrics used in 
machine learning that provide a way of qualifying the several 
aspects of the model’s predictions, as shown in Table II. 
Accuracy tends to give a broad view of the accurateness of the 
model since it quantifies the actual number of properly 
classified samples to the overall number of samples. Recall 
measures the ratio of true positives among all actual positive 
observations, or the ability to avoid false negative predictions. 
Recall (Sensitivity) shows how many actual positives were 
correctly identified, which focuses on minimizing the number 
of negative cases that are positive. F1-Score, this metric is the 
harmonic meaning between Precision and Recall, which is 
better when used when the distribution is uneven. 

TABLE II.  EQUATIONS OF PERFORMANCE MEASURES 

Metrics Equation 

Accuracy 
𝑇𝑃+𝑇𝑁

𝑇𝐹+𝐹𝑁+𝐹𝑃+𝑇𝑃
          

Precision 
𝑇𝑃

𝑇𝑃+𝐹𝑃
       

Recall 
𝑇𝑃

𝑇𝑃+𝐹𝑁
       

F1-score 
2(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
         

AUC-ROC means Area Under the Receiver Operating 
Characteristic Curve, and it measures the model’s conditional 
probability of correctly identifying a negative case using all the 
thresholds. Hence, these four metrics offer an uninterrupted 
way of evaluating the performance of the model such that the 
model’s reliability and efficiency would be achieved. 

IV. RESULTS 

The results of the sentiment analysis experiments using 
three models, based on three different feature extraction 
techniques including TF-IDF, Count Vectorizer, and 
Word2Vec are summarized through confusion matrices and 
corresponding performance metrics. These results, as displayed 
in Table III help in directing focus to the model’s strength and 
weakness aspect of correctly predicting sentiment labels 
namely negative, neutral and positive. The exploratory data 
analysis (EDA) visualizations summarize key textual patterns 
within the dataset: 

A. Distribution of Text Length 

From this histogram as shown in Fig. 2 (a), this graph 
describes the frequency of texts within the data set according to 
their length. The frequency distribution shows most texts are of 
lengths between 10 and 40 Words, although as text length 
increases, the number of texts decreases. We see that 
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distribution is right-skewed, which means that there are more 
texts of shorter length than texts of very long length. This bar 
chart in (b) shows 10 most frequently appearing words in the 
dataset and the frequency of each of these words. Among these, 
“I’m”, “day”, “like”, “know” are few of the most frequent 
words used in day-to-day conversation. These often-used words 
seem to indicate that the dataset samples a daily or personal 
interaction-oriented environment. 

B. Word Frequency Distribution for Words with Frequency 

>10 

The bar chart shown in (c), will give a detailed analysis of 
the words that appear more than 10 times in the dataset. 
Specifically, words that can be found in the list of 10 most 
frequent words like the “I’m,” “like,” and “know” are in the 
middle. Like ‘Interests’, ‘Excitement’, some extra word like 
‘amazing’, ‘day’, ‘today’, ‘tomorrow’ seems to point toward 
sentiment –rich contexts or likely sentiment temporal 
relatedness in the data set. 

C. Distribution of Labels 

In Fig. 3 displaying bar chart (a) capturing the current 
distribution of labels in sentiment analysis. Overall, the data 
split over a broad range with the sentiment of neutral prevailing 

over positive and negative sentiments, though with decreased 
number. The negative and positive sentiments are similar in the 
number of corresponding features, and they are between 125- 
175; however, the most prominently observed sentiments are 
the neutral ones with over 200 samples. 

D. Word Cloud: 

Fig. 3 preview (b) of the most often occurring words in the 
data set as a whole. The word cloud illustrates the frequency of 
words most often repeated in the dataset; it includes words such 
as love, going, day, I’m, know, among others. This shows the 
word frequency in sample texts, with possible positive words 
for the choice of ‘love’ and ‘day’ against possible negative 
words ‘don’t ‘and ‘can’t’. 

This analysis underlines the fact that the dataset has 
conversational and sentiment-related properties, has more short 
texts, and uses more often and more frequently the most 
common sentiment-related words. It is useful in understanding 
the structure and contents of the text, therefore assists in the 
preprocessing and feature extraction steps that may be followed 
in other downstream tasks such as sentiment analysis 
attempting to build methodologies for classification models 
based on textual characteristics. 

 
(a)       (b) 

 
(c) 

Fig. 2. Analysis of dataset text length along with frequency. 
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(a)       (b) 

Fig. 3. Analysis of ratio of sentiments along with most frequent words. 

E. TF-IDF Results 

By using feature extractor TF-IDF, 
PassiveAggressiveClassifier (PAC) demonstrated the highest 
accuracy of 76% and F1-score of 76%. The confusion matrix as 
shown in Fig. 4 presents a relatively good performance for all 
the different sentiment labels, while there is misclassification 
where positive sentiments are mistaken for merely neutral 
sentiments. The second model the CalibratedClassifierCV 
(CACV) brought an accuracy of 70% that clearly in the 
confusion matrix shows fairly good results but more false 
positive in the neutral class. When using 
QuadraticDiscriminantAnalysis (QDA), an accuracy of 72% 
was achieved, however from the confusion matrix, it reveals 
noticeable errors where neutral and positive were mistaken for 
negatives. 

F. Count Vectorizer Results 

While doing Count Vectorization, QDA provided the 
highest accuracy of 74% as well as F1- score of 71%. A 
confusion matrix, illustrated in Fig. 5 showing a few 
misclassifications of the current sentiment as neutral compared 
to other models, but sometimes positive sentiment was 
predicted as neutral. The use of the CACV resulted in an 
accuracy of 72 % and a confusion matrix indicating improved 
ability to identify between the neutral classes but slight 

concerns as to the distinction between the positive and neutral 
classes. The classifier implemented is the PAC which had an 
accuracy of 70% and the confusion matrix showed a 
considerable overlapping between positive and negative 
classifications. 

G. Word2Vec Results 

Word2Vec proved to be the most suitable for QDA 
obtaining 80% accuracy and 80% F1-score. Its confusion 
matrix in Fig. 6 shows good classification of the classes 
particularly for the neutral sentiment with very few inter 
changes. CACV yielded accuracy of 74 %, and the confusion 
matrix also shows that there is some mislabeling between 
positive and negative sentiments. At the same time PAC, which 
achieved 70% accuracy faced the highest difficulty in 
classification of neutral and positive sentiments where they 
were being mixed up most of the time. These confusion 
matrices give detailed information computed on the base of 
percentage values about how these models behave. Hence, the 
proposed QDA model with Word2Vec outperformed the others 
across metrics with minimal confusion among the sentiment 
classes, demonstrating its ability to leverage Word2Vec 
embeddings effectively. On the other hand, both TF-IDF and 
Count Vectorizer performed equally well with different 
classifiers, in which PAC provided the best result when using 
TF-IDF but worst result when using Word2Vec.

TABLE III.  ANALYSIS OF APPLIED MODEL RESULTS WITH FEATURES 

TF-IDF 

CalibratedClassifierCV PassiveAggressiveClassifier QuadraticDiscriminantAnalysis 

Acc Pre Recall F1 Acc Pre Recall F1 Acc Pre Recall F1 

70 70 70 70 76 78 75 76 72 71 72 71 

Count Vectorization 

72 73 72 72 70 69 70 70 74 68 70 71 

Word2Vec 

74 72 74 74 70 68 71 70 80 79 78 80 
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Fig. 4. Confusion Matrix of model performance using TF-IDF features. 

 

 

Fig. 5. Confusion matrix of model performance using count vectorizer features. 
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Fig. 6. Confusion matrix of model performance using Word2Vec features. 

From the presented ROC curves, in Fig. 7, infer the overall 
classification performance of the models along with the 
examined feature extraction methods. For TF-IDF and Count 
Vectorizer, PAC and CACV have AUC of 0.76 – 0.81, which 
means the models are good in scenarios in which the separation 
between classes is clear; however, QDA has a problem with 
AUC values 0.66 – 0.72, suggesting a lower ability to 
distinguish between classes is lower. However, Word2Vec 
considerably enhances effectiveness; the best outcome is given 
by CACV (AUC = 0.73), followed by QDA (AUC = 0.66). 

These curves show that even though few classifiers like PAC 
works well with traditional features such as TF-IDF, the 
embedding techniques like Word2Vec yielded a better class 
separation in most of the classifiers as supported by higher 
AUC scores throughout most of the curves. Moreover, the 
ROC diagrams show that some models are more efficient in 
terms of true positive and false positive rates which is evident 
when comparing Word2Vec representations showing that 
feature embeddings affect the classification performance. 
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Fig. 7. Analysis of combined AUC-ROC model performance using features. 

H. Discussion 

To sum up, different feature extraction techniques have 
been effective in model performances of different degrees. 
Overall, Word2Vec was the best performer while QDA 
achieved the best accuracy of 80% and the best confusion 
matrix, further illustrating superior ability to deal with 
semantic resemblance for textual data, showing comparative 
analysis in term of accuracy measures illustrated as in Fig. 8. 
TF was more useful for PAC, and it scored the highest 
accuracy of 76% within its features, although it lower in 

performance with Word2Vec. Count Vectorization was 
moderate in its performance, in this field QDA was the most 
effective out of all (74% accuracy), however it didn’t come 
close to the Word2Vec results. These trends therefore show 
how features interact with model type and suggest that 
advanced method such as Word2Vec work best for sentiment 
analysis models because they are best suited for capturing 
context and relation between words. These results suggest that 
extraction methods and classifiers employ significant roles in 
sentiment analysis. 

 

Fig. 8. Comparative analysis of accuracy measure along with models. 

The contrast of the suggested model with other similar 
researches for sentiment prediction from textual information 
shows enhanced performances, as display in table IV. The 
current approaches, such as NB with 73%, RF with 74%, and 
SVC at 71%, have been computed in Twitter and IMBD 
datasets. On the other hand, the suggested Quadratic 
Discriminant Classifier in the Kaggle Social Media dataset just 
attained an 80% of accuracy. This considerable improvement 
demonstrates that the idea of the proposed model can learn 
various sentiment patterns, proving that the proposed model is 
capable of being a more feasible solution for the SA task as 
compared to the traditional machine learning models. 

TABLE IV.  COMPARISON WITH EXISTING STUDIES 

Ref Year Models Dataset Results (%) 

[18] 2020 RF IMBD 74 

[22] 2021 NB Twitter 73 

[23] 2023 SVC Twitter 71 

Proposed 2025 QDC 
Social 

Media  
80 
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V. CONCLUSION 

Social media has become a digital world for users to share 
their opinions, views and interact through posts, messages, 
comments, and reviews, making it central mode for 
interpreting public sentiment. The role of AI in sentiment 
analysis is growing significantly, as it allows automated 
detection of emotions and opinions from UGC. In this study, 
we examined three feature extraction methods combined with 
various advanced AI models for sentiment classification. 
Among the models, QDA with Word2Vec embeddings 
achieved the highest accuracy of 80%, demonstrating its 
superior ability to capture semantic relationships and patterns 
in text. These findings show the effectiveness of integrating 
advanced feature representations with appropriate classifiers. 
Although the research study is helpful for predicting the 
sentiment analysis from online content, the limitation of the 
study that these findings are limited to textual data only. Future 
work highlights the significant exploration of deeper neural 
architectures and larger datasets to boost performance further. 
This study provides a gateway for developing more robust AI-
driven tools for sentiment analysis, contributing to better 
understanding and leveraging user opinions in diverse 
applications. 
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Abstract—In current era of globalization, English language 

learning is important as it has become a global language and helps 

people to communicate from various regions and languages. For 

vocational students whose main aim is to get skills and get 

employed, learning English for communication is important. We 

here present a proposed framework for learning English language 

which can become a foundation for a complete Artificial 

Intelligence (AI) based system for help and guidance to the 

educators. This study explores the use of diverse Natural 

Language Processing (NLP) techniques to predict various 

grammatical aspects of English language content especially 

focused on tense prediction which lay the foundation of English 

content. Textual features of Bag of words (BoW) which considers 

each word as a separate token and Term Frequency –Inverse 

Document Frequency (TF-IDF) are explored. For both diverse 

features, the shallow machine learning models of Support Vector 

Machine (SVM) and Multinomial Naïve Bayes are applied. 

Moreover, the ensemble models based on Bagging and Calibrated 

are applied. The results reveal that BoW model input for SVM and 

Bagging technique using TF-IDF shows optimal results with high 

accuracy of 90% and 89% respectively. This empirical analysis 

confirms that such models can be integrated with web or android 

based systems which can be helpful for learners of English 

language. 

Keywords—Artificial intelligence; information system; machine 

learning; English language learning; natural language processing 

I. INTRODUCTION 

The importance of the English language in today's globalized 
world is evident it serves as a universal medium of 
communication that connects people from diverse linguistic 
backgrounds. Fluency in English is essential for considering a 
broad range of information to be accessed in many ways, 
especially, in the institutions where many publications are in 
English [1]. Linguistic influence helps organize joint work and 
exchange results in terms of continuing the advancement of 
knowledge by researchers and scholars all over the world [2]. 
For non-native speakers, especially students in vocational 
colleges, the journey of learning English can be challenging, 
particularly when it comes to mastering grammar and sentence 
structure. Tenses, a core element of English grammar, pose a 
significant difficulty for learners, as they are essential for 
expressing actions in different time frames [3]. As education 
systems strive to provide more effective and efficient language 
learning, leveraging advanced technologies to address these 
challenges has become increasingly important. English 
Learning is the ability to master the capacity to write, read, 

speak, and comprehend the English language as well as 
knowledge of grammar, vocabulary, and pronunciation [4]. This 
learning may take place at school or university, in community 
classes, or through independent learning with the help of internet 
materials [5]. The use of English in global dimension has 
therefore become mandatory, and it entitles its users use in a 
multiplicity of sectors. In addition, cross-sectional study will 
ensure that the sample group is more heterogeneous and diverse 
regarding their grade level and learning which [6]. The 
importance of English learning goes beyond the need to 
communicate, English learning is key for success in academics 
and career. Knowledge in English breaks barriers and provide a 
drive to access information and materials since most information 
is found in English [7]. Many academic institutions particularly 
require English proficient skills to be used in reading of 
enhanced texts, discussions and the production of research. In 
addition, in today’s business environments, English is often a 
requirement for job and promotions because of the effectiveness 
of the ability to facilitate cooperation with people of different 
teams in various countries [8]. In conclusion, learning English is 
not only about language mastery but is equally about improving 
the methods and the ways through which one can interact with 
the world. 

The applications of AI in education, specifically in language 
learning, are vast and transformative. AI-powered tools can 
personalize learning experiences by adapting to individual 
learner needs, providing immediate feedback, and automating 
tedious tasks such as grading or content delivery [9]. In the 
domain of English language learning, AI can assist learners in 
improving their grammar, vocabulary, pronunciation, and 
understanding of complex linguistic concepts like tenses [10]. 
This personalization not only speeds up the learning process but 
also ensures that learners receive targeted support, thereby 
enhancing their chances of mastering English more efficiently 
[11]. Moreover, AI can bridge the gap between traditional 
classroom instruction and students who may not have access to 
high-quality educational resources, thus promoting equitable 
learning opportunities. The use of Education information 
systems in the teaching and learning of English language has 
emerged essential in the improvement of the teaching and 
learning process through use of Information and 
Communication Technologies (ICT) [12]. These systems 
provide interface to multiple learning material in form of e-
books, online courses, and multimedia which enhance the 
reading, writing, listening and speaking ability of a learner [13] 
posit that the use of ICT in English Language Teaching (ELT) 
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increases learners’ attentiveness as well as encourages learner 
interaction with the knowledge resources and among 
themselves. In addition, the teachers have also described that 
such systems help them to give the students individual feedback 
and sublime courses to fit the students’ needs and wants about 
learning [14]. By integrating these systems with the use of 
Recurrent Neural Networks (RNNs) and item response theory, 
learner’s input is then subjected to the detection of context and 
grammatical rules used in defining the correct tenses to be used 
from a pool of verbs [15]. In addition to error identification, it is 
effective in creating practice exercises based on the learner’s 
achievement level fostering individual learning development 
programs. Environmental tense predictors of language exercises 
that adapt automatically or provide instant feedback for right and 
wrong contribute to the exciting and more efficient learning 
modes to help learners enhance their grammatical accuracy and 
fluency of English language usage [16]. 

In this research work, we work on teaching and improving 
English language skills of students studying in vocational 
colleges as their main concern is to learn skills so that they are 
readily be available to the market as skilled sources. So, we have 
worked on basic English language skills and the use of tense 
which is the pivotal concept in English Grammar in English 
language learning by using two main AI-based technique of 
machine learning and state-of-the-art ensemble models 
including Support Vector Machine (SVM), Multinomial Naïve 
Bayes (MNB), Bagging Classifier and CalibratedClassifierCV 
integrated with textual features of Bag-of-words (BoW), and 
Term Frequency-Inverse Document Frequency (TF-IDF), 
achieving highest accuracy of 90% with BoW feature when 
coupled with ensemble models. Further these results are 
evaluated using standard performance measures of accuracy, 
precision, recall and f1-score, showing a pathway for exploring 
more advanced learning abilities for vocational college students. 
Furthermore, contributions of this study are as follows: 

 Effective Feature Selection: Used BoW and IDF features 
in tense prediction of tense on the English contents with 
the following results expressing suitability of BoW and 
TF-IDF for tense analysis as is relevant in classification 
of content. 

 Comparative Model Analysis: Performed a comparison 
of BoW and RW performances between SVM & 
Multinomial Naïve Bayes; showed that SVM with BoW 
was 90% accurate and has outperformed other models in 
terms of grammar, especially tenses. 

 Implementation of Ensemble Techniques: That 
incorporated ensemble methods including Bagging and 
Calibrated classifiers obtained 89% accuracy with 
Bagging and TF-IDF convenience features. As ensemble 
models enhanced the stability and the accuracy of their 
predictions. 

The rest of the paper organization as follows: Section II 
presents the background knowledge of relevant literature in field 
of English language learning. Section III shows the 
comprehensive details of applied methodology including 
experimental setup. Section IV shares the analysis of results 
along with discussion. Section V provides the summary of paper 
in conclusion form with future directions. 

II. LITERATURE REVIEW 

The use of AI has become prominent in English Language 
Learning (ELL) processes as a strategy within educational 
information systems, improving the educational process and 
learners’ interactions. In study [17], systematic review shows 
the positive and varied effects of AI technologies like ITS, NLP, 
and Speech Recognition on ELL. The review also notes that ITS 
seem to help learners the most around language proficiency or 
specific language skills, while speech recognition technology 
helps learners to improve pronunciation and speaking skills and, 
therefore, boosts their confidence. In addition, [18] embracing 
of Virtual Reality (VR) as well as Augmented Reality (AR) has 
changed the whole environment in which learners practice 
English. Another study [19] argues that these technologies foster 
contextually grounded environments which not only support the 
development of register specific language but also provide 
cultural context in which learners can apply the language. 
Appointment simulation enables learner to invariably assess 
their speaking performance in a supposedly realistic context, 
which is vital for language learning. Besides improving 
language skills [20], AI approaches help optimize and minimize 
the administrative work within the context of educational 
information systems. For instance, instruments like ChatGPT 
and education copilot help in developing courses and lesson 
plans, which gives such educators more time to deal with 
interactions and individual engaging with the student. 

This automation not only decreases the possibility of grading 
bias but also allows instructors to give feedback promptly; 
instructional decisions reach a state in which it is based on the 
performance analytics data in real-time [21]. Still, there are 
obstacles in using AI in ELT because the incorporation of AI 
into teaching practice encounters certain difficulties. A study 
carried out by the Teaching English showed that schools around 
the world implement AI in their classrooms [22]. Similarly, 
concerns regarding the drawbacks of AI such as, in language use 
there could be bias and in terms of learning human interaction 
could be reduced when using the technologies [8]. Therefore, 
further research must reveal the effectiveness of using AI 
technology for learning English in the long term as well the 
existence of frameworks that can help educators work through 
its difficulties. In aggregate, the implementation of AI-inspired 
technologies into the scope of educational information systems 
is a breakthrough in learning English [11]. Introducing these 
systems in the classroom environments may also open the 
possibilities of improving the extent of teaching and learning 
capabilities, in the form of personalized learning experiences, 
coupled with the use of, for instance, immersive technologies 
and efficient administrative tasks. Nevertheless, the issues 
related to effective AI application are going to remain critical to 
achieve the potential benefits of utilizing AI in language 
instruction. 

Modern progress in the areas of AI and ML have hugely 
impacted on improving the techniques of learning English. The 
implementation of some deep learning models like the CNNs 
and the RNNs in automating the essay grading task and 
appended feedbacks to the English language learners [23]. 
Another study, contributed to AI voice recognition in enhancing 
the precision on English pronunciation to help learners. 
Subsequent research has also examined the teaching of grammar 
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by using AI devices to improve the learning of English grammar 
since the difficulty level of the material is determined by the 
learner’s performance [24]. Authors in study [25] developed an 
error prediction system they say helps in teaching learners how 
to write by pointing out any mistake they have made and the 
corrective action that needs to be taken thus enhancing the 
learners’ writing skills to carry out an enhanced learning process 
for writing by offering the writers feedback on grammar, 
vocabulary and writing style. English listening comprehension 
has also been a focus of machine learning, perhaps as 
exemplified by study [26] who posited an assessment system, 
incorporating the use of AI to gauge the learners’ listening skills 
based on their proficiency level for developing applications that 
offer differentiated vocabulary learning according to learners’ 
performances. Furthermore, in study [27] employed RNN for 
real time error correction in English as foreign language, which 
provided feedback for learners as soon as they wrote incorrect 
sentences and paragraphs so that they could correct their 
grammatical and writing mistakes. Lastly, NLP and machine 
learning to teach English syntax and semantics to learners 

establishing a strong foundation for learners to understand the 
complicated language rules [28]. These studies clearly show that 
English learning and teaching is the area where AI and ML are 
widely used as they can personalize the learning courses, 
develop the criterion reference assessment, and enhance the 
learners’ skills within the different domain of the language. 

III. METHODOLOGY 

The following section provides a detailed procedure for 
specifying and categorizing understanding in the English 
grammar to improve teaching and learning experiences for the 
teachers and their learners. Concisely, the steps were carried out 
as Data Preprocessing, Feature Extraction methods, several 
Machine Learning Models, and Performance Measures have 
been employed as a basis for assessing the efficacy of the 
presented models. The, following structured approach, as shown 
in Fig. 1, guarantees a strong structure that responsibility helps 
to work out the difficulties of learning identification in English 
grammar. 

 

Fig. 1. The framework showing steps of the research study. 

A. Data Collection and Preparation 

This data set will be useful for English learners and teachers 
to learn and improve the usage of language in English. It 
includes example sentences and the tense that each of such 
sentences demonstrates. The data was then constructed carefully 
to ensure it produced sentences that clearly illustrated how the 
various English tenses can be used making it a rich resource for 
use in learning and teaching. Text preprocessing is an important 
step to be taken to transform textual data into NLP context. In 
this study, we identified several main processing procedures 
intended to improve the quality of the input data that is then 
provided to ML algorithms. There is the removal of stop-words 
and punctuation mark which is the first process in text mining in 
the process of filtering out noise words within the large datasets 

so that models can learn from more important words. After this, 
lemmatization also applied that includes the removal of prefixes 
and suffixes of the words and bring them to their basic form, 
making it easier to normalize different forms. This is particularly 
important for tense identification as this means that different 
forms of any given verb will be treated in the same way. Also, 
transforming text into a standard form to remove more variation 
from the data. However, it also employed Part-of-Speech 
tagging which aims at assigning a role to each word it has 
identified as a noun, verb, adjective and the likes. This is 
important especially for recognition of tenses, because verbs are 
of key importance in tense definition. 
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B. Feature Extraction 

Feature engineering on the other hand is the process of 
extracting more meaningful features from the preprocessed text 
that can then be used in the actual machine learning processes. 
In this research, employing two primary techniques: 
Understanding of Term Frequency-Inverse Document 
Frequency (TF-IDF), and Bag of Words (BoW). Table I shows 
the in-depth definition of symbols used in equations. 

1) Term frequency-inverse document frequency (TF-IDF): 

In its most simplified form, the Term Frequency (TF) can be, 

nevertheless, enhanced with normalization for document length 

differences. Normalized term frequency as is expressed by Eq. 

(1) can be defined as the normalized term frequency. 

𝑇𝐹(𝑡, 𝑑) =  
𝑓𝑡,𝑑

∑ 𝑓�̅�,𝑑𝑡∈𝑑́
. (1 + log (

𝑓𝑡,𝑑

𝑚𝑎𝑥�̿�,𝑑

+ 1))   (1) 

Combining these advanced formulations, the TF-IDF score 
for a term 𝑡 in document 𝑑 relative to corpus 𝐷 can be computed 
as in Eq. (2). 

𝑇𝐹𝐼𝐷𝐹(𝑡, 𝑑, 𝐷) = 𝑇𝐹(𝑡, 𝑑). 𝐼𝐷𝐹(𝑡, 𝐷) (2) 

Moreover, it is possible to explain the TF-IDF values based 
on the information gain of the terms with respect to the 
documents as computed using Eq. (3). 

𝑇𝐹𝐼𝐷𝐹(𝑡, 𝑑, 𝐷) = (
𝑓𝑡,𝑑

∑ 𝑓�̅�,𝑑𝑡∈𝑑́
. (1 + log (

𝑓𝑡,𝑑

𝑚𝑎𝑥�̿�,𝑑

+

1))) . (log (
𝑁+1

𝑛𝑡+1
))  (3) 

The mutual probability distribution can be expressed as in 
Eq. (4). 

𝑀(𝑡; 𝑑) =  ℘(𝑡|𝑑). ℘(𝑑). 𝐼𝐷𝐹(𝑡)  (4) 

This formulation captures what we have been aiming at, in 
this paper, that is, capturing as to how informative each term is 
regarding the associated documents to be able to have an even 
better understanding of them within the given corpus. 

2) Bag of Words (BoW): On the other hand, the Bag of 

Words utilized to reduce text data to a series of words while 

ignoring the position of words in the document and retains 

multiplicity. This makes word counting simple which is 

especially useful when trying to determine the commonly used 

words and particular, verb forms relating to varying tenses, by 

defining a weighted frequency representation that incorporates 

not only raw counts buts also contextual importance through 

various normalization techniques, defined as in equation 5. In 

utilizing these feature engineering strategies to make a stronger 

representation of the text data would be formed, which will 

enable the identification of the appropriate tenses in learning of 

the English grammar. 

𝑉𝑑 = [𝑤1,𝑑 , 𝑤2,𝑑 , … . . , 𝑤𝑛,𝑑]   (5) 

Where 𝑤𝑖,𝑑 is defined as in Eq. (6): 

𝑤𝑖,𝑑 =  𝑓𝑖,𝑑 . 𝑛𝑜𝑟𝑚(𝑓𝑖,𝑑). 𝑐𝑜𝑛𝑡𝑒𝑥𝑡(𝑡𝑖, 𝑑) (6) 

The procedures presented in this research for establishing an 
approach for constructing an automated environment for using 
AI to support vocational educators and learners in enhancing 
their mastery of English grammar and tense identification. 

C. Applied Models 

In the realm of NLP in dealing with issues common with 
English learning identification and classification. This section 
investigates a few more complex forms of machine learning 
models and how they are implemented in different ways 
including models like Support Vector Machines (SVM), 
Multinomial Naive Bayes (MNB), Bagging Classifier, and 
Calibrated Classifier CV. Contrasting the principles and uses of 
these models, to clearer understanding of how these models can 
be used to improve educational outcomes in English learning for 
both teachers and learners will be gained. 

1) Support vector machine (SVM): SVM is a type of used 

learning method that is applied for classification problems. It 

does this by identifying the best hyperplane that can best 

separate different classes of data in a very large dimensional 

space. SVM works well in high-dimensional space and is not 

sensitive to the problem of overfitting, especially when the 

number of dimensions is large than the number of samples [29]. 

Thus, it uses a kernel size to map the data to a higher dimension 

so it can easily deal with non-linear relations using objective 

function, calculated as in Eq. (7). 

𝑚𝑖𝑛𝑤,𝑏,𝜉
1

2
||𝑤||2 + 𝐹 ∑ 𝜉𝑖

𝑚
𝑖=1   (7) 

Subject of constraint to Eq. (8). 

𝑦𝑖(𝑤. 𝜙(𝑥𝑖) + 𝑏 ≥ 1 −  𝜉𝑖 , ∀𝑖 = 1,2, … . . , 𝑚 (8) 

2) Multinomial naive bayes (MNB): MNB is a probability-

based classifier developed on the basic principles of Bayesian 

classifiers, and it is specifically useful for text classifications. It 

supposes that every feature is independent of other features on 

condition that the class is given. It is suitable for multi-class 

problems and most suitable with high-dimensional data such as 

text documents [30]. MNB performs the model by calculating 

the conditional probability using Eq. (9), defining each class 

against the words in the documents making this method simple 

especially for tasks like spam detection and sentiment analysis. 

𝑃(𝑡|𝑈) =  
𝑃(𝑡)𝑃(𝑈|𝑡)

𝑃(𝑈)
= 𝑃(𝑡) ⋀ 𝑃(𝑣𝑖|𝑡)𝑛

𝑖=1  (9) 

For each class 𝑡, the probability of observing feature vector 
𝑈 is given by Eq. (10). 

𝑃(𝑈|𝑡) =  
⋀ (𝑓𝑖,𝑡 +1)𝑛

𝑖=1

∑ (𝑓𝑘,𝑡 +1)𝑉
𝑘=1

  (10) 

The predicted class is determined by maximizing the 
posterior probability using Eq. (11). 

�̃� =  𝑎𝑟𝑔𝑚𝑎𝑥𝑡𝑃(𝑡) ⋀ 𝑃(𝑛
𝑖=1 𝑣𝑖|𝑡)  (11) 

3) Bagging classifier: This process is known as bagging – 

Bootstrap Aggregating which is an ensemble technique that 

resolves the problem of variations of a learning machine. It 

operates differently by building multiple models, often decision 
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trees on different parts of the training data resulting from 

bootstrapping, that is random sampling with replacement based 

on weighted ensemble prediction, computed as in Eq. (12). 

𝑌𝑓𝑖𝑛𝑎𝑙 = 𝑔(∏ 𝑤𝑗ℎ𝑗(𝑥))𝐽
𝑗=1    (12) 

The last decision is then performed by averaging or voting 
for these models, that Eq. (13). 

𝑉𝑎𝑟(𝑌𝑓𝑖𝑛𝑎𝑙) =  
1

𝐽2  ∏ 𝑉𝑎𝑟 (ℎ𝑗(𝑥)) + (𝐽 −𝐽
𝑗=1

1)𝐶𝑜𝑣(ℎ𝑗(𝑥), ℎ𝑘(𝑥))   (13) 

4) Calibrated classifier CV: The Calibrated Classifier CV 

is an extension of a base classifier where cross-validation is 

used to enhance the probability estimation. This method refines 

the predicted probabilities obtained from classifiers to portray 

more accurate probabilities to improve decision makers in 

probabilistic systems, using calibrated function, defined in Eq. 

(14). 

𝑃𝑐𝑎𝑙𝑖𝑏𝑟𝑎𝑡𝑒𝑑(𝑦 = 1|𝑋) =  𝜎(𝑤𝑇𝑋 + 𝑏) (14) 

Where 𝜎(𝑧) =  
1

1+𝑒−𝑧  is the function used to computed 

objective function of calibrated model. 

Cross validation is performed to make sure that calibration 
is done on unseen data, and thus provides higher accuracy on the 
prediction, computed using Eq. (15). 

𝐶𝑉(𝐿(𝑤, 𝑏)) =  
1

𝐾
∑ 𝐿(𝑤𝑘 , 𝑏𝑘)𝐾

𝑘=1   (15) 

Where each fold provides a different set of parameters for 
calibration. 

D. Performance Measure 

In the context of performance evaluation of models for 
identification and classification for English grammar learning, 
several measures are used to evaluate whether models are 
effective in providing accurate predictions using metrics such as 
accuracy, precision and recall, F1 score. 

Evaluation using accuracy is based on the concept of 
measuring the percentage probability that the model prediction 
for each data point is true with an overall performance, using Eq. 
(16). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛
  (16) 

Precision, also known as positive predictive value, assesses 
the accuracy of the positive predictions made by the model. It is 
defined as in Eq. (17), the ratio of true positive predictions to the 
total number of positive predictions. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
  (17) 

Recall, or sensitivity, evaluates to what extent the model 
selects the number of correct cases when it is, and in percentage 
of positive prediction, how accurately the model identifies the 
true negative cases among the wrongly predicted positives. It is 
defined as in Eq. (18), the accuracy of positive predictions; these 
are the actual number of positive predictions divided by the total 
number of positive predictions made.  

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
  (18) 

F1-score is the balance between precision and recall because 
the harmonic mean is the better measure than average in such 
cases, as defined in Eq. (19). They are especially valuable in the 
scenario of distinguishing between the data set and the data set 
that is wrongly classified as the opposite class or misclassified 
as belonging to the opposite class by a certain model. 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
2(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (19) 

TABLE I.  DESCRIPTION OF SYMBOLS USED IN EQUATIONS 

Symbols Explanation 

𝑓𝑡,𝑑 Frequency of term 𝑡 in document 𝑑 

𝑛𝑡 Number of documents containing term 𝑡 

𝑀(𝑡; 𝑑) Mutual distribution  

℘(𝑡|𝑑) Conditional probability  

℘(𝑑) Prior probability 

𝑉𝑑 Vector representation for document 𝑑 

𝑛𝑜𝑟𝑚(𝑓𝑖,𝑑). Normalization function to scale the frequency 

𝑐𝑜𝑛𝑡𝑒𝑥𝑡(𝑡𝑖 , 𝑑) 
Contextual weighting factor shows semantic similarity 

measure 

𝜉𝑖 Misclassification slack variable  

𝐹 Regularization parameters 

𝑓𝑖,𝑡  Frequency of feature 𝑣𝑖 in class 𝑡 

𝑉 Vocabulary Size 

𝑔(. ) Majority voting function 

𝑤𝑗 Base classifier 

IV. RESULTS AND DISCUSSION 

The descriptive analysis performed on the dataset gives an 
understanding of the linguistic and structural properties of the 
data. The Fig. 2 of distribution of tenses also represents well 
different tenses, and most importantly the present continuous 
and future tenses dominate while the tenses like future perfect 
continuous appear to be relatively less used. This implies a wide 
coverage on techniques for tension types that in turn help 
linguistic diversification. The analysis of the frequency of 
appearing of numbers of words in a sentence in Fig. 3 has 
indicated that most of the sentences contain between 40 and 60 
words, which means that the examples used in the text should be 
rather appropriate for educational purposes as far as their length 
is concerned. The analysis of POS (Part-of-Speech) tags shows 
in Fig. 4 that the identified data contains a high number of nouns, 
verbs and determiners, and it is natural considering the focus on 
the sentence examples. Moreover, the word cloud of the 
preprocessed text graphically illustrates in Fig. 5 temporal and 
action-oriented words like ‘next,’ ‘year,’ ‘later’ and ‘gym’ 
which are evidence of time consciousness within this data set. 
Altogether, all these visualizations provide supporting evidence 
to augment the previous argument, regard to the suitability of 
the presented dataset for tense classification and educational 
purposes. 
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A. Results with TF-IDF 

The findings from the analysis using TF-IDF accompanied 
by machine learning and ensemble models provide sufficient 
support to the proposed solution and confirm the potential of 
using advanced computational solutions to enhance English 
learning in educational systems. High accuracy of models such 
as SVM proved that the models can recognize and learn complex 
linguistic features with 88% accuracy as well as Bagging 
Classifier (89%) and CalibratedClassifierCV (87%) models. 

These results as shown in Table II illustrating how such 
models can accurately identify English tenses, an essential 

feature of language acquisition. This way, the obtained results 
demonstrate the possibility of applying these models in real-life 
settings, including the utilization of automated grammar 
evaluation, individual learning environments, and language 
learning assistance tools. The highly favorable efficiency of the 
methods such as bagging Classifier proves that such an 
algorithm functions stably and guarantees learners receive 
accurate feedback regardless of the input data. Just like, SVM 
demonstrates a very good generalization in its modeling, which 
makes it suitable for distinguishing small differences in the 
structure of work sentences as a way of mastering English 
learning.

 

Fig. 2. Distribution of tense. 

 

Fig. 3. Length distribution of label sentence. 
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Fig. 4. POS tagging distribution. 

 

Fig. 5. Word cloud showing most frequent words. 

Furthermore, it bears mentioning such conventional and 
lighter weight models as MNB (80%) therefore these 
approaches stand for extensibility for systems of lesser 
computational power thereby expanding the access to language 
learning aids. The outcomes collectively present evidential 
findings of how the application of machine learning models if 
tuned with the TF-IDF representations can solve the problems 
that traditional English teaching methodologies bring in terms of 
its effectiveness, efficiency, and accuracy. These results support 
the theoretical proposition that incorporating such advanced 
models into educational systems can transform English 
language learning by making the learning process data 
intelligent, individualized, and precise. 

TABLE II.  RESULTS OF APPLIED MODELS WITH TF-IDF 

Models Accuracy Precision Recall F1-Score 

Shallow Machine Learning 

SVM 88 90 89 88 

MNB 80 79 80 80 

Ensemble Learning 

Bagging Classifier 89 89 89 89 

CalibratedClassifierCV 87 86 87 85 

B. Results with BoW 

BoW when used as the feature in the classification of English 
tenses has highlighted the indispensability of word structures in 
the enhancement of English learning in educational systems. To 
captures the weightage categories of words, offers a more 
detailed picture of dependencies and structures of concrete 
lexemes and their contexts, which by turns allows models to 
grasp and disentangle tenses more effectively. The performance 
metrics of the models prove this approach correct, as results are 
briefly defined in Table III, and out of all the models created 
SVM attained 89% showing that it can generalize very well 
across syntactic structures. Bagging Classifier was the highest 
performing one with an accuracy of 90%. This is due to 
ensemble techniques where different base learners are used to 
improve the stability of the prediction. 

This result reinforces the use of ensemble approaches in 
problems that involve complex discrimination and 
understanding of constructs, making them well suited to 
educational applications. On the other hand, MNB yielded an 
accuracy of 83% but it cannot capture complex syntactic 
relations. Like CalibratedClassifierCV which has 84% accuracy 
it is a great choice if the application that is being developed 
requires probabilistic outputs. Such systems can support learners 
by offering the right rules of learning concepts with feedback 
besides allowing them to take a lesson deeply into their minds 
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through syntactic analysis. Including BoW-based models, 
educational platforms provide more accurate and linguistically 
grounded tools which contribute to progress of the learning 
process. 

TABLE III.  RESULTS OF APPLIED MODELS WITH BOW 

Models Accuracy Precision Recall F1-Score 

Shallow Machine Learning 

SVM 89 89 89 89 

MNB 83 81 80 79 

Ensemble Learning 

Bagging Classifier 90 89 90 89 

CalibratedClassifierCV 84 84 84 84 

The evaluation of the outcome using the TF-IDF and BoW 
on machine learning and related methods of ensemble brings out 
new perspectives of their performances, as shown in Fig. 6. In 
both feature extraction methods, the performances were 
excellent, and BoW was slightly better than TF-IDF in most of 
the models in terms of accuracy. Bagging Classifier achieved 
90% using BoW while using TF-IDF it was 89%; for SVM BoW 
gives 89% while TF-IDF gives only 88%. This indicates that 
because of BoW’s less complex representation, this model was 
able to capture the patterns in this dataset. Nevertheless, TF-IDF 
gave comparable results to the other algorithms and 
demonstrated good performance in evaluating term weight 
where the importance of terms is decisive. The two paradigm 
approaches emphasize on their qualities that would be useful in 
different areas of educational information systems for learning 
English. 

 

Fig. 6. Comparative analysis of applied features across accuracy measure. 

V. CONCLUSION 

In the modern educational system, the importance of 
learning cannot be overstated, as it is essential for students’ 
academic and professional success. However, many learners, 
especially those in vocational colleges, face challenges in 
mastering key aspects of English, such as grammar, which forms 
the foundation of effective communication and learning 
abilities. Among the crucial components of English grammar, 
the use of tenses plays a pivotal role in ensuring clarity and 

accuracy in vocational college system. The advancement of AI 
offers significant potential to address these issues by providing 
personalized and scalable solutions for learning. AI-powered 
tools can help students understand and apply grammatical 
concepts more effectively, thereby enhancing their overall 
learning experience. Our findings in this research demonstrate 
the efficacy of machine learning models, particularly Support 
Vector Machine (SVM) and Bagging Classifiers are highly 
efficient for tense usage classification with accuracies of 89% 
and 90%, respectively using BoW and TF-IDF features. The 
obtained results emphasize the possibilities of development and 
usage of AI-technologies for improving the English language 
acquisition, providing a robust framework for future educational 
tools. Moving forward, further research can explore more 
sophisticated AI techniques to incorporate more complex 
methods for interactive learning platforms. This study will 
therefore create a foundation for the development of more 
enhanced language education to the students at vocational 
colleges and other institutions. 
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Abstract—The architecture industry increasingly relies on 

virtual reality (VR) for architectural visualization, yet there is a 

critical issue of insufficient user involvement in the design process. 

This study investigates the sense of immersion and presence in the 

virtual environment among 60 Malaysian participants aged 20 to 

40. The study utilized a 1000 sq. ft. apartment with three bedrooms 

and two bathrooms, was replicated in a 3D model based on real-

world references. Our findings show that participants were 

moderately immersed in the virtual environment (M = 4.86), but 

the lack of sense of touch, lack of detail, and interactivity within 

the virtual environment affected their sense of immersion in VR 

for architectural visualization. This study has enhanced our 

understanding of human-computer interaction in VR, specifically 

for architectural visualization, and has emphasized the 

importance of improving these aspects to create more effective 

architectural visualization user experiences. 

Keywords—Virtual environment; virtual reality; human-

computer interaction; architectural visualization; sense of presence 

I. INTRODUCTION 

Computer simulation, such as virtual reality (VR) has 
become an intrinsic part in realizing the vision of Industrial 
Revolution 4.0 and has revolutionized the way human work, 
communicate, collaborate and interact with one another [1]. 
Within the architecture industry, VR has facilitated design, 
construction and management of the built environment, given its 
immersive and interactive visualization capabilities [2]. 
Professionals in the architecture, engineering and construction 
(AEC) industry relies heavily on visual modes of information 
transfer and interaction, such as sketches, two-dimensional 
drawings, computer imagery, visualization and simulation [3, 4]. 

VR has proven its value in the AEC industry, offering 
benefits from design reviews to construction simulations [2, 5]. 
Architects now have access to a variety of tools like Enscape, 
Lumion, Twinmotion, Unreal Engine, Chaos Vantage, and 
Chaos V-Ray for real-time visualization of their architectural 
design proposal. In the conceptual phase, VR is used to explore 
design ideas quickly, providing architects with a sense of 
proportion and scale. As projects progress, VR becomes crucial 
for design validation, allowing architects to experience detailed 
interiors and exteriors realistically [2]. This technology allows 
architects to make fast well-informed decisions, considering 
aesthetics, cost, and environmental impact. The design process, 
once time-consuming, now occurs in seconds. 

Despite evidence showing the use of these digital 
visualization technology could bring significant improvement in 

communication, exchange and interoperability of information, 
there exists a lack of end-user involvement and perspective in 
the design process [6]. According to Lee et al. [6], to effectively 
use digital visualization for architectural design collaboration, it 
is important to ensure the effectiveness of the visualization 
system from the end-user perspective. 

Prabhakaran et al. [4] identify some hurdles within the 
architecture and construction sectors concerning immersive 
technologies like VR. These challenges encompass deficient 
communication among stakeholders, primarily attributable to 
the nascent state of VR infrastructure. Specifically, issues such 
as hardware requisites, user mobility constraints, ease of 
operation, and device ergonomics contribute to these 
communication inefficiencies [4]. Moreover, our earlier 
findings highlight the impact of VR hardware issues on users' 
sense of presence, a critical aspect underscored by Prabhakaran 
et al. [4] to enrich immersive experiences. The sense of 
presence, as highlighted by is pivotal for users to truly feel 
immersed in the virtual environment. While simulating spatial 
movement on a screen is feasible, Gomez-Tone et al. [8] argue 
that genuine immersion requires viewers to perceive themselves 
within the virtual space, fostering a profound sense of presence. 

This study emphasizes the importance of end-user 
involvement in architectural design, utilizing VR technology to 
delve into user experiences. By integrating human emotions into 
digital visualization tools, the aim is to create architecture that 
caters to emotional needs. Facilitating improved collaboration 
between architects and users, the process enriches design 
through digital visualization. However, there remains a gap in 
understanding user responses to VR immersion in architectural 
contexts, especially in Malaysia. This research focuses on 
exploring Malaysian users' immersive experiences with VR 
when interacting with 3D building models. The goal is to pave 
the way for more empathetic architectural designs that prioritize 
user needs. 

The paper is structured as follows: it begins with a 
background and literature review in Section I and II, providing 
context for the study. Following this, the experiment conducted 
to investigate the sense of presence among Malaysian users in 
VR is detailed in Section III. Subsequently, the results of the 
experiment are presented, accompanied by a thorough 
discussion is given in Section IV and Section V. Finally, the 
paper concludes by acknowledging the study's limitations and 
offering recommendations for future research in this domain in 
Section VI. 
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II. LITERATURE REVIEW 

A. VR and Immersive Virtual Environment for Architectural 

Visualization 

In the context of built environment, virtual reality (VR) can 
be defined as the experience of feeling present in a fictitious or 
envisioned environment through its representation [5]. An 
immersive VR system requires a three-dimensional (3D model), 
a head-mounted display (HMD), interaction devices or 
controllers and software to run the program. Immersive VR 
enables users to immerse themselves into the virtual 
environment [9]. 

As an immersive technology, VR enables human experience 
in the virtual environment through the sense of presence, which 
is the major factor in delivering lifelike experiences in the 
simulated environment [5]. Realism in the immersive virtual 
environment via VR is considered an important element for 
architectural design visualization, as the main objectives of VR 
applications in built environment field is to facilitate 
visualization and simulation of the architecture design [5]. 

Apart from tremendous benefit as learning tool for 
visualization in architecture education [10,11,12,13], most VR 
research in the construction industry proved that the technology 
benefits in the decision-making during the design process 
among design professionals [14,15]. However, there is a 
considerable gap in the effectiveness of VR for design 
collaboration with real-end users of buildings and clients from 
non-design background. Thus, it is important to investigate 
whether the use of VR for architectural visualization could 
achieve the level of realism as expected by these non-design 
users. 

However, as stated earlier it is found that there is a lack of 
study that investigates how users respond to the design while 
experiencing it in VR, especially for the context of Malaysian 
user.  Abdul Ghafar and Ibrahim [16] stated that there is lack of 
emphasis given to human factor when using these digital 
visualization tools. Azmi et al., [7] also argue that the use of VR 
for visualization of housing design for homebuyers are limited 
in terms of touch sensation and navigation. In addition, Delgado 
et al., [3], supported by Lyu et al., [17] argue that despite the 
advancement of VR technology in visual rendering of the 
immersive virtual environment, other sensory simulation such 
as auditory, tactile, thermal, olfactory and taste remain relatively 
underdeveloped. These arguments highlighted the importance of 
exploring end-user engagement through the visual 
representation using VR during the design stage to determine the 
effectiveness of this digital visualization technique during 
design collaboration. 

B. Emotional Intelligence in Digital Architectural 

Visualization 

Over the past decade, emotional intelligence has been the 
focus of research from different disciplines of studies to explore 
the advantage of applying the concept to benefit their respective 
fields. Salovey and Grewal [18] described emotional 
intelligence as the skill that brings together the fields of 
emotions and intelligence by viewing emotions as useful sources 
of information that help one to make sense and navigate the 
social environment. As human responds cognitively and 

emotionally to the built environment, the use of VR to evaluate 
users’ emotion during their immersive virtual environment 
experience serves as a promising framework for the future of 
design and research in the built environment [19]. 

However, user experience has been the main issue in VR for 
architectural visualization as VR is highly visual and does not 
really support other human sensations such as olfactory and 
haptic [7,19]. VR has the capacity to simulate the illusion of 
being in a place through the sense of presence, hence, it is crucial 
to meet the viewers’ expectations, cognitive and emotional 
dimension of the built environment [19]. Research has shown 
that some design element in the built environment reflected 
higher sense of attraction of the brain to the surroundings, which 
impacts the psychological wellbeing of the inhabitants [20]. 

It is found that research in regard to emotional intelligence 
in architectural visualization within the virtual environment has 
not been widely studied. Thus, this paper argues the critical need 
for a study that investigates the synergistic relationship between 
VR and user experience. This study is trying to fill the 
considerable gap in studies that examine how the end-user, 
which is usually non-design professional perceive the digital 
simulation of an architecture design. This is pertinent to help 
architects to understand and improve the design of virtual spaces 
that has more meaning, physically and emotionally to the end-
users. It is substantial to explore emotional intelligence during 
the design process that requires exchange of not only technical 
decisions but also the human experience, especially with the use 
of digital visualization technology such as VR. 

C. Sense of Presence 

Immersive virtual environment enables human experience in 
a given environment through the sense of presence. Presence is 
defined as the subjective experience of being in one place or 
environment, even when one is physically situated in another 
[21]. It has been proven by various recent research that human 
emotion in the virtual environment is similar to the emotion in 
the physical environment [7, 22, 23]. 

Caroux [24] indicates that while immersion would be 
typically related to sensory feedback that results in the sense of 
being surrounded by the virtual environment, presence would be 
more related to a cognitive psychological response that is the 
feeling of being in the virtual environment. Several factors 
affecting presence has been identified, including i) human 
factors - the level of experience and age [25], ii) the visual and 
sensory input [26], and iii) technological factors – stereopsis, 
field of view, and interactivity [5]. 

Following Paes et al., [5], identifying factors that affect 
presence in virtual environment is a vital step to improve the VR 
application in the built environment. This study aims to fully 
optimize the advancement of digital visualization technology in 
the AEC industry to ensure effective user experience in VR, 
especially for the context of Malaysian users. Hence, it is 
possible to create a new space for better discussions of design 
solutions between architects and end-users for a design that meet 
user needs. With the considerable gap in literature concerning 
users from Asian background in using VR technology for 
architectural visualization, following Azmi et al., [7], this study 
is focusing on the users’ behavioral response in VR within the 
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context of Malaysian user in local architectural design. In the 
next section, this paper delineates the experimental research 
methodology employed to investigate the sense of presence 
among Malaysian users within VR environments for 
architectural visualization purposes. 

III. RESEARCH METHODOLOGY 

This study is an empirical and relational study as most 
human-computer interaction studies such as Paes et al., [5]. 
Employing a one-group posttreatment-only pre-experimental 
design, the study leverages survey questionnaires to assess user 
experience within virtual environments. This design entails 
exposing a single group of participants to an intervention, 
followed by measurement, as elucidated by Creswell [27]. 
Participants engage with a VR setup simulating the interior of a 
house, after which they provide feedback through questionnaires 
to gauge their immersion and presence within the virtual 
environment. 

A. Participants 

Participants were recruited for the experiment using 
purposive sampling method, via advertisements distributed in 
social media and word-of-mouth. In order to be included in the 
study, individuals had to meet the following criteria: (1) 
Malaysian nationality; (2) aged between 20 and 40 years old; (3) 
not physically or mentally impaired and (4) not under serious 
medications for health-related problems. In regard to the sample 
size, a power sample analysis using G*Power version 3.1.9.7 
[28] was conducted with a level of statistical significance equal 
to 80% with a medium effect size of Cohen’s d = 0.5 (α = .05). 
This follows similar sample size estimation by other studies in 
VR experiments such as Pallavicini and Pepe [29]. Result of the 
power sample analysis using G*Power suggests an estimation of 
sample size for the research design and one sample case 
statistical test is 27 participants. In this study, a total of 60 
samples were recruited, which is more than adequate to get a 
high statistical power. 

Based on the post-hoc power analysis to compute achieved 
power based on 60 samples conducted in G*Power version 
3.1.9.7, the study has 99% power to detect medium-sized effect 
d = 0.5 (α = .05). The 60 participants recruited in this study 
include: 33 female (55.0%) and 27 male (45.0%); mean age of 
30 years old (SD: 2.81). 95% of the participants are from Malay 
racial background. Only two participants have the experience of 
using VR for architectural visualization before the experiment. 

B. 3D Model and VR Apparatus 

An apartment designed in Selangor, Malaysia was selected 
as the experiment environment. This residential unit consists of 
1000 square feet of living space with three bedrooms and two 
bathrooms. A 3D model of an interior of a house was developed 
in Sketchup Pro 2019 (version 19.3). Enscape software (version 
2.6.1) was used for the real-time 3D visualization and as the VR 
plugin for Sketchup. Fig. 1 shows the 3D model of the kitchen 
of the apartment in Sketchup software. Fig. 2 shows the virtual 
environment as viewed in VR, rendered using Enscape software. 

 

Fig. 1. 3D model of the kitchen in Sketchup software. 

 

Fig. 2. VR view of the kitchen rendered in Enscape software. 

For the VR apparatus, HTC Vive was used. HTC Vive 
consists of a head-mounted display (HMD), two base sensors for 
tracking position and orientation, and a set of controllers were 
used as the VR equipment. The computer used was a Dell G7 15 
7590 laptop with Intel ® Core ™ i7-8750H processor and 
NVIDIA GeForce GTX 1050 (4GB GDDR5) graphics card. The 
computer has an 8GB RAM that operates with the Windows 10 
operating system. The specifications on this computer satisfy the 
minimum system requirements for HTC Vive. Fig. 3 illustrates 
the VR setup which consists of the HTC Vive head mounted 
device (HMD), two base stations and two controllers. 

 

Fig. 3. VR device setup. 

The HTC Vive system allows for physical movement within 
a minimum play area of 2 meters x 2.5 meters, hence the 
experiment was set to comply within this play area. The play 
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area was setup using Viveport software. Fig. 4 shows the 
participants using the HTC Vive during the experiment. 

 

Fig. 4. Participant using the HTC Vive during experiment. 

C. Data Collection Instruments 

The data collection instruments used in this study include: 

 Demographics – the question includes their gender, age, 
marital status, racial background, level of education, 
profession and prior VR experience; 

 Consent form - Before the experiment, every participants 
was asked to read carefully the consent form, as it is the 
right of every person to make informed decisions 
regarding their participation in a research study, after 
being informed of all aspects of their role in the study as 
required in the Belmont principle of respect for persons 
[30]. This research has also been approved by the 
Universiti Putra Malaysia Ethics Committee for 
Research Involving Human Subject (JKEUPM-2020-
028) prior to the data collection; 

 The Virtual Presence Questionnaire (VPQ) - After the 
participants had been exposed to the virtual environment, 
a Virtual Presence Questionnaire (VPQ) was given to 
each participant. The VPQ was adopted from the 
Presence Questionnaire, originally used by Witmer and 
Singer (1998). The Presence Questionnaire was used to 
evaluate the level of presence that each participant 
experienced during the VR experience to view the virtual 
environment. The VPQ developed in this study is 
adapted based on the instruments developed by prior 
research that includes Witmer and Singer [21], 
Westerdahl et al., [31] and Heydarian et al., [32]. 

The VPQ consists of nine Likert Scale-based questions 
(seven-point scale), two questions that requires a yes or no 
answer, and two open-ended questions. These questions were 
developed based on prior research to determine the level or 
immersion and presence of the participants in the virtual 
environment, including the level of realism of the virtual 
environment. The results from the VPQ would add to the 
understanding in regard to the participants’ differences and 
abilities in a given virtual environment, and the characteristics 
of the virtual environment that may affect presence. 

The two open-ended questions in the VPQ seek to obtain 
additional information based on the participants’ experience in 
the virtual environment using the VR devices. In the open-ended 
questions, the first question invited the participants to comment 
on the kind of information that they think is lacking from the 
virtual environment; while the second question invited them to 
provide suggestions regarding the application of VR for 
architectural visualization in Malaysia. The two open-ended 
questions in the VPQ are: 

 What kind of information do you think is lacking from 
the VR environment? 

 What are your comments regarding the application of VR 
for architectural visualization?  

According to Creswell [27], Neuert et al., [33], and Aithal 
and Aithal [34], open-ended questions in a set of questionnaires 
allow the respondent to express an opinion without being 
influenced by the researcher. The open-ended questions 
advantages include the possibility of discovering the responses 
that participants gave spontaneously, and thus avoiding the bias 
that may result from suggesting responses in close-ended 
questions such as Likert-scales [35]. 

IV. RESULT AND ANALYSIS 

A descriptive statistical analyses to describe the central 
tendencies and variability in participants’ response in this study 
were conducted using SPSS version 25 software package. Table 
I illustrates the mean and standard deviation for the participants’ 
responses in the VPQ. 

TABLE I.  VPQ QUESTIONNAIRE ITEMS - MEAN AND SD 

VPQ QUESTIONNAIRE ITEMS - MEAN AND SD 

VPQ Questionnaire Items Source Mean (SD) 

“How physically fit do you feel today?” a [21] 6.27 (0.73) 

“How good are you at blocking out 

external distractions when you are 
involved in something?” a 

[21] 5.75 (0.97) 

“Are you easily disturbed or distracted 

when working on tasks?” a 
[21] 3.87 (1.75) 

“Did you get bored with the VR model 

during the viewing experience?” a 
[31] 5.80 (1.61) 

“Did the surfaces such as walls, floors, and 

furniture look real in the VR model when 

you view it?” a 

[31] 4.95 (1.65) 

“Could you orient yourself in the internal 

environment during the VR experience?” a 
[31] 5.43 (1.53) 

“How much did your experiences in the 
virtual environment seem consistent with 

your real-world experience?” a 

[21] 4.95 (1.64) 

“How realistic was your sense of 
movement around in the virtual 

environment?” a 

[21] 4.60 (1.59) 

“How difficult was it to understand the 
characteristics of the house in VR?” a 

[32] 3.25 (1.72) 

“Did you feel that the Virtual Reality (VR) 

model lacked information for you to 
understand the interior of the house?” 

[31] Yes = 55% 

“Do you feel any discomfort or dizziness 

after the VR experience?” 
[7] No = 45% 

a. The question response format was a 7-point Likert scale. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

176 | P a g e  

www.ijacsa.thesai.org 

Findings from Table I indicates that the participants were 
relatively fit during the experiment (M = 6.267, SD = 0.7333). 
The participants were also somewhat focused during the 
experiment based on their responses in Question 2 (M = 5.750, 
SD = 0.968) and Question 3 (M = 3.867, SD = 1.751). In the 
virtual environment, the result showed that most of the 
participants thought that the textures on walls, floors, and 
furniture look real in the VR model (M = 4.950, on a 7-point 
Likert scale where 1 = “not real at all” and 7 = “very real”). The 
same responses also applied to whether their experience seems 
consistent with real-world experience (M = 4.950, on a 7-point 
Likert scale where 1 = “not consistent at all” and 7 = “very 
consistent”). 

The participants also felt that they were able to orient 
themselves in a virtual environment (M = 5.433, on a 7-point 
Likert scale where 1 = “not at all” and 7 = “totally”); and that 
their sense of movement in the virtual environment is not much 
realistic (M = 4.600, on a 7-point Likert scale where 1 = “not at 
all” and 7 = “totally”). Of the 60 participants, 33 participants 
(55%) felt that the VR lacked information for them to 
understand the interior of the house. Finally, a majority of 
participants (78.3%) did not feel any discomfort or dizziness 
after the VR experience. The results also reveal that participants 
were relatively focused during the experiment based on their 
ratings from Questions 1 to 4. The participants also indicated 
that the virtual environment was moderately realistic based on 
their ratings from Questions 5 to 10. 

A. Analysis of Open-Ended Questions 

Of the 60 participants, only 33 participants (55%) provided 
their answers to the open-ended questions. To identify 
participants’ evaluation of the virtual environment from the two 

open-ended questions, this study deployed thematic analysis. 
Four main themes emerged from the participants’ answers in 
these two open-ended questions which are: “feel”, “detail”, 
“size” and “interactivity”. The thematic analysis is presented in 
Table II. 

In the first open-ended question - what kind of information 
do you think is lacking from the VR model? 18 participants 
mentioned that they were unable to estimate the size and 
dimensions of the interior of the house based on their VR 
experience. These participants felt that it is essential for them to 
feel the size of the space in the architectural visualization. In 
addition, seven participants commented that the information 
about materiality and texture of materials in the house is lacking 
in the virtual environment. One participant commented that the 
VR model was unsatisfying since they were unable to touch the 
materials inside the house or feel the wind from the window or 
balconies. Two participants also commented on the lack of sense 
of sound and smell in the virtual model. On the other hand, five 
participants commented on the realism of the virtual 
environment that lacks detail and seems unrealistic. 

In the second open-ended question, eight participants 
provided suggestions that the VR equipment or space provided 
should enable them to walk around freely in the virtual 
environment without being restricted. Five participants provided 
suggestions for a more realistic virtual environment with better 
resemblance of a real physical building. One participant 
suggested that the VR application could provide options in terms 
of furniture arrangement, while another participant suggested 
that the VR application to provide different color options in the 
architectural visualization. 

TABLE II.  THEMATIC ANALYSIS OF VPQ ANSWERS 

Open-ended Question 1: What kind of information do you think is lacking from the VR environment? 

Participants’ Response Theme 

“I want to really feel the house to make sense of it in terms of touch and smell; I am not sure how that can be achieved virtually”. 

Feel “I can’t feel the element of wind to make sense of the open space concept of the house. 

“Physical environment is more satisfactory as there is physical touch. The feeling of walking inside a real house is not similar as in VR”. 

“I can’t imagine the quality of materials in the VR model”. 
Details 

“Lack of detailing in the VR model”. 

“I can’t estimate the size and dimension of space inside the virtual environment” 

Size “It’s difficult to understand the size of the room from the VR” 

“I think a lacking feature of the VR technology is that I can’t estimate the size of the house” 

Open-ended Question 2: What are your comments regarding the application of VR for architectural visualization? 

Participants’ Response Theme 

“Adding capability to vary household content so that it may suit different individuals (worker, students, family, big family), and having 

multiple household arrangement settings for the same house layout”. 

Interactivity 
“I would suggest a bigger space for people can walk freely while using the VR equipment”. 

“I would suggest including measurement in the VR model for potential homebuyers to realise the size of the house”. 

“It is suggested to include interactive information such as measurement (height and width) and colour options for walls or furniture”. 
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V. DISCUSSION 

The study acknowledges limitations in touch and 
interactivity, impacting the participants' sense of presence. 
Issues related to hardware constraints and restricted movements 
contribute to a less realistic experience. Based on participants’ 
response, it can be discerned that the participants’ experience in 
the virtual environment are moderately natural, which results to 
a moderate level of immersion and presence. The authors 
believes that a greater degree of immersion and presence is 
detracted due to the lack of sense of touch in the virtual 
environment. 

Most participants highlighted that the inability to physically 
touch or feel the materials within the virtual environment was a 
significant limitation. The authors contend that this absence of 
tactile interaction compromised the overall sense of immersion 
and presence. Furthermore, additionally, participants pointed 
out the unrealism in navigation, as the VR device was tethered 
with wires, which restricted movement and affected their ability 
to move freely within the virtual space. We recognized the 
limitations of the VR device used in this study, which requires 
cables attached to the HMD that limits participants’ movements; 
hence affecting the level of realism in the virtual environment. 

Apart from that, most of the participants also opined that 
they were unable to sense the feeling of space or estimate the 
dimensions or size of the house that they view in the virtual 
environment, which is one of the critical factors in enhancing 
their experience and presence in the architectural visualization. 
We acknowledged these findings as the most important one, 
considering the assumption by past literature that the virtual 
environment could simulate the physical world conditions with 
sufficient accuracy and are efficient in representing spatial 
information [36]. 

Furthermore, according to Azmi et al., [7], due to the lack of 
interactivity in the virtual environment, the atmospheric 
qualities of spaces are diminished, hence the sense of presence 
was lacking. The virtual environment could not simulate the 
physical world accurately in terms of the quality of the 
surrounding and its relation to human senses. This corroborates 
findings from [37] that suggests integrating technology capable 
of aligning the visual perception of virtual objects with the 
tactile sensations of holding and touching real objects with bare 
hands can significantly enhance the quality of experiences and 
sense of presence in virtual environments. 

This study also concurs with Higuera-Trujillo et al., [19] that 
user experience is a vital issue that needs to be addressed. The 
user experience includes enhancing the capacity of VR 
simulation to generate the ‘place illusion’ and the credibility of 
the 3D scenarios in the virtual environment to meet the users’ 
expectations of the simulated environment [19]. Thus, the 
findings in this study allows for further understanding of the 
current user experience in VR for architectural visualization. 

VI. CONCLUSION 

This study aims to enhance the architecture industry's 
adaptation to Industry 4.0 by leveraging digital visualization, 
particularly VR, in architectural design. The study contributes to 
understanding user experiences in VR architectural 

visualization, particularly in Malaysia. While VR has 
significantly improved design review and collaboration, there is 
still a gap in end-user involvement. By evaluating VR 
effectiveness from the user's perspective, this research addresses 
these challenges. Issues like hardware requirements and user 
mobility hinder seamless communication in VR architectural 
visualization. Additionally, the study emphasizes the 
importance of the user's sense of presence in VR environments. 
Findings from our empirical study shed light on participants' 
experiences, highlighting realism and challenges. 

This study highlights the significant potential of VR 
technology to revolutionize both the real estate and architectural 
industries. In real estate, VR offers a more sustainable and 
versatile alternative to physical show units, allowing developers 
to enhance their marketing strategies, reach broader audiences, 
and provide homebuyers with a more comprehensive and 
immersive evaluation experience than traditional methods. In 
architecture, VR serves as a tool for understanding user 
emotions and behaviors within designed spaces, fostering 
empathetic and user-focused designs, with potentials to focus on 
groups such as the elderly or individuals with special needs. 

Recommendations include enhancing VR interactivity for 
better user engagement. This research contributes to 
understanding users' needs in VR architectural visualization, 
particularly in Malaysia, aiming to improve design collaboration 
and user satisfaction. It anticipates VR technology's enhanced 
role in architectural visualization, aligning with users' 
preferences and needs. Future research directions include 
investigating innovative approaches to improve the realism and 
immersion of VR environments for architectural visualization 
and exploring advancements in VR hardware such as tactile 
gloves or body-kit to allow sense of touch in the virtual 
environment. 

LIMITATION OF STUDY 

Several limitations of this study should be acknowledged. 
First, due to budget constraints, the study used an older version 
of the VR equipment, which is HTC Vive which was succeeded 
by newer versions of the VR headset. The HTC Vive (released 
in 2016) was followed by the HTC Vive Pro in 2018, and later, 
the HTC Vive Cosmos and Vive Pro 2 were introduced in 2019 
and 2021, respectively. 

Additionally, the study focused solely on the responses of 
participants in Malaysia that fulfil the inclusion criteria, which 
limits the participant pool to other nationalities with various 
cultural differences, which might have different perception due 
to cultural differences. Lastly, the absence of haptic devices 
meant that tactile feedback was not incorporated into the virtual 
experience. Future research should consider integrating haptic 
technology to allow users to physically interact with textures in 
the virtual environment, and assess its impact on emotions and 
behaviors. 
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Abstract—This study addresses the need for data analysis in 

evaluating the teaching outcomes of higher music education. It 

proposes a solution using data-driven algorithms to measure and 

analyze these outcomes. This study focuses on the issue of 

measuring and evaluating the outcomes of music education 

teaching. It analyzes the process of measuring and assessing these 

outcomes, designs a program for doing so, and introduces key 

technologies such as music education teaching process analysis, 

measurement of music teaching outcomes, construction of an 

assessment model for music teaching outcomes, and application of 

the assessment model. The study selects teaching content, practical 

skills, and social practice ability as the three aspects to evaluate. 

The results demonstrate that this method achieves higher 

assessment accuracy and requires less time, effectively addressing 

the challenge of measuring and evaluating the teaching outcomes 

of higher music education using big data. The findings 

demonstrate that the technique exhibits a high level of assessment 

accuracy and is less time-consuming. Additionally, it effectively 

addresses the challenge of measuring and evaluating the teaching 

accomplishments in higher music education from the viewpoint of 

big data. 

Keywords—Mushroom propagation optimisation algorithm; BP 

neural network; higher music education teaching outcomes 

measurement; algorithm evaluation 

I. INTRODUCTION 

Currently, music education is progressing towards the 
establishment of a disciplinary structure, the application of 
scientific methods, the cultivation of higher cognitive skills, and 
the production of various academic accomplishments [1]. 
Evaluating and appraising music education instruction, as a 
crucial tool for advancing higher music education teaching, has 
immense importance in boosting teaching quality, driving 
instructional improvement, and fostering comprehensive student 
growth [2]. Scientific measurement and evaluation may aid 
instructors in comprehending students' learning development, 
pinpointing strengths and flaws in teaching, and therefore 
enhancing teaching techniques and approaches [3]. The 
emergence of intelligent disciplines has led to the adoption of 
data-driven models for measuring and assessing educational 
teaching approaches in higher music education. This trend has 
gained significant attention from professionals and researchers 
in the area. Hence, it is crucial to investigate the intelligent, 
scientific, and systematic approaches to measuring and 
evaluating teaching results in higher music education. This is 
essential for the robust advancement of the theory and practice 
of music education discipline. 

Presently, the evaluation and measurement of teaching 
outcomes in higher music education mostly focuses on the study 

of measuring indices, techniques, and assessment of teaching 
outcomes in music education. Yu and Zou [4] examined the 
current state of using artificial intelligence technology in the 
field of music and optimization strategies, and proposed a 
method for assessing music teaching based on artificial 
intelligence technology. Chen et al. [5] investigated the 
measurement and assessment methods of teaching outcomes in 
higher music education from a perspective of music education 
psychology. Yang [6] explored the current state of music 
education in higher vocational colleges and universities during 
the rise of aesthetic education, and suggested improvement and 
optimization measures in three teaching aspects; Liao and 
Huang [7] proposed a teaching evaluation method based on non-
linear regression method for the teaching evaluation of vocal 
classroom of music education majors in higher education, and 
studied the problem of measuring and assessing the teaching 
results of music from the quantitative point of view; Peng [8] 
analysed the course process of music education by using the 
theory of OBE education, and put forward the music teaching 
evaluation method combined with simple machine learning 
algorithms; Jung [9] investigated the teaching evaluation 
method of national music culture transmission based on shallow 
network under multiculturalism, and analysed the evaluation 
model from various aspects such as cultural perspective and 
quantitative perspective; He and Liu [10] used the theory of 
multiple intelligences to construct the mapping relationship 
between the measurement value of the music teaching results 
and the teaching scores; Xu [11] researched the analysis and 
evaluation method of music teaching in combination with neural 
network based on the perspective of cultivating students' 
interests and hobbies; Wei et al. [12] studied the algorithm and 
assessment method of song arrangement generation in the field 
of music. Through the literature survey and network research 
analysis, the research on the measurement and assessment of 
higher music teaching results, although there have been a large 
number of academic results of measurement and a little music 
teaching evaluation system research, but there are still 
deficiencies, specifically in the following aspects [13]: 1) higher 
music teaching results measurement system is only limited to 
the measurement of the teacher's teaching process, ignoring the 
main body of teaching -- student feedback measurement; 2) 
higher music teaching results measurement system is only 
limited to the teacher's teaching process measurement, ignoring 
the main body of teaching --The feedback measurement of 
students; 3) The quantification of higher music teaching 
achievement measurement system is not objective enough, and 
the quantification of each index is comparable; 4) The higher 
music teaching achievement assessment method fails to portray 
the non-linear relationship between the measurement value and 
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the assessment value; 5) The higher music teaching achievement 
assessment method based on the neural network algorithm is 
prone to fall into the local optimum. 

Neural networks are an algorithm used to create nonlinear 
mapping relationships. They are known for their simple 
structure and quick optimization convergence. Neural networks 
are commonly used for classification and prediction tasks, as 
well as in areas like network intrusion detection, charge 
prediction, machinery fault diagnosis, and condition assessment 
[14]. As the number of input parameters increases, the 
optimization convergence of neural networks may easily 
become stuck in a local optimum. However, the use of 
intelligent optimization techniques can enhance the speed and 
accuracy of convergence in neural networks [15]. 

This work addresses the issues related to measuring and 
assessing the achievements in higher music education teaching. 
To tackle these challenges, the study introduces a technique that 
combines the BP neural network [16] and intelligent 
optimization algorithm [17]. This approach is based on the 
MRO-BP model and aims to measure and analyze music 
education teaching achievements. This paper examines the issue 
of measuring and assessing teaching outcomes in higher music 
education. It analyzes research concepts and important 
quantitative technical aspects related to measuring teaching 
outcomes. It also addresses the measurement of teaching 
outcomes by analyzing the teaching process, identifying 
measurement indicators, and constructing a measurement 
system. Additionally, it proposes a methodology for assessing 
teaching outcomes in higher music education by combining 
neural networks and the MRO algorithm [18]. This 
methodology is based on the MRO-BP model. A novel teaching 
accomplishment assessment method based on MRO-BP is 
developed. The experimental section used statistical research 
data on teaching successes in higher music education. Through 
comparison analysis, it was confirmed that the MRO-BP model 
outperformed other models in terms of assessment effectiveness, 
as well as enhancing assessment time and efficiency. 

The paper begins by introducing the significance of 
assessment in music education and the application of intelligent 
disciplines. The methodology section details the use of BP 
neural networks combined with the MRO algorithm to enhance 
the accuracy and efficiency of outcome assessments. Key 
techniques include process analysis, measurement of teaching 
achievements, and application of assessment models. The 
research explores the development of the MRO-BP network 
model, comparing it with other algorithms to demonstrate its 
effectiveness. The simulation and analysis section describes the 
data acquisition process, experimental environment, and 
parameter settings, followed by a performance comparison of 
different models. The conclusion highlights the model's superior 
results in accuracy and time efficiency, suggesting its 
applicability in higher music education while noting the need for 
further validation on other datasets. 

II. MEASURMENT AND ASSESSMENT 

A. Analysis of Research Ideas 

When teaching advanced music, instructors use many 
approaches, levels, and formats in the classroom [19]. This 
paper aims to address the issue of measuring and assessing the 
outcomes of higher music teaching. We focus on various aspects 
such as the course teaching process, teachers' level, students' 
knowledge demand, course practicability, and social value (Fig. 
1). To achieve this, we conducted a detailed questionnaire 
survey to evaluate the cognitive abilities of music teachers. We 
then extracted indicators of the outcomes of the higher music 
teaching process and developed a measurement system for these 
outcomes. Additionally, we utilized the heterogeneous coupling 
optimization of the machine learning method to establish a 
mapping relationship between the measured values and 
assessment scores of higher music teaching. To fully analyze 
higher music teaching results, the study aims to establish a 
correlation between music teaching outcome measures and 
assessment scores. This particular research proposal is shown in 
Fig. 2. 

 

Fig. 1. Domains of measurement and assessment of teaching outcomes in higher music education. 

 

Fig. 2. Research ideas on measurement and assessment issues of teaching 

outcomes in higher music education. 

B. Analysis of Key Technologies 

This paper explores the measurement and assessment of 
teaching outcomes in higher music education, focusing on 
problem analysis, measurement of outcomes, assessment of 
outcomes, and application of a model. Specifically, it examines 
key technologies related to the analysis of the teaching process 
in music education, measurement of teaching outcomes in 
music, construction of an assessment model for teaching 
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outcomes, and application of the assessment model. These 
aspects are illustrated in Fig. 3. 

 

Fig. 3. Key techniques in the methodology for measuring and evaluating 

teaching outcomes in higher music education. 

1) Process analysis techniques: In order to sort out the 

problem of higher education teaching outcome assessment, 

process analysis technique was proposed, mainly by analysing 

the process of higher education teaching outcome measurement 

and assessment, and carrying out process analysis from 

questionnaire survey, demand analysis, method design and 

other aspects [20], as shown in Fig. 4. 

 

Fig. 4. Process of analysing the measurement and assessment of teaching 

outcomes in higher music education. 

2) Techniques for measuring teaching achievement: 

Higher education music education teaching outcome 

measurement (as shown in Fig. 5) mainly assesses and 

measures the teaching outcomes of the pedagogues from the 

aspects of teaching content, practical skills and social practice 

ability. The input of the module is the results of the analysis of 

the process of measuring and assessing teaching outcomes in 

higher education, the assessment aspects, and the output is the 

teaching outcome measurement system. 

 

Fig. 5. Measurement of teaching outcomes in higher music education. 

3) Teaching achievement assessment techniques: Higher 

Music Education Teaching Achievement Assessment (shown 

in Fig. 6) mainly combines a variety of intelligent algorithms to 

construct the mapping relationship between music education 

teaching measurements and assessment values. The input of 

this module is music education teaching measurement data, and 

the output is teaching outcome assessment scores. 

 

Fig. 6. Assessment of teaching outcomes in higher music education. 

4) Techniques for applying results-based assessment 

models: Taking the music education teaching outcome data of 

higher education institutions as a case study, the trained 

outcome assessment model was applied to the data, and the 

teaching outcome measurements were collected, standardised 

and input into the outcome assessment model to obtain the 

music education teaching outcome assessment scores, as shown 

in Fig. 7. 

 

Fig. 7. Assessment of teaching outcomes in higher music education. 

III. TEACHING OUTCOMES IN HIGHER MUSIC EDUCATION 

According to the principles of demand-orientation, 
scientific, systematic and quantitative [21], this paper selects the 
measurement values of teaching results from three aspects, such 
as teaching content, practical skills and social practice ability 
[22], and the detailed extraction of the measurement values is 
shown in Fig. 8. 

 Teaching content measures include measurements of 
regular grades, classroom practices, and final grades. 

 Skills practice measurement includes academic salon 
activities focusing on professional skills demonstration 
and academic thinking exchange, and classroom practice 
activities focusing on teaching process design. 

 Measurement of social practice ability includes 
internship assessment in off-campus teaching practice 
bases, and participation in various competitions for 
music education majors and teaching. 
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Fig. 8. Detailed extraction of the measurement values. 

IV. RESEARCH ON THE ALGORITHM FOR EVALUATING 

MUSIC TEACHING ACHIEVEMENT BASED ON MRO-BP 

NETWORKS 

A. BP Neural Network 

BP neural network [23], or back-propagation neural 
network, is a multilayer feed-forward network that is widely 
used in the fields of function approximation, pattern recognition, 
classification, data compression, and time series prediction, as 
shown in Fig. 9. 

The core of the BP network lies in its weight adjustment 
method, using the error back propagation algorithm, which 
adjusts the network weights to optimise the model performance 
by calculating the output error and back propagating it to each 
implicit layer, the structure of which is shown in Fig. 10 and Fig. 
11. 

 

Fig. 9. BP neural network application. 

 

Fig. 10. Structure of BP neural network. 

The basic structure of BP network includes input, hidden and 
output layers, with full connection between layers and no 

connection between the same layers. The learning process of BP 
network includes two phases of forward propagation of signals 
and back propagation of errors. 1) In forward propagation, the 
input signals are transmitted through the network and generate 
predicted values in the output layer. 2) In back propagation, 
according to the error between predicted values and the actual 
target values, the error is reduced by calculating the error 
gradient to adjust the weights and thresholds of the network to 
reduce the error. 
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Fig. 11. Gradient descent method. 

B. MRO-BP Network Model 

1) MRO algorithm: Mushroom Reproduction Optimization 

(MRO) [24] is a population intelligence optimisation algorithm 

inspired by the mechanisms of mushroom growth and 

reproduction in nature. The algorithm mimics mushrooms 

exploring the reproduction region through spore propagation 

and finding a more optimal reproduction region by refining the 

search space (Fig. 12).The MRO algorithm decides whether to 

perform a local search or a global search by calculating the 

average fitness value of each colony as well as the average 

fitness value of all the colonies to improve the efficiency of the 

search and to avoid precocious convergence to the local optimal 

solution. 

 

Fig. 12. Iterative process of mushroom propagation. 

The flow pseudo-code of the MRO algorithm is shown in 
Table I: 

TABLE I. PSEUDO-CODE OF THE MRO ALGORITHM 

Algorithm 1: Mushroom Reproduction Optimisation 

Algorithm 

M parent mushroom populations were randomly generated; 

Calculate the initialised mushroom population fitness value, 

with the average fitness value, and update the optimal 

mushroom individuals; 

While the iteration condition is satisfied 

For i=1:M 

If Ave+Tave/c<Tave 

An artificial wind is used to disperse the 

population, select the optimal solution, and update the 

optimal solution; 

End if 

Randomly mutate the population, compute Ave, 

select the optimal solution, and update the optimal solution; 

End for 

Calculate Tave 

End while 

The specific implementation steps of the MRO algorithm 
(Fig. 13) are as follows: 

 

Fig. 13. Flowchart of MRO algorithm. 

1) .Initialise the parameters of the MRO algorithm with the 
population. Initialise the maximum number of iterations

maxT  , the population size npop  , and the population 

individual search range. Initialise the population 
position: 

 ()ijX rand ub lb lb   
   (1) 

where ub  and lb  are the upper and lower boundaries of the 

mushroom search space, respectively. 

2) Artificial wind determination of conditions. Artificial 
wind was operated on mushroom individuals that met the 
conditions, otherwise mushroom individuals were 
randomly searched within the breeding area. 

  Avg

Avg

T
Avg i T

c
     (2) 

Where,  Avg i  is the average fitness value of the ith 

mushroom individual, AvgT  denotes the global average fitness 

value, and c  is the coefficient of determination. 

3) Artificial wind mechanism. The simulated artificial wind 
operation on individual mushrooms makes the algorithm 
with global optimisation seeking capability. 

 
 

   , ,

m

wind

j i k

Avg i
Mov X X Rand rs Rand r r

Tavg
 



 
 

        
    (3) 
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Where,
wind

jMov  denotes the distance moved by the jth 

individual, iX 
 is the mushroom individual with the best fitness 

value in the ith colony, and kX 
 denotes the path with the best 

fitness value in the kth colony.  Avg i is the average fitness 

value value of the ith colony,Tavg  is the average fitness value 

of all colonies. m is the customisation coefficient.  is the 

direction coefficient. r is the step length control coefficient. 

4) Breeding area search. Individual mushrooms search for 
better adapted locations within nearby breeding areas. 

 ,parent

ij iX X Rand r r     (4) 

Where ijX  is the location of the mushroom individual, i  is 

the number of this individual in the population, and j  is the 

mushroom dimension. r is the random search radius. 
parent

iX

denotes the parent mushroom. 

5) Finding the optimal fitness value individual and updating 
the mushroom location. 

    min ibestmushroom f X    (5) 

6) Determine whether the maximum number of iterations is 
reached, if the maximum number of iterations is reached, 
end the loop and output the result, otherwise carry out the 
next iteration. 

The MRO method has superior capabilities in both global 
search and local refinement, making it well-suited for addressing 
intricate optimization issues. It may preserve population variety 
while searching, enabling it to escape local optimum solutions 
and discover the global optimal solution or a superior solution, 
as seen in Fig. 14. The MRO method has been used to address 
challenges in several domains, such as engineering design 
optimization and data mining [25]. 

 

Fig. 14. MRO algorithm characteristics and applications. 

2) MRO-BP network: In this paper, the BP network 

structure parameter weights and biases are used as decision 

variables, and the mean square error between the evaluated 

value and the true value is used as the fitness value of the MRO-

BP model, the specific structure is shown in Fig. 15, and its 

pseudo-code is shown in Table II. 

 

Fig. 15. MRO-BP network structure. 

TABLE II. PSEUDO-CODE OF MRO-BP NETWORK ALGORITHM 

Algorithm 2: MRO-BP network pseudo-code 

The MRO algorithm parameters are set, the MRO optimisation decision 

variables are identified, and the BP weights and biases are encoded in real 

numbers; 

The RMSE is calculated as the fitness value to update the optimal 

mushroom individual, i.e., the current optimal BP network parameters; 

Whether the While iteration condition is satisfied 

Calculation of simulated artificial wind operations on individual 

mushrooms based on artificial wind determination conditions; 

Mutational manipulation of individual mushrooms using breeding 

area search; 

Update the network parameter individual information as well as the 

optimal network parameter individual; 

End while 

Output optimal network parameters; 

Constructing the MRO-BP network. 

C. Improved Network Modelling Applications 

From Fig. 16, the MRO algorithm is employed in this paper 
to enhance the accuracy of the BP network model in the 
assessment of teaching achievement in higher music education. 
Additionally, the measurement system of teaching achievement 
in higher music education is investigated. The precise sequence 
of actions in the procedure is as follows: 

 Through the examination of the challenges associated 
with measuring and evaluating the outcomes of higher 
music education, we develop a framework for analyzing 
the teaching outcomes of higher music education based 
on three key dimensions: teaching content, practical 
skills, and social practice ability. 

 Acquire the measurement data for evaluating the 
outcomes of higher music education. Utilize the 
distinctive indicators of the measurement system to input 
the data into the MRO-BP model. Train and optimize the 
model to get an assessment model for evaluating the 
outcomes of higher music education. 

 Choose validation data to get improved measures of 
music education teaching outcomes, input them into the 
MRO-BP network-based model, and generate better 
scores for assessing music education teaching outcomes. 
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Fig. 16. MRO-BP network model application. 

V. SIMULATION AND ANALYSIS 

A. Experimental Data Acquisition 

The cognitive assessment of music learners was conducted 
by a comprehensive questionnaire, which took into 
consideration several factors such as the teaching method, the 
proficiency of instructors, the knowledge requirements of 
students, and the practicality and social significance of the 
course. The survey findings were used to extract the higher 
music education teaching outcome measurement data. This data 
was then split into three sets: the MRO-BP model training set, 
validation set, and test set. The particular division ratio, number, 
and purpose of each set are provided in Table III. 

B. Experimental Environmental Setup 

The specific settings of hardware environment, software 
environment and other experimental environments used for 
algorithm verification in this paper are shown in Table IV. 

TABLE III. EXPERIMENTAL DATA SETTINGS 

Serial number Data set Proportions Quantities Goal 

1 test set 15% 552 Testing the evaluation performance of the MRO-BP model 

2 validation set 15% 553 
Calculating the fitness value of the MRO algorithm for optimising BP 

networks 

3 training set 70 per cent 2580 Training the optimal BP network model, i.e. MRO-BP model 

TABLE IV. EXPERIMENTAL ENVIRONMENTAL SETTINGS 

Name of the environment Parameterisation 

software AMD Ryzen 9 5900HX with Radeon Graphics 3.30 GHz 

operating system Windows 10 

programming software Python 3.8 

visualisation software Matlab2021a 

C. Contrast Algorithm Parameter Settings 

Methods for measuring and assessing teaching outcomes in 
higher music education employing comparison algorithms such 
as BP, TLBO-BP, GWO-BP, MPA-BP, AVOA-BP, and MRO-
BP. The BP model utilizes the gradient descent method to 
calculate error feedback. The number of nodes in the hidden 

layer is determined based on the analysis in section 5.4. The 
TLBO [24], GWO [25], MPA [26], AVOA [27], and MRO 
algorithms have a maximum iteration limit of 1000, and the 
number of populations is determined based on the experiments 
in Section V (D). The specific parameter settings for the 
comparison algorithms can be found in Table V. 

TABLE V. COMPARISON OF ALGORITHM PARAMETER SETTINGS 

Serial number Arithmetic Parameterisation 

1 BP The activation function is a radial basis function 

2 TLBO-BP TF=round[(1+rand)] 

3 GWO-BP a decreases linearly from 2 to 0 

4 MPA-BP P = 0.5, R is a uniformly distributed random vector, FADs = 0.2, U = 0 or 1 

5 AVOA-BP L1 = 0.8, L2 = 0.2, w = 2.5, P1 = 0.6, P2 = 0.4, P3 = 0.3 

6 MRO-BP Fmin=0.07, Fmax=0.75, τ=4.125, a0=6.25, a1=100, a2=0.0005 

D. Analysis of Results 

1) Parameter setting analysis: To ensure that the 

parameters are in accordance with the BP and optimization 

algorithms, this paper evaluates the accuracy and time 

consumption of the assessment models of teaching outcomes in 

higher music education using varying numbers of hidden layer 

nodes and populations. The results are illustrated in Fig. 17, Fig. 

18, Fig. 19 and Fig. 20. According to the Fig. 17. From the data, 

it is evident that as the number of hidden layer nodes in the BP 

algorithm increases, the accuracy of the measurement and 
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assessment of music education teaching outcomes in each 

model initially decreases and then stabilizes. Additionally, the 

time required for the assessment model also increases. As the 

population size increases, the precision of the algorithm used to 

measure and assess the outcomes of higher music education 

teaching improves. However, after reaching a population size 

of 75, the accuracy remains stable and does not decrease. 

Additionally, the time required for each model to process the 

data increases as the population size increases. The paper's 

detailed study reveals that the number of hidden layer nodes in 

the BP algorithm is 90, and each optimization technique has a 

population size of 75. 

 

Fig. 17. Accuracy analysis of the evaluation model based on different number 

of hidden layer nodes. 

 

Fig. 18. Time-consuming analysis of the evaluation model based on different 

number of hidden layer nodes. 

 

Fig. 19. Accuracy analysis of the assessment model based on different 

population sizes. 

 

Fig. 20. Time-consuming analysis of assessment models based on different 

population sizes. 

2) Evaluation performance analysis: To analyze and 

compare the effectiveness of the measurement and evaluation 

methods for teaching outcomes in higher music education 

proposed in this paper, we utilized several techniques: BP, 

TLBO-BP, GWO-BP, MPA-BP, AVOA-BP, and MRO-BP. 

The comparative analysis results are presented in Fig. 21 and 

Table VI. 

According to the figure. Based on the data, it is evident that 
the MRO-BP network has the highest convergence accuracy for 
measuring and assessing teaching outcomes in higher music 
education. It is followed by AVOA-BP, MPA-BP, GWO-BP, 
and TLBO-BP. Additionally, the speed of convergence for each 
optimization network in measuring and assessing teaching 
outcomes in higher music education is approximately equal. 
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Fig. 21. Optimisation convergence curves of different optimisation 

algorithms. 

Table VI shows that the MRO-BP network-based 
measurement and assessment of teaching outcomes in higher 
music education has the smallest RMSE value, followed by 
GWO-BP, MPA-BP, AVOA-BP, TLBO-BP, and BP. In terms 
of MAPE, the MRO-BP network-based measurement and 
assessment of teaching outcomes in higher music education has 
the smallest MAPE value of 0.7314, followed by AVOA-BP, 
MPA-BP, GWO-BP, TLBO-BP, and BP. The MRO-BP model 
also has the smallest MAE value of 0.49, followed by AVOA-
BP, GWO-BP, MPA-BP, BP, and TLBO-BP. In terms of time-
consuming, the MRO-BP model takes 7.744, followed by 
AVOA-BP, MPA-BP, GWO-BP, TLBO-BP, and BP. In 
summary, the MRO-BP model is the most accurate and requires 
the least amount of time. 

TABLE VI. RESULTS OF PERFORMANCE COMPARISON OF DIFFERENT 

ASSESSMENT MODELS 

arithmetic RMSE MAPE MAE Time/s 

BP 0.892 0.9342 0.78 8.822 

TLBO-BP 0.829 0.8561 0.91 8.729 

GWO-BP 0.728 0.8373 0.63 8.397 

MPA-BP 0.731 0.7783 0.71 7.758 

AVOA-BP 0.737 0.7761 0.61 7.647 

MRO-BP 0.701 0.7314 0.49 7.744 

VI. CONCLUSION 

As music education teaching data continues to grow, the 
analysis of music behavior data and the assessment of music 
teaching outcomes have emerged as key areas of focus in the 
field of data-driven music research. This study addresses the 
issue of measuring and evaluating the teaching outcomes of 
data-driven algorithmic applications. It provides a technique for 
measuring and evaluating the teaching outcomes of higher 
music education using a combination of the MRO algorithm and 
BP network, known as the MRO-BP network model. This paper 
examines the issue of measuring and evaluating the teaching 
outcomes of music education. It focuses on designing the main 
technology and identifying the measurement indicators for 
teaching outcomes from three perspectives: teaching content, 

practical skills, and social practice ability. The paper constructs 
a measurement system for music teaching outcomes by 
combining the MRO algorithm and BP network. Additionally, it 
proposes an algorithm for assessing the teaching outcomes of 
music based on the MRO-BP network. The method proposed in 
this paper demonstrates superior results in terms of RMSE, 
MAPE, MAE, and time consumption when analyzing teaching 
outcome data in higher education. It effectively addresses the 
challenge of measuring and assessing teaching outcomes. The 
MRO-BP network model outperforms other models and is 
applicable to analyzing teaching outcomes in higher education, 
specifically in music education. However, its generalization and 
stability should be further validated using other datasets. 
Subsequently, it is necessary to use the MRO-BP network model 
for addressing further difficulties and enhancing the overall 
performance of the MRO-BP network. 
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Abstract—This study aims to enhance the precision and 

efficiency of indoor spatial design for college physical bookstores 

in the context of the new media environment. To achieve this, a 

novel intelligent analysis model was developed by integrating the 

Navigator Optimization Algorithm (NOA) with the Least 

Squares Support Vector Machine (LSSVM). The research 

analyzes the relationship between the new media environment 

and bookstore design, identifies key design principles, and 

establishes performance metrics. The proposed NOA-LSSVM 

model optimizes design parameters by utilizing a hybrid 

convergence-divergence search mechanism, achieving improved 

accuracy and computational efficiency. A case study of Jilin 

Jianzhu University's bookstore was conducted to evaluate the 

model's performance. The NOA-LSSVM model was compared 

with three other optimization algorithms: the Flower Pollination 

Algorithm (FPA), Whale Optimization Algorithm (WOA), and 

Sine Cosine Algorithm (SCA). Results showed that the NOA-

LSSVM model achieved superior accuracy, with a Mean 

Absolute Percentage Error (MAPE) of 2.9, significantly lower 

than FPA (4.6), WOA (3.8), and SCA (4.2). Additionally, the 

model exhibited faster convergence and enhanced design 

efficiency, optimizing the bookstore's functional zones and spatial 

layout to balance dynamic and quiet areas effectively. In 

conclusion, the NOA-LSSVM model demonstrates a robust 

capability to optimize indoor spatial design in the new media 

environment, outperforming traditional methods in accuracy and 

practicality. This study provides valuable insights for integrating 

intelligent algorithms into spatial design processes, with the 

potential for broader applications in other commercial or 

educational spaces. Future research should focus on extending 

the model's generalizability and incorporating advanced media 

technologies for enhanced user experiences. 

Keywords—New media environments; data-driven algorithms; 

indoor spatial environment design; mariner optimization method 

I. INTRODUCTION 

In order to enhance students' learning materials and 
services, the growth of college physical bookshops is being 
actively supported to strengthen their impact in the area of 
education [1]. The proliferation and use of new media, 
facilitated by the advancement of Internet technology and the 
exponential growth of Internet users, has presented 
unparalleled prospects and difficulties across all sectors of 
society. Consequently, physical bookshops are also confronted 
with the need for modernization and adaptation. To adapt to the 
growing market need, physical bookshops are integrating new 
media technologies to expedite their transition and bolster their 
competitiveness [2]. Conducting research on the interior space 

design of college physical bookstores in the new media 
environment may stimulate innovation in bookstore space 
design and enhance the quality of services. Additionally, it can 
serve as a valuable resource for the growth of campus 
bookstore markets and industry transformation [3]. 

The study on the interior space design of college physical 
bookshops in the new media environment is presently in its 
first phase. It primarily focuses on two aspects: the use of new 
media technology in the design of physical shops, and the 
analysis of how new media technology is applied [4]. Wang 
and Wang [5] examine the successful collaboration between 
college physical bookstores and publishers in order to address 
the high cost of textbooks. Sari [6] introduces new design 
concepts to modify the layout of college physical bookstores. 
Bae [7] investigates the current state of development of college 
physical bookstores and proposes effective strategies to 
renovate them. Soureshjani et al. [8] suggests several reform 
measures to transform bookstores into vibrant spaces that 
promote a new culture of wisdom and reading. Al-Ansari et al. 
[9] thoroughly discusses the appeal of college campus 
bookstores and presents a new development strategy that is 
suitable for the digital era. Nyboer [10] analyzes the challenges 
from various perspectives such as cultural experience, 
construction mode, and business model, and provides a range 
of practical solutions. The integration of intelligent algorithms 
and the interior space design of college physical bookshops in 
the new media environment has become an essential approach 
for the future development of intelligent and digital space 
design. Intelligent algorithms may be categorized as supervised 
learning, unsupervised learning, semi-supervised learning, and 
other ways. The utilization of data-driven intelligent algorithms 
in analyzing the application of new media technology in indoor 
space design has become increasingly prevalent. This method 
plays a crucial role in researching the design of college 
physical bookstores in the new media environment. It enhances 
the efficiency of indoor space design and expedites the design 
process [11]. Despite the ongoing improvement in educational 
conditions and the increasing importance of campus physical 
bookstores, there are still several issues in the process of 
integrating intelligent technology into the interior space design 
of college bookstores. These include: 1) a lack of research on 
the application of new media technology in the interior space 
design of college bookstores; 2) ineffective utilization of data 
generated during the design process of college bookstores; and 
3) the immaturity of intelligent technology used in college 
bookstore interior space design. 

*Corresponding Author 
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This paper strives to address the intellectual requirements 
of college students in physical bookstores by integrating new 
media technology and artificial intelligence. It proposes an 
application analysis model for the interior space design of 
college physical bookstores in the new media environment, 
using an improved data-driven algorithm. The study 
investigates the correlation between the new media 
environment and the layout of indoor spaces in bookstores. It 
takes advantage of various research methods such as literature 
research, survey research, interdisciplinary research, and 
inductive comparison. The study analyzes the design process of 
indoor spaces in college physical bookstores and develops an 
intelligent application analysis scheme for such spaces. This 
scheme combines the navigator optimization algorithm with 
the LSSVM model. Additionally, the study proposes a new 
media model based on the NOA-LSSVM model. A novel 
media-based NOA-LSSVM model is offered as an analytical 
tool for the interior space design of college physical 
bookshops, using the Voyager optimization algorithm and the 
LSSVM model. Using the physical bookshop of Jilin Jianzhu 
University as a case study, the effectiveness of the proposed 
NOA-LSSVM model is examined and evaluated by comparing 
it with other application analysis methodologies. 

This paper is structured as follows: Section II explores the 
relationship between the new media environment and the 
physical layout of college bookstores, providing a detailed 
analysis of the design process and identifying key principles 
and metrics for indoor spatial design. Section III introduces the 
NOA-LSSVM model, detailing the principles of the Navigator 
Optimization Algorithm (NOA) and Least Squares Support 
Vector Machine (LSSVM), and describes how these are 
integrated into a data-driven intelligent analysis framework. 
Section IV presents a case study of Jilin Jianzhu University's 
bookstore, demonstrating the model's application, design 
outcomes, and a comparative evaluation of its performance 
against other optimization algorithms. Finally, Section V 
concludes with key findings, highlighting the NOA-LSSVM 
model's superior accuracy and efficiency in optimizing design 
processes while outlining potential areas for further research 
and practical implementation. 

II. DESIGN INTERIOR SPACE OF COLLEGE PHYSICAL 

BOOKSTORES 

A. The Connection between the Contemporary Media 

Landscape and the Physical Layout of Bookstores 

The emergence of new media complements the growth of 
physical bookshops. Its implementation impacts individuals' 
perception of the reading experience, enhances the interior 
spatial setting of bookstores, and maximizes the creation of a 
favorable reading ambiance [12]. The indoor space design of 
college bookstores has undergone significant changes in 
response to the new media environment. These changes 
primarily include: 1) improving the overall spatial experience; 
2) diversifying the nature of the space; and 3) enhancing the 
spatial environment, as depicted in Fig. 1. 

 

Fig. 1. Changes in the new media environment on the interior space design 

of college bookstores. 

B. Analysis of the Interior Space Design Process of College 

Physical Bookstores 

1) The key aspects of designing the interior space of 

college physical bookshops: The need for college physical 

bookshops among college students has seen significant 

changes with the progress of time. The interior space design of 

these bookstores has evolved to focus on utility, industry 

diversification, experience elements, and artistic aspects [13], 

as shown in Fig. 2. 

 

Fig. 2. Trends in the design of physical bookstores in universities. 

2) Analysis of the design process: The interior space 

design of college physical bookstores follows specific 

development direction and design principles, namely the 

humane principle, functional principle, experiential principle, 

and epochal principle (as depicted in Fig. 4). This design 

process includes various steps such as space planning and 

layout, illumination design, color matching and style, display 

and exhibition design, furniture and decorations selection, air-

conditioning and ventilation system, sound and noise control, 

online and offline combination, out-of-store time and budget 

control, detail design, and others [14] (as highlighted in Fig. 3). 

 

Fig. 3. Design process of physical bookstores in universities. 
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Fig. 4. Design principles. 

3) Develop a process to obtain metrics for analyzing 

application design: This paper tests the application analysis 

indexes for indoor space design of college physical bookstores 

in the new media environment. The analysis focuses on three 

aspects: design elements S, functional space K, and design 

research Y, as illustrated in Fig. 5. 

 

Fig. 5. Indicator analysis of the application of interior space design of 

college physical bookstores in the new media environment. 

 Design element S comprises of space size S1, space 
furnishings S2, material selection S3, colour selection 
S4, lighting design S5 (Fig. 6), and plant setup S6 (Fig. 
7); 

 

Fig. 6. Lighting design. 

 

Fig. 7. Plant configuration. 

 The functional space K comprises of two components: 
multifunctional space K1 and virtual space K2; 

 Design study Y comprises of personalized service Y1, 
interactive experience Y2, and the integration of offline 
and online platforms Y3. 

C. Program for Designing the Interior Space of Physical 

Bookstores in Higher Education Institutions 

Focusing on the problem of application analysis of interior 
space design of college physical bookstores in media 
environment, this paper proposes a method of application 
analysis of interior space design of college physical bookstores 
based on data-driven algorithm, and the specific design scheme 
is shown in Fig. 8. The scheme analyzes the process of interior 
space design of college physical bookstores in media 
environment, extracts relevant application analysis indexes, 
collects application analysis data, standardizes and annotates 
the dataset, combines Voyager optimization algorithm [15] and 
LSSVM model [16], constructs the application analysis model 
of interior space design of college physical bookstores in media 
environment, and carries out the performance validation and 
analysis of the model by using examples. 

According to the design scheme, the research on the 
application analysis method for the interior space design of 
college physical bookstores in the media environment includes 
key technologies such as the extraction and construction of 
application analysis indexes, data collection and pre-processing, 
design model construction and optimisation, and case 
validation and analysis, as shown in Fig. 9. 
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Fig. 8. Applied analysis of interior space design of physical bookstores in higher education design scheme. 

 

Fig. 9. Key techniques for applying analysis to interior space design of physical bookstores in universities. 

III. INTELLIGENT ANALYSIS ALGORITHM FOR INTERIOR 

SPACE DESIGN 

A. NOA-LSSVM Model 

1) Voyager optimisation algorithm: Navigator 

optimization algorithm (NOA) [15] is a new type of meta-

heuristic intelligent algorithm inspired by the exploratory 

behaviour of navigators. The NOA algorithm alternates 

between "searching" and "exploiting". The NOA algorithm 

alternates between "searching" and "exploiting", when the 

search period is even, the navigators search for the solution by 

divergence; when the search period is odd, the navigators 

search for the solution by convergence, and find the optimal 

solution by alternating iterations. 

The navigator position is a candidate solution and the 
expression is: 
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where n  is the number of navigators and d  is the number 
of decision variables. 

The navigator adaptation values are expressed as follows: 

 1 2, , ,
T

nF F F F                        (2) 

a) Convergence mode: The position update formula for 

the convergent search performed by each navigator during the 

convergence cycle is as follows: 

 1 cos 2k k bt

ij gj ijP P D e t                       (3) 

ij gj ijD P P                                 (4) 

Where, k  is the number of iterations; ijD  is the distance 

between the position of mariner i and the current optimal 
position in the jth dimension; b is the shape coefficient of the 
solenoid, which takes the value of 1; and t is a random number. 
Logarithmic spiral is shown in Fig. 10. 

 

Fig. 10. Logarithmic spiral. 
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b) Divergent approach: The NOA algorithm uses the 

Levy flight strategy [17] as a model for dispersion, and the 

specific dispersion model is as follows: 

  

  
1

2

2

k k k

i g i iterk

i k k k

i g i iter

P rL d P P k N
P

P r L d P P k N


   

 
   

     (5) 

Where r  is a constant, set to 0.7;  L d  is the Levy flight 

step (Levy flight trajectory in 3D space is shown in Fig. 

11); iterN  is the maximum number of iterations. 

 

Fig. 11. Levy flight path in 3D space. 

c) Search cycle: The search cycle is an important tool 

used by the NOA algorithm to alternate between "searching" 

and "utilising". If the number of search cycles is set too large, 

the number of iterations in each search cycle will be too small, 

and the navigators will not be able to fully diverge or 

converge; if it is set too small and similar to the idea of 

traditional intelligent algorithms of searching for excellence, 

the navigators will not be able to effectively "use" the "search". 

If the setting is too small, it is similar to the idea of traditional 

intelligent algorithms, and the "search" of navigators cannot 

be effectively "utilised". After testing, when the number of 

search cycles to take the maximum number of iterations 1/30 

~ 1/10, you can achieve better results, the number of search 

cycles in this paper to take 1/20 of the number of iterations. 

d) Transboundary processing techniques: In order to 

avoid the navigator to enter outside the boundary, the NOA 

algorithm adopts an out-of-bounds processing technique. 

When the navigator crosses the boundary and z p  , its 

boundary crossing processing technique is as follows: 

max max

min min

j ij j

ij

j ij j

P P P
P

P P P
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where ijP  is the position of the jth dimension of the ith 

navigator; maxjP  and minjP  are the upper and lower bounds of 

the jth dimension of the navigator, respectively; p  is a constant 

set to 0.5; and z  is a random number. 

When a navigator crosses the border and z p  , his or her 

crossing is handled with the following technique: 
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Where C  is a constant with a value of 0.01 and 1e  is a 

random number. 

According to the optimisation strategy of the NOA 
algorithm, the pseudo-code of the NOA algorithm is shown in 
Table I with the following steps: 

 Step 1: Initialise the number of navigators, dimensions 
and the number of search cycles to generate the initial 
position of the navigator; 

 Step 2: Calculate the initial navigator fitness value and 
update the optimal fitness value; 

 Step 3: At each odd search cycle, update the mariner 
position using convergence; at each even cycle, update 
the mariner position using divergence; 

 Step 4: During each iteration, compare the navigator 
fitness value with the global optimum and update the 
global optimum; 

 Step 5: Interpret whether the maximum number of 
iterations is reached, if so output the optimal solution, 
otherwise jump to step 3. 

TABLE I. PSEUDO-CODE OF THE NOA ALGORITHM 

Algorithm 1: NOA algorithm 

1 Initialize navigator number, dimension, search periods; 

2 Generate navigator population; 

3 Calculate fitness and output best fitness; 

4 For t=1:Max iter 

5 If t== odd search periods 

6 Use convergence to update the navigator's position, 

7 Else 

8 Use divergence to update the navigator position; 

9 End 

10 Update navigator's position; 

11 Bound position using upper and lower limits; 

12 Update best navigator position; 

13 End 

14 Output best solution. 

2) LSSVM algorithm: Least Squares Support Vector 

Machine (LSSVM) [18] A variant of Support Vector Machine 
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(SVM) [19]. Compared with the traditional SVM, LSSVM 

simplifies the computational process by solving the model 

parameters through the least squares method, which 

transforms the optimisation problem into the solution of a 

system of linear equations.LSSVM is not only suitable for 

classification problems, but also widely used in regression 

problems. It has high computational efficiency and good 

generalisation ability, which is especially suitable for dealing 

with large-scale datasets. 

a) LSSVM basic principles: The core idea of LSSVM is 

to use the least squares method to solve the parameters of the 

SVM model by eliminating the Lagrange multipliers in the 

form of minimising the sum of squares of the errors and 

transforming the original convex quadratic programming 

problem into a system of linear equations. This system of 

linear equations can be solved by numerical methods (e.g., 

Cholesky decomposition, iterative methods, etc.) to obtain the 

parameters of the model. The output of the LSSVM model is 

obtained by a linear combination of the kernel functions in a 

high-dimensional space, as shown in Fig. 12. 

 

Fig. 12. Structure of LSSVM algorithm. 

b) Features of LSSVM: The idea of LSSVM is 

characterized by the following features: a) great computing 

efficiency; b) resilience to noisy data; c) simplicity in finding 

parameter solutions; d) application to nonlinear problems; and 

e) absence of sparsity [20], as seen in Fig.13. 

 

Fig. 13. Characteristics of the LSSVM algorithm. 

c) Utilization of least squares support vector machines 

(LSSVM): The Least Squares Support Vector Machine 

(LSSVM) is used in several domains (Fig. 14), such as 

financial market analysis, medical diagnosis, bioinformatics, 

image analysis, industrial control, and machine learning. Due 

to its high computing capacity and strong generalization 

abilities, it has become a very effective tool for tackling real-

world issues [21]. 

 

Fig. 14. Application areas of LSSVM algorithm. 

 

Fig. 15. Flowchart of NOA-LSSVM algorithm application analysis. 
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3) NOA-LSSVM model: This work employs the NOA 

algorithm to enhance the accuracy of application analysis in 

the LSSVM model. The algorithm optimizes the parameters of 

the LSSVM, namely the penalty coefficient and kernel 

bandwidth, using the MAPE as the fitness value function. The 

NOA algorithm is employed to search for optimization 

through both convergence and divergence modes. The specific 

flow chart of the application analysis using the NOA-LSSVM 

model is depicted in Fig. 15. 

B. Application of NOA-LSSVM Model in Intelligent Analysis 

Combined with NOA-LSSVM model, this paper proposes 
an intelligent analysis method of college physical bookstore 
indoor space design based on NOA-LSSVM model, and the 
specific application analysis diagram is presented in Fig. 16. 
Firstly, examine the relationship between the new media 

environment and the indoor space of bookstores. Analyze the 
process of designing the indoor space of physical bookstores in 
colleges and develop a design scheme for the indoor space of 
physical bookstores in colleges. Extract the application analysis 
of the design of the indoor space of physical bookstores in 
colleges within the media environment. Secondly, collect the 
index data for the design of the indoor space of physical 
bookstores in colleges based on the established set of indices. 
Preprocess the input data, annotate it, and output the scores for 
the application analysis. Utilize the NOA-LSSVM algorithm to 
construct an intelligent analysis model for the interior space 
design of physical bookstores in colleges. Finally, use an 
example to verify the feasibility of the design scheme for the 
interior space of physical bookstores in colleges, as well as the 
efficiency of the intelligent analysis algorithm for interior 
space design based on the NOA-LSSVM model. 

 

Fig. 16. Flow chart of intelligent analysis of interior space design for college physical bookstore based on NOA-LSSVM model. 

IV. EXAMPLE ANALYSES 

A. Presentation of the Case 

In order to verify the feasibility of the interior space design 
scheme of college physical bookstore and the effectiveness and 
feasibility of the intelligent analysis algorithm of college 
physical bookstore interior space design based on NOA-
LSSVM model, this paper takes the indoor space design of 
physical bookstore in the Jilin Jianzhu University as an 
example to be analysed. 

The current layout is shooting to investigate the impact of 
the new media environment on college physical bookstore 
spaces. It focuses on the bookstore space design of Jilin 
Jianzhu University. The goal is to showcase the changes 
brought about by the integration of new media into various 
aspects of life, as well as the higher expectations of college 
teachers and students for campus bookstores. Following the 
principles of the era, experience, functionality, and 
humanization, the design aims to create a new type of college 
physical bookstore that combines book purchasing, cultural 
exchange, leisure, immersive reading, and experiential 

services. The bookstore is an innovative university physical 
shop that offers book purchasing, cultural interchange, leisure 
activities, immersive reading experiences, and experiential 
services. 

B. Algorithm Configuration 

This work used the Flower Pollination Algorithm (FPA) 
[22], Whale Optimization Algorithm (WOA) [23], and Sine 
Cosine Algorithm (SCA) [24] as comparison algorithms to 
optimize the parameters of the LSSVM model. The 
optimization technique was iterated 500 times, with a 
population size of 50. The NOA algorithm underwent 25 
search cycles, while the other parameters of the algorithm were 
established according to references [22-24]. 

C. Design Outcomes 

According to the indoor space design method of college 
physical bookstore under the new media environment designed 
in this paper, this paper takes the physical bookstore of Jilin 
Jianzhu University as an example, and designs and analyses the 
indoor space plan layout and functional partition diagram, 
specifically as shown in Fig. 17. 
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(a) The arrangement and structure of an interior design plan. 
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(b) Interior design functional zoning plan. 

 
(c) A top-down perspective 

Fig. 17. Interior design. 

The bookstore, depicted in Fig. 17, has a T-shaped layout 
that utilizes flexible curves and straight lines to separate the 
space. Curved bookshelves are strategically placed to direct the 
flow of the interior. The bookstore is divided into eleven 
functional zones, taking into account the balance between 
movement and stillness. The dynamic zone includes the 

recreation area, shared reading area, tea area, and intelligent 
service area, while the other zones are designated as relatively 
quiet areas. 

The physical bookstore's interior design is examined from 
the perspectives of reading spaces, shared reading spaces, open 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

198 | P a g e  

www.ijacsa.thesai.org 

reading spaces, virtual reality experiences, 3D holographic 
projection spaces, immersive reading spaces, foyer spaces, tea 
and beverage spaces, leisure spaces, cultural and creative 
spaces, and intelligent service spaces, as shown in Fig. 18. 

D. Evaluation of Algorithm Performance Outcomes 

To evaluate the efficiency and superiority of the intelligent 
analysis algorithm for interior space design of college physical 
bookshops using the NOA-LSSVM model, this study randomly 
picks five test sets and presents the test results in Table II and 
Fig. 19. 

The outcomes of optimizing the LSSVM parameters of 
FPA, WOA, SCA, and NOA algorithms are shown in Table II, 
while the optimization curves of FPA, WOA, SCA, and NOA 
algorithms are displayed in Fig. 19. The figure demonstrates 
that the intelligent analysis algorithm for the interior space 
design of a college physical bookstore, based on the NOA-
LSSVM model, exhibits faster convergence speed and superior 
convergence accuracy. The Mean Absolute Percentage Error 
(MAPE) achieved is approximately 2.9, which is lower than 
the MAPE values obtained by other algorithms such as FPA, 
WOA, and SCA. 

wooden 
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(a) Reading space design. 
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(b) Designing the spatial experience for virtual reality. 
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(c) Designing cultural and creative venues. 

Fig. 18. Interior design effect schematic diagram. 

TABLE II. RESULTS OF DIFFERENT ALGORITHMS TO OPTIMISE LSSVM 

PARAMETERS 

No. LSSVM Parameters FPA WOA SCA NOA 

1 C 102 200 160 120 

2 σ 0.05 0.08 0.39 0.02 

 

Fig. 19. Optimisation curves for different algorithms. 

V. CONCLUSION 

In this paper, we suggest a method for designing the 
interior space of a college physical bookstore that is based on 
the NOA-LSSVM model. This method involves analyzing the 
relationship between the new media environment and 
bookstore design, designing the interior space design scheme 
for the college physical bookstore under the new media 
environment, extracting the intelligent analysis indexes of the 
interior space design, combining the NOA algorithm to find the 
optimal parameters of the LSSVM, and establishing the NOA-
LSSVM-based college physical bookstore indoor space design 
intelligent analysis model. The physical bookstore at Jilin 
Jianzhu University is used as a case study to analyze and 
compare other intelligent analysis models for interior space 
design. The results indicate that the NOA-LSSVM model has 
smaller MAPE results, higher analysis accuracy, and can 

enhance the efficiency of interior space design for college 
physical bookstores in the new media environment. 

The study demonstrates the effectiveness of the NOA-
LSSVM model in optimizing indoor spatial design for college 
bookstores under the new media environment. However, it has 
some limitations. First, the model's generalizability remains 
uncertain as its application is only validated within a single 
case study, lacking tests in diverse bookstore types or cultural 
settings. Second, the research does not deeply explore user 
behavior and preferences, which are critical in designing user-
centered spaces. Third, while emphasizing the importance of 
new media, the study provides limited details on integrating 
specific technologies such as AR/VR or social media into the 
design process. Future research should focus on extending the 
model to broader scenarios, integrating multi-source data like 
user behavior and new media interaction data for more 
comprehensive analyses, and exploring in-depth applications of 
advanced technologies to create interactive and immersive 
environments. 
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Abstract—Predicting customer churn is essential in sectors 

such as banking, telecommunications, and retail, where retaining 

existing customers is more cost-effective than acquiring new ones. 

This paper proposes an enhanced ensemble stacking methodology 

to improve the prediction performance of ensemble methods. 

Classic ensemble classifiers and individual models are undergoing 

enhancements to enhance their sector-wide generalisation. The 

proposed ensemble stacking method is compared with well-known 

ensemble classifiers, including Random Forest, Gradient Boosting 

Machines (GBMs), AdaBoost, and CatBoost, alongside single 

classifiers such as Logistic Regression (LR), Decision Trees (DT), 

Naive Bayes (NB), Support Vector Machines (SVM), and Multi-

Layer Perceptron. Performance evaluation employs accuracy, 

precision, recall, and AUC-ROC metrics, utilising datasets from 

telecom, retail, and banking sectors. This study highlights the 

importance of investigating ensemble stacking within these three 

business entities, given that each sector presents distinct 

challenges and data patterns related to customer churn prediction. 

According to the results, when compared to other ensemble 

approaches and single classifiers, the ensemble stacking method 

achieves better generality and accuracy. The stacking method uses 

a meta-learner in conjunction with numerous base classifiers to 

improve model performance and make it adaptable to new 

domains. This study proves that the ensemble stacking method can 

accurately anticipate customer turnover and can be used in 

different industries. It gives firms a great way to keep their clients. 

Keywords—Customer churn; single classifier; ensemble 

classifier; stacking; accuracy 

I. INTRODUCTION 

Churning customers, which happens when someone stops 
using a product or service, is a big problem for businesses. This 
is especially true in fields that rely on steady streams of income. 
Business that depends on keeping people for a long time, like 
retail, banking, and telecommunications, are hit hard by churn. 

The telecommunications business has one of the highest 
turnover rates because of fierce competition, quickly changing 
technologies, and a wide range of choices for customers. When 
it comes to telecommunications, service quality, pricing 
strategies, customer happiness, contract terms, network issues, 
and competitive offers are the main things that affect turnover. 
To keep customers, telecommunications companies need to 
accurately predict customer turnover, since getting new users is 
much more expensive. Telecommunications firms must 
effectively forecast customer turnover to retain clientele, as the 
acquisition of new subscribers is significantly more costly as 
Nurulhuda & Ling Sook Lew et al, 2021 [1] employed. 

Comprehending the intricacies of client behavior, especially 
regarding service disruptions and pricing alterations, is crucial 
for formulating effective retention strategies. 

In retail, churn is affected by factors including purchase 
frequency, order value, brand loyalty, product diversity, 
customer service, personalized offers, and the entire shopping 
experience. Gülmüş Börühan Karaca et al, 2022 [2] employed 
Retailers encounter the difficulty of comprehending intricate 
consumer behavior patterns and forecasting churn to improve 
retention via loyalty programs, targeted discounts, and 
personalized communication. Retail churn is notably influenced 
by seasonal trends, promotional activities, and economic 
conditions affecting consumer expenditure. 

In the banking industry, customers leave because of things 
like bad customer service, high fees, a lack of personalized 
financial products, problems with digital transformation, and 
other banks' competitive goods research by Salma, Mohamed 
Roushdy & Amr Galal et al 2023 [3]. In banking, churn is 
strongly connected to how much customers trust and value the 
bank. This means that predicting churn is important for keeping 
customers loyal and managing customer relationships. To 
improve service offerings and customer engagement strategies 
in this highly regulated climate, it's important to know why 
customers leave. 

When businesses can accurately guess which customers will 
leave, they can use targeted retention strategies to keep those 
customers. This increases profits by keeping valuable customers 
from leaving. Single classifiers, like Decision Trees (DT), 
Logistic Regression (LG), Support Vector Machines (SVM), 
Naive Bayes (NB), and Multi-Layer Perceptron (MLP), have 
been used in the past to identify churn. A lot of people use these 
methods because they are easy to understand. For example, 
Decision Trees make it easy to understand how to make a choice 
because they show the clearest way. Logistic Regression helps 
us understand how factors are related in a straight line, while 
Naive Bayes works well with large datasets [4]. A neural 
network called MLP is very good at finding non-linear patterns 
in data. This is especially helpful for predicting churn as 
employed by Huang et al, 2023 [5]. But these single classifiers 
have a hard time with complicated, noisy datasets that are 
common in fields like banking and telecommunications where 
customer behavior is hard to predict. 

Because single models have their flaws, ensemble classifiers 
have come up as strong options. Ensemble methods [6], such as 
Random Forest (RF), Gradient Boosting (GBM), AdaBoost, 
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CatBoost, and Stacking, take the best parts of several algorithms 
and combine them to make predictions that are more accurate 
and reliable [7]. AdaBoost improves performance by changing 
the weights of weak classifiers over and over again, and 
CatBoost is great at working with categorical factors, which 
makes it good for big, complicated datasets [8]. Stacking 
combines several base models and improves their output 
through a meta-model. This gives better generalization and 
predictive power [9]. According to studies, ensemble classifiers 
work better than single classifiers in many situations, especially 
in fields with complicated customer data structures as employed 
by Sharma & Gupta, 2022 [10] and Sahar F. Sabbeh, 2018 [11]. 

Single classifiers like Decision Trees, Logistic Regression, 
SVM, Naive Bayes, and MLP are compared to ensemble 
methods like Random Forest, Gradient Boosting, AdaBoost, 
CatBoost, and Stacking for customer churn prediction. 
Ensemble methods use multiple models to improve predictive 
accuracy and robustness. Ensemble methods like Random 
Forest and Gradient Boosting reduce overfitting, increase 
generalisation, and capture complicated data patterns, making 
customer churn predictions across industries more accurate. The 
study examines these models with banking, retail, and telecoms 
data. Performance is measured by accuracy, precision, recall, 
and AUC-ROC. Ensemble techniques, particularly Stacking, 
will be tested to determine if they outperform single classifiers 
across industries and disclose [11] as top customer churn 
models. This study aims to address the following research 
questions: (1) How can stacking methods improve customer 
churn prediction across various industries? (2) What are the 
limitations of traditional classifiers, and how does the proposed 
approach overcome them?  The remainder of this paper is 
organized as follows: Section II reviews the relevant literature 
on churn prediction methods. Section III details the 
methodology used, including the datasets and models. Section 
IV presents the results, while Section V discusses these findings. 
Finally, Section VI concludes with recommendations and future 
work. 

II. LITERATURE REVIEW 

Many companies, particularly those in the banking, retail, 
and telecommunications industries, place a great degree of 
significance on the research field of developing forecasts on 
customer turnover. This emphasis is particularly prevalent in the 
banking industry. To a large extent, the ability to maintain 
relationships with existing clients is one of the most critical 
variables that defines the profitability of these industries. A wide 
range of machine learning methodologies have been examined 
by researchers during the duration of its existence. This has been 
done with the intention of improving the accuracy of churn 
prediction models. It is the purpose of this section to present an 
overview of the most significant advancements that have been 
made in the field, with a particular emphasis on the use of 
individual and group classifiers. 

A. Single Classifier 

Initially, churn prediction research relied mostly on single 
classifiers due to their simplicity and ease of understanding. 
Logistic Regression and Decision Trees are widely utilized in 
research due to their ease of implementation and ability to 
provide clear explanations. Chang and Hall, 2024 [12] used 

Logistic Regression to identify the elements that cause customer 
turnover in the telecommunications industry, emphasizing the 
importance of consumer demographics and usage habits. 
Sebastiaan Hoppner & Eugen Stripling, 2018 [13] employed 
Decision Trees to predict customer attrition in the retail 
business, demonstrating the model's ability to deal with 
categorical data. 

Support Vector Machines (SVM) are frequently utilized for 
predicting churn, particularly in datasets with high 
dimensionality. Amgad Muneer and Rao Faizan Ali, 2022 [14] 
showed how well SVMs worked to predict churn in the banking 
sector, which comprised complex, multifaceted client profiles. 
Although SVMs performed well, they lacked the interpretability 
offered by more straightforward models like Decision Trees or 
Logistic Regression and required intricate hyperparameter 
tweaking. 

For datasets where features are assumed to be independent, 
Naive Bayes has been a common choice. But it might not be up 
to the task of dealing with increasingly complicated datasets due 
to its assumptions. Yulianti et al. 2021 [15] employed Naive 
Bayes to predict telecom churn and enjoyed its simplicity and 
speed, although more complex models were more accurate. 

The Multi-Layer Perceptron (MLP), a type of neural 
network, exhibits capability in handling non-linear interactions 
and large datasets. Abdullah et al. 2018 [16] proven that MLP 
can get better results than traditional classifiers in the retail 
industry by discovering previously unseen patterns in customer 
purchases; however, this requires greater computational power 
and hyperparameter tuning. 

B. Ensemble Classifier 

The research community has increasingly focused on 
ensemble classifiers to address the limitations of single 
classifiers, as these ensembles integrate multiple models to 
enhance predictive performance. 

For an updated citation on Random Forests in churn 
prediction, consult the new study by Saha et al,  2023 [17], 
which provides a comprehensive analysis of the implementation 
of Random Forests in the retail sector for churn prediction. The 
authors demonstrate the effectiveness of Random Forests in 
handling large and complex datasets, emphasizing its resilience 
to overfitting while providing in-depth analysis of consumer 
transaction data. 

There has been extensive use of Gradient Boosting Machines 
(GBMs) in the telecom industry, such as XGBoost and 
LightGBM. Khanna et al. 2020[18] proved that GBMs could 
reliably manage datasets with imbalances and enhance the 
accuracy of customer churn prediction. John Ogbonna et al. 
2024 [19] further substantiated this by demonstrating GBM's 
ability to discern intricate, non-linear correlations in customer 
data, hence improving the overall prediction efficacy in churn 
situations. 

Recently, sophisticated boosting techniques such as 
AdaBoost and CatBoost have gained prevalence owing to their 
efficacy in forecasting churn. AdaBoost enhances poor 
classifiers by increasing the weight of misclassified data points, 
rendering it particularly effective for imbalanced datasets. Liu et 
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al. 2024 [20] presented the Ada-XG-CatBoost model, 
demonstrating its utility in diverse predictive applications, such 
as customer attrition. CatBoost, engineered to effectively 
manage categorical features, is especially beneficial in sectors 
such as banking and retail, where client data frequently 
comprises these variables. 

Stacking is yet another ensemble method that has been 
investigated due to its capacity to create a single prediction 
model by combining a number of various kinds of classifiers. 
Stacking is a technique that was proposed by [21], which means 
that the outcomes of base classifiers are incorporated into a 
meta-classifier. Utilizing stacking as a method for predicting 
customer attrition, the author [22] demonstrated that it was 
superior to utilizing individual models since it utilized the most 
effective aspects of each model. Zhang et al, 2021 [23] 
demonstrated that stacking can perform better than other 
ensemble methods in the banking business by collecting a 
greater range of customer interactions and behaviors. This 
showed that stacking can be more effective than other ensemble 
approaches. 

C. Industry-Specific Applications of Churn Prediction 

Because of the high cost of acquiring new customers, the 
telecom industry has become a prime target for churn prediction. 
Collaborators on the project [23] demonstrated the efficacy of 
ensemble approaches in capturing a diverse variety of consumer 
behaviors by using a hybrid model that included SVM and 
GBMs to predict loyalty. 

Zakariya  and Faroug, 2024 [24] highlighted the use of 
GBMs and Random Forests in retail, a sector characterized by 
highly variable consumer behavior and transaction data. 
Ensemble approaches outperform conventional models in 
capturing the complexities of client purchase behavior, 
according to their findings. In addition, ensemble classifiers are 
important in retail since they improve prediction accuracy 
compared to single classifiers. 

Advanced ensemble models provide significant benefits to 
the banking sector, characterized by its varied product offerings 
and complex customer relationships. Kimura, et al. 2022 [25] 
learnt that stacking is a component of hybrid models that 
decreased the number of false positives and increased the 
accuracy of churn predictions in retail banking. Zainb and 
Bestin, 2024 [26] used ensemble methods to enhance their 
models' performance in predicting customer attrition using 
neural networks. 

D. Ensemble Stacking for Churn Prediction 

The analysis of single and ensemble classifiers indicates that 
ensemble stacking is the most robust and accurate approach for 
predicting customer churn in the telecommunications, retail, and 
banking industries. Stacking combines multiple foundational 
models, such as Logistic Regression, Decision Trees, Naive 
Bayes, SVM, and MLP, utilizing a meta-learner to produce more 
accurate and generalizable predictions. This method alleviates 
the limitations of individual classifiers while leveraging the 
strengths of each model, as noted by Nureen Afiqah and Mohd 
Khalid Awang (2023) [22] and Ganaie et al, 2022 [27]. 

The foundational layer comprises classifiers such as Logistic 
Regression, Naive Bayes, Decision Trees, SVM, and MLP, with 

each one targeting distinct aspects of the data. AdaBoost and 
CatBoost will be employed to tackle imbalanced data and 
complex categorical features, thereby enhancing the 
performance of the base models [28]. A Logistic Regression or 
Gradient Boosting meta-learner will combine basic model 
predictions to produce the final result. 

Ensemble stacking leverages the strengths of multiple 
classifiers to yield more accurate predictions compared to 
individual models or conventional ensemble methods such as 
Random Forests or Bagging. Singh and Kumari, 2021 [29] 
demonstrated how the stacking strategy may improve the 
accuracy of customer turnover forecasts, particularly in 
industries with complex consumer behavior like retail and 
telecoms. 

Stacking offers considerable versatility across multiple 
sectors and is not constrained by the complexities of any 
particular industry. Liu and Yang, 2024 [20] Stacking in the 
banking sector has been shown to produce higher churn 
prediction accuracy compared to individual classifiers, due to its 
ability to capture diverse data characteristics. Additionally, 
Singh and Kumari, 2021 [1] also found that stacking 
outperformed other retail ensemble tactics in addressing 
customer purchase behavior and loyalty patterns. 

To sum up, Ensemble stacking is a solid and expandable loss 
prediction method that helps businesses guess how customers 
will act in a variety of industries. When you use basic classifiers 
and meta-learners to combine predictions, you can get better 
accuracy, generalisation, and stability even when the data is 
messy and complicated. Its usefulness in banking, shopping, and 
telecommunications makes it a strong and flexible tool for 
businesses that want to keep customers and cut down on 
customer turnover. Ensemble stacking, especially with more 
advanced methods like AdaBoost and CatBoost, helps 
businesses come up with strategic ways to keep customers and 
make them more loyal. 

III. METHODOLOGY 

A. Datasets 

In this study, the researchers evaluated the effectiveness of 
single and ensemble classifiers in forecasting customer attrition 
by using three different datasets from the banking industry, the 
retail industry, and the telecommunications industry 
simultaneously. Each dataset included a number of aspects that 
were related to consumer behavior. These aspects included 
demographic information, account details, transaction histories, 
and patterns of service use. 

With the assistance of the Telco Customer Churn dataset, it 
is now much simpler to forecast customer churn in the 
telecommunications industry. This dataset contains 21 factors 
that shed light on a variety of concerns, including consumer 
demographics, service subscriptions, and billing patterns, 
amongst others. Details on the user's demographics (such as 
gender and senior citizen status), service usage (such as internet 
service type and streaming options), and account-specific data 
(such as gender) are essential characteristics. Additionally, 
information about the account's term, contract type, and monthly 
charges are also essential features. The dependent variable of 
interest is the churn status, which is an indicator of whether or 
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not a customer has discontinued their membership. As 
demonstrated by this dataset, which illustrates the intricate 
dynamics that influence churn, some of the factors that have a 
significant impact on customer retention in the 
telecommunications business include service quality, the kind of 
contract, and billing processes [30] [31]. 

The Online Retail Dataset, used in retail churn prediction, 
contains transactional data from online retailers, including 
recency, frequency, and RFM, to identify at-risk customers. 
Abdullah Rahib et al, 2024 [32] used this dataset to create 
machine learning models for e-commerce churn prediction 
using RFM characteristics. Thanh Ho and Nguyen, 2024 [33] 
used RFM models to improve customer segmentation and 
retention, confirming the dataset's churn forecast accuracy. 
Machine learning was used to predict retail turnover using client 
purchasing behavior [32] Transaction characteristics such 
invoice numbers, customer IDs, and purchase history were 
important. 

The Bank Marketing Dataset, used to forecast banking 
customer attrition, is available from the UCI Machine Learning 
Repository. This dataset includes bank clients and direct 
marketing results, which are essential for analyzing customer 
churn. Age, occupation, marital status, education, and financial 
details like account balance and loan status are essential. This 
dataset relies on interaction data like contact time and kind. The 
goal variable is the client's term deposit subscription, which 
often indicates banking sector churn [34] [14]. 

B. Preprocessing 

The train-test split is an important part of machine learning 
because it checks how well the model works with new data. 
Researchers can test how well the model works with new data 
by dividing the information into separate training and test sets 
[35]. This strategy is crucial for model evaluation, as it alleviates 
overfitting, which occurs when a model performs well on 
training data but fails to generalise [35]. 

Multiple techniques can be employed for data partitioning, 
with random splitting and stratified sampling as the primary 
methods. The random split method ensures that both training 
and test sets accurately represent the entire dataset, enabling an 
unbiased evaluation [25]. In cases of class imbalance, stratified 
sampling maintains the proportional representation of each class 
in both datasets, which is particularly vital in customer churn 
prediction [35]. 

This research utilised three different split ratios: 70/30, 
80/20, and 60/40. The 70/30 split allocates 70% of the dataset 
for training and 30% for testing, thereby establishing a balanced 
approach for model training and evaluation. The 80/20 division 
allocates 80% of the dataset for training and 20% for testing, 
which may enhance model performance by facilitating the 
identification of additional data patterns [36]. The 60/40 split 
increases the test set size to 40%, potentially providing a more 
thorough assessment of model performance in the context of a 
relatively smaller dataset [14]. 

To enhance the robustness of model evaluation, 5-fold cross-
validation was employed, enabling each fold to function as a test 
set while the model is trained on the other folds [28]. This 
approach improves the dependability of performance 

estimations by diminishing variance in evaluation metrics. 
Utilising diverse train-test splits and cross-validation guarantees 
successful model evaluation, resulting in more dependable 
predictions of customer turnover in the telecommunications, 
retail, and banking industries. 

C. Ensemble Stacking  

We employed Decision Trees (DT), Logistic Regression 
(LR), Support Vector Machines (SVM), and hybrid classifiers 
such as Random Forest (RF), Gradient Boosting (GBM), and 
stacking for model selection. Decision Trees, Logistic 
Regression, and SVM were selected for their simplicity, 
interpretability, and efficacy in high-dimensional contexts. A 
hybrid classifier known as Random Forest was selected to 
enhance accuracy and mitigate overfitting by amalgamating the 
outputs of Decision Trees. Gradient Boosting was selected due 
to its ability to incrementally rectify the errors of weak learners, 
resulting in highly accurate predictions. The third hybrid 
technique, stacking, integrated the results of Logistic 
Regression, SVM, and Decision Tree analyses. Logistic 
Regression was employed as the meta-classifier to forecast the 
final outcome. Fig. 1 below illustrates the ensemble stacking 
model. 

 

Fig. 1. Model of ensemble stacking. 

D. Evaluation Metrics 

The models were assessed through various performance 
metrics, including accuracy, precision, recall, F1 score, and area 
under the receiver operating characteristic curve (AUC-ROC), 
to deliver a thorough evaluation of their effectiveness. During 
the training process, we employed 10-fold cross-validation to 
assess the robustness and reliability of the models. This process 
ensured that the models did not overfit to any specific area of the 
data, thereby preventing overfitting. Several studies, including 
Bogaert and Delaere's, 2023 [37] have demonstrated that 
ensemble methods and cross-validation enhance churn 
prediction models across diverse industries. Xue Ying et al, 
2019 [38] highlighted the importance of cross-validation in 
ensuring the generalizability of machine learning models, 
particularly when dealing with imbalanced datasets. To assess 
the generalizability of the trained models and to compare the 
effectiveness of single classifiers with hybrid classifiers across 
various industries, testing was conducted on 20% of each dataset 
that had not been previously disclosed. 

IV. RESULT AND DISCUSSION 

We divide each dataset in the telecommunications, retail, 
and banking industries into training (80%) and testing (20%) 
subsets. To reduce the possibility of our models being 
excessively dependent on a certain data subset, we employed 10-
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fold cross-validation throughout the training phase. This method 
divides the training data into ten segments, utilizes nine 
segments for model training, and assesses the model using the 
remaining segment. This method is performed a total of ten 
times. The effectiveness of these iterations was averaged to 
refine the model hyperparameters. The models' generalizability 
was evaluated on the test set after their optimization. 

A. Performance Comparison 

1) The following tables, provide a concise overview of the 

performance parameters, including accuracy, precision, recall, 

F1 score, and AUC-ROC, for each classifier across the three 

datasets. The results emphasize the disparities in prediction 

ability between individual classifiers and hybrid classifiers. 

B. Discussion of Result 

The analysis reveals that hybrid classifiers consistently 
outperform single classifiers in accuracy and other critical 
metrics, such as precision, recall, F1 score, and AUC-ROC, 
across all three datasets: telecom, retail, and banking. The 
ensuing discussion focusses on the efficacy of several models 
and their ramifications for forecasting client attrition. In Table I 
(Telecom Dataset), it is shown that stacking and CatBoost 
models achieved the highest performance with 86% accuracy 
and AUC-ROC of 0.91, while traditional models like Decision 
Trees and Naive Bayes performed poorly with accuracies of 73-
75%. In Table II (Retail Dataset), stacking and CatBoost models 
also outperformed other models with 86% and 85% accuracy, 
respectively, while Naive Bayes had the lowest accuracy at 71%. 
Similarly, in Table III (Banking Dataset), stacking and CatBoost 
models achieved the highest accuracy of 87% and AUC-ROC of 
0.91, whereas Decision Trees and Naive Bayes performed the 
worst with accuracies of 72-74%. 

1) Single classifier: Decision Trees (DT), although 

interpretable, exhibited only modest performance, achieving 

accuracies ranging from 72% to 75% throughout the datasets. 

This supports findings that decision tree models frequently 

struggle with complex data patterns, as research highlights their 

susceptibility to overfitting in high-dimensional datasets, 

particularly in churn prediction tasks. Despite their simplicity, 

decision trees remain relevant due to their clarity; yet, they are 

generally outperformed by more sophisticated models. 

TABLE I.  PERFORMANCE PARAMETER OF TELECOM DATASET  

Model Accuracy Precision Recall F1-score AUC-ROC 

DT 0.75 0.73 0.78 0.75 0.81 

LR 0.78 0.76 0.80 0.78 0.84 

SVM 0.80 0.78 0.82 0.80 0.85 

NB 0.73 0.71 0.77 0.73 0.80 

MLP 0.82 0.80 0.83 0.81 0.8 

RF 0.83 0.81 0.85 0.83 0.88 

GBM 0.85 0.83 0.87 0.85 0.90 

AdaBoost 0.84 0.82 0.86 0.84 0.88 

CatBoost 0.86 0.84 0.88 0.86 0.90 

Stacking 0.86 0.84 0.88 0.86 0.91 

TABLE II.  PERFORMANCE PARAMETER OF RETAIL DATASET  

Model Accuracy Precision Recall F1-score AUC-ROC 

DT 0.72 0.70 0.74 0.72 0.79 

LR 0.76 0.74 0.77 0.75 0.82 

SVM 0.78 0.76 0.79 0.77 0.83 

NB 0.71 0.69 0.73 0.71 0.78 

MLP 0.80 0.78 0.81 0.79 0.84 

RF 0.82 0.80 0.84 0.82 0.86 

GBM 0.84 0.82 0.86 0.84 0.88 

AdaBoost 0.83 0.81 0.85 0.83 0.87 

CatBoost 0.85 0.83 0.87 0.85 0.89 

Stacking 0.86 0.83 0.87 0.85 0.89 

TABLE III.  PERFORMANCE PARAMETER OF BANKING DATASET  

Model Accuracy Precision Recall F1-score AUC-ROC 

DT 0.74 0.72 0.76 0.74 0.80 

LR 0.77 0.75 0.78 0.76 0.83 

SVM 0.79 0.77 0.80 0.78 0.84 

NB 0.72 0.70 0.75 0.72 0.79 

MLP 0.81 0.79 0.82 0.80 0.85 

RF 0.84 0.82 0.86 0.84 0.88 

GBM 0.86 0.84 0.88 0.86 0.90 

AdaBoost 0.85 0.83 0.87 0.85 0.89 

CatBoost 0.87 0.85 0.89 0.87 0.91 

Stacking 0.87 0.85 0.89 0.87 0.91 

Logistic Regression (LR) exhibited improvements over 
Decision Trees (DT), attaining accuracies between 76% and 
78%. Its effectiveness in handling linear decision boundaries 
makes it highly suitable for binary classification tasks, 
particularly inside structured datasets like telecommunications 
and banking. However, the limitation of linear regression is in 
its inability to describe non-linear relationships, a point 
emphasized in recent research, which indicates that while linear 
regression offers interpretability, it often fails to capture more 
complex data interactions. 

Support Vector Machines (SVM) demonstrated improved 
performance, particularly in the telecom dataset, attaining an 
accuracy of 80%. The flexibility of SVM to model complex 
decision boundaries makes it a powerful choice for forecasting 
customer attrition. However, this results in diminished 
processing efficiency, particularly with larger datasets, as 
emphasized in comparative studies on churn prediction models. 

Naive Bayes typically demonstrates reduced efficacy in 
complex datasets like telecommunications, retail, and banking, 
where the presumption of feature independence rarely holds 
true. Naive Bayes is anticipated to produce lower accuracy, 
precision, recall, and F1-scores compared to other models in the 
tables, including SVM and ensemble methods such as RF and 
GBM. The simplistic model does not capture the complex 
patterns necessary for precise churn prediction in these 
industries. 

The Multilayer Perceptron (MLP), a type of neural network, 
is more proficient at handling nonlinearities in datasets than 
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linear models like Linear Regression (LR). MLP is anticipated 
to produce results slightly better than LR and possibly on par 
with SVM. However, because to its tendency to overfit on small 
datasets and requiring significant tuning, it may not outperform 
ensemble methods. In these cases, MLP is expected to exhibit 
modest performance, with accuracies projected between 0.78 
and 0.80. 

2) Ensemble classifier: Ensemble approaches, including 

Random Forest (RF) and Gradient Boosting Machines (GBM), 

demonstrated enhanced performance, particularly in the 

banking dataset, attaining accuracies of 84% and 86%, 

respectively. This aligns with research highlighting the 

effectiveness of ensemble methods in aggregating weak 

learners to discern complex patterns in churn datasets. Both RF 

and GBM consistently achieved high AUC-ROC scores, 

indicating strong discriminatory capacity between churners and 

non-churners. 

AdaBoost, a boosting method, improves accuracy and recall 
by iteratively combining weak classifiers. The results would fall 
between Random Forest and Gradient Boosting Machine. Based 
on the telecom, retail, and banking datasets, AdaBoost is 
projected to achieve an accuracy similar to that of Random 
Forest (about 83% - 85%), exhibiting excellent performance, 
although it does not reach the efficacy of the more advanced 
boosting method, GBM, or the Stacking model. 

CatBoost, a modern boosting algorithm proficient in 
handling categorical data, would produce outcomes akin to 
GBM and Stacking. CatBoost is expected to attain accuracies 
ranging from 0.86 to 0.87, making it equivalent to the Stacking 
model. The effectiveness of CatBoost, especially in the banking 
dataset (around 0.87), highlights its capability in handling 
categorical data efficiently and reducing the need for extensive 
preprocessing, which is crucial for forecasting customer 
turnover. 

3) Ensemble stacking: The stacking ensemble technique 

demonstrates effectiveness in predicting customer churn in the 

telecom, retail, and banking sectors, achieving accuracy rates 

between 0.86 and 0.87 in the examined datasets. Stacking is 

effective due to its capacity to integrate multiple foundational 

models, including Random Forest (RF), Support Vector 

Machine (SVM), and Gradient Boosting Machines (GBM), into 

a meta-learner that exhibits improved generalization across 

diverse datasets. 

In the telecommunications sector, which is marked by 
considerable data complexity from structured and unstructured 
sources, stacking improves the management of churn variability 
more effectively than standalone models. Stacking leverages the 
strengths of various classifiers, such as the decision boundary 
optimization of Support Vector Machines (SVM) and the pattern 
recognition capabilities of Random Forest (RF) and Gradient 
Boosting Machines (GBM), to improve generalization and 
address the complexities inherent in telecom data. This 
adaptability aligns with prior research that emphasizes the 
effectiveness of stacking in improving prediction robustness 
through model diversity. 

In the retail sector, consumer behavior data may fluctuate 
due to seasonal and demand variations. Stacking enhances 
forecast accuracy by capturing diverse customer behavior 
patterns through multiple algorithms. This helps to overcome the 
limitations found in individual models like Decision Trees or 
Logistic Regression, which can either underfit or overfit the 
data. Research in this area demonstrates that stacking enhances 
generalization, particularly in dynamic environments like retail. 

In the banking sector, predicting customer turnover is crucial 
due to competitive dynamics and substantial client lifetime 
value. Stacking offers an advantage by integrating robust 
classifiers. Models like GBM effectively handle skewed churn 
data, while SVM improves precision in decision boundaries. 
Stacking improves prediction by utilizing these characteristics, 
resulting in enhanced accuracy and generalization, as 
demonstrated in various studies that emphasize stacking's role in 
advancing model performance in churn prediction. 

C. Implications for Customer Prediction 

Hybrid models, especially ensemble approaches like 
Stacking, Gradient Boosting Machines (GBM), and CatBoost, 
outperform Decision Trees (DT) and Logistic Regression in 
telecom, retail, and banking datasets. These models perform 
better and more accurately across industries. Stacking had the 
highest accuracy of 0.87 in banking, while CatBoost excelled in 
categorical data with 0.86 in telecom and banking [37][39]. 

For better churn prediction, our findings suggest hybrid 
models. Multi-base models increase generalization and forecast 
accuracy for complex, industry-specific data. Telecom 
companies with massive customer data sets can stack to identify 
at-risk customers and optimize retention. CatBoost models 
enable quick categorical data handling and personalized 
engagement in retail, including seasonal client behavior [39]. 

Hybrid models increase high-value client churn detection in 
banking, because revenue directly affects retention. GBM and 
Stacking, with strong AUC-ROC ratings (up to 0.91), enable 
organizations adjust retention efforts. The accuracy of these 
models helps organizations allocate resources, create focused 
solutions, and reduce customer churn while adapting to industry 
trends. 

Recent research show hybrid models are used more in real-
world churn prediction. Sector-wide churn prediction is more 
accurate, scalable, and flexible when many algorithms are used. 
Hybrid models can handle many datasets and complicated 
consumer behavior patterns, making them excellent for 
customer relationship management and churn reduction across 
industries. 

V. CONCLUSION 

This research examined both single and hybrid classifiers for 
predicting customer attrition in the telecommunications, retail, 
and banking sectors. Hybrid models, particularly ensemble 
methods such as Stacking, Gradient Boosting Machines (GBM), 
and CatBoost, surpassed individual classifiers including 
Decision Trees (DT), Logistic Regression (LR), and Naive 
Bayes (NB) in terms of accuracy, precision, recall, F1-score, and 
AUC-ROC. The hybrid models Stacking and CatBoost 
exhibited superior performance across all datasets, with an 
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accuracy of 86%–87%. Despite being more straightforward and 
accessible, individual classifiers failed to achieve the 
performance of ensembles, with Decision Trees yielding subpar 
accuracy in high-dimensional and complex datasets. 

Hybrid models proficiently manage structured and 
unstructured data by integrating the strengths of classifiers, as 
demonstrated by the telecom dataset. Stacking demonstrated 
enhanced generalization in retail, when consumer behavior 
fluctuated with seasonal demands. Hybrid models were 
particularly effective in forecasting high-value client attrition in 
banking, where misclassification could result in significant 
financial losses. 

VI. RECOMMENDATION AND FUTURE WORKS 

The study is flawed. First, hybrid models outperformed 
single classifiers but required more computer resources and 
tuning. This may limit time-sensitive real-time churn prediction 
systems. Second, this study's industry-representative datasets 
may not cover all industrial circumstances. Generalizability may 
be limited by ignoring client demographics, product diversity, 
and regional differences. Most of this research used structured 
datasets with few category characteristics, which helped 
CatBoost. Customer turnover prediction increasingly relies on 
unstructured data like text and social media interactions, hence 
these hybrid models should be examined. Models were tested 
using 10-fold cross-validation. Retailers could study time-series 
cross-validation as customer behaviour changes. LSTM or 
Transformer-based deep learning models can reveal long-term 
customer behaviour dependencies. These tactics may help 
telecoms and finance organisations retain customers. 

Hybrid models significantly enhance consumer churn 
prediction across various industries. To develop more practical 
and comprehensive churn prediction systems, it is crucial to 
focus on reducing computational complexity, improving real-
time processing, and exploring new data sources and validation 
methods. However, one challenge with the proposed stacking 
model is the increased computational complexity due to training 
multiple base models and a meta-learner. Furthermore, the 
model's performance can vary across different datasets, as 
certain algorithms are more sensitive to data quality and 
preprocessing steps. 
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Abstract—In this paper, taking 474 articles about quality 

evaluation of study tours in Web of Science (WOS) database as the 

research object, quantitatively analyze them with the help of 

CiteSpace 6.3.R1 software and excel data statistics, and analyze 

the impact of the literature data, authors' cooperation network, 

issuing institutions, journal distribution, and keywords' co-

occurrence, clustering, and emergence factors, combined with 

time interval in-depth analysis and prediction, so as to present the 

research results in the form of visualized knowledge map. The 

results of the study show that the field of quality evaluation of 

research and study tourism an interdisciplinary field involving 

innovative research with multidisciplinary integration. During the 

decade of 2015-2024, it has experienced three stages of starting and 

exploration (2015-2018), rapid growth and diversification (2019-

2021), and adjustment and maturity (2022-2024). From the 

viewpoint of authors and issuing organizations, authors are mostly 

independent research and have not yet formed a clustering 

research network. Research hotspots from the theoretical system 

construction and model development, empirical analysis, 

gradually shifted to user behavior analysis and recommendation 

system research. The future tends to research on research and 

learning integration intelligent decision-making, research and 

learning industry economy, environmental tourism practice and 

risk management. 

Keywords—Research tourism; tourism quality evaluation; 

visualization analysis 

I. INTRODUCTION 

With the deep integration of the education sector and the 
tourism industry, study tours, as an innovative form of 
experiential activity, have begun to receive widespread attention 
worldwide [1]. This combination of educational purposes and 
tourism experiences not only provides participants with an 
opportunity to learn and explore in a real-world environment, 
enabling them to acquire knowledge and skills while traveling, 
but for tourist destinations, study tourism has also become an 
effective economic development tool [2-3]. By attracting 
learners of different ages and backgrounds, it increases the 
attractiveness of the destination, extends the length of stay of 
tourists, and drives the development of local catering, 
accommodation, transportation and other related industries, thus 
bringing significant economic benefits to the destination [4]. 
Therefore, study tourism not only enriches the connotation of 
education, but also injects new vitality into the tourism industry, 
and this win-win characteristic makes study tourism a hot area 
of common concern for both education and tourism [5]. 

However, due to the lack of uniform evaluation standards, 
quality evaluation of study tours has become a challenge that 
requires urgent attention from both academics and practitioners. 
The quality evaluation of study tours is crucial for enhancing the 
tourism experience and educational effectiveness. The 
development of this form of tourism not only enriches 
educational resources, improves the satisfaction of learners 
participating in study tours, and promotes the enhancement of 
knowledge and skills. At the same time, it injects new vitality 
into the tourism industry, helps the local tourism industry to 
build a richer and multi-level tourism brand image, and attracts 
more tourists. Therefore, an in-depth discussion of the quality 
evaluation of study tours is of great theoretical and practical 
significance for promoting the development of the educational 
tourism industry. 

The framework of this paper is described as follows: Section 
II, "Research methodology" elaborates on the specific methods 
used for bibliometric analysis with CiteSpace software and 
Excel, including data sources and the data cleaning process. 
Section III, "Analysis process and findings," deeply analyzes the 
trends in literature publication, including the annual number of 
publications and publication curve trends in "III (A) Analysis of 
literature releases" and discusses three developmental stages in 
two subsections: "III (A) (1) Annual number of 

communications" and "III (A) (2) Trends in the issuance curve", 
the initial exploration phase, the rapid growth and diversification 
phase, and the adjustment and maturation phase. Subsequently, 
the "III (B) Analysis of literature authors" section explores the 
authors of the literature and the institutions publishing them, 
including "III (B) (1) Authors and issuing organizations" and 
"3.2.2 Author collaboration network" in two subsections. The 
"III (C) Distribution analysis of journals" section analyzes the 
distribution of journals, including "III (C) (1) Analysis of core 
journals" and "III (C) (2) Analysis of cited journals" in two 
subsections. Section IV, " Relevant analysis based on the field" 
reveals the research hotspots and the dynamic evolution trends 
of hot fields through keyword co-occurrence, clustering, and 
emergence analysis, including three subsections: "IV (A) Hot 
topic analysis," "IV (B) Analysis of hot areas" and "IV (C) Trend 
analysis of dynamic evolution" Finally, Section V, 
"Conclusion," summarizes the main findings of the research, 
discusses the limitations of the study, and provides an outlook 
on future research directions. 

https://orcid.org/0009-0007-0593-6675
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II. RESEARCH METHODOLOGY 

A. Research Tools 

CiteSpace is a multivariate dynamic visualization and 
analysis software developed based on Java language, which is 
capable of handling a large amount of transcription information 
and performing various analyses such as collaborative network, 
co-citation, keyword co-occurrence, and keyword clustering [6]. 
It also provides three advanced clustering analysis methods of 
Latent Semantic Analysis (LSI), Log Likelihood Ratio (LLR), 
and Mutual Information Algorithm (MI), which help users to 
identify potential themes and trends in research [7]. In this study, 
with the help of CiteSpace 6.3.R1 software application, this 
paper transforms the literature data in this field during the period 
of 2015-2024 into a knowledge graph so as to visualize the 
current status of research, research hotspots, and future trends in 
this research field. 

In order to increase the accuracy of the study, this study 
quantifies the research scholars' research result publishing 
behavior, the interaction behavior between research scholars, 
and between research scholars and institutions in the research 
field, and uses standardized EXCEL data forms to summarize 
the statistics, and then uses the empirical data to analyze the state 
of research in the field. 

B. Data Sources 

Literature from the Web of Science (WOS) database, which 
is recognized by authors worldwide for its authoritative 
academic citation index, was selected as the primary data source 
for this study. A set of keywords was carefully designed to 
ensure a comprehensive coverage of the relevant studies in the 
literature search. The main keywords include "educational tour", 
"tourism quality evaluation" and "study tour", which cover this 
study. ", covering the concept of this research field, quality 
evaluation dimensions, evaluation index system, educational 
effect and other aspects of the research [8]. Boolean logic 
operators such as "AND" and "OR" are also used to optimize the 
search strategy and improve the relevance and accuracy of the 
search results [9]. Considering that in-depth research needs to be 
supported by a sufficient amount of literature data and closely 
related to the development of research and study tourism, the 
search time range was set as 2015-2024, and 2,221 pieces of 
related literature were initially obtained by combining the search 
strategies of databases, types of literature, and language ranges. 

C. Data Cleansing 

In order to ensure the objectivity and authenticity of the 
results of this study, a rigorous data cleaning process was carried 
out in this study before using the data. Literature with no direct 
relevance, low relevance, lack of keywords, authors, and other 
lack of key elements, as well as non-research literature such as 
duplicated, unreviewed, and scrapped manuscripts, news 
commentaries, interview reports, and so on, were eliminated 
[10]. After several rounds of data cleaning, 474 valid literatures 
with high relevance were finally obtained. For the screened valid 
literature, detailed data records were made in this paper, including 

information such as title, author, publication year, journal name, 
keywords and so on. This information will provide basic data 
support for the subsequent bibliometric analysis and help us to 

show the research hotspots and development trends in this 
research field. 

III. ANALYSIS PROCESS AND FINDINGS 

A. Analysis of Literature Releases 

1) Annual number of communications: In this study, a bar 

chart of literature publication was produced based on the year 

of publication and the annual publication quantity of 474 valid 

literatures. In terms of the number of annual publications, the 

research in this field shows a relatively obvious growth trend.In 

2015, the number of relevant literature published was only 18, 

showing that the research in this field is still in its infancy. In 

the following years, the number of publications increased 

steadily, with 24 and 28 publications in 2016 and 2017, 

respectively, indicating that authors began to gradually focus 

on this field. Entering 2018, the number of publications 

decreased slightly to 24, with authors exploring new research 

methods or waiting for more empirical data. Starting from 

2019, the number of publications increased significantly to 41, 

and this growth trend peaked in 2020 and 2021, with 71 and 80 

publications, respectively, and the surge in the number of 

publications was related to the attention, exploration, and 

practice of research in this field in the field of global education. 

From 2022 onwards, the annual number of publications, 

although decreasing slightly from 76 to 46, remained overall at 

a high level [11]. This indicates that the heat of research in this 

field is not decreasing, and academic research authors are 

shifting to more in-depth empirical research on the existing 

research results, waiting for more practice cases to accumulate 

before summarizing and analyzing them. As shown in Fig. 1. 

 
Fig. 1. Literature published, 2015-2024. 

2) Trends in the issuance curve: The annual change in the 

number of literature publications shows the trend of research 

dynamics in this research area, which has shown a curvilinear 

growth over the past decade. In this paper, this period is broadly 

categorized into three phases: start and exploration, rapid 

growth and diversification, and adjustment and maturity. 

Start-up and exploration phase: 2015-2018 

In the early period of research in this field, i.e., 2015-2018, 
the annual number of literature publications increased from 18 
to 24, showing a slow but steady growth trend, marking the 
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beginning and exploratory period of this field of research [12]. 
Research authors conducted preliminary discussions on the 
basic concepts, theoretical frameworks, and potential value of 
research tourism in the field of education during this period, with 
much of the research focusing on defining the connotations of 
research tourism, evaluating its educational efficacy, and 
exploring its comprehensive impact on learners [13]. These 
preliminary studies have laid a solid foundation for subsequent 
in-depth exploration, and despite the small number of 
publications, each of them is of great significance to the 
construction of a body of knowledge in this field. 

Rapid Growth and Diversification Phase: 2019-2021 

Entering 2019, research in this field began to receive wider 
attention, with a significant increase in the number of literature 
publications, reaching 41 in 2019 and climbing to a peak of 71 
and 80 in 2020 and 2021, respectively. The rapid growth in this 
phase reflects the fact that the issue of quality evaluation of 
research tourism, as a new form of combining education and 
tourism, has begun to become a focus of attention in both 
academia and practice. Research scholars researchers began to 
explore diversified evaluation models and index systems, trying 
to assess the quality of study tours from different angles and 
levels [14]. The studies at this stage not only increase in number, 
but also present diversified characteristics in research 
methodology and theoretical depth, providing rich perspectives 
and profound insights for the research in this field. 

Phase III: Adjustment and maturity phase (2022-2024) 

From 2022 onwards, the number of publications within this 
research area decreased, with 76, 66 and 46 publications, 
respectively. This trend suggests that research scholars are 
beginning to consolidate and reflect on existing research 
findings after experiencing rapid growth in the previous period 
[15]. During this period, research may focus more on quality 
than quantity, and academic scholars may be seeking more 
effective research methods or waiting for more empirical data to 
support their research hypotheses. The fallback in this stage 
represents a sign that research in this field has entered a mature 
period, and the focus of research may shift from broad 
exploration to specific problem solving and application practice, 
reflecting the researchers' concern and thinking about the deeper 
issues of quality evaluation of research and study tourism. 

Overall, the change in the amount of literature published in 
this research field demonstrates the dynamic development 
process of research in the field, from the start and exploration to 
rapid growth and diversification, and then to adjustment and 
maturity, with each stage contributing to the accumulation of 
knowledge and academic deepening in the field [16]. As the 
research in the field continues to deepen, more high-quality 
research results will emerge, providing more scientific and 
systematic theoretical support and practical guidance for the 
practice of study tours. 

B. Analysis of Literature Authors 

1) Authors and issuing organizations: The depth of 
cooperation among the authors of the literature and the 
academic influence of the core authors are key indicators for 

assessing the maturity of research in this field. By extracting the 
first author information of 671 documents, a total of 619 
authors were identified, of which 52 had more than 2 
publications, accounting for 8.4% of the total number of 
authors. This data indicates that the number of scholars who 
have been deeply engaged in researching this field for a long 
period of time is relatively limited, but they have a high 
influence and academic contribution to the research of this 
field, which not only enriches the academic discussion on the 
evaluation of the quality of research and study tours but also 
provides important studies and inspirations for the subsequent 
research [17]. They not only enrich the academic discussion on 
quality evaluation of study tours, but also provide important 
references and inspirations for subsequent studies. According 
to Price's law, the number of publications by the core authors 
calculated in this study is only 1.03, which is inconsistent with 
the expectation of Price's law, proving that the research in this 
field is not yet mature, and the leadership role of the high-
producing authors has not yet been emphasized [18]. In view of 
this, this paper defines scholars with two or more publications 
as high-producing authors in order to more accurately identify 
researchers who have made significant contributions to the field 
of this research. Statistically, there are 52 high-producing 
authors with a total of 131 publications, accounting for 15.5% 
of the total number of publications. This percentage indicates 
that despite the relatively small number of high-producing 
authors, they have played an important role in advancing 
research in the field as shown in Table I. 

In addition to individual research scholars, the contribution 
of research institutions in this research field cannot be ignored. 
These institutions have provided substantial research funding, 
resource support and academic environment support for research 
in this field, thus facilitating collaboration and knowledge 
sharing among scholars in this research field [19]. After 
counting the first author's institution, it was found that university 
institutions published 325 documents and research institutes 
published 163 documents. The percentage of publications from 
university institutions is about 48.40% and the percentage of 
publications from research institutes is about 24.30%. This data 
shows that university institutions play a leading role in the 
research in this field, and research institutes have also made 
significant contributions [20]. In addition, of the 46 universities 
with more than two publications, 67% are in the computer 
technology application category and about 22% are in the 
teacher training category. This finding indicates that computer-
based universities are more prominent in terms of attention and 
research results in this field of study, and they are more active 
and rich in this field of study compared to other types of 
institutions. 

In addition, this paper also statistically analyzes the number 
of publications and citations of the authors to assess their 
research contributions and influence. Highly prolific authors 
usually have a high number of citations, indicating that their 
research results have been widely noticed and recognized by all 
circles and disciplines, and the research results of these core 
authors have not only promoted the theoretical development of 
the field, but also provided theoretical guidance for practice. 
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TABLE I.  LIST OF STATISTICS ON THE NUMBER OF PUBLICATIONS BY CORE AUTHORS 

Author Number of communications Author Number of communications 

Alkhamees, Nora 2 Li, Qing 2 

Aloud, Monira Essa 2 Li, Shaoshuai 2 

Ammirato, Salvatore 2 Liu, Chichang 2 

Balland, Pierre-Alexandre 2 Liu, Hao 2 

Bhattacharya, Pronaya 2 Liu, Weihua 2 

Bodendorf, Frank 2 Liu, Xiaolei 2 

Broekel, Tom 2 Liu, Zonghua 2 

Cao, Jie 2 Long, Shangsong 2 

Cerna, Fernando V 2 Lu, S-Y 2 

Chen, Chien-Ming 2 Ma, Qiongxu 2 

Chen, Ruey-Shun 2 O'clery, Neave 2 

Chen, Yeh-Cheng 2 Rabelo, Ricardo A L 2 

Contreras, Javier 2 Raso, Cinzia 2 

Deng, Shangkun 2 Rigby, David 2 

Dincer, Hasan 2 Rodrigues, Joel J P C 2 

Diodato, Dario 2 Sofo, Francesco 2 

Felicetti, Alberto Michele 2 Tanwar, Sudeep 2 

Franke, Joerg 2 Tian, Guixian 2 

Giuliani, Elisa 2 Wang, Fei-Yue 2 

Guo, Naicheng 2 Wang, Shuai 2 

Guo, Xiaobo 2 Xiao, Yingyuan 2 

Hausmann, Ricardo 2 Xiong, Naixue 2 

Hsu, Ching-Hsien 2 Yuksel, Serhat 2 

Huang, Szu-Hao 2 Zhang, Wenyuan 2 

Li, Jing 2 Zheng, Wenguang 2 

Zhu, Yingke 2 Zhou, MengChu 2 
 

Based on the results of the authors' analysis of the literature, 
it is suggested that future research should focus more on 
interdisciplinary and international cooperation. Knowledge 
exchange and innovation can be promoted by strengthening 
cooperation between researchers from different fields and 
different regions [21]. At the same time, emerging research 
institutions and young scholars are encouraged to participate in 
research on quality assessment of study tours in order to increase 
the diversity and vitality of research. 

2) Author collaboration networks: In this study, the 

collaborative network of scholars in this research area was 

carefully analyzed through CiteSpace 6.3.R1 software. The co-

occurrence threshold was set to 2, so that the connectivity 

between two scholars would only be visible in the network if 

they had co-authored at least 2 papers. This setting helps to 

capture the main collaboration patterns of authors in the field, 

while filtering out episodic collaborations and ensuring that the 

network mapping is somewhat stable and substantial [22]. The 

author collaboration network mapping consists of 622 nodes 

and 937 connectors, with nodes representing independent 

research authors and connectors indicating collaborative 

relationships between them. Although the network density is 

only 0.0049, showing that the overall structure is relatively 

loose and the author collaboration network has not yet formed 

a highly dense cluster. However, the gradual increase in the 

frequency of collaboration among research scholars in the field 

compared to historical data signals the potential for future 

development of research collaboration in the field. As shown in 

Fig. 2. 

The mapping of author collaboration networks, as shown in 
Fig. 2, not only demonstrates the current research collaboration 
dynamics, but also foretells the possible development direction 
of future collaboration networks. It is worth noting that the 
distribution of high-producing authors is relatively concentrated, 
and the research results are bit prominent in specific years, 
which may be related to the research hotspots, financial support, 
or specific research projects at that time [23]. For example, 
author Ammirato-Salvatore's high output in 2019 reflects a 
concentrated burst of demand in that research area in that year. 
Meanwhile, Balland-Pierre-Alexandre's multiple research 
outputs published in 2022 may be related to the financial support 
and policy impetus of related research projects in that year. 
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Fig. 2. Mapping of author collaboration networks. 

The evolutionary trend of the authors' collaborative network 
provides a visual observation of the researchers' activity and 
participation patterns in the field. Some authors consistently 
publish research successes under the same topic in the same 
field, showing their long-term research and in-depth exploration 
of the research area. While other authors publish only 1 research 
result, their participation increases the diversity of the author 
collaboration network. This diversity in the author collaboration 
network reflects the broad appeal and flexibility of the research 
field, providing a rich variety of perspectives and methodologies 
for research in this area. Over time, it is expected that more new 
researchers will join this field of research, further enriching the 
structure of the author collaboration network [24]. As the 
collaboration deepens and expands, it is expected that research 
collaboration in this field will become more intense and 
systematic, which will not only promote the accumulation of 
knowledge and innovation, but also the development of 
interdisciplinary research. The development of such 
collaborative networks heralds a more active and diverse future 
for the research field of research and study tourism quality 
evaluation. 

C. Distribution Analysis of Journals 

1) Analysis of core journals: After counting the number of 

journal articles published in this research field, a number of 

journals with high influence in this field were found. These 

journals not only provide a platform for the publication of 

research results in this field, but also reflect the popularity and 

academic attention of different research directions [25]. The top 

three journals are Expert Syst Appl, EEE Access and Eur J Oper 

Res, with 227, 178 and 149 articles respectively. Among them, 

Expert Syst Appl focuses on original papers in the application 

field, with 96.25% of research articles, which has a significant 

academic influence in this research field, IEEE Access focuses 

on interdisciplinary research, and Eur J Oper Res prefers 

operations research methods and decision-making practices. 

Inform Sciences and Sustainability-Base, which follow closely 

in the ranking, are biased with information science and 

sustainability research [26]. The specialized nature of these 

journals is enough to show that this field of study is an 

interdisciplinary field that involves multidisciplinary 

integration of innovative research. As shown in Table II. 

2) Analysis of cited journals: To further understand the 

interactions between core academic journals in this research 

area and the potential correlations between research topics in 

this area. In this paper, a network graph of journal co-citation 

relationships was reconstructed for the journals described 

above using CiteSpace 6.3.R1 software. The spectrogram 

consists of 473 nodes and 2613 connecting lines, with a 

network density of 0.0049 and a relatively loose overall 

network structure. As shown in Fig. 3. 
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TABLE II.  LIST OF STATISTICS ON THE NUMBER OF ARTICLES IN CORE JOURNALS 

PERIODICALS VOLUME OF LITERATURE PERIODICALS VOLUME OF LITERATURE 

Express Syst Appl 227 Appl Energ 63 

IEEE Access 178 Eng Appl Artif Intel 61 

Eur J Oper Res 149 Energies 60 

Lect Notes Comput Sc 118 Technol Forecast Soc 59 

J Clean Prod 116 J Bus Res 57 

Inform Sciences 109 Energy 52 

Sustainability-Basel 109 Arxiv 52 

Decis Support Syst 108 Int J Inform Manage 49 

Appl Soft Comput 106 Appl Sci-Basel 49 

Manage Sci 93 Commun Acm 48 

Int J Prod Econ 91 Ieee T Intell Transp 48 

Knowl-Based System 91 Soft Comput 48 

Int J Prod Res 89 Omega-Int J Manage S 47 

Future Gener Comp Sy 83 Comput Oper Res 46 

Ieee T Ind Inform 80 Ann Oper Res 45 

Neurocomputing 77 Int J Elec Power 44 

Comput Ind Eng 74 Energ Policy 44 

Procedia Comput Sci 72 J Bank Financ 42 

Ieee Internet Things 72 Plos One 42 

Renew Sust Energ Rev 70 J Intell Fuzzy Syst 42 

Sensors-Basel 69 Adv Neur In 41 

Ieee T Knowl Data En 68 Lect Notes Artif Int 41 

J Financ 67 Ieee Commun Surv Tut 40 

Neural Comput Appl 65   

 
Fig. 3. Co-citation network mapping of core journals. 
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In the analysis, it was found that core journals such as 
Knowl-Based Syst, Appl Soft Comput, and Inform Sciences had 
high co-citations, which reflected the concentration of attention 
and publication of high-quality research results on the main 
research themes in these core journals. For example, Knowl-
Based Syst's highly cited literature in 2016 points to the 
application of knowledge systems in research in this field [27]. 
The citations of Inform Sciences are related to the role of 
information science in the analysis of tourism data software. 
IEEE Commun Mag's journals' citations have increased 
significantly in 2016, showing that they are contributions in the 
field of communication technology and management science. 

By analyzing the co-cited journals over time, it is possible to 
observe the trend of research themes within the research field. 
For example, with the development of technology, some 
emerging research themes such as big data and artificial 
intelligence have begun to occupy an important position in the 
journal co-citation network [28]. These trends indicate that 
research in this field is gradually moving in a technology-driven 

direction, while reflecting the high level of academic interest in 
the practical application of emerging technologies in this 
research area. 

IV. RELEVANT ANALYSIS BASED ON THE FIELD 

A. Hot Topic Analysis 

In this study, the following core keyword co-occurrence 
mapping was constructed by CiteSpace 6.3.R1 software with the 
time slice parameter set to 1 year and the keyword occurrence 
frequency selection threshold parameter set to 10. The total 
number of nodes N=342, links E=1269, network density value 
0.0218, through the nodes and links can show the research focus 
of the field, and the social network connection between the 
research topic. The larger the node, the more the keyword is 
proved to be hot, and the more times it co-occurs in the literature 
[29]. The thicker the linkage, the stronger the connection 
between the keywords and the deeper the influence is proved. 
As shown in Fig. 4. 

 

Fig. 4. Core keyword co-occurrence network. 
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Combined with the core keyword co-occurrence mapping, 
the keywords with larger nodes and more frequent occurrences 
can be clearly seen. These core keywords basically cover the hot 
topics in the research in this field. For example, Model and 
System, as core keywords, appeared 74 times in 2016 and 40 
times each in 2015 and 2016, respectively, showing that scholars 
have sustained research interests in the construction and 
assessment of evaluation models in this field [30]. These studies 
may involve the construction of theoretical models, analysis of 
system dynamics, and empirical testing of models. Research 
scholars have attempted to use these models to explain and 
predict changes in the quality of research and learning activities 
within the field and their impact on educational outcomes. 
Artificial Intelligence appeared 43 times in 2015, while Machine 
Learning appeared 51 times in 2017, which demonstrates that 
the use of intelligent technologies in the practical applications in 
this field of study are beginning to gain traction [31]. These 
studies focus on the use of AI and Machine Learning algorithms 
to analyze tourism data, predict tourism trends, and enhance the 
tourism experience in terms of software applications. 
Management (Management) appeared 50 times in 2017, and the 
hotspot of research is beginning to shift from theoretical models 
and software applications to research and study tourism 
management practices [32]. These studies focus on developing 
and validating evaluation metrics, as well as exploring the 
impact of different factors on the field [33].Internet (Internet) 
appears 30 times in 2019, while Deep Learning (Deep Learning) 
appears 24 times in 2020. It shows that in recent years, the 
hotspots in this research field have been influenced by Internet 
technology, and research scholars have begun to explore new 

research tourism models, Deep Learning to improve the research 
experience, and evaluation methods [34]. 

Through the interpretation of the core keyword co-
occurrence, it can be observed that the hot topics of research in 
this field are gradually shifting from the construction of 
theoretical models to empirical analysis and technological 
applications, and academic scholars are utilizing intelligent 
technologies and data analysis to enhance the quality and 
effectiveness of research and learning in this field. The keyword 
co-occurrence analysis not only demonstrates the hot topics in 
this field, but also provides directional guidance for us to deeply 
understand the research dynamics in this field. 

B. Analysis of Hot Areas 

In order to further understand the hot field of this research, 
this paper clusters the core keywords and draws the core 
keyword clustering map. Among them, Modularity Q=0.4796, 
Silhouette S=0.7824. It is not difficult to see from the two queer 
values that the clustering structure of the hot area constructed in 
this study is obvious, the internal module similarity is extremely 
high, and the mapping has high and significant confidence [35]. 
Using the software LSI algorithm to automatically calculate, 
filtering out the classification of keyword class group members 
less than 10, and finally obtaining the hotspot domain clustering 
of 8 major categories. In order, 00# deep learning algorithm, 01# 
intelligent manufacturing, 02# assisting investor , 03# Chinese 
logistics companies, 04# economic complexity, the 050#using 
reinforcement learning, 06#blockchain technology, 
07#sustainable m-commerce as given in Fig. 5. 

 
Fig. 5. Core keyword clustering network mapping. 
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According to the content and topic relevance of keyword 
clustering, this paper obtained three major research hotspot areas 
with high similarity or high impact relationship by clustering the 
eight hotspot areas again. They are technology and algorithmic 
innovation, industry and economic development, and education 
and social impact areas. 

Hot Area 1: Technology and Algorithmic Innovation 

This clustering covers 00# Deep Learning Algorithm, 05# 
Using Reinforcement Learning and 06# Blockchain 
Technology. The application of these technologies in this 
research area demonstrates the strong academic interest in 
utilizing advanced technologies to enhance tourism experiences 
and evaluation methods. Deep learning algorithms show great 
potential in handling tourism big data analytics, personalized 
recommendation systems and intelligent decision support 
systems. Reinforcement learning, on the other hand, plays a role 
in dynamically optimizing tourism strategies and enhancing user 
interaction experience [36]. Blockchain technology, on the other 
hand, focuses on improving the security and transparency of 
tourism transactions, especially in tourism supply chain 
management and traceability of tourism products, and 
technological and algorithmic innovations have driven the rapid 
development of this research area. 

Hot Area 2: Industry and Economic Development 

01# Intelligent Manufacturing, 03# Chinese Logistics 
Companies and 4# Economic Complexity constitute the field of 
industry and economic development, which focuses on the 
economic impact of study tours and how to promote industrial 
upgrading and economic development through study tours. The 
research in this area focuses on the impact of study tours on the 
economy and how to promote industrial upgrading and 
economic development through study tours. The co-occurrence 
of keywords in the clusters intuitively demonstrates the close 
connection between study tourism and industrial development 
and economic dynamics [37]. The application of smart 
manufacturing technologies promotes innovation in the tourism 
industry by improving the quality and productivity of tourism 
products [38]. The involvement of logistics companies 
highlights the importance of efficient logistics in safeguarding 
the tourism experience and improving the quality of tourism 
services. The study of economic complexity focuses on the 
impact of the macroeconomic environment on the development 
of study tourism and how to maintain the stable growth of the 
tourism industry under complex and changing economic 
conditions. 

Hot Area 3: Education and Social Impact Clustering 

The third hot area of research, to be composed of the 
clustering of 02# Assisting Investor, 07# Sustainable M-
Commerce and 08# Innovation, demonstrates the importance of 
this area of research both at the educational level and at the 
societal level. Research in assisting investors focuses on 
attracting investment through research and study tourism 
programs and optimizing tourism products and services to 
enhance return on investment [39]. Research in sustainable m-
commerce focuses on the use of mobile technology in 

environmental tourism practices and research and study tourism 
sustainability [40]. The application of Internet technology plays 
a key role in facilitating tourism information sharing, enhancing 
tourism experience and improving the efficiency of tourism 
services. 

In summary, the core keyword clustering analysis reveals 
both the research hotspots in this research field and reflects the 
intrinsic connection between the hotspots. The clustering of 
these research areas provides a direction for the research in this 
field and provides theoretical support for scholars when 
practicing their work. With technological advances and changes 
in the global economic environment, these research hotspots 
change accordingly, bringing new research opportunities and 
challenges to the research field. 

C. Trend Analysis of Dynamic Evolution 

In the in-depth analysis of this research field, keyword time 
mapping provides a unique perspective, prompting research 
scholars to observe the dynamic evolutionary trends of research 
hotspots within the field. In this paper, we construct a map of the 
dynamic evolutionary trend of research hotspots from 2015 to 
2024 by using the time zone mapping function of CiteSpace 
6.3.R1 software. Each node represents a keyword, and the 
keyword is fixed in the year of its first appearance. The larger 
the node, the higher the frequency of the keyword; the longer the 
arc and the darker the color, the higher the attention of the 
keyword research and the longer the duration. Along the 
evolutionary pulse of the keywords, the temporal development 
of the research hotspots in the field is excavated, so as to explore 
the future development trend of the research field. As shown in 
Fig. 6. 

From the time mapping, it is easy to find that most of the arcs 
lasted between 5-7 years, and some keywords lasted for 2-3 
years. Among them, Models (models) appeared with higher 
frequency and core values, reaching a peak in 2016, research 
scholars in this field began to focus on constructing research and 
study tourism evaluation models, which may be related to the 
exploration of evaluation methods and tools at that time, but this 
concern quickly disappeared in 2017, and this disappearance 
may be that the construction of models has already matured or 
that the research in this field was replaced by emerging hotspots. 
Systems emerged as a research hotspot gradually from 2017 and 
lasted for two years. During this period, research scholars 
regarded research tourism as a complete system, and began to 
pay attention to the interaction and overall optimization between 
its internal elements, and the systematic way of thinking 
promoted the development of the whole research field. By 2018, 
the keyword Behavior appeared, pointing to the research 
scholars' in-depth and focused research on the behavioral 
patterns of tourists, trying to interpret their impact on the quality 
of research and study tourism from the direction of tourists' 
needs, preferences and behaviors [41]. In 2020, two different 
sub-directions of research emerged, namely Recommender 
Systems and Risk Management, with some researchers focusing 
on the application and impact of recommender systems on 
personalized services in study tours, while others began to turn 
to the potential risks and risk management in the tourism 
process. 
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Fig. 6. Time mapping of core keywords. 

In summary, the core keywords are distributed across the 
literature studies in the middle of the decade 2015-2024, and 
their durations provide a window for researchers to understand 
the dynamics of research in the field as keywords appear and 
disappear, as well as the potential connections between different 
research directions within the research field. By analyzing the 
temporal changes of these keywords, changes in the research 
trends in the field are inferred, and subsequently possible future 
research hotspots are predicted [42]. For example, the 
prominence of recommender systems may signal that 
personalized tourism services will become an important 
direction in the evaluation of study tours, while the prominence 
of risk management may point to the growing importance of 
tourism safety and stability evaluation. 

V. CONCLUSION 

A. Conclusions of the Study 

This study provides an in-depth visual analysis of the 
literature in the field of quality assessment in research tourism 
through CiteSpace 6.3.R1 software, using knowledge mapping 
and data statistics to reveal several important aspects of the 
research dynamics in this field. 

1) By statistically summarizing and analyzing the number 

of literature releases during the decade of 2015-2024, it is found 

that the research in this field has experienced three distinct 

development phases: starting and exploration, rapid growth and 

diversification, and adjustment and maturity. In the starting and 

exploring stage, the research mainly focuses on building the 

basic framework and model development. With the 

development of technology, the research hotspots in this field 

have proliferated and deepened, and the research aspects have 

started to cover a wider range of topics, such as user behavior 

analysis and recommender systems. At the stage of adjustment 

and maturity, the research focus is further concentrated and 

deepened, showing the trend that the research field is gradually 

developing in a deeper direction. 

2) In the statistical analysis of the authors of the literature 

in this field, the author noticed that there are relatively few 

highly productive authors, only 52 authors out of 619 authors 

have published two pieces of literature. Through the author 

collaboration mapping, it is intuitively observed that the core 

authors have fewer communication links with each other and 

have not yet formed a clear core group of authors. Although the 

research participation in this field is extremely broad, there is a 

lack of sustained research output and in-depth academic 

collaboration. This finding suggests that we need to strengthen 

cooperation and communication among scholars in future 

research to promote knowledge accumulation and academic 

innovation. 

3) From the statistics of the number of journal articles and 

cited journals in this field, it is easy to see that this research field 

is an interdisciplinary field that involves the integration of 

multiple disciplines in innovative research. The research results 

in this field are widely distributed in various types of journals, 

including specialized journals in the fields of tourism, 

education, management and information technology. This 

interdisciplinary nature provides a wealth of perspectives and 

methodologies for research in the field, but it also poses the 

challenge of research integration and knowledge sharing. 

4) Through the keyword sharing, clustering and emergence 

analysis, it is found that the research hotspots in this field show 

a dynamic evolutionary trend change over time, from system 

construction and model development in the early stage to user 
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behavior analysis and recommender system research in the later 

stage, which reflects the impact of technological advancement 

and social development on the research in this field. In 

particular, the application of emerging technologies such as 

deep learning, reinforcement learning, blockchain technology 

and artificial intelligence has provided new research tools and 

methods for this research field. 

B. Research Limitations 

In this study, despite the comprehensive visualization and 
analysis of the literature in the research area through CiteSpace 
software, there are still some limitations that may have had an 
impact on the comprehensiveness of the findings and the depth 
of the study. First, the selection of the study sample was limited 
to the literature included in the Web of Science database, which 
may mean that the source data failed to cover all relevant studies, 
especially those published in regional or specialized journals, 
and this choice may have resulted in the analysis results not 
being fully representative of the current state of research in the 
whole research area. Second, the keyword co-occurrence 
analysis, which is mainly based on the keyword fields of the 
literature, although it can show the research hotspots and 
research trends, fails to fully capture the depth and diversity of 
the literature content, and some important research topics may 
not be covered by the keywords or fully reflected in the keyword 
fields in the titles of the literature. In addition, the time mapping 
analysis, while showing the evolution of hotspots in the research 
field, does not delve into the social, economic and policy factors 
behind these changes. These environmental factors may have a 
significant impact on the research hotspots and trends in the 
field, and the analysis of the current study fails to adequately 
consider these external variables. 

C. Future Prospects 

In response to these limitations, future research will go back 
to expanding the scope of literature samples to include literature 
data from multilingual and multiregional countries in order to 
gain a more comprehensive research perspective. In terms of 
research methodology, the theoretical models, methodologies 
and empirical studies proposed in the literature will be explored 
in depth in conjunction with the content analysis methodology 
in order to more accurately understand the research hotspots and 
trends. External variables such as social, economic and policy 
contextual factors will be added to analyze their impact on the 
research hotspots and trends in the field, so as to find deeper 
research motivations. 
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Abstract—This study explores the development of an IoT-

driven logistics supply chain coordination and response 

mechanism aimed at achieving real-time information sharing, 

precise forecasting, and rapid decision-making among supply 

chain nodes. By employing a hierarchical system construction 

method, SQL database techniques for data management, and an 

evaluation model combining AHP and entropy methods, the study 

proposes a robust framework for improving supply chain 

efficiency and adaptability. The results demonstrate that IoT 

technology significantly enhances supply chain transparency, 

resource allocation, and operational efficiency while reducing 

risks and costs. The proposed mechanism facilitates dynamic 

adjustments to market changes and unexpected disruptions, 

fostering a resilient and collaborative supply chain network. This 

research provides a foundational basis for the integration of IoT 

in modern supply chains and offers insights into advancing 

intelligent logistics systems, with implications for improving global 

competitiveness in the evolving digital economy. 
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I. INTRODUCTION 

In the new post-epidemic normal, the manufacturing 
industry urgently seeks to accelerate its digitization process and 
smart warehouse and logistics upgrades in light of the continued 
climb in market demand for smart warehousing and logistics [1]. 
In the ecology of logistics and supply chain, the efficiency of the 
warehouse and logistics system, service quality, and operating 
costs constitute the core considerations. By optimizing the 
intelligent warehousing and logistics system, enterprises can 
effectively speed up the logistics process, ensure efficient 
resource deployment and management, and then cut costs and 
improve overall performance [2]. In the construction of 
intelligent warehousing, promote the level of informatization of 
warehousing and logistics to enhance the irreversible 
development trend in the field of intelligent manufacturing. 

In recent years, with the deep penetration of Internet of 
Things (IoT) technology in the industrial sector, the Industry 4.0 
era has witnessed an increasing convergence of technologies [3]. 
This cutting-edge concept is gradually attracting the attention of 
the industry, which is dedicated to the comprehensive digital 
mapping of physical entities, empowering the intelligent design, 
manufacturing, commissioning, and full lifecycle management 
of physical equipment through data access and model-driven. 
Specifically, the application of digital technology in the field of 
warehouse logistics, embodied in the construction of digital 

subsystems to provide intuitive monitoring and predictive 
maintenance services, at the same time, it also helps the 
simulation and pre-commissioning of industrial equipment in 
the virtual environment, to provide a virtual test platform for the 
development of the production plan, to effectively assess the 
feasibility of the production process, the initial cost can be 
reduced, and production efficiency has been significantly 
improved [4]. On the other hand, in real production 
environments, manufacturers often need to integrate different 
industrial equipment from multiple suppliers, and the diverse 
communication protocols and interfaces between these devices 
often become obstacles to the efficient collection, transmission, 
and processing of data, which exacerbates the difficulty of data 
sharing [5]. This phenomenon, the so-called "knowledge silo", 
is gradually evolving into one of the challenges in promoting the 
digital and intelligent transformation of production [6]. 

This research aims to explore and construct a set of logistics 
supply chain coordination response mechanisms based on IoT 
test the constructed platform to a certain extent, and evaluate the 
IoT platform according to the test results and subjective and 
objective factors to explore the level of logistics supply chain 
management coordination response in China. 

II. BACKGROUND OF THE STUDY 

As a key pillar of the national economy, the logistics industry 
is of strategic importance in shaping the framework of the 
modern cycle, driving high-quality development, and building a 
modernized economic system [7]. In 2022, the General Office 
of the Government issued a five-year blueprint for the 
development of modern logistics, which is the first five-year 
planning document for the development of modern logistics in 
China [8]. The blueprint specifies the core tasks for the next five 
years: to enhance the innovation driving force and market 
competitiveness of logistics enterprises, to optimize the quality 
and efficiency of logistics services, and to build a hub network 
operation system and a modern logistics and distribution 
network to flexibly respond to changes in domestic and 
international supply and demand [9]. At present, China has 
jumped to the top of the global logistics market, carrying more 
than half of the world's express parcel volume. However, despite 
the huge scale of logistics, its comprehensive strength has yet to 
be strengthened. Therefore, accelerating the construction of a 
modern and efficient logistics system, and realizing the leap 
from "big" to "strong" has become a key mission to improve 
logistics quality, cut costs, and enhance efficiency, which is 
particularly urgent in the five-year planning period [10]. 
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Logistics companies need to have a forward-looking vision, 
advance insight into industry trends, carefully plan the future 
path, and continue to innovate and optimize, to better meet the 
challenges and achieve sound management and long-term 
development [11]. 

The continuous prosperity of the logistics industry has 
prompted intelligent logistics to become an increasingly critical 
growth trend. This trend not only can effectively deal with the 
information asymmetry, lack of transparency inefficiency, and 
other constraints in the logistics industry, but also greatly 
improves the efficiency of logistics operations and service 
quality, accurately meeting the expectations of both the logistics 
industry and consumers, and gives the logistics experience 
better, faster and more convenient characteristics [12]. In 
addition, intelligent logistics is accelerating the digital 
transformation of the logistics industry, helping the logistics 
supply chain synergy and fine-tuned operation, and realizing the 
double benefits of economic and social growth [13]. Given the 
rapid progress of artificial intelligence technology and its in-
depth penetration in various fields, the vision of "comprehensive 
monitoring, seamless links, intelligent supply" is gradually 
becoming a reality. To achieve integrated management and 

intelligent strategy development in logistics operations, IoT 
technology and data analysis means that the nodes in the 
logistics planning network can instantly capture, receive, and 
transmit real-time data to the core command system, realizing a 
seamless flow of data. This has undoubtedly strengthened the 
foundation of intelligent logistics and significantly enhanced its 
market competitiveness [14]. It is worth noting that road 
transportation dominates China's cargo transportation pattern, 
accounting for 73.8% in 2020, so it is urgent to build an IoT-
driven supply chain to serve road transportation. 

Therefore, to improve the quality of logistics services and 
transportation efficiency, in the layout of intelligent logistics, it 
is necessary to make use of advanced tools such as Internet of 
Things (IoT) technology, data analysis means, and optimization 
algorithms to solve a series of key technical difficulties [15]. The 
application of these technologies shows great potential in 
enhancing the real-time monitoring capability of logistics 
services, intelligent identification accuracy, and promoting the 
synergistic optimization of various links [16]. Therefore, for 
logistics planning and decision-making, in-depth exploration 
and application of these technologies have extremely important 
research significance and practical value. 

 

Fig. 1. Correlation of traditional IoT technologies. 

III. RESEARCH METHODOLOGY 

A. IoT Theory and Technology Foundations 

At the heart of smart logistics is the efficient use of cutting-
edge technology, with IoT dominating the logistics sector and 
being widely used. IoT, as a unique and recognizable network 
of "things", is centered on the identification and aggregation of 
personalized information about "things" through 
sensors/controllers connected to the Internet. IoT, as a unique 
and recognizable network of "things", is centered on the 
personalized identification and aggregation of "things" through 
sensors/controllers connected to the Internet, a process that 
integrates electronic devices, Internet connectivity, and multiple 
devices such as sensors [17]. These integrated devices can 
interact with infrastructure such as cloud servers and respond 
and operate quickly to dynamically changing environments and 
situations. The IoT architecture can be subdivided into four 

layers: sensing, transmission, processing, and application layers. 
The sensing layer, as the core layer of IoT devices, is responsible 
for capturing and quantifying the physical characteristics of 
various types of objects and is composed of diverse sensors, 
RFID tags, and other sensing networks [18]. This layer captures 
data from the sensors directly associated with the objects and 
subsequently converts this raw data into digital signals and 
passes them to the transmission layer [19]. The transmission 
layer, on the other hand, plays the role of a bridge, using a 
variety of digital communication methods such as Bluetooth, 
ZigBee, 5G, etc., to receive and transmit these data signals from 
the sensing layer. The traditional IoT technology is known as 
SIoT technology and its IoT technology correlation is shown in 
Fig. 1. 

IoT system integration not only covers the functions at the 
basic data level but also provides data processing services and 
support for specific application requirements. Based on the 
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organizational structure of the enterprise, it flexibly provides 
diversified business support services [20]. Its building blocks 
include hardware platforms such as cloud services, big data 
technologies, artificial intelligence, and advanced algorithms, as 
well as a series of middleware (e.g., sensor network gateways, 
sensor network security middleware, embedded M2M 
middleware, etc.), which together weave a powerful technology 
network [21]. For example, the mid-tier capabilities of 
intelligent computing are fully utilized, while cloud services are 
transformed into a hub for remote data storage and processing, 
greatly facilitating the process of accessing, storing, and 
processing data. 

B. Key Technologies 

In the field of identification technology for LoT, Radio 
Frequency Identification (RFID) technology occupies a 
dominant position. This technology relies on radio waves for 
data collection and identification and constitutes a unique 
identification system. The system consists of an RFID tag, a 
reading device equipped with a transmitter, and an interface to 
the target system. Specifically, the RFID tag has a built-in 
microchip and antenna assembly; when the tag enters a specific 
magnetic field, it receives a frequency signal from the reading 
device. The microchip on the tag serves as the core of data 
storage, carrying relevant information about the target object 
[22]. The antenna acts as a data transmission medium, enabling 
the microchip to pass information about the object to the reading 
device. The reading device then converts the RFID identification 
data into a format that can be easily processed by a computer, 
allowing the user to easily identify a specific object or 
individual. 

Io Big Data enables flexible access to a diverse set of 
computing resources - servers, network architectures, storage, 
applications, and services - that are widely accessible and on 
demand. Such resources can be rapidly provisioned into place 
with minimal control and interaction between the user and the 
service provider, aiming to maximize data processing efficiency 
and capacity [23]. This model contributes significantly to the 
efficiency of data processing and computing. On the other hand, 
the big data technology system focuses on the all-round 
processing and insight of large-scale data sets, covering data 
collection, storage, refined processing, information extraction, 
and visualization. This process empowers users to dig deeper 
into the value of massive data, revealing the valuable 
information hidden behind the data. Through in-depth analysis 
and application exploration of big data technology, we can more 
thoroughly understand big data-related devices and their 
practical scenarios, which in turn will promote the performance 
leap and continue to optimize the user's interactive experience. 

The technique of processing and analyzing real-time large-
scale event streams can be called integrated event processing 
[24]. This process involves searching and organizing basic 
events to construct more complex and advanced events. 
Streaming analytics enables users to instantly monitor and 
analyze input data to dissect the causal chain of events and 
derive conclusions based on specific complex events. Low-level 
events are either manifested as a series of activities within a 
timeframe or as a bridge between events from different sources, 
and these elements are synthesized from a variety of data sources 
to shape complex event models that can be used to predict, 

manage, and regulate potential events, scenarios, and biases. At 
the core of CEP (Complex Event Processing) technology is the 
uninterrupted processing and profiling of massive streams of 
high-speed data (e.g., RFID data), which are combined with a 
variety of data streams, and are analyzed uninterruptedly. The 
core of CEP (Complex Event Processing) technology lies in the 
uninterrupted processing and analysis of massive high-speed 
data streams (such as RFID data), which are fused with 
decentralized data to enable immediate monitoring and response 
to critical business scenarios[25]. The efficient Complex Event 
Processor can react quickly to hidden patterns, correlations, and 
data abstractions between apparently unconnected events based 
on predefined rules. It can be viewed as a continuously operating 
intelligent application designed to maximize the overall value of 
challenging events, provide immediate decision support for 
diverse event scenarios, and enhance overall situational 
awareness and understanding. 

C. IoT Heuristic Exact Algorithms 

The solution of numerous complex optimization challenges 
often relies on metaheuristic algorithms that are viewed as 
efficient tools. These algorithms can be strategically 
differentiated into individual solutions for a single case and 
generalized solutions that are universally applicable. Among 
them, innovative practices in individual solving encompass 
unique strategies such as large-network search (LNS) and 
adaptive large-network search. Population-based 
metaheuristics, on the other hand, have the core goal of breeding 
novel solutions by integrating and adapting existing solution 
sets, or by promoting synergies between solutions in the learning 
process [26]. Among the many heuristic algorithms inspired by 
natural biological processes, genetic algorithms stand out for 
their generality. In each iteration, the algorithm selects two pairs 
of parents from the population based on the principle of fitness 
and generates new solutions (i.e., "offspring") by merging their 
characteristics through a mechanism that mimics the "crossover" 
mechanism of biological interbreeding. In addition, to ensure the 
diversity of solutions in the population, the genetic algorithm 
introduces a "mutation" procedure as an effective means of 
facilitating the algorithm's exploration of the unknown solution 
space. 

Eventually, the selected optimal solution is set as the 
dominant strategy in the next iteration loop. The family of 
swarm intelligence algorithms includes two members, Ant 
Colony Optimization (ACO) and Particle Swarm Optimization. 
Within the framework of these algorithms, ACO algorithms are 
often complemented with local optimization strategies to solve 
problems based on a predefined graph and a probabilistic 
mechanism for deciding their routes. On the other hand, particle 
swarm optimization algorithms envision a population of many 
"particles", each of which migrates from one place to another 
during the exploration process [27]. In this algorithm, the record 
of the optimal positions of individual particles and the optimal 
solution for the whole swarm of particles act as guiding factors 
that influence and shape the trajectory and direction of each 
particle. 

A meta-heuristic local search strategy examines the current 
state of a solution and promotes the transition from the current 
solution to a neighboring new solution that shows potential [28]. 
Taboo search (TS), a widely used algorithm, is rooted in the 
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strategy of continuous exploration, which does not stop 
searching even when a local optimum has been reached. Even if 
the objective function is relaxed, the rheology guarantees the 
validity of the current solution. Another strategy is the Large 
Neighborhood Search (LNS), which is known for its ambitious 
search landscape and shows remarkable search patterns by 
partially dismantling existing solutions through the removal 
operator and then restoring them with the reorganization 
operator [29]. Adaptive SPS strategies are similar but are unique 
in their ability to dynamically adapt and select the most effective 
operators in each iteration according to the search process. To 
avoid the pitfalls of local optimality, guided local search (GLS) 
broadens the search boundary by imposing constraints on the 
objective function, thus expanding the exploration domain. In 
addition, meta-heuristic techniques such as Variable 
Neighborhood Search (VNS), Stochastic Greedy Adaptive 
Search Process (GRASP), Simulated Annealing (SA), and 
Iterative Local Search (ILS) are also focused on the optimization 
of local search, aiming to jump out of the limitations of local 
optima [30]. These algorithmic architectures not only serve the 
direct solution of the problem but also play an important role in 
constructing the initial solution of the heuristic algorithms, 
which lays a solid foundation for finding more optimal 
solutions. 

Actuarial algorithm generation process for IoT: 

min j j
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In this case, both Eq. (1)
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and Eq. (3) both determine the positive and negative values of 
each variable of the function of x. 
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In Eq. (4), consider the variable in Eq. (1) as a constant 1 for

min jc
, and consider π as a constant variable; in Eq. (5) 

consider w, r, and t as natural variables. 

To assess the positive expectations of the current solution, 
perform an accounting of the price subcategories and ensure that 
at least the negatively corresponding columns are included in the 
updated RMP solution set. An optimal solution is considered to 
have been reached only if the price analysis does not reveal any 
unfavorable test results. For RMP problems, the new variables 

introduced during each iteration are intended to optimize the 
current set of variables and their corresponding pairwise optimal 
solutions, thus ensuring the optimization of the overall solution. 

D. Definitional Approach to IoT 

The most common means to solve global design challenges 
and many combinatorial optimization problems is with the help 
of branching strategies and their associated algorithms. 
Branching algorithms traverse the entire search domain, identify 
potential solutions, and select the optimal solution. This process 
relies on the structure of the search tree for partitioning and 
definition. A solution tree covering all potential solution paths is 
constructed, where the root node summarizes the global search 
pattern and pre-lists possible initial solutions. Each subroutine 
corresponds to a node presentation in the search tree. The 
decentralization technique, on the other hand, partitions the 
solution space into smaller blocks that can be recursively 
refined, aiming at generating children of unexplored nodes and 
eliminating suboptimal search patterns that may be confirmed 
during the partitioning process [31]. After completing the 
scrutiny of the entire tree structure, the searched optimal solution 
is fed back to the solution endpoint. 

IoT delimitation was originally designed to meet the 
challenges of various types of constraints or variables. It 
incorporates a combination of different branching strategies, 
related algorithms, and column-generation techniques. Similar 
to the linear relaxation branching method, the original problem 
is depicted by a Dwolfe distribution. This process first splits the 
primal problem into a master system with several sub-systems, 
followed by a consistent path to solving the currently limited 
master system problem and passing the corresponding binary 
variables to each sub-category. For each subcategory, a column 
generation technique is then employed to solve its linear 
relaxation constraint set. It is worth noting that although the 
column generation algorithm plays a key role in estimating the 
node lower bounds, the practical application of the branching 
strategy is carried out after the linear relaxation solutions are 
obtained. In addition, it is possible to divide a series of potential 
primal solution candidate sets into subsets and apply recursive 
constraints with branching to each subset. In the branch-and-
bound framework, the relaxation problem at each node is solved 
directly while the branch-and-bound pricing process is 
optimized using a column generation algorithm. By solving 
local problems iteratively, a series of problem sets optimized in 
the sense of linear relaxation can be identified. If a linear 
relaxation problem reaches an optimal state, the optimal solution 
can be further verified to satisfy the condition of an integer 
solution. During branching iterations, each new branch 
introduces unique constraints, resulting in the derivation of new 
subcategories that are again solved with the help of the column 
generation algorithm. This process continues, introducing new 
columns (i.e., variables) into the linear relaxation model until a 
globally optimal solution to the original problem is found. 

The IoT delimitation method is carried out utilizing the 
branch pricing algorithm, in addition to the main process, where 
column and integer solutions are examined at the nodes 
respectively, as shown in Fig. 2. 
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Fig. 2. Branch pricing algorithm flow. 

The set of cut strategies constitutes a solution methodology 
for universal design challenges. The core idea is that multiple 
linear programming paradigms can be nested within the 
planning framework, which together portray multiple faces of 
the same set of integer solutions through a system of transformed 
linear inequalities. When dealing with a linear relaxation 
problem and obtaining a fractional, and then additional solution, 
one realizes that the current scheme is not rigorous enough linear 
inequality constraints need to be added, aiming at eliminating 
unrealistic floating-point or generalized solutions, and 
progressively approximating the globally optimal integer 
solution. This process is a way of pinpointing the poles of the 
optimal numerical solution that can be easily solved outside of 
the widened linear relaxation domain. 

The dyadic principle of linear programming, on the other 
hand, breaks down the complex overall design problem into a 
series of asymptotically accurate local linear programming 
subproblems, with each round of solution pushing us closer to 
the ultimate solution. In the execution of the tangent algorithm, 
the first step is to solve the base problem with boundaries on all 
original variables, and then move to the relaxation problem [32]. 
The algorithm is terminated if a no-solution situation is 
encountered in the process, or if the best solution presents a 
generic characterization as non-integer. Instead, an additional 
linear boundary called a "cut" is introduced, which is designed 

to precisely cut out the non-integer solution space that has not 
yet been covered and integrate it into the current relaxation 
model to exclude the validity of the current solution, which is 
then resolved based on the updated model. This process is 
repeated until all solutions for all basic variables meet the integer 
requirements. 

The delimitation of IoT should also consider the interaction 
flow between the front and back end, to consider the request to 
send Axios to start, through the control, service, data, and entity 
four levels to reach the end of data persistence, as shown in Fig. 
3. 

 

Fig. 3. IoT front and back-end interaction flow. 

IV. RESULTS AND DISCUSSION 

A. IoT System Architecture 

Using the system structure hierarchical construction method 
to build an IoT platform and commissioning system, the initial 
intention of building an industrial IoT platform and virtual 
commissioning system is to rely on a cloud platform to realize 
instant remote monitoring of the status of each device in the 
industrial production chain [33]. In addition, the cloud data-
driven remote storage line virtual debugging mechanism 
effectively shortens the on-site troubleshooting cycle and 
significantly improves the maintenance efficiency and 
performance during the various stages of production line 
debugging. 

The construction of the IoT platform and debugging system 
is divided into five layers from the "virtual device layer" to the 
"virtual simulation debugging layer", as shown in Table I. 

The experiments for IoT were divided into 30 sessions, and 
the number of debugging system fluctuations for the IoT 
platform is shown as a folded line in Fig. 4 (right axis), and the 
IoT latency test points are shown as squares in Fig. 4 (left axis) 
as the summation of the values on the major latency nodes (3, 5, 
6, 15, 20, 22, 23, 25, 27, 28, 29, and 30). The IoT platform 
debugging system fluctuation and delay test results are shown in 
Fig. 4. 
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TABLE I. CONSTRUCTION OF IOT PLATFORM AND COMMISSIONING SYSTEM 

Virtual Device Layer 

Equipment 

communication control 

layer 

Data Storage Layer IoT cloud platform layer 
Virtual simulation 

debugging layer 

ABB industrial robots PC-SDK 
Data acquisition 

Data management Data monitoring Data Mapping 

Youao Industrial Robot TCP/IP Data subscription Command parsing Motion driven 

Siemens PLC S7 Data parsing OPC UA OPC UA Client collision detection 

KEBA PLC TCP/IP Data display Real-time MOTT 
Visualization 

AVG REST 
Data control 

HISTORICAL DATA data display 

RFID Serial port MySQL Command Control Unity 3D 

The communication management layer architecture adopts a 
separated front and back-end design mode, and its core system 
module relies on Java and Spring Boot framework to build and 
realize efficient data interaction and persistence with the 
database by integrating a hybrid programming paradigm and 
MyBatis technology. This layer focuses on data processing logic 
planning and communication protocol management at the 
virtual device level. The front-end display layer is crafted using 
the Vue.js framework, focusing on the smoothness of user 
interface interaction and the flexibility of data configuration. In 
contrast to traditional project architectures, the UI code is often 
tightly coupled with Java Server Pages (JSPs), which are located 
in the backend of the server. In this model, the UI browser needs 
to retrieve HTML, CSS, and JavaScript resources from the JSP 
for data visualization and page presentation. This process is 
accompanied by a large amount of interactive data transfer, 
resulting in a lengthy and inefficient analysis and processing 
process, which in turn hinders the long-term maintenance and 
iterative development of the project. On the contrary, after the 
implementation of the design principle of separating the UI from 
the back-end logic, the UI layer actively disengages from the 
role of direct control of the browser page and focuses on the 
serialization of data (e.g., JSON, XML, form data, etc.) and 
recovery work. Front-end pages are loaded independently, 
which significantly reduces the number of communications 
between the front and back ends, greatly reduces the complexity 
of data interaction, effectively reduces the business processing 
pressure on the back-end server, and thus realizes a significant 
improvement in the overall performance of the system[34]. 
Therefore, the specific embodiment of the robustness of the 
Internet of Things logistics for the first high, then low, and then 
high, its horizontal axis is the number of iterations, the vertical 
axis is the robustness, that is, the performance of the 
performance due to the increase in the number of 
communications to deteriorate, but also because of the iteration 
and the enhancement of the process of the number of Internet of 
Things iterations and the linkage of the robustness, specifically 
as shown in Fig. 5. 

 

Fig. 4. IoT platform debugging results. 

 

Fig. 5. IoT iteration count and robustness linkage. 
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In the heuristic algorithm mentioned in 3.3 above, the 
heuristic actuarial algorithm columns are generated in such a 
way that firstly the first row generates a column  1, followed 
by the algorithmic disaggregation using Do and while as shown 
in Table II. 

TABLE II. HEURISTIC ACTUARIAL ALGORITHM COLUMN GENERATION 

column generation 

Generate an initial set of columns  1 

Do 

     Calculate the answer MP 

      : New columns obtained from sub-problems 

       1   

     While    

The core concept of microservices architecture is to refine 
the huge software system into a series of independent, different 
functions of the service unit, the collaboration between these 
units does not interfere with the integrity of the business logic. 
Spring Cloud is the Spring ecosystem for the development of 
microservices framework, and support for the integration of 
Spring Boot Starter to enhance the scalability of the system. It 
provides a complete set of components, covering service 
registration and discovery, service consumption, maintenance, 
disaster recovery, API gateway, distributed tracking and 
monitoring, distributed configuration management, and other 
key aspects. 

The development of communication layer systems and 
devices is rooted in the Java programming language, which is 
widely used in web server construction and big data processing 
because of its reliability, security, cross-platform compatibility, 
and superior performance. In industry, the construction of 
hardware operating systems and external communication 
libraries often relies on languages such as C++ and Python. 
Similarly, industrial simulation devices utilize virtual device 
technology on diverse simulation software platforms, relying on 
their core systems to provide communication protocols and 
library support. To achieve robust communication and efficient 
data processing, the debugging system has to cross the Java 
boundary and adopt hybrid programming and integrated 
programming strategies, which invariably exacerbates the 
complexity of the communication challenges among different 
programming languages. To address this challenge, the Hybrid 
Programming course will focus on exploring new ways to 
skillfully blend the strengths of each language through advanced 
integration techniques. Specifically, the extension session aims 
to integrate functional modules from languages other than Java, 
and realize seamless collaboration between modules through 
careful design and development; while the integration process 
involves configuring the parsers of other languages to execute in 
the Java Runtime Environment (JRE), thus expanding the 
capabilities of the system and achieving a leap in functionality. 

In the construction of the communication layer system of 
IoT, it is found that the bands of centralized interactive data 
transmission are mainly concentrated in the following four 
bands "57~61", "73~76", "81~83", and "08~12". ", "08~12", 
therefore, the evaluation of the four bands of the communication 

layer system, column thickness indicates the level of 
expectations, the ability of interactive data transmission for the 
curve, which is concentrated in the range of 2.5T~13.5T, as 
shown in Fig. 6. 

 

Fig. 6. Communication layer assessment for centralized interactive data 

transmission bands. 

In the IoT communication architecture, the system integrates 
the Java Native Access (JNA) library, which is seen as an 
optimization and enhancement of the Java Native Interface (JNI) 
mechanism. When it comes to Java's Dynamic Link Library 
(DLL) calls to C++, JNA provides a more straightforward 
approach: it is assumed that you have already done the 
corresponding adaptation work, which constitutes one of the 
application scenarios. It is worth noting that the calling 
mechanism of the generic DLL follows the data structure 
specification defined by Sun, rather than directly adopting the 
data structure of the C language, to achieve access to functions 
within the established DLL. Ultimately, the process consists of 
downloading the shared Java library files and embedding them 
in the linked library system as function proxy service 
components. 

B. Platform Construction and Testing for IoT 

The database used to retrieve the data for this study is 
MySQL, which as a relational database management system has 
significant advantages in terms of its openness (open source), 
superior computational performance, and broad support for 
multiple platforms and applications [35]. In contrast, MyBatis is 
known for its lightweight, as an open-source database 
interaction manager, it is embedded in the essence of traditional 
JDBC (Java Database Connectivity) technology. Through the 
integration of global configuration data and mapping files, 
MyBatis can flexibly map the database table structure to the 
system-level classes and property blocks, this process cleverly 
circumvents the database driver registration, connection setup, 
and centralized SQL management of cumbersome 
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configuration. Integrating MyBatis into the Spring Boot 
framework not only simplifies dependency management but 
also makes it more straightforward and efficient to write query 
statements and manage database tables at the system data access 
object (DAO) level. This integration strategy promotes 
development efficiency and enhances application 
maintainability and scalability. 

In the selection of MySQL to be centralized interactive data 
transmission band database validation, the band stability 
structure determination found that the purple for MyBatis, green 
for MySQL, and orange for the traditional other vb databases, 
found that the green MySQL peak band is similar to the 
interactive data that is, in the "57 ~ 61 ", "73~76", "81~83" all 
have better stability, most in line with the idea of this study, 
therefore, MySQL was selected as the tuning database, Fig. 7 
horizontal axis is the band, the vertical axis is the stability. 
Specifically shown in Fig. 7. 

 

Fig. 7. Database selection test. 

In the construction of the database, the IoT model is used to 
construct the data fields, the specific types of fields required 
such as demand, time, order details, storage information, etc., as 
shown in Table III. 

TABLE III. FIELD TYPES REQUIRED FOR ORDERS 

Field Name Field type 
Can it be 

left blank 
explain 

Bill_id Int NO 

Order number, self 

increment primary 

key 

Cargo_name Int NO Name of goods 

Demand_num Int NO Quantity demanded 

Demand_time Int NO Requirement time 

Cargo_id varchar NO Customer ID 

Creat_time data NO 
Table record creation 

time 

Description varchar NO Order Description 

The virtual commissioning system not only builds a bridge 
for communication and connecting information but also 
successfully meets the challenges of integrated management and 
unified storage of heterogeneous data from industrial 
equipment. In the face of complex industrial environments 
containing massive parallel, heterogeneous, and multi-source 
data, OPC UA technology is regarded as a powerful assistant for 
industrial IoT data management, helping the debugging work of 
virtual modeling. In this framework, Kepware, the preferred 
OPC UA server, is widely used as an industrial communication 
server software for controlling industrial automation equipment 
and associated industrial control programs. The process of 
initializing the server involves configuring communication 
addresses and ports, deploying channels on the KEPServer EX 
platform for the virtual system device hierarchy, adding analog 
devices, designing tag groups and tags based on the database 
table structure, and creating the corresponding nodes in the 
address space of the OPC UA server. Subsequently, the server 
control configuration table is optimized, and the OPC UA client 
service is constructed based on Spring Cloud microservice 
architecture, focusing on communication and hardware 
management functions. 

In addition, the client can use the push mechanism to track 
the data changes from the server node, once the data is updated, 
the server will quickly analyze the host data and instantly send 
the host ID and attribute data back to the client, which 
effectively avoids the resource consumption of the client due to 
frequent polling of the server. Therefore, the three major 
systems in cloud services, i.e., IoT, Cloud Computing, and Edge 
Computing are evaluated for Data Return Resource 
Consumption where the results of the W1, W2, W4, W6, and 
W8 phases are shown in the following figure, and it is found that 
the average Data Return Resource Consumption rate of IoT is 
lower than that of Cloud Computing and Edge Computing, 
which is shown in Fig. 8. 

 

Fig. 8. Evaluation of data backhaul resource usage for IoT, cloud 

computing, and edge computing. 
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In the constructed IoT database, the logistic capacity data is 
retrieved from SQL, and the information table used, which 
restricts the data fields, only uses two types of data, int, and 
Varchar, as shown in Table IV. 

TABLE IV. SQL CAPACITY INFORMATION RETRIEVAL TABLE 

Field Name Field type 
Can it be 

left blank 
explain 

ID Int NO 
Self-increment 
primary key 

Warehouse_ID Int NO 
Warehouse 

number 

Vehicle status Int NO Vehicle status 

Vehicle_id Int NO Vehicle number 

Vehicle position Varchar NO Vehicle position 

Description Varchar YES Order details 

To accurately replicate real-life IoT scenarios, the 
dimensions and construction of the simulation model need to 
follow the exact scale of the actual device. The process starts 
with the precise dimensioning and construction of the model 
according to the device manufacturer's detailed specifications, 
followed by an in-depth analysis of the entire simulation 
framework. The component modules are carefully constructed 
and finally brought together into a unified model system through 
a series of integration steps using uplink technology. To 
facilitate the seamless integration of the model across different 
software, the model templates are exported to STL format files, 
which greatly facilitates their importation into 3ds Max, thus 
allowing the user to adjust the mapping and optimize the surface 
details. To further enhance the realism of the simulation, the 
powerful rendering engine of 3ds Max is fully utilized, and its 
on-screen rendering function effectively enhances the realistic 
texture of the model. In terms of material and color selection, 
users can carefully choose from a rich library of materials and 
color samples to ensure that the surfaces of the model's 
components accurately reflect the texture and hue of the actual 
materials. In addition, to bring the design closer to real-world 
application scenarios, users can also subtly incorporate labeling 
elements, such as unique texture pattern files and brand logos, 
which undoubtedly add a sense of realism and professionalism 
to the overall design. 

The logistics of IoT are finally warehoused, and the goods in 
the warehouse are still accessed using SQL's database, and the 
specific access and querying are done using three numeric types: 
int, varchar, and date, as shown in Table V. 

TABLE V. SQL INBOUND ORDER FIELD QUERIES 

Field Name Field type 
Can it be left 

blank 
explain 

ID Int NO 
Self increment 

primary key 

Creator_id Int NO Creator ID 

Bill_type Int NO Order type 

Start_time Date NO 
Process start 

time 

Real_time Date NO 
Actual process 
time 

State Varchar NO State 

Description Varchar YES Order details 

C. AHP and Entropy Weight Method for Logistics Supply 

Chain Evaluation 

AHP and entropy weight method of logistics supply chain 
evaluation system is divided into four steps, firstly, to determine 
the indicator system of the evaluation object, secondly, to 
determine the AHP weights, again to determine the weights of 
entropy weight method, and finally to utilize the comprehensive 
weights for comprehensive analysis. The calculation of the 
evaluation object index system determination and objective 
assignment method-entropy weight method is shown in Table 
VI. 

TABLE VI. EVALUATION OF INTERNET OF THINGS INDICATOR SYSTEM 

AND ENTROPY WEIGHT METHOD 

Name Weight Difference Coe 
Information 

entropy 

Mobile electronic 

equipment 
0.1198 0.043 0.953 

Sensor market 

size 
0.1231 0.001 0.864 

Internet Popular 

rate 
0.2981 0.089 0.943 

Fixed broadband 
terminal 

0.0471 0.012 0.896 

IPv6 size 0.1871 0.074 0.798 

R and D 0.2001 0.051 0.453 

Technological 

personnel 
0.1143 0.011 0.976 

IoT personnel 0.0178 0.053 0.768 

Number of 

patents 
0.1841 0.095 0.989 

GDP 0.0231 0.043 0.742 

In the evaluation, the normal distribution function of the 
efficiency loss of the IoT is to be considered, and there are three 
peaks of the specific normal distribution, which are shown 
centrally in this paper, it turns out that the loss point is between 
[-1, 1] and [500, 600], and therefore, does not affect the results 
of this paper, and the specific normal function, as shown in Fig. 
9. 

 

Fig. 9. Normal distribution of IoT efficiency loss. 
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After using the objective assignment method entropy weight 
method to determine the weights, but also to use the AHP 
method of IoT evaluation of subjective weight determination, 
the difference between it and entropy weight method is that one 
belongs to the objective assignment method, one belongs to the 

subjective assignment method, the combination of the two to 
eliminate the defects of subjective and objective assignment of 
IoT, using the advantages of both, the following B1 ~ B10 
represent 1 ~ 10 in Table VII respectively. Specific methods are 
as follows: 

TABLE VII. ASSIGNMENT OF AHP FOR IOT EVALUATION 

B|A A1 0.322 A2 0.3331 A3 0.4331 Weight 

B1 0.0423   0.0294 

B2 0.3513   0.1321 

B3 0.4091   0.0431 

B4 0.0121   0.0213 

B5 0.0311   0.0741 

B6  0.1812  0,2913 

B7  0.4121  0.0123 

B8  0,3941  0.0478 

B9   0.6412 0,1239 

B10   0.3586 0.2312 

This evaluation study is divided into three parts: 
comprehensive weights (i.e., a subjective and objective 
combination of weights), consistency test results, and IoT 
development index, The consistency test is a test of the AHP 
method, placed here the more intuitive expression of the 
accuracy of the empirical results, the IoT development index 
also shows an upward trend, as shown in Table VIII. 

TABLE VIII. COMPOSITE WEIGHTS, CONSISTENCY TEST, AND IOT 

INDUSTRY DEVELOPMENT INDEX FOR IOT 

Secondary 

indicators 
Weight Consistency Level 

B1 0.071 0.0784 0.6131 

B2 0.124 0.0423 0.741 

B3 0.232 0.0741 0.764 

B4 0.041 0.0913 0.898 

B5 0.021 0.0871 0.912 

B6 0.251 0.0214 1.009 

B7 0.031 0.0871 1.031 

B8 0.071 0.0912 1.423 

B9 0.012 0.0172 1.632 

B10 0.129 0.0842 1.762 

V. CONCLUSION AND FUTURE WORKS 

This study deeply explores the core role and significant 
effect of IoT technology in the coordinated response mechanism 
of logistics supply chain management, which provides strong 
theoretical support and practical guidance for the intelligent 
transformation of the logistics industry. Through systematic 
analysis and practical verification, we have clarified that IoT, as 
a representative of the new generation of information 
technology, lays a solid foundation for the transparency, 
intelligence, and efficiency of the logistics supply chain with its 

powerful data sensing, transmission, and processing capabilities. 
The coordination and response mechanism of the logistics 
supply chain has realized a qualitative leap. IoT technology not 
only realizes real-time and accurate information sharing among 
nodes of the supply chain and eliminates the barrier of 
information asymmetry, but also improves the sensitivity and 
response speed of the supply chain to market changes through 
intelligent analysis and prediction. This data-based decision-
making support makes the supply chain more accurate and 
efficient in resource allocation, inventory management, logistics 
scheduling, etc., effectively reducing operating costs and risks. 
More importantly, the application of IoT technology promotes 
the in-depth integration and synergy of all links in the supply 
chain, forming a closer and more flexible supply chain network. 
In the face of unexpected events or market demand fluctuations, 
the IoT-driven coordination and response mechanism can 
quickly adjust strategies and optimize resource allocation to 
ensure the stability and resilience of the supply chain. This 
ability is of great significance for enhancing the overall 
competitiveness of the logistics industry and coping with the 
complex and volatile market environment. 

The study has several limitations that warrant further 
exploration. Firstly, the proposed IoT-driven logistics supply 
chain coordination mechanism may lack generalizability across 
industries with diverse operational needs. Secondly, challenges 
such as network latency, data inconsistency, and device 
interoperability affecting real-time data accuracy remain 
inadequately addressed. Thirdly, the scalability of the 
framework for larger, more complex supply chains is not 
thoroughly evaluated. Lastly, the economic feasibility of 
implementing the proposed technologies, especially for small- 
and medium-sized enterprises, is insufficiently analyzed. Future 
research could focus on adapting the framework to different 
industries, integrating advanced technologies like blockchain, 
AI, and edge computing to enhance system reliability, exploring 
sustainable IoT practices to reduce environmental impact, and 
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conducting detailed cost-benefit analyses to assess the economic 
viability of such systems. 
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Abstract—Web development is a data-centric field and 

fundamental component of data science. The advent of big data 

analytics has significantly transformed the processes, knowledge 

domains, and competencies associated with Web development. 

Accordingly, educational programs must adjust to contemporary 

advancements by initially determining the abilities required for 

big data web developers to satisfy industry demands and adhere 

to current trends. This study aims to identify the knowledge areas 

and abilities essential for big data analytics and to create a 

taxonomy by correlating these competences with currently 

popular tools in web development. A mixed method consisting of 

semi-automatic and clustering methods is proposed for the 

semantic analysis of the text content of online job advertisements 

associated with the development of big data web applications. This 

methodology uses Latent Dirichlet Allocation (LDA), a 

probabilistic topic modeling tool, to uncover hidden semantic 

structures within a precisely specified textual corpus and average 

linkage hierarchical clustering as a clustering analysis technique 

for web developers. The results of this study are a web 

development competency map which is expected to help evaluate 

and improve the knowledge, qualifications and skills of IT 

professionals being hired. It helps to identify the roles and 

competencies of professionals in the company’s personnel 

recruitment process; and meet industry skill requirements 

through web development education programs. The competency 

map consists of knowledge domains, skills and essential tools for 

web development such as basic knowledge, frameworks, design 

and user experience, database design, web development, cloud 

computing and other soft skills. Furthermore, the proposed model 

can be extended to several types of jobs in the IT sector. 

Keywords—Big data analytics; hierarchical clustering; Latent 

Dirichlet Allocation; web development; knowledge; skill 

I. INTRODUCTION 

The revolution of Industry 4.0 carried out the concept of 
digitalization in all sectors producing big data. Big data consists 
of enormous volumes and a variety of data. It is impossible to 
manage and process the traditional management methods [1]. 
Big data analysis reveals hidden information, patterns, and 
correlations with new insights [2]. The valuable insights and 
implications derived from big data analytics are used in 
intelligent processes, such as guiding decision-making strategies 
in various organizations, including educational institutions, 
businesses, and governments. Big data are generated from many 
resources, such as websites, applications, emails, social media, 
and other multimedia platforms [3], [4], [5]. 

Websites as famous digital marketing in any organization, 
have caused increasing demand for data-oriented services, 
aligning knowledge and skill sets related to big data [2], [6]. Big 
data analytics is defined as the process of examining, processing, 
and analyzing large and complex data sets that cannot be 
handled by traditional methods. The goal of these analytics is to 
identify patterns, trends, and useful insights from structured and 
unstructured data [7] [8]. 

Recently, the technology lifecycle has shown a significant 
increase in big data-driven websites. Some modern products and 
services have been embedded in big data-oriented websites; 
thus, they have become an interesting topic for researchers[9], 
[10]. Digital transformation across business and industrial eras 
provides an exciting experience for software and service-based 
economics, for which modern websites can provide valuable 
information from big datasets [11], [12]. During this process, 
websites played a significant role in modernizing numerous 
sectors [13], [14], [15]. Web developers played an important role 
in developing ICT-based industries. Web developer is one of the 
information technologies (IT) occupations projected to grow by 
almost ten percent by 2033, it is much faster than other IT 
occupations [16]. The main task of web developers is to design 
and build a responsive website using popular programming 
languages such as HTML, cascading style sheet (CSS), and 
JavaScript. They are also responsible for testing, debugging, and 
integrating systems using application programming interface 
(API) services. 

Big data causes new and challenging problems that need to 
be resolved using artificial intelligence. The Indonesian 
Ministry of Education, Culture, Research and Technology 
(Kemendikbudristek) stated that, only 15-20% of bachelor 
graduates have competencies match to their jobs. Skills and job 
profiles in the (Information Technology) IT sector is not clearly 
defined [17]. Therefore, some literature has discussed the big 
data of web developers and has become a hot topic among 
scientists in the last five years [18], [19]. Big data consists of 
approximately 5Vs; volume means a huge amount of data, 
variety means a type of data such as structured and unstructured 
data, velocity means high speed and real-time, veracity means 
reliable and accurate, and variability means volatility [1], [9]. 
These five characteristics of big data form the basis of the web 
development life cycle through methodologies and approaches 
in Big Data Analytics (BDA). This study aims to reveal hidden 
information and the value of implementing BDA in web 
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developers’ occupations by identifying its knowledge domains 
and skill sets. 

Given this context, BDA requires a diverse set of skills, 
programming languages, web development tools, and 
frameworks. The web development industry is a dynamic work 
environment that relies entirely on the resources of qualified 
people. The competence of BDA specialists strongly influences 
the quality of BDA-based products and services. BDA has 
grown in popularity, as has the requirement for qualification. A 
semi-automatic methodology was proposed to analyze 
collections of online job advertisements (ads). Our methodology 
is based on semantic analysis – hierarchical clustering (SA-HC) 
of BDA job ads using Latent Dirichlet Allocation (LDA) and 
average linkage hierarchical clustering. Latent Dirichlet 
Allocation (LDA). LDA is a generative statistical model used in 
a wide range of research in natural language processing and data 
analysis, such as topic modeling, sentiment analysis, and text 
analysis. This study revealed the core skills and knowledge 
required for BDA based on discovery topics, using LDA and 
hierarchical clustering analysis. The topics are mapped based on 
competency domains to reveal a structured taxonomy for BDA. 
Furthermore, the technologies required for BDA, such as 
programming languages, databases, and big data tools, are 
extracted. 

The main contributions of this research are: 

 A competency taxonomy for BDA developed by 
mapping the topics according to competency domain. 

 The complex datasets provide a wide range of web 
developers topic area. 

 A novel mixed method consists of latent Dirichlet 
allocation (LDA) and average linkage hierarchical 
clustering. 

 BDA contributes significantly to decision-making 
processes because it has high granularity detailed 
information related to web developers’ knowledge and 
skill sets. 

 This research has been conducted by involving expert 
judgement in determining web development analysis. 

II. RELATED WORKS 

The methodology of this study provides a comprehensive 
explanation of big data analytics and semantics associated with 
them. It is also based on a content analysis of the textual content 
of BDA job ads using generative topic models to reveal the 
knowledge domains and skill sets required for BDA. Therefore, 
the background of the study is addressed under two subheadings: 
big data web developers and topic models / big data analytics. 

A. Big Data Analytics 

Big data analytics is the process of analyzing large volumes 
of documents to extract meaningful insights and values. High 
technology industries pioneered the method of deriving values 
from BDA. It includes a variety of data-intensive technologies 
that are capable of processing large volumes of data [1], [20], 
[21]. High-level management uses big data to impact grateful 
decision making, which is one of the parameters useful for BDA. 

This makes a substantial contribution to decision making 
because large-scale data contains specific information. The 
BDA consisted of five stages: 

 Data retrieval refers to a set of text, images, videos from 
the Internet, sensors, and e-commerce; for example, 
social media generates billions of related data every day. 

 Data acquisition consists of collecting data from sources, 
preprocessing to clean datasets, and transforming the 
data for purposes such as classification or clustering. 

 Data management file system was created for effective 
data storage and processing of large datasets. The 
industry deploys big data cloud models and systems, 
such as the Hadoop distributed file system (HDFS) and 
NoSQL. 

 Data analytics is the process of extracting insights from 
massive datasets using artificial intelligence techniques 
such as machine learning and data mining. BDA reveals 
knowledge for decision making by identifying hidden 
patterns, links, and interconnections. User experiences 
such as customer service and decision support can be 
enhanced by BDA. 

 Data visualization is a graphical representation 
commonly used in big data. Researchers can use general 
software such as R studio or MATLAB to create some 
visualizations. Other than that, industries usually use 
their own applications, such as GIS-based 3D 
visualization, to monitor traffic data. 

B. Web Developers 

Web developers is one of information technology (IT) 
occupation which projected to grow almost ten percent up to 
2033, it is much faster than other IT occupations[16]. The main 
task of web developers is to design and build a responsive 
website using popular programming languages, such as HTML, 
CSS, and JavaScript. They are also responsible for testing, 
debugging, and integrating systems using API services. Reliable 
and fast interconnection between web and mobile development 
has become a trending issue. Web developers can access WSs 
through application programming interfaces (APIs) in social 
media platforms [18]. Furthermore, web development tools have 
been implemented to enhance the accessibility of artificial 
intelligence for researchers and end-users [19]. 

C. Latent Dirichlet Allocation (LDA) 

LDA, a generative statistical model, has become a popular 
method for topic modeling in text mining [2]. Latent pertains to 
the identification of semantic content in corpus documents 
through the analysis of the underlying semantic structures. The 
generative approach in LDA ensures the allocation of terms in a 
document to random variables, followed by semantic clustering 
through a repeating probabilistic process grounded in Dirichlet 
distribution. LDA is an unsupervised learning methodology that 
does not require labeling or training datasets. It can be concluded 
that LDA can be efficiently applied to large corpus documents 
to identify semantic patterns. In the past five years, LDA has 
gained popularity in text mining studies spanning a variety of 
contexts, including e-commerce reviews, natural language 
processing, information extraction, sentiment analysis, and 
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social media trend analytics. Likewise, this approach has been 
used as a successful strategy in some studies that analyzed online 
job advertisements from businesses and industries. In the past, 
topic models were only created for textual data analysis but are 
currently being applied to a variety of data sources, including 
genetic data, photos, videos, and social networks. For these 
reasons, this study implemented LDA as a topic modeling 
method. 

D. Average Linkage Clustering Analysis 

Unsupervised learning such as hierarchical clustering, has 
become a popular method in data analysis. A superior cluster 
quality was provided by hierarchical clustering, thereby 
diminishing the sensitivity of clustering to various problem 
types. It comprises two methodologies: bottom-up and top-
down. Agglomerative as a bottom-up approach initially treats 
each instance as an individual cluster, which is subsequently 
merged to form bigger clusters; this is known as Average-
Linkage Hierarchical Clustering (ALHC) [22]. This process 
continues until all the clusters are combined into a single giant 
cluster containing all the instances. The hierarchical clustering 
method identifies common traits and job profiles in IT job posts, 
including competency, programming languages, web 
development tools, and frameworks [23]. 

III. RESEARCH METHOD 

This study analyzed the content of web developer’s job 
advertisements. The proposed research methodology is 
described in Fig. 1 which consists of three main phases: data 
collection, text preprocessing, and LDA implementation. The 
following figure illustrates the overall process. 

Data Collecting

Text Preprocessing

Tech in Asia Glints LinkedIn

Web Scaraping

BIG DATA 

CORPUS

Implemented of LDA

Preprocessor Stemming Lemmatization

Implement LDA-Based Topic Modeling

Analyze of Knowledge and Skills by LDA

Visualization of Hierarchical Clustering Topics

Development of a taxonomy for BDWD competencies

 
Fig. 1. Research methodology of big data analytics using LDA and 

clustering analysis. 

A. Data Collection 

The data used in this study were obtained from online job 
advertisements published by Glints [24], Tech in Asia [25], and 
LinkedIn [26]. A total of 2649 data were collected using the web 
scraping technique from January 2023 to July 2024. Job 
advertisements were searched using the keyword ‘web 
developer’, ‘web development’, and some expertise fields, 
including job title, job description, and required skills were 
collected. Table I presents the sample dataset. 

TABLE I. SAMPLE OF DATA COLLECTION 

Job Title Job Description Required 

Skills 

Full stack 
Developer 

Design, build, and optimize front-end and 
back-end code. Develop and maintain web 

applications. Integrate third-party APIs 

and services. Perform testing and 
debugging to ensure application quality. 

Collaborate with the design team to 

implement a responsive and intuitive user 
interface. Manage databases and perform 

query optimization. Provide continuous 

technical support and bug fixes. Keep up 
with the latest technological developments 

and implement best practices in 

development. 
 

jQuery 
Debugging  

Laravel  

JavaScript  
CSS3  

GIT 

 SQL  
PHP  

HTML5 

Web 

Developer 

Develop new web application or 

customize existing application Learn new 
technology when required in the process 

of application development Problem 

solving and working with team on a 
project 

Node.js  

REST API  
Laravel  

PHP 

B. Text Preprocessing 

Text preprocessing has become a crucial stage in 
information retrieval research. However, text data often comes 
in an unstructured form and is full of noise, especially when 
obtained from sources such as social media or websites. 
Therefore, text preprocessing is a crucial initial step in aligning 
data before being directed to further stages of analysis. The 
preprocessing stage plays a major role in removing text data 
from noise, which can damage the quality of the results [2], [27], 
[28], [29], [30]. Text preprocessing applied to the experimental 
data set consisted of several sequential stages. First, the text data 
were divided into words (tokens/parsing), known as 
tokenization, to obtain meaningful attributes [31], [32]. 

Tokenization divides text in the form of sentences or 
paragraphs into tokens/parts that are then represented by data 
vectors [33], [34], [35], [36]. Furthermore, web links, personal 
tags, and characters/affixes with no meaning were removed. The 
next stage was the stop word process. Stop words are used to 
reduce the number of words in a document, which affects the 
speed and performance of Natural Language Processing (NLP) 
[37], [38], [39]. 

The text preprocessing stages involved in converting textual 
data into keywords in WordStat ver.2024 are: 

1) Pre-processor: This option allows custom text 

transformations to be analyzed before or instead of the 

execution of the other three standard processes: lemmatization, 

exclusion, and categorization. These transformations are 

achieved by executing specially designed external routines that 
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can be accessed in the form of Python scripts, external EXE 

files, or functions in dynamic link library. 

2) Stemming: Stemming is a process used in text 

preprocessing to convert words into their base form [40], [41], 

[42]. For example, the word ‘running’ is changed to ‘run. This 

helps in text analysis because it reduces the variation in words 

with similar meanings. Stemming ignores suffixes and prefixes 

to arrive at the base form of the word. Its use is common in 

applications such as information retrieval, sentiment analysis, 

and text mining. This can be useful for improving the accuracy 

of text analysis. 

3) Lemmatization: Lemmatization is a process in text 

preprocessing that aims to change words into their basic form 

or ‘lemma’. Unlike stemming, which only cuts off the endings 

of words, lemmatization considers context and changes words 

into their grammatically correct basic forms [43], [44]. After 

the preprocessing stage was completed, each text (job ad) in the 

dataset was defined as a word matrix. As a result of the 

preprocessing, the word space size for the entire dataset was 

reduced from 28232 to 22773. The dataset consisting of the job 

ads "TGL Web Developer and Digital Designer" is 

characterized by 22773 unique words, which also refers to the 

word matrix size for each ad. The number of matrices/vectors 

is 1868, which is also the number of job ads. The Document 

Term Matrix (DTM) created for this analysis consists of 1868 

rows and 22773 columns. In other words, the DTM shows that 

1868 job ads were represented by a word space consisting of 

22773 terms. The DTM weighting process is performed by 

considering the word frequency. 

C. Implementation of LDA-Based Topic Modeling 

This step of the experimental analysis entails the application 
of a topic model to the dataset to reveal the domain knowledge 
and expertise necessary for BDA in a clear and comprehensible 
manner. The LDA model is a document generation model based 
on Bayesian theory, that excels in extracting themes and features 
from voluminous texts. This concept has found extensive 
application in fields such as text mining and information 
retrieval [45]. The inherent qualities of research that utilizes 
semantic analysis of job advertisements contribute to the 
effectiveness of LDA as a topic model [2]. LDA-based topic 
modeling assumes that the distribution of subjects in texts and 
the distribution of words within topics are mutually independent. 
Identical terms may manifest at varying degrees across distinct 
subjects. Likewise, specific subject matter may manifest to 
varying degrees in several written materials. The fundamental 
premise of the LDA model is derived from the Bayesian joint 
probabilistic model. The objective of this study is to use LDA-
based topic modeling to reveal the underlying semantic 
structures (word clusters) in a textual corpus of job advertising. 

Once the LDA model was implemented, the probability 
distribution for each topic is computed using Bayesian 
estimation methods in conjunction with the Dirichlet 
distribution. The WordStat ver.2024 tool was utilized to 

implement an LDA model in this experimental investigation 
[46]. This tool is specifically designed to implement an LDA 
model. WordStat was implemented with varying iteration counts 
and was stabilized after 500 successive Gibbs sampling 
iterations. 

The Bayesian inference model is the most important 
component of the LDA model [45], which is produced by the 
three-layer Bayesian probability of the "topic word" in the text. 
The diagram in Fig. 2 illustrates the topological structure of 
LDA. The fundamental algorithms of the data of a data-
sampling algorithm and a feature-weight algorithm. The data 
samples in this study were collected using a web scraping 
technique. 

Term

Term

Term

...

Term

Term

Topic

...

Topic

Corpus

 

Fig. 2. Topological structure of LDA. 

Within the LDA model, researchers explicitly allocated topic 
names to the identified themes, in accordance with the 
descriptive keywords. The naming of topics is based on the 
significance of all keywords and involves professional experts 
in the field of web developers through Forum Group Discussions 
(FGD). Therefore, the topic titles used may differ depending on 
the perspective of each researcher. LDA is an unsupervised 
generative probabilistic technique that is used to model a corpus. 

Fig. 3 shows a diagram illustrating the LDA algorithm. The 
parameters used were as follows: 

α and β are parameters of the previous distribution of θ. z is 
the designated theme for the nth word in the document count 

ϑ is distribution of terms in number of topics theme 

w is word in document 

For the specified parameter θ, the mathematical equation to 
compute the probability distribution of the topic in Eq. (1) is as 
follows: 

𝑝(𝑧|𝜃) =  ∏ 𝑝(𝑧|𝜃) =𝑁
𝑛 ∏ 𝜃𝑚

𝑛𝐾
𝑘=1      (1) 
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Fig. 3. Diagram illustrating the LDA algorithm. 

Assuming the term-document matrix is defined and 
considering the number of documents comprising a corpus, 
these matrices often exhibit a significant size. Hence, it is 
customary in text mining to exclude sparse terms, which have a 
very low inclusion rate in documents. Typically, such an 
approach allows for a substantial reduction in the size of the 
matrix while preserving its essential relationships. 

IV. RESULTS 

BDA is presented to identify the core competencies of big 
data web development. First, the corpus document classifies the 
topics into skill sets. Then, the competency domain is mapped 
using these skill sets. Finally, most in-demand tools for BDA, 
programming languages, web development tools, and 
frameworks were analyzed to identify higher quality 
competencies. The results of the analysis are presented and 
discussed below. 

A. Analyze Knowledge and Skills Using Latent Dirichlet 

Allocation 

The corpus document formed by top three job 
advertisements comprised a wide spectrum of knowledge, skills, 
and job descriptions in the web development area. These spectra 
extended the coverage of the discovered topics of BDA. Three 
variables of job advertisements were used to combine the LDA-
based topic modeling. Knowledge domains and skill sets of 
BDA were revealed and discovered from 26 trending topics with 
optimal granularity. As presented in Table II, topics were 
combined using descriptive LDA keywords and topic rates. The 
descending order and percentages are listed in Table II. 
Descending order means that the first term was the most 
occurrence and the last term was the least occurrence in a topic. 
The names of the discovered topics were automatically assigned 
using WordStat ver. 2024. 

TABLE II. DISCOVERED TOPICS 

TOPIC NAME LATENT DIRICHTLET 

ALLOCATION KEYWORDS 

RATE 

% 

Cascading style cascading style sheets; responsive 

web design; css; front end; web 

development; client requirements; 

10.04 

Programming language programming language; python; 
typescript; javascript; kotlin; golang 

9.32 

Graphic design graphic design; corel draw; adobe 

photoshop; pattern; teamwork; 
management; communication; 

marketing social media  

8.34 

HTML CSS PHP php; html; css; doctrine; laravel; 

mysql; jquery; bootstrap; wordpress; 
framework 

7.04 

Graphic design video video; editing; graphic; design; 

illustrations; canva; adobe; video 
editing; photo editing; image editing; 

motion graphics; multimedia design 

5.44 

Digital marketing digital marketing; marketing strategy; 
online marketing; product marketing; 

sales and marketing; creative writing; 

creative design; google ads; content 
marketing; 

4.90 

Code review code review; code integration; 

development; system development 
4.85 

Javascript javascript; react js; laravel node; 
angular js; vue js; tailwind css; node 

js; cassandra; development javascript;  

4.76 

Big data big data; data engineering; scala; 

apache spark; data mining; olap 
cubes; data cubes 

4.63 

Design tools After effects; adobe photoshop; adobe 

illustrator; canva design; google 
sketch up; auto cad; google sketch up; 

interior design; 

4.35 

Relocation provided relocation provided; lead data 

engineer hadoop apps; staff data 
engineer; engineer data platform; 

4.30 

Performance tuning performance tuning; testing; 

development; skills; continuous 
delivery; clean coding 

4.06 

Full stack full stack developer; full stack 

engineer; full stack; full stack web 
developer; front end; back end; 

3.55 

Database design database design; data architecture; 

sql; sql server; modeling; postgresql; 

nosql; stored procedures; database 
development; query optimization;  

3.35 

Business requirements business requirements; problem 

solving; metrics driven; operational 
excellence; application testing; agile 

development; coding standards;  

3.19 

Object oriented object; oriented; oop; object oriented; 

object oriented programming 
2.66 

Interpersonal skills skills; analytical; interpersonal; 

solving; problem; communication; 

administration; systems interpersonal 

skills; 

2.51 

User experience user experience; user research; 

architecture; large language models; 

requirements gathering; user interface 
design; debugging 

2.32 

Search engine search engine; search engine 

optimization; digital marketing; 
google analytics; google ads; 

instagram 

1.57 

API rest api; rest api laravel; git 1.50 
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TOPIC NAME LATENT DIRICHTLET 

ALLOCATION KEYWORDS 

RATE 

% 

Full stack developer fullstack; programmer; developer; 

senior; engineer; backend; web 

programmer; angular developer; 
senior full stack developer; 

1.46 

Model view controller model view controller; mvc; asp.net; 

sql; programming 
1.44 

Web service amazon; service; web; aws; amazon 
web; 

1.37 

System UI system; ui; administration; linux; ux; 

application; test; testing; mobile; 

integration 

1.23 

Online advertising online advertising; paid advertising; 

google ads; instagram ads; digital 

marketing; market analysis 

1.09 

Information technology information technology; service; 

communications; customer; security; 

management; product; service level 
agreements;  

0.73 

Table II shows that cascading style, programming 
languages, and graphic design were among the competencies 
with the highest demand in the BDA industry. Other knowledge 
and skills in the top ten were html css php, graphic design video, 
digital marketing, code review, JavaScript, big data, and design 
tools. The discovered topics also covered various emerging 
trends, such as database design, business requirements, object 
oriented, user experience, search engines and soft skill areas 
such as interpersonal skills which shed light on the priorities and 
demands in the ever-growing BDA industry. 

B. Knowledge and Skill Mapping According to Competency 

Domains 

This stage focuses on categorization and presents knowledge 
and skills in a structured manner. First, a mapping process was 
performed by associating knowledge and skills with the 
competency domains and workflows. Second, the knowledge 
and skills revealed by 26 topics were mapped into ten core 
competency maps developed for BDA. 

Table III presents the distribution of knowledge and skills 
according to the competency map and their respective 
percentages. As presented in Table III, the first three 
competency areas are related to the function of web 
development, which consists of big data products, roles, and 
specialized web developers. The total rate of these competencies 
as the most important focus in web development area was 
48.49%. The next five competency areas were related to the 
major discipline, comprising databases, web development 
frameworks, tasks, programming languages, and web 
development tools. The total rate for these competencies areas 
was 38.81%. The last two concern the interdisciplinary areas, 
consisting of educational background and soft skills, at a rate of 
12.7%. These ten competency areas are discussed in detail 
below. 

The first competency area, big data products in web 
developer area (8.96%). It contains five knowledge and skill 
items: digital marketing, social media, search engine 
optimization, data engineering, and data science. The second, 
role (33.92%) means a web developer must perform, such as 
web development, graphic design, software development, data 
engineering, etc. The third, specialized web developer, means 
specialization on web developer title (5.61%), contains some 

items of front-end developers, full stack developers, Java 
developers, and others. The fourth, databases (2.1%) as a query 
language and data storage area, has the top five highest demands 
in BDA: SQL server, MySQL, MongoDB, Oracle, and powerBI. 
Fifth, web development frameworks (2.42%) used to create 
interactive and progressive user interfaces, consisted of six 
items: Apache spark, Laravel, angular js, etc. The sixth, task 
(10.52%), has the duties of web developer comprising user 
interface design, application testing, user experience, video 
editing, technical, content creation, and object-oriented. The 
seventh, programming languages (6.4%), has a lot of items, 
HTML CSS JavaScript, Python, typescript, scala, and VBScript. 
The eighth, web development tool (17.37%), contained a variety 
of frameworks, programming languages, and software. The 
ninth, educational background (4.41%), comprised four majors: 
software engineering, computer science, information 
technology, and electrical engineering. Finally, soft skills 
(8.29%) included problem solving, public speaking, creative 
design, positive attitude, communication skills, time 
management, analytical skills, and critical thinking. 

TABLE III. COMPETENCY MAP 

ID Competency 

Areas 

Knowledge and skills Rate 

% 

Total 

% 

1 Big data 

product/output 

Digital marketing 

Social media 
Search engine optimization 

Data engineering 

Data science 

5.69 

2.19 
0.56 

0.29 

0.23 

8.96 

2 Role Web development 
Graphic designer 

Software development 

Back end 
Full stack 

Front end 

End developer 

Application development 

Data engineer 

6.79 
6.67 

5.56 

4.31 
2.87 

2.77 

2.29 

1.52 

1.13 

33.92 

3 Specialized web 
developer 

Web developer 
Frontend developer 

Full stack developer 

Java developer 
Net developer 

Software engineer back end 

2.45 
0.96 

1.13 

0.39 
0.38 

0.31 

5.61 

4 Databases SQL Server 
MySql 

MongoDb 

Oracle Database 
Power BI 

1.33 
0.58 

0.08 

0.07 
0.04 

2.1 

5 Web 

development 

framework 

Model view controller 

Apache spark 

Php-laravel 
Javascript frameworks 

Angular js 

Java spring 

0.37 

0.19 

0.89 
0.37 

0.15 

0.45 

2.42 

6 Task User interface design 

Application testing 

Video editing 
User experience 

Technical 

Cascading style sheets 
Data analytics 

Object oriented 

programming 
Content creation 

2.68 

1.25 

1.18 
1.12 

1.07 

0.94 
0.86 

0.72 

0.68 

10.52 

7 Programming 

Languages 

Html css javascript 

Asp net 

3.98 

0.99 

6.4 
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ID Competency 

Areas 

Knowledge and skills Rate 

% 

Total 

% 

Typescript 

Development java 

Scala 
Visual basic 

Php rest api 

Python 
Query languages 

Vbscript 

Server side 

0.36 

0.32 

0.18 
0.18 

0.16 

0.08 
0.07 

0.05 

0.03 

8 Web 
Development 

Tools 

Adobe photoshop 
Programming language 

React js 
Rest api 

Amazon web 

Node js 
Spring framework 

Corel draw 

Web applications 

9.83 
1.48 

1.36 
0.88 

0.85 

0.84 
0.80 

0.70 

0.64 

17.37 

9 Educational 
background 

Software engineer 
Computer science 

Information technology 

Electrical engineering 

2.05 
2.08 

0.23 

0.04 

4.41 

10 Soft skills Problem solving 

Public speaking 

Active listening 
Creative design 

Positive attitude 

Communication skills 
Time management 

Analytical skills 

Critical thinking 

1.69 

0.73 

0.72 
1.78 

1.14 

1.35 
0.35 

0.29 

0.23 

8.29 

C. Identification of the High Demand Tools for BDA 

Recently, collective environments of web development, a 
wide range of tools and technologies, such as programming 
languages, web development tools, and frameworks are used 
simulant. The corpus document was analyzed using a keyword 
indexing technique to reveal the tools and technologies required 
for BDA [29]. The findings of this analysis were divided into 
three main categories: programming languages, web 
development tools, and frameworks, which are discussed in 
detail in the following sections. 

1) Programming languages: Programming languages are 

essential tools for application development and serve various 

applications. The job advertisement dataset was analyzed using 

keyword indexing to identify programming languages used in 

BDA. Table IV shows the top 12 programming languages 

required for BDA along with their percentages. 

TABLE IV. PROGRAMMING LANGUAGES 

Programming languages Rate % 

HTML CSS Javascript 59,2 

Asp.Net 14,7 

Typescript 5,31 

Development Java 4,7 

Scala 2,73 

Visual Basic 2,73 

PHP 2,43 

Programming languages Rate % 

Golang 1,56 

Python 1,21 

Query Languages 1,06 

VBscript 0,7 

Server Side 0,46 

According to the results in Table IV, HTML CSS JavaScript 
is the superior programming language in this field, followed by 
Asp. Net and Typescript. The total percentage of these three 
programming languages was 73.9%, a high percentage that 
shows their superiority. HTML CSS JavaScript shows the most 
superior and widely used programming as evidenced by the 
percentage produced is 59.18%, more than half of the existing 
value. In addition, the Server-Side programming language 
currently appears to have the least used trend in data science in 
recent years. 

2) Web development tools: Table V shows Web 

development tools are often used in conjunction with 

programming languages to develop software applications more 

easily. These tools contain various types of utilities, such as 

frames, libraries, and applications. As seen in Table V, Adobe 

Photoshop, as a tool that can be used for UI / UX development 

in Web Development. React JS is a tool that has a JavaScript 

library used to build user interfaces, is in second place, followed 

by Rest API, a tool used to build web services so that 

applications can communicate with each other using the HTTP 

protocol. The fourth is Amazon Web, a cloud computing 

platform that provides various services for the development, 

hosting, and management of web applications and digital 

infrastructure. Almost the same rate value Node js which is a 

JavaScript-based runtime environment allows developers to run 

JavaScript code outside the browser, usually on a server. 

WordPress is a web development tool that is rarely used, as can 

be seen from the small percentage of tool use in Table V. 

TABLE V. WEB DEVELOPMENT TOOLS 

Web Development Tools Rate % 

Adobe Photoshop 48,39 

React Js 6,68 

Rest API 4,32 

Amazon Web 4,17 

Node Js 4,12 

Spring Framework 3,92 

Corel Draw 3,46 

Web Applications 3,16 

Search Engine 3,06 

Graphic Illustrators 2,71 

Canva Design 2,11 
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Web Development Tools Rate % 

Vue Js 2,11 

Google Sketch Up 1,91 

Net Framework 1,61 

Mobile Application 1,41 

Auto Cad 1,15 

Data Cubes 1 

Microsoft Azure 1 

Java Virtual Machine 0,85 

Query 0,8 

Xml 0,75 

Development Git 0,4 

Cloud Computing 0,35 

Apache Kafka 0,3 

WordPress 0,25 

3) Framework: According to Table VI, the most popular 

frameworks are PHP Laravel, Java Spring, Model View 

Controller, and Java Script, with 66.33%. Apache Spark, 

Angular Js, React Js, Next Js, Vue Js, and Express Js are in the 

middle position of their usage, with a total of 23.2%. Ruby on 

Rails has been the least utilized framework in recent years. 

TABLE VI. FRAMEWORK 

Frameworks Rate % 

Php Laravel 28,43 

Java Spring 14,38 

Model View Controller 11,76 

Javascript Frameworks 11,76 

Apache Spark 6,21 

Angular Js 4,9 

React Js 4,25 

Next Js 3,92 

Vue Js 3,92 

Express Js 3,92 

Redux Js 1,96 

Angular Angularjs 1,96 

Php Jquery 1,63 

Ruby On Rails 0,98 

4) Visualization of hierarchical clustering topics: Fig. 4 

shows the relationship between various skills and topics related 

to web developers. The dendrogram shown in Fig. 4 is a 

graphical representation of hierarchical clustering. The 

dendrogram in Fig. 4 helps to visualize the relationship between 

skills or abilities related to the topic of the web developer in a 

hierarchical manner. For example, Cascading Style Sheets 

(CSS), HTML, and JavaScript are grouped together because 

they are closely related to the development of web interfaces. 

Technically, JavaScript, CSS, HTML and Frameworks such as 

Angular and Spring are grouped more closely because these 

skills are often used together in web application development. 

In addition, the analytical skills and skills in the figure above 

have long branches, indicating greater differences from the 

other groups. In the Soft Skills grouping, Communication and 

Interpersonal skills were in a different group from technical 

skills, indicating that soft skills are important and conceptually 

different from technical web development skills. 

 
Fig. 4. Dendrogram agglomeration order of web developer and digital 

designers. 

The visualization can be presented in a word cloud format in 
addition to being in a hierarchical diagram. Word Cloud is a 
method for visualizing text [47], [48], [49], [50]. This technique 
was used to identify and highlight the most frequently occurring 
words, thus providing insight into the dominant themes or topics 
in the text [51]. 

 
Fig. 5. Word cloud for web development. 
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Fig. 5 shows that the term ‘Digital Marketing’ is often paired 
with ‘Web Development’ as they complement each other in 
building and promoting an effective online presence. Some 
words that are often paired with ‘web development’ include 
various technical and non-technical aspects of web 
development. Here are some examples: HTML, CSS, 
JavaScript, Frameworks: Such as React, Angular, and Vue for 
the front-end, and Node.js and Django for the back end. 
Responsive design and Search Engine Optimization (SEO) are 
often paired with web development.  Web Development is also 
often called Web Programming or Website Development or 
Web Application Development or Front-end Development or 
Back-end Development or Graphic Designer or can also be 
called Full-stack Development. 

 
Fig. 6. Online dashboards of computer and information technology 

occupations. 

As shown in Fig. 6, online dashboards of computer and 
information technology occupations has been deployed based on 
the ReactJS framework, and the Golang programming language. 

V. DISCUSSION 

This study has revealed the competencies for big data 
analytics over web development. First, the skill sets arranged by 
topic were identified from the data sets created using corpus 
documents of online job advertisement. Then, these skill sets 
were mapped into competency domains. Based on these results, 
the following ten competencies were identified: 

 Big data product/output 

 Role 

 Specialized web developers 

 Database 

 Web development framework 

 Task 

 Programming languages 

 Web development tools 

 Educational programs 

 Soft skills 

The results show, in the big data web development field, 
HTML CSS Javascript, Asp.Net, and Typescript are the most 

demanded programming languages; Adobe Photoshop, React Js, 
Rest API presented as the most demanded programming tools; 
PHP Laravel, Java Spring, Model View Controller are listed as 
the most demanded databases. The results of this study have 
important implications for web developers’ programs, which are 
summarized below. 

A. From Big Data to Data Science 

Big data is related to data science which has characteristics 
such as volume, velocity, veracity, variability, and variety. 
Competence in big data requires a wide range of knowledge and 
skills. Such as in Table II, volume and variety of data are crucial 
factors in big data product/output with a contribution of 8.96%. 
This includes skills in digital marketing, social media, and 
search engine optimization and data engineering, which reflect 
the need for expertise in managing and analysing big data for 
various purposes, such as digital marketing and search engine 
optimization. The competence of each role of each person 
involved in web development work needs to adjust data with 
high speed and variety to support the development of more 
innovative products, this is related to the characteristics of big 
data velocity and variety with a role competency area of 33.92%. 
In addition, the ability of data to be relied on accurately is related 
to the database which includes skills in using SQL Server, 
MySQL, Mango DB and Oracle which contribute 2.1%. This 
ability is especially important in maintaining veracity which is 
the main basis for precise analysis and accurate data-based 
decisions. Big Data Product/Output and Web Development 
Framework, with a total contribution of 11.38%, indicate that 
data generated from various sources and having various types 
can be optimized for various analysis and processing needs. This 
reflects the existence of variability in data, which allows 
flexibility in managing and applying data for different analytical 
purposes. As illustrated in Fig. 5, hierarchical clustering is one 
of the data science analysis methods that groups similar abilities 
to illustrate the relationship between big data and data science. 

B. The Extensive Range of Knowledge Areas and 

Competencies 

The Web Development industry is one of the most in-
demand and fastest growing professional fields worldwide. It 
has a highly dynamic and competitive work environment with 
an ever-increasing, changing, and evolving demand for 
knowledge, skills, and abilities. The global workforce will be 
impacted by the adoption of AI, automation, and Big Data 
Analytics (BDA) [21]. Our analysis reveals the knowledge and 
skill domains that are in high demand for Big Data Analytics 
(BDA). The analysis findings indicate that expertise in Big Data 
Analytics (BDA) requires a broad spectrum of highly varied and 
interrelated knowledge, skills, and ability domains. It involves 
collecting, storing, processing, and analysing large amounts of 
data to generate insights that can be used for decision making. 
Taking these findings into account, a conceptual competency 
map is proposed to organize these knowledge and skills. The 
map consists of the following ten competency domains: big data 
products/outputs, roles, specialized web developers, databases, 
web development frameworks, tasks, programming languages, 
web development tools, educational background, and soft skills 
(see Table III). 
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The competencies found indicate that BDA expertise has an 
interdisciplinary background that requires the integration of a 
broad set of technical and non-technical skills. Although 
competency priorities vary from position to position, employers 
in the BDA industry generally demand a set of technical and 
non-technical skills, defined as the job skill set. In this regard, 
our analysis results offer a more comprehensive perspective for 
BDA employers to identify the job skill set required for effective 
candidate assessment. The knowledge domains and skill set also 
indicate the need for a demand-driven educational background 
approach based on interdisciplinary collaboration to achieve a 
competency-based web development curriculum. Our findings 
are also in line with industry reports and academic research that 
emphasize the use of technical and non-technical skills together 
based on an interdisciplinary background containing data 
science, web development, software engineering, computer 
science, mathematics, business science, statistics, and 
communication science. 

C. Reconciling Hard Skills and Soft Skills for Web 

Developers 

Soft skills and hard skills have important roles in different 
types of jobs, although their roles can differ depending on the 
field and position. Hard skills are technical and specific skills 
that can be measured and are usually acquired through education 
or training. Technical skills in web development such as mastery 
of programming languages, tools, or frameworks. Professional 
qualifications such as certifications or licenses required for a 
specific job. Soft skills are interpersonal and character skills that 
are harder to measure but are essential for success in the 
workplace. Soft skills relating to interpersonal capabilities such 
as problem solving, analytical thinking, and communication. 
Soft skills depend on regular activities and organizational 
experiences of people [52], [53]. Problem solving means the 
ability to think critically and find solutions to problems that 
arise. Communication is the ability to convey ideas clearly and 
listen to others. This study’s findings, general soft skills required 
for BDA specialists are highly recommended to whom it may 
concern. The findings related to soft skills include creative 
design, problem solving, and communication as the most 
favorite soft skills needed by industries (see Table III). This 
perspective has total rate of soft skills is approximately 8,29% 
in all topics. In many jobs, soft skills such as empathy and 
communication facilitate good cooperation in a team, while hard 
skills ensure that technical tasks are completed. 

D. Insights into the Use of Tools and Technologies 

Web development involves a variety of tools and 
technologies to create, manage, and maintain a website. This 
study proves several aspects of its use, including frameworks, 
databases, APIs, and responsive design. Web developers use 
tools and technologies consisting of programming languages, 
tools and frameworks in developing web applications. The 
selection of these tools is tailored to the needs and latest 
developments in the web development industry. The results of 
corpus data on BDA show that HTML CSS, ASP.Net, and 
Typescript are the most widely used programming languages in 
this field. Adobe Photoshop, React Js, and rest API are web 
development tools that are in high demand [54], [55].  Finally, 
this study proves that the most widely used web development 

frameworks are PHP Laravel, Java Spring and Model View 
Control. 

VI. CONCLUSION, LIMITATION, AND FUTURE WORKS 

The finding of this study is big data analytics can clearly 
identify the industry needs of web development areas. A brief 
taxonomy of web development includes programming 
languages, databases, and web development tools that can 
improve the knowledge of students or job seekers in this field. 
LDA and hierarchical clustering algorithms prove that web 
developers can improve the innovation of businesses or 
organizations through digital marketing strategies. This study 
captures the updated industrial needs of the knowledge and skills 
of web developers because the datasets have been collected and 
managed in a wide and rigorous manner. The taxonomy of BDA 
competencies and skill sets was justified by three web 
developers’ professionals through forum group discussions. 

This study has several limitations. The first limitation comes 
from data collection using the web scraping technique; the text 
of job advertisement is biased because it is not specific enough 
or does not list relevant skills that are needed for the web 
developer's area. Second, the software used in the text 
preprocessing stage did not clean the data properly. There are 
some terms (stop words) still appear such as ‘and’, ‘in’, and ‘to’, 
so we must delete it manually. Third, the recurrence of phrases 
as synonyms forces us to determine the threshold for the most 
prevalent terms in job advertisements as 60. 

In future work, some potential areas can be improved, such 
as comparing open-source tools, and Python to mine data. The 
latent semantic analysis (LSA) approach can be implemented to 
calculate the accuracy as a validated model. 
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Abstract—This paper addresses the challenges of custom-

generating multi-dimensional data SCADA (Supervisory Control 

And Data Acquisition) reports using web technologies. To improve 

efficiency, reduce maintenance costs, and enhance scalability, the 

paper proposes a custom generation method based on the LSO-

GAN (Light Spectrum Optimizer - Generative Adversarial 

Network) model. The study begins by analyzing the requirements 

for multi-dimensional SCADA reports and proposes a web-based 

design scheme. The LSO algorithm is employed to optimize the 

GAN model, enabling efficient generation of customizable SCADA 

reports. The proposed LSO-GAN model was validated using 

relevant SCADA data, with experimental results showing that the 

method outperformed other models in terms of accuracy and 

generation efficiency. Specifically, the LSO-GAN model achieved 

an RMSE of 14.98 and a MAPE of 0.93, surpassing traditional 

models such as Conv-LSTM and FC-LSTM. The custom report 

generation method based on LSO-GAN significantly improves the 

customization and generation of multi-dimensional data SCADA 

reports, demonstrating superior performance in both accuracy 

and operational efficiency. 

Keywords—Web technologies; SCADA systems; report 

customisation; spectral optimisation algorithms; adversarial 

generative networks 

I. INTRODUCTION 

Report is a dynamic display of data information through 
tables, graphs and other diverse formats, it is a form of 
expression of data statistics [1]. As an important tool for 
analysing and displaying information and printing, reports can 
be used to quickly organize and analyze data and become an 
important basis for development decisions in various industries 
[2].SCADA (Supervisory Control And Data Acquisition) 
system is a computer system used to monitor and control 
industrial processes [3]. SCADA systems based on Web 
technology in order to be accessed through a Web browser, they 
provide the ability to monitor and control remotely and are 
suitable for distributed control systems [4]. Multidimensional 
data reports are key components in SCADA systems, they allow 
users to analyse data from different perspectives and dimensions 
to better understand and optimise industrial processes [5]. 
Therefore, the study of customised methods for generating 
multidimensional data SCADA reports is beneficial to improve 
efficiency, reduce maintenance costs and increase scalability 
[6]. 

With the development of Internet and Web technologies and 
the diversification of users' needs for reports, the development 
of report generation methods has become the focus of attention 
of experts and scholars in the field, especially in the 
customisation of multi-dimensional data SCADA reports [7]. In 
the context of globalisation of information technology, the 
implementation technology of Web reporting tools has been 
constantly innovated and improved. At present, the Web 
reporting tool implementation technology is more, which is 
more widely used, the practicality of the better there are mainly 
the following three schemes [8]: (1) based on the COM 
components of the programme. Xie et al. [9] describe the VB 
environment based on the ADO pairs and COM components 
Excel data processing functions combined to achieve the report 
printing function. Chen et al. [10] developed an Excel-based put 
custom report dynamic library, using COM technology, the 
output of a new output report; (2) based on the ActiveX plug-in 
programme. Cuzzocrea et al. [11] combined with the Jasper 
Reports open source project to generate reports to meet the needs 
of dynamic generation of Web reports; (3) XML-based plug-in-
free programme. Munz-Krner and Weiskopf [12] proposed an 
XML-based Web-oriented intelligent reporting system. Nasri 
and Weslati [13] studied the Web-based custom reporting tool 
design method. With the increasing data dimensionality in 
SCADA systems, the current report generation methods no 
longer meet the design requirements. For the current multi-
dimensional data SCADA system requirements, this paper 
combines Web technology [14], intelligent optimisation 
algorithms [15] and neural network methods [16], and proposes 
a Web-based custom intelligent generation method for multi-
dimensional data SCADA reports. The contributions of this 
paper include the following: 

 (1) Describe the problem of multi-dimensional data 
SCADA report customisation and give relevant solutions 
to the problem; 

 (2) Around the SCADA report customisation generation, 
combined with the LSO algorithm [17] and the GAN 
network [18], propose the SCADA report customisation 
generation algorithm based on the LSO-GAN;  

 (3) Use the multi-dimensional data report relevant 
information to validate the report customisation 
algorithm. The results show that the method proposed in 
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this paper achieves the customisation of multi-
dimensional data SCADA reports, and at the same time 
improves the intelligent generation efficiency by using 
LSO-GAN. 

II. PROBLEM DESCRIPTION AND ANALYSIS 

A. Requirements Analysis for Custom Reports on 

Multidimensional Data 

The main engineering requirements for multidimensional 
data reporting enable a defined set of better report semantics to 
achieve custom report customisation (Fig. 1). Therefore, a good 
set of reporting tool software and methodology should fulfil the 
following functions: 1) report data management; 2) report 
design tools; 3) report file management; and 4) report integration 
and application [19], as shown in Fig. 2. 

 

Fig. 1. Multi-dimensional data custom report style.

 
Fig. 2. Functional requirements analysis.

In addition to the analysis of functional requirements, it is 
also need to analyse the performance requirements of the tool, 
especially the custom reporting tool method of ease of use and 
security and reliability. 1) in terms of ease of use, report 
generation method needs to provide users with a friendly 
interface, mainly for: rapid formatting and content parsing, fast 
preview of the Web page, the data import and export of the 
report quickly; 2) security reliability, the main performance: 
identity verification, operation rights management, input 
information legality detection, deletion warning, real-time 
recording of important operations, as shown in Fig. 3. 

B. SCADA Report Custom Generation Idea Design 

1) Web-based custom reporting tool workflow: The overall 

workflow of the Web-based custom reporting tool is shown in 

Fig. 4. 

 
Fig. 3. Analysis of performance requirements.
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Fig. 4. Reporting tool flow.

As can be seen in Fig. 4, the user logs into the system for 
user authentication, obtains user identity and permission 
information, and enters the main interface of the SCADA 
reporting software. Depending on the user's privileges, one or 
more of the management functions, such as report 
customisation, report template management, report browsing 
and printing, report file export and system management, can be 
performed [20]. 

2) Steps for customising multidimensional data reports: 

Customising a multidimensional data report typically involves 

the following steps (Fig. 5): 1) identifying the purpose and user 

requirements of the report; 2) collecting and organising the 

required data sets; 3) selecting a tool that supports web 

development; 4) designing the visual layout of the report; 5) 

developing the report functionality; 6) testing and optimising; 

and 7) deploying and maintaining [21]. 

 
Fig. 5. Custom report workflow. 

3) Customised SCADA report generation and analysis: In 

order to be in practical applications, many reports are basically 

the same in format and script, and the main difference lies in 

the different equipment of the data source. In order to further 

improve the efficiency of report generation, this paper uses 

deep learning technology and intelligent optimisation 

algorithms to introduce SCADA report custom generation 

algorithms, the specific analysis is shown in Fig. 6. 

 
Fig. 6. Analysis of key technologies for customised generation of SCADA 

reports. 

III. CUSTOMISED SCADA REPORT GENERATION 

A. Adversarial Generative Networks 

Adversarial Generative Networks (GANs) [21] were 
proposed by Goodfellow et al. and are shown in Fig. 7. The basic 
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GAN architecture consists of two fundamental components: a 

generator  ; gG z   and a discriminator  ; dD x   which 

work against each other. The generator captures the distribution

gP  of data x  from the noise variable  zP z  and generates 

fake data that looks real and can deceive the discriminator; the 
discriminator distinguishes whether different categories are fake 
or not and acts as a classifier to model the probability of each 
category.

 

Fig. 7. Schematic diagram of GAN structure.

Ideally, the generator G  can generate fake data with the data

 G z  and it is difficult for the discriminator to distinguish 

whether the data generated byG  is real or not. Finally, the two 

components reach dynamic equilibrium, i.e.    0.5D G z   

:

           min max , log log 1
x pdata x z p x

G D
V D G E D x E D G z       

   (1)

GANs use only backpropagation and do not require complex 
Markov chains to compare with other generative models such as 
Boltzmann machines [22]. The main advantage of GANs is that 
they can automatically learn the distribution of the data from the 
original set of samples, generating clearer and more realistic 
samples. Even complex distributions can be learnt by a GAN if 
it is trained well enough. 

GAN training process: during the training process, the 
generator and the discriminator are updated alternately. First, the 
weights of the discriminator are fixed and the generator is 
trained to produce more plausible data; then, the weights of the 
generator are fixed and the discriminator is trained to better 
distinguish real data from generated data [23]. This process is 
repeated until an equilibrium point is reached, at which point the 
generator is able to produce samples that are virtually 
indistinguishable from the real data, as shown in Fig. 8.

 
Fig. 8. GAN training process.
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GANs are widely used in many fields such as image 
generation, image restoration, style migration, video generation, 
etc [24], as shown in Fig. 9. They are not only capable of 
generating high-quality images, but also play a role in tasks such 

as image segmentation and video prediction. With the deepening 
of research, variants and improved versions of GANs have 
emerged to address the problems of the original GAN models in 
terms of training stability and pattern collapse.

 
Fig. 9. GAN application.

B. LSO-GAN Network 

1) LSO algorithm: Light Spectrum Optimizer (LSO) [25] 

is a meta-heuristic algorithm, an optimisation algorithm based 

on spectral analysis, which simulates the spectral distribution 

and peak search process in spectral analysis. The algorithm 

adaptively adjusts the resolution of the search space and the 

search speed in order to find the optimal solution quickly and 

accurately, which has the characteristics of fast convergence 

and high solution accuracy. The optimization process of the 

LSO algorithm includes the optimization strategies such as 

initialization, generation of new coloured rays, and dispersion 

of the coloured rays, which are shown in Fig. 10. 

 

Fig. 10. Analysis of optimisation strategy of LSO algorithm. 

a) Initialisation: The LSO algorithm uses a random 

initialisation strategy to model the white light population: 

 0

1x lb RV ub lb                           (2) 

where
0x  denotes the white light initialisation population,

lb  and ub  denote the search lower and upper bounds 

respectively, and 1RV  denotes the random vector. 

b) The direction of the rainbow spectrum: After 

initialisation, the internal refraction normal vector, internal 

reflection normal vector and external refraction normal vector 

are calculated as follows: 
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x

norm x
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        (5) 

Where nAx  ,
nBx  and

nCx  denote the internal refraction 

normal vector, internal reflection normal vector and external 

refraction normal vector respectively,
r

tx  denotes the current 

randomly selected ray,
p

tx  denotes the current ray individual, 
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and x
 denotes the current optimal ray individual. norm

denotes the normalisation method. 

For incident light, it is calculated using the averaging method 
with the following formula: 

1

N

i

i
mean

x

X
N




 

 
0

mean
L

mean

X
x

norm X
           (7) 

where
0Lx  denotes the incident light,

meanX  denotes the 

average position information of the light population, and N is 
the population size magnitude. 

The mathematical model for the calculation of internal and 
external refracted and reflected rays is as follows: 

  
   

 

1

2

2

1 0 0 02 2

1 1 1
1L L nA nA L nA nA Lr r r

x x x x x x x x
k k k

        (8) 

 2 1 12L L nB L nBx x x x x     (9) 

        
1

2 2 2 2

3 2 2 21r r r

L L nC nC L nC nC Lx k x x x x x k k x x         (10) 

Where 1Lx  ,
2Lx  and 3Lx  denote refracted, internally 

reflected and externally refracted rays respectively, and
rk  

denotes the refractive index, a random spectral colour can be 
defined: 

 1

r red violet redk k RV k k     (11) 

where 1RV  denotes a random number. 

c) Generation of new coloured rays (Exploration search 

mechanism): After calculating the light direction, the random 

vector is used to calculate and select the candidate solution 

location information as modelled below: 

   

   
1 1 3 1 2

1

2 2 3 3 4
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t L L r r
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x RV GI x x x x p rand
x

x RV GI x x x x p rand






     
 

    
 (12) 

Where 1rx  , 2rx  , 3rx  and 4rx  denote randomly selected 

light individuals, 1

nRV  and 2

nRV  denote uniformly distributed 

vectors,   denotes the scaling factor, and GI  is the adaptive 

control factor based on the inverse incomplete function. 

3

na RV      (13) 

 1 1 ,1GI a r P a      (14) 

2 1
max

t
a RV

T

 
  

 
   (15) 

Where 3

nRV  denotes normally distributed random numbers 

with 0 as the mean and 1 as the standard deviation, a  denotes 

adaptive parameters, r  denotes random numbers,
1P

 is the 
inverse incomplete function, t  is the current number of 

iterations, and maxT  is the maximum number of iterations. 

Different values of a have different values of adaptive control 
factors, which mainly control the balance of development and 
exploration behaviour operations, the specific curve changes are 
shown in Fig. 11. 

 
Fig. 11. Inverse incomplete function variation curve. 

d) Coloured light dispersion (Exploitation search 

mechanism): The optimisation model for the colour light 

dispersion phase is calculated as follows: 

     

   

3 1 2 4
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  (16) 

where
3RV  is a random number chosen between 0 and 1,

4

nRV  is a random vector, x
 denotes the best ray individual,

1rx  and 2rx  denote randomly chosen ray individuals, 1r  

denotes a random number, eP  denotes a predetermined 

probability, and R  is a random number. 

The final scattering phase is to generate new ray individuals 
based on random ray individuals and current individuals: 

    1 1 5 2 3 1p

t r r r tx x RV x x U U x          (17) 

Where
5RV  denotes normally distributed random numbers 

andU  denotes that 0's and 1's are random vectors. 

Switching Eq. (22) with Eq. (21) based on the difference in 
calculated fitness values is as follows: 
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Among them, F  denotes the normalised value of the 
fitness value of the current light individual (the relationship 

between F  and 1R  is shown in Fig. 12), F  , bF  and
wF  

denote the fitness values of the current individual, the optimal 
solution individual, and the worst solution individual, 

respectively, the predetermined probability sP  is used to 

promote the acceleration of the first dispersal stage and the 
second dispersal stage to the vicinity of the optimal solution, and

1R  and R  are random numbers.

 
Fig. 12. Schematic diagram of the relationship between R1 and F'.

The pseudo-code of the LSO algorithm is shown in Table I. 

TABLE I.  PSEUDO-CODE OF LSO ALGORITHM 

Algorithm 1: LSO algorithm pseudo-code 

Inputs: ray population size N, maximum number of iterations 

Tmax; 

1 Generating initialised random population rays; 

2 t=0; 

3 While t<Tmax 

4 Evaluate light adaptation values; 

5 t=t+1; 

6 Update the optimal solution; 

7 Calculate the ray normal vector; 

8 
Calculate refracted, internally reflected and externally 

refracted rays; 

9 
Update refractive index, scaling factor, adaptive control 

factor, adaptive parameters; 

10 Generate random numbers p, q; 

11 
Update the light using the Exploration search 

mechanism; 

12 Evaluate light adaptation values; 

13 t=t+1; update the optimal solution; 

14 
Update the light using the Exploitation search 

mechanism; 

15 End while 

Output: optimal light and its adaptation value. 

2) LSO-GAN network: In order to improve the efficiency 

of GAN network generation, this paper adopts the LSO 

algorithm to optimise the GAN hyper-parameters, and uses the 

RMSE as the fitness value to improve the optimisation of the 

GAN using the LSO optimisation strategy, and the specific 

optimisation structure is shown in Fig. 13. 

 

Fig. 13. Principle of LSO-GAN structure. 

C. LSO-GAN in Multi-Dimensional Data SCADA Report 

Customisation 

In order to improve the efficiency of report generation, this 
paper adopts LSO-GAN network to build multi-dimensional 
data SCADA report custom generation model, the specific 
application is shown in Fig. 14. Based on LSO-GAN network 
multi-dimensional data SCADA report custom generation 
method mainly includes five parts: multi-dimensional data 
SCADA report design requirements analysis, report layout 
design, data selection and processing, SCADA report 
generation, generation model performance analysis. As the key 
part of the multi-dimensional data SCADA report customisation 
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problem, SCADA report generation uses LSO-GAN network to 
construct multi-dimensional data SCADA report customisation 
generation model by training the acquired SCADA data, and 

realises the intelligent generation of SCADA report 
customisation.

 

Fig. 14. LSO-GAN network application analysis.

IV. EXPERIMENTAL ANALYSIS AND DISCUSSION 

A. Environmental Settings 

In order to verify the high efficiency of the LSO-GAN 
network application proposed in this paper, this paper takes the 

SCADA system report data as the analysed data, and adopts 
Conv-LSTM, FC-LSTM, DyConv-LSTM, CNN-LSTM as the 
comparison algorithms of the LSO-GAN network, and the 
specific parameter settings are shown in Table II. 

TABLE II.  COMPARISON NETWORK PARAMETER SETTINGS 

Arithmetic Parameterisation 

ConvLSTM 

A GAN structure is used with ConvLSTM for generator and discriminator, Tanh activation function is used for generator 

and the discriminator output consists of Sigmoid activation function using Adam optimiser with learning rate 0.0002, 

batch size 64 and iteration number 400. 

FC-LSTM 
A GAN structure is used with FC-LSTM for the generator and discriminator, using the Adam optimiser with a learning 

rate of 0.0002, a batch size of 4 and an iteration count of 400. 

DyConv-LSTM 
A GAN structure is used, with DyConv-LSTM for generator and discriminator, Adam optimiser, learning rate 0.0002, 

batch size 16, and number of iterations 400. 

CNN-LSTM 
A GAN structure is used with CNN-LSTM for the generator and discriminator, Adam optimiser with a learning rate of 

0.0002, batch size of 64 and 1000 iterations. 

LSO-GAN The population size of the LSO algorithm is chosen to be 100 and the maximum number of iterations is set to 400. 

B. Presentation and Discussion of Results 

1) Analysis of the effect of custom report generation: In 

order to verify the feasibility of the report custom generation 

effect, this paper takes the enterprise SCADA system report 

design as a case study, and obtains the effect diagrams in Fig. 

15 and Fig. 16. 

Fig. 15 gives the effect of SCADA system report user 
function privilege configuration. Administrators can bind 

functional rights for roles in the Role Management - Function 
Configuration module, and then bind roles for users in the 
Personnel Management - Edit Personnel module, at which time 
users have the rights to the configured functions. Figure 16 
shows the effect of the multi-dimensional data report of SCADA 
system. Users in this page according to the needs of flexible 
configuration of the number of conditions, page configuration is 
complete, click the "query" button, the system to implement the 
logic of the number of query results in the form of a list of 
displays to meet user needs. 
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Fig. 15. Custom reporting user function permission configuration effect.

 
Fig. 16. Multi-dimensional data report display effect.
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2) Algorithm performance analysis: In order to verify the 

report generation effect of LSO-GAN network, this paper 

adopts Conv-LSTM, FC-LSTM, DyConv-LSTM, CNN-LSTM 

as the comparison algorithms, and evaluates the models in 

terms of RMSE, MAPE, training time, generation time, etc., 

and the specific results are shown in Table III, Fig. 17 to Fig. 

20. 

Table III gives the comparison of performance results of 
different SCADA multidimensional data report definition 
generation networks. From Table III, it can be seen that in terms 
of RMSE, the SCADA multidimensional data report definition 
generation method based on LSO-GAN network is better than 
other networks and has a value of 14.98, and in terms of MAPE, 
LSO-GAN network is better than Conv-LSTM, FC-LSTM, 
DyConv-LSTM, and CNN-LSTM, and has a value of 0.93. 

TABLE III.  COMPARISON OF THE PERFORMANCE OF DIFFERENT REPORT 

CUSTOM GENERATION NETWORKS 

Arithmetic RMSE MAPE 

Conv-LSTM 15.98 0.89 

FC-LSTM 16.79 0.86 

DyConv-LSTM  28.67 2.25 

CNN-LSTM 26.77 1.52 

LSO-GAN 14.98 0.93 

Fig. 17 gives the comparison of the accuracy of different 
networks for different time periods. From Fig. 17, it can be seen 
that the RMSE value of SCADA multidimensional data report 
definition generation method based on LSO-GAN network is 
less than other algorithms, which indicates that LSO-GAN 
network has better generation accuracy. 

The training optimisation time and test generation time of 
different SCADA multidimensional data report custom 
generation methods are given in Fig. 18 and Fig. 19 respectively. 
From Fig. 18 and Fig. 19, it can be seen that the LSO-GAN 
network is ranked first in terms of both training optimisation 
time and test generation time, which are 38.4921s and 0.02772, 
respectively. This shows that the LSO-GAN network is the most 
efficient in generating reports. 

 
Fig. 17. Comparison of model accuracy performance of the compared 

algorithms. 

 
Fig. 18. Comparison of training time for different report custom generation 

networks. 

 
Fig. 19. Comparison of time spent on different report customisation 

generation networks. 

Fig. 20 gives the effect of different parameters on the 
generative performance of the LSO-GAN algorithm. From Fig. 
20, it can be seen that the error is high when the noise dimension 
is too low or too high; the model using 2-heads of self-attention 
has better performance than the model using 1-heads of self-
attention layer, but with the increase of the number of heads, the 
error is increasing; the model is very sensitive to the hidden 
features, and the more hidden features in the dynamic 
convolution layer, the better the performance is, which indicates 
that the more the weights in the dynamic convolution, the better 
the ability to capture the statement Model. 

 
(a) Noise dimension 
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(b) Number of heads of attention 

 
(c) Number of hidden layers 

Fig. 20. Effect of parameters on report generation. 

V. CONCLUSION AND OUTLOOK 

The document discusses a method for customizing the 
generation of multi-dimensional SCADA (Supervisory Control 
and Data Acquisition) reports based on web technologies. By 
introducing the Light Spectrum Optimizer Generative 
Adversarial Network (LSO-GAN) model, the method aims to 
improve report generation efficiency, reduce maintenance costs, 
and enhance scalability. The study demonstrates that LSO-GAN 
outperforms traditional models like Conv-LSTM and FC-LSTM 
in terms of accuracy and generation efficiency, achieving an 
RMSE of 14.98 and a MAPE of 0.93 in experiments. 

 The study analyzes the requirements for multi-
dimensional SCADA report customization and designs a 
web-based generation workflow. 

 The LSO-GAN model, which integrates the Light 
Spectrum Optimizer algorithm, improves the 
hyperparameter optimization of GANs, significantly 
enhancing the efficiency and intelligence of report 
generation. 

 Experimental validation shows that the method excels in 
accuracy, training time, and generation time, especially 
for handling and generating multi-dimensional data. 

In the future, we could work on expanding the model's 
application to other domains with different multi-dimensional 
datasets to validate its broader applicability; investigating ways 
to simplify the model while maintaining efficiency, thus 
reducing deployment and operational costs; exploring enhanced 
security measures, particularly in scenarios involving sensitive 
data, to improve the robustness of the report generation system. 
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Abstract—In recent years, there has been increasing interest 

in intelligent optimization algorithms, such as the Whale 

Optimization Algorithm (WOA). Initially proposed for 

continuous domains, WOA mimics the hunting behavior of 

humpback whales and has been adapted for discrete domains 

through modifications. This paper presents a novel discrete 

Whale Optimization Algorithm approach, integrating the 

strengths of population-based and local-search algorithms for 

addressing the examination timetabling problem, a significant 

challenge many educational institutions face. This problem 

remains an active area of research and, to the authors' 

knowledge, has not been adequately addressed by the WOA 

algorithm. The method was evaluated using real-world data from 

the first semester of 2023/2024 for faculties at the Universiti of 

Sarawak, Malaysia. The problem incorporates standard and 

faculty-specified constraints commonly encountered in real-

world scenarios, accommodating online and physical 

assessments. These constraints include resource utilization, exam 

spread, splitting exams for shared and non-shared rooms, and 

period preferences, effectively addressing the diverse 

requirements of faculties. The proposed method begins by 

generating an initial solution using a constructive heuristic. Then, 

several search methods were employed for comparison during 

the improvement phase, including three Variable Neighborhood 

Descent (VND) variations and two modified WOA algorithms 

employing five distinct neighborhoods. These methods have been 

rigorously tested and compared against proprietary heuristic-

based software and manual methods. Among all approaches, the 

WOA integrated with the iterative threshold-based VND 

approach outperforms the others. Furthermore, a comparative 

analysis of the current decentralized approach, decentralized 

with re-optimization, and centralized approaches underscores 

the advantages of centralized scheduling in enhancing 

performance and adaptability. 

Keywords—Examination timetabling; discrete whale 

optimization algorithm; variable neighborhood descent; 

capacitated; decentralized 

I. INTRODUCTION 

Educational timetabling involves assigning specific times 
to resources, events, and spaces while adhering to a predefined 
set of hard constraints and optimizing soft constraints. 
Resources typically encompass lecturers, teachers, students, 
administrative staff, or specialized equipment. Events may 
include lectures, classes, exams, or other academic activities. 

Spaces refer to physical locations such as lecture halls, 
classrooms, or exam rooms. 

Numerous formulations have been proposed for this 
problem, with the two most notable being the uncapacitated 
formulation introduced by [1] and the capacitated formulation 
featured as Exam 1 in the Second International Timetabling 
Competition, discussed by [2]. This study addresses a 
capacitated formulation of a real-world faculty exam 
timetabling problem (ETP) at the Universiti of Sarawak, 
Malaysia (UNIMAS). This problem stands out due to its 
unique combination of two approaches: online exam 
scheduling, which solely considers designated periods without 
considering physical room allocation, and physical exam 
scheduling, which involves assigning each exam to a specific 
period and room. Both exam scheduling strategies aim to 
prevent conflicts and optimize exam spacing, but the latter 
necessitates meeting room allocation constraints, such as 
dividing or sharing spaces. 

Since ETP is an NP-complete decision problem [3], diverse 
approaches have been employed to address it. According to a 
recent study [4], there are six types of solution methods in the 
ETP. These are mathematical optimization, matheuristics, 
heuristics, metaheuristics, hyper-heuristics, and hybrid 
approaches. The survey found that metaheuristics had been the 
approach most employed over the past 12 years. 

Metaheuristics generally outperform exact search methods, 
as the latter often involves generating all possible solutions, 
which can be computationally intensive. Metaheuristic 
algorithms can be broadly divided into two categories: 
population-based algorithms, which emphasize exploration, 
and single-solution-based algorithms, which focus on 
exploitation. Effective metaheuristic design requires balancing 
two criteria: diversification, which involves exploring the 
search space broadly, and intensification, which focuses on 
refining and exploiting the most promising solutions [5]. 

An effective way to balance exploration and exploitation is 
by using a hybrid approach that integrates various techniques 
to enhance the performance of search algorithms. In this study, 
we introduce and design a novel hybrid method that combines 
the recently developed Whale Optimization Algorithm (WOA) 
with local search techniques to solve a real-world ETP. The 
following outline summarizes the main contributions of this 
work. 
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 Discrete WOA algorithm: A solution methodology that 
combines the WOA algorithm with local search 
methods is developed. This approach performs better 
than other VND variants in optimizing exam 
timetabling. 

 Decentralized faculty exam timetabling: We propose a 
novel model that accommodates the preferences of 
multiple faculties with contradictory constraints, 
accounts for varied exam types, and ensures a more 
inclusive and flexible scheduling framework. 

 Utilization of real-world data: The proposed discrete 
WOA approach is validated using real-world data, 
showcasing its robustness and practical relevance across 
various educational settings. 

The paper is structured as follows: Section II presents a 
review of related works, followed by Section III, which 
outlines the problem description. Section IV discusses the 
original WOA, other applied methods and neighborhood 
structures. Section V details the algorithms of the proposed 
discrete WOA approaches. Section VI presents the 
experimental results, and Section VII compares the centralized 
and decentralized approaches. Lastly, Section VIII provides the 
conclusion of the study. 

II. RELATED WORK 

Real-world exam timetabling constraints are categorized 
into four main types [4]: exam-related, period-related, room-
related, and invigilator-related. Real-world scenarios more 
commonly give rise to the capacitated formulation of ETPs, 
treating room capacities as adhered-to constraints. The 
constraints on room usage can vary significantly across 
problem formulations, ranging from limits on the number of 
exams allowed per room to considerations of individual room 
capacities and overall seating availability. Some studies extend 
this by considering the total seating capacity across all rooms 
within a time slot and the capacities of individual rooms [6–8]. 
In such cases, several exams may be assigned in the same room 
without restrictions on the number of exams if the total room 
capacity is sufficient to accommodate all the students requiring 
seating. 

Dammak et al. [9] proposed a heuristic algorithm that 
modeled the exam-room assignment problem, allowing 
multiple exams in a single room. In contrast, other studies have 
also explored the possibility of scheduling multiple exams in a 
single room [10, 11]. Other room-related constraints studied 
include the distance between exam halls [12, 13], the allocation 
of exams across multiple rooms [12, 14] and assigning specific 
exams to designated rooms. We incorporate all these 
constraints—one exam per room, multiple exams per room, 
splitting exams across multiple rooms, and distance between 
rooms for split exams—into our approach on a faculty-specific 
basis. 

Researchers have recently designed many intelligent 
algorithms, such as the Archimedes optimization algorithm 
[15], Fire Hawks algorithm [16], and WOA, to address various 
optimization challenges. Notably, the WOA, a swarm 
intelligence-based approach [17], models the hunting strategies 

of humpback whales, mimicking their collective feeding 
behavior. Recent studies have enriched the growing literature 
by highlighting its successful practical applications and 
reporting enhanced results and performance [18]. Additionally, 
research suggests that WOA surpasses other optimization 
algorithms concerning global search capabilities and 
convergence speed [19]. The WOA offers several advantages, 
including simplicity of operation, minimal control parameters, 
and a robust capability to avoid local optima. These attributes 
have inspired researchers to employ WOA to address diverse 
practical challenges. 

Although the WOA was originally developed for 
continuous problems, several studies have explored the use of 
the WOA for discrete optimization problems, including the 
knapsack problem [20, 21], feature selection [22–24], and 
workshop scheduling [25–27]. The primary strength of the 
WOA lies in its ability to maintain a balance between 
exploration and exploitation throughout the iterative process. 
While WOA has shown promise in various optimization 
problems across multiple domains, to the best of our 
knowledge, its application to real-world exam timetabling 
remains unexplored. 

Hence, this study bridges this gap by adapting the WOA 
approach to meet the specific needs of our real-world ETP, 
offering a novel solution for discrete optimization in 
educational scheduling. Since WOA was originally designed 
for continuous optimization tasks, it relies on continuous 
updates to individual positions, making it unsuitable for 
discrete scheduling problems like exam timetabling. To 
overcome this limitation, we propose a modified discrete 
WOA, incorporating discrete updating strategies to tailor the 
algorithm to the discrete nature of timetabling. The real-world 
experimentation outlined in the following sections 
demonstrates its effectiveness in addressing practical exam 
timetabling while fulfilling institutional constraints. 

III. PROBLEM DEFINITION 

This paper presents a solution method for the ETP at 
UNIMAS. Specifically, we study the decentralized ETP within 
the Faculty of Economics and Business (FEB) and the Faculty 
of Computer Science and Information Technology (FCSIT). 
The data on students within the faculties has been collected and 
analyzed to evaluate the proposed solution algorithm. 

The problem definitions are as follows: 

 The exams will take place over two weeks. 

 Each day is divided into two blocks. 

 Exams have varying durations, such as 120, 150, and 
180 minutes. 

 If assigning an exam to a single room within a timeslot 
is not feasible, the exam must be split across multiple 
rooms. 

 The exam day reserved for pre-assigned common 
courses should not be used for other exams. 

 The exams include online exams conducted via an 
online platform and physical exams held in rooms. 
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 Online exams must be assigned to a predesignated slot. 

 Shared or non-shared exam rooms will depend on each 
faculty's specific practices. 

 There are two types of exam rooms: exam halls and 
faculty-owned exam rooms. 

 Exam halls vary in availability based on the schedule 
set by the Centre, which range in size from medium to 
large. 

 Faculty-owned exam rooms are consistently available 
for faculty exams and are typically small-sized. 

The hard constraints are: 

 H1: Each student may attend only one exam at any 
given time. 

 H2: Each exam can only be scheduled once within the 
exam period. 

 H3: The exam period must not exceed the designated 
days. 

 H4: Rooms must be able to accommodate all students 
taking an exam during each timeslot. 

 H5: Rooms can only be shared if the faculty permits; 
otherwise, no sharing is allowed. 

The soft constraints include: 

 S1: Minimize the number of rooms utilized. 

 S2: Minimize proximity costs to ensure adequate time 
gaps between exams. 

 S3: Minimize the splitting of exams across different 
areas or rooms. 

 S4: Minimize violations of exams assigned to preferred 
timeslots. 

A solution that violates soft constraints is not considered 
infeasible; this allows for defining specific objective values for 
each soft constraint. Consequently, the objective function f 
aims to minimize the total soft constraint violations, directing 
the optimization process toward reducing their overall impact. 
The end user typically determines the weights assigned to 
different types of soft conflicts. However, this study 
standardizes the weights by assigning fixed values: 1 for S1, 
S2, S3, and 2 for S4 to ensure reproducibility. 

IV. METHODS 

A. Constructive Heuristic Method 

The proposed algorithm starts by generating initial feasible 
solutions, using a constructive heuristic method as the starting 
point. The process begins with assigning prioritized exams to 
their preferred time slots, followed by the allocation of online 
exams and, finally, the allocation of physical exams. We use a 
best-fit strategy for room allocation, choosing the smallest 
room that fits, minimizing room splits, and allocating several 
exams to the same room whenever feasible. The algorithm 
continues to allocate exams to rooms and periods while 

ensuring compliance with hard constraints and adhering to the 
soft constraint of preferred slot assignments. 

B. The Original WOA 

The WOA is a recently developed swarm intelligence 
optimization algorithm commonly used to solve optimization 
and classical engineering problems. When whales locate prey, 
they swim in a spiral toward it while encircling and foraging 
using a bubble net. This process involves three hunting 
strategies: shrinking and attacking with a bubble-net attack, 
encircling prey, and randomly searching for prey. The first two 
strategies guide exploitation, while exploration is supported by 
the third within the WOA. 

We present the mathematical model for each phase below, 
employing a uniform distribution to generate random numbers 
in the equations. In the following equations, t signifies the 
current iteration, x refers to the position vector, and MaxIter 
indicates the maximum number of permitted iterations. 

1) Exploitation phase – encircling prey: Humpback 

whales employ strategies described by the mathematical 

models in Eq. (1) and Eq. (2) to encircle and hunt their prey. 

As per Eq. (2), acting as search agents, whales adjust their 

positions relative to the prey—the current optimal solution, x. 

The coefficient vectors C and A, calculated using Eq. (3) and 

Eq. (4), adjust the search area to determine the whale's 

position relative to its prey. In both phases, the value of a 

decreases linearly from 2 to 0, while the vector r exhibits a 

uniform distribution within the interval [0,1]. 

D  |C ∙ x* (t)  x (t)|    

x (t 1)  x* (t)  A ∙ D           

2ara 

Cr 

2) Exploitation phase – bubble-net attacking: The 

shrinking, encircling behavior is governed by Eq. (5), while 

the position of a neighboring search agent is determined using 

a spiral equation as described in Eq. (6). D' denotes the 

distance from the i-th whale to the optimal solution, with b 

defining the shape of the logarithmic spiral and l being a 

random value within the range [-1, 1]. 

a  t ∙ (2 MaxIter) 

x (t 1)  D' ∙ ebl ∙ cos(2πl) x* (t) 

3) Exploration phase – searching for prey: For 

exploration, a random search agent is selected to guide the 

process, as mathematically represented by Eq. (7) and Eq. (8). 

Vector A contains random values exceeding one or falling 

below -1, while xrand represents a randomly chosen whale from 

the population. 

D  |C ∙ xrand  x | 

x (t 1)  | xrand  A ∙ D | 
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Algorithm 1 delineates pseudocode for the original WOA, 
which starts by generating an initial population and evaluating 
it with a fitness function. During each iteration, a random value 
determines the update of a solution's position using either Eq. 
(2), Eq. (8), or Eq. (6) methods. The system returns the best 
solution x* upon meeting the termination criteria. 

Algorithm 1: Original WOA  

Generate initial population xi for 𝑖 = 1, 2, … , 𝑛 

Compute each solution’s fitness 

Set the best search solution x*  

t = 0  

While (t  MaxIter) do 

 For each solution do 

  Update C, A, p, a, and l 

  If p < 0.5 then 

   If |A| < 1 then 

    Update the current solution's position by (2) 

   Else  

    Update the current solution's position by (8) 

   End If 

  Else 

   Update the current solution's position by (5) 

  End If 

 End For 

 Verify if any solution goes beyond the search space and amend it 

 Compute each solution’s fitness 

 t = t + 1 

 Update x* if a better solution is found 

End While 

return x* 
 

C. Variable Neighborhood Descent 

Exploring a single neighborhood structure may result in 
finding a local optimum specific to that structure, but this is 
unlikely to be the global optimum. Conversely, identifying a 
solution that serves as a local optimum across multiple 
neighborhood structures enhances the likelihood of reaching 
the global optimum. This principle forms the foundation of the 
VND method. Specifically, a VND algorithm is employed to 
refine the solutions. VND is a deterministic variation of the 
Variable Neighborhood Descent framework initially proposed 
by [28]. It has been widely adopted as a local search method in 
numerous metaheuristics and implemented in diverse forms 
[29]. During its process, VND systematically explores different 
neighborhoods of a given solution to enhance its quality. 

Algorithm 2 provides the pseudocode for the VND. The 
algorithm explores the neighborhood structures defined by the 
operators Nk, where 1 ≤ k ≤ kmax, following a predefined order. 
LocalSearch(x, Nk) indicates that a local search is performed 

using the current neighborhood Nk, starting from solution x. 
The first-improvement strategy is applied to all neighborhood 
structures, as described in Subsection D. Specifically, when an 
improved solution is found within a specific neighborhood, the 
corresponding move is made, and the next neighborhood 
structure is explored. This procedure repeats until the 
maximum iteration limit is reached. 

VND can employ various rules to transition between 
neighborhoods on its list and adopt diverse strategies to explore 
each. This flexibility gives rise to multiple VND variants, 
including Basic Sequential VND (BVND), Cyclic VND, Pipe 
VND (PVND), and Nested VND. These variants may utilize 
either the first-improvement or best-improvement search 
strategies. Algorithms 3 and 4 outline the neighborhood change 
procedure for both BVND and PVND, respectively. For the 
former, if a better candidate solution is found within a given 
neighborhood structure, the search resumes in the initial 
neighborhood structure based on the specified order. 
Otherwise, the search continues in the next neighborhood 
structure. For the latter, if the current solution improves within 
a particular neighborhood, exploration continues within that 
neighborhood. 

Algorithm 2: Variable Neighborhood Descent 

Procedure VND (x, N) 

While (t  MaxIter) do 

 stop = false 

 k = 1 

 x' = x 

 While (k kmax) 

  x'' = LocalSearch (x, Nk) 

  neighborhood_change (x, x'', k) 

 End While 

End While 

return x' 
 
 

Algorithm 3: Sequential Neighborhood Change for BVND 

Procedure Sequential_neighborhood_change (x, x', k) 

If f (x') < f (x)  then 

 x = x' 

 k = 1 

Else 

 k = k + 1 

End  
 
 

Algorithm 4: Pipe Neighborhood Change for PVND 

Procedure Pipe_neighborhood_change (x, x', k) 

If f (x') < f (x)  then 

 x = x' 

Else 

 k = k + 1 

End  
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D. Neighborhood Structure 

The five types of neighborhood structures are implemented 
and described in the following: 

 Kick: Assign exam 𝑒1to the period currently designated 
to exam 𝑒2, then reassign exam 𝑒2 to a different period 
from the available options. The room for both exams 
may be available within the designated period. 

 Swap: Exchange the periods of two exams, while their 
rooms may be swapped or assigned to different rooms. 

 Shift: Move an exam to a different period and/or 
room(s).  

 Reallocate: Move an exam assigned to a shared room to 
an unoccupied one. 

 Compact: Relocate an exam to a shared room during the 
same period. 

Swap, Shift, and Kick are moves related to both period and 
room assignments, whereas Reallocate and Compact focus 
specifically on room-related adjustments with contradictory 
objectives. Reallocate aims to address room-sharing 
preferences, especially in cases where certain faculties prohibit 
sharing. In contrast, Compact, which applies to most faculties, 
aims to reduce the number of rooms utilized, thereby 
encouraging room sharing. The neighborhood structure is set to 
N = {Swap, Shift, Kick, Reallocate} for faculty exam 
timetabling where shared exam rooms are prohibited. 
Otherwise, the neighborhood structure is set to N = {Swap, 
Shift, Kick, Compact}. 

V. PROPOSED APPROACH 

This study proposes two algorithms: one based on the 
PVND algorithm and the other on WOA. Subsection A 
describes the first algorithm, Iterative Threshold-based 
Variable Neighborhood Descent (ITVND), while Subsection B 
presents the second algorithm, the modified discrete WOA. 

A. Iterative Threshold-based Variable Neighborhood Descent 

We propose a variant of the classic PVND, ITVND, with 
the pseudocode presented in Algorithm 5. The threshold-based 
pipe neighborhood change procedure is outlined in Algorithm 
6. The ITVND algorithm incorporates a control parameter, the 
objective function threshold cT, and an input parameter, the 
iteration count L. We initially assign the objective value of the 
starting solution to cT. The iteration count increments in steps 
of L, and at every L-th iteration (cT mod  L = 0), cT is updated 
to the current cost. The algorithm accepts all improving or 
sideways moves with an objective value below cT.  

The algorithm explores the solution space using multiple 
neighborhood structures, where the neighborhood structure Nk 
is defined for k =1…, kmax. The core concept of ITVND is to 
maintain the objective value threshold across L iterations for 
various neighborhood structures. It permits accepting inferior 
solutions within the objective value threshold, introducing a 
more flexible acceptance condition, which slows the current 
cost reduction and prolongs the time needed to reach 
convergence. 

Algorithm 5: Iterative Threshold-based Pipe Variable 
Neighborhood Descent 
Procedure ITVND (x, N) 

t = 0  

While (t  MaxIter) do 

 k = 1 

 x' = x 

 While (k kmax) 

  x'' = LocalSearch (x, Nk) 

  Threshold_pipe_neighborhood_change (x, x'', k, cT) 

 End While 

 If (t mod L = 0) then 

  cT = f (x) 

 End If 

 t = t + 1 

End While 

return x' 
 
 

Algorithm 6: Threshold Pipe Neighborhood Change  

Procedure Threshold-based_pipe_neighborhood_change (x, x', k, cT) 

If f (x') < cT or f (x') < f (x) then 

 x = x' 

Else 

 k = k + 1 

End  
 
 

B. Discrete Whale Optimization Algorithm 

As whales adjust their positions within a continuous 
domain using specific equations and operators, the original 
WOA becomes unsuitable for tasks like timetabling, which 
exhibit discrete characteristics. While the classical WOA 
algorithm relies on whale interactions to solve optimization 
problems, its simple neighborhood structure and limited 
disturbance tend to trap it in local optima. To address this 
problem, we replaced these equations and operators with a 
local search mechanism. The proposed modified discrete WOA 
approach considers two methods: (1) WOA-VD and (2) WOA-
IVD. As shown in Algorithm 7, the process begins with a set of 
solutions generated using a constructive heuristic, then 
iteratively refined throughout the search process. 

During the exploitation phase, the modified discrete WOA 
algorithm updates individual solutions using information from 
the best current solution. When probability p is less than 0.5, 
the algorithm utilizes local search with an improvement 
criterion, accepting a new solution only if it enhances the 
current solution's fitness, thereby supplanting Eq. (2). If p is 
equal to or greater than 0.5, PVND is chosen as a local search 
method to improve the solution in WOA-VD algorithm. In 
contrast, the ITVND local search method is used in the WOA-
IVD algorithm to compare the effectiveness of the VND 
variation during the search process. Both methods replace Eq. 
(5) and take advantage of its ability to search for a larger area 
by changing neighborhoods in a planned way. 

During exploration, local search with a threshold-based 
acceptance criterion replaces Eq. (8). A new candidate solution 
is accepted if its objective value falls below a dynamically 
updated cost bound. This approach helps explore the search 
space more effectively by mitigating the effects of premature 
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convergence and promoting broader exploration outside the 
immediate neighborhood of the current optimal solution. 

Algorithm 7: Discrete WOA-VD 

Generate initial population xi for 𝑖 = 1, 2, … , 𝑛 

Compute each solution’s objective value 

Initialize the best search solution x*  

t = 0  

While (t  MaxIter) do 

 For each solution individual do 

  Update a, A, C, l and p 

  If p < 0.5 then 

   If |A| < 1 then 

    Generate new candidate x'         

    If f (x') < f (x) then 

     x = x' 

    End If 

   Else  

    Generate new candidate x'         

    If f (x') < cBound then 

     x = x' 

    End If 

    If (t mod L = 0) then 

     cBound = f (x) cT = f (x) 

    End If 

   End If 

  Else 

   Apply PVND (x, N) to improve x         

  End If 

   

 End For 

 Calculate each solution’s objective value 

 t = t + 1 

 Update x* if a better solution is found 

End While 

return x* 
 

Our search method is based on local search and leverages 
the following characteristics: 

 Termination Criterion: A fixed number of iterations as 
the termination criterion ensures that the algorithm's 
runtime remains consistent and independent of other 
parameters. 

 Search Space: The search space is restricted to the 
feasible region, which only includes scheduling that 
fully satisfies all constraints, such as precedence and 
conflict avoidance. 

VI. EXPERIMENTS 

A. Experimental Settings 

The experiment is conducted on a computer with Windows 
11, equipped with an Intel® Core™ i7 processor, 16.0 GB of 
memory, and an integrated graphics card. We built the 
algorithms presented using IntelliJ IDEA, the Integrated 
Development Environment (IDE), and Java, specifically JDK 

1.8, as the programming language. Table I presents the 
characteristics of the datasets collected from two faculties. 
These datasets specifically pertain to the first semester of the 
2023/2024 academic year. 

TABLE I. CHARACTERISTICS OF DATASETS FROM TWO FACULTIES 

Description 
Dataset  

FCSIT FEB 

No. of enrolment 2,837 7,035 

No. of students 1,026 2,011 

No. of exams 31 55 

Exam range per student 1 to 5 1 to 8 

Conflict density 0.234 0.182 

Exam Types Online & Physical Physical 

Total exam period 12 days  12 days 

Average Shared Hall Usage 

per Timeslot 
1.8 3.1 

Faculty-Owned Exam 

Room Count 
10 6 

Scheduling method Manually arranged Proprietary System 

To evaluate the performance of our proposed algorithms, 
we compared them against other methods and the existing 
scheduling method, which generates the current solution. The 
five include three variations of VND: BVND, PVND, and 
ITVND, along with two variations of WOA: WOA-VD and 
WOA-IVD. For each of these algorithms, we conducted 30 
independent runs per dataset. 

B. Experimental Results 

Table II below presents the descriptive statistics for the 
three employed algorithms compared to the existing scheduling 
method based on 30 runs. The bold formatting indicates the 
best values achieved by all the methods. We conducted all 
statistical analyses using SPSS version 29. 

TABLE II. COMPARISON BETWEEN DIFFERENT METHODS 

Dataset Method Slot Best Mean Worst Std Dev 

FCSIT 

Manual 12 55.6    

BVND 8 50.4 53.7 57.3 1.97 

PVND 8 50.1 53.1 56.3 1.48 

ITVND 8 49.4 51.6 54.7 1.41 

WOA-VD 8 49.9 52.9 57.8 2.09 

WOA-IVD 8 48.7 51.2 53.7 1.28 

FEB 

Proprietary 

System 
12 148.6    

BVND 12 131.8 134.6 138.3 1.77 

PVND 12 132.2 134.7 137.0 1.24 

ITVND 12 130.3 132.4 134.6 1.22 

WOA-VD 12 131.0 132.9 135.3 1.13 

WOA-IVD 12 129.9 131.9 133.6 1.04 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

263 | P a g e  

www.ijacsa.thesai.org 

For the FCSIT dataset, Table II shows that WOA-IVD 
emerges as the best-performing method among the tested 
methods, with the lowest objective value (48.7) and the lowest 
standard deviation (1.28), demonstrating consistent 
performance. The second-best method is ITVND, which has a 
slightly higher objective value (49.4) but maintains low 
variability (1.41). In contrast, despite its competitive mean 
value, the WOA-VD method has the highest variability (2.09), 
indicating less consistent results than others. 

In comparing the performance of various methods for the 
FEB dataset, all our proposed methods outperform the 
proprietary system [30], which employed two-stage heuristic 
methods across all instances, with a moderate gap. The best-
performing method, WOA-IVD, achieved an average of 131.9 
with a standard deviation 1.04. ITVND followed closely with 
an average value of 132.4 and a standard deviation 1.22. 
However, the results for BVND and PVND are somewhat 
inferior, with some instances where they perform poorly 
compared to the ITVND and WOA models. 

Overall, the results demonstrate that adopting all the VND 
and WOA variation methods reduces exam session and 
objective value compared to the manual approach. The WOA-
IVD method performs the best across both datasets, 
consistently achieving the lowest mean values and 
demonstrating superior efficiency compared to other methods. 
On the other hand, VND tends to perform the worst, showing 
higher values in comparison. 

We conducted a one-way ANOVA analysis of variance, as 
presented in Table III for dataset FCSIT and Table IV for 
dataset FEB, to statistically demonstrate the differences among 
all employed methods, BVND, PVND, ITVND, WOA-VD, 
and WOA-IVD, presented in Table II. The results for both 
datasets indicate a statistically significant difference between 
the tested approaches, with a p-value below 0.001. 

TABLE III. ANOVA FOR FCSIT DATASET OF THE ALGORITHMS 

Source DF 
Sum of 

Squares 

Mean 

Square 
F Signature 

Between 

Groups 

4 132.209 33.052 11.772 <.001 

Within 

Groups 
145 407.131 2.808  

 

Total 149 539.340    

TABLE IV. ANOVA FOR FEB DATASET OF THE ALGORITHMS 

Source DF 
Sum of 

Squares 

Mean 

Square 
F Signature 

Between 

Groups 

4 198.958 49.739 29.289 <.001 

Within 

Groups 
145 246.247 1.698  

 

Total 149 445.204    

Fig. 1 and 2 present the box plots for two datasets 
generated using Tableau software. The lower mean, median, 
and distribution values in both box plots show that WOA-IVD 
is consistently the best method. The fact that its box plot height 
is lower than other algorithms in both datasets further 

demonstrates this. For the FCSIT dataset, as shown in the box 
plot in Fig. 1, WOA-VD performs the worst due to its higher 
spread and maximum values, suggesting poor performance in 
worst-case scenarios. For the FEB dataset, as shown in the box 
plot in Fig. 2, BVND has the largest spread and includes higher 
maximum values, indicating it performs less reliably and worse 
in the worst-case scenarios. The proposed WOA-IVD approach 
effectively balances the objectives of exploration and 
exploitation, as the tested approaches' performance ranks 
BVND, PVND, WOA-VD, ITVND, and WOA-IVD. 

The results highlight the consistent effectiveness of our 
discrete WOA method, achieving an objective value reduction 
of approximately 12.41% for the FCSIT dataset and 12.58% 
for the FEB dataset. This consistency underscores the method's 
reliability and adaptability, making it a practical solution for 
diverse scenarios. However, the proposed discrete modified 
WOA may be constrained by the need to adapt the local search 
method in the WOA model, which is currently tailored to our 
ETP problem instance and might require modification to 
address different problem constraints or domains. 

 

Fig. 1. Box plots of objective values for FCSIT dataset. 

 
Fig. 2. Box plots of objective values for FEB dataset. 

VII. CENTRALIZED AND DECENTRALIZED 

A comparison of centralized and decentralized approaches 
to university exam timetabling during the pandemic was 
conducted by Modirkhorasani and Hoseinpour [31], focusing 
on minimizing costs and ensuring social distancing, with the 
study underscoring the advantages of decentralization. 
Building on this and given that our current practice employs a 
decentralized approach at the faculty level, we intend to 
conduct a similar comparison using our objective function for 
cost evaluation to better align with our specific operational 
context. A comparative analysis is conducted to evaluate the 
effects of three scheduling methods: 
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1) Decentralized approach: the current practice whereby 

faculty schedule their timetables independently. 

2) Centralized approach: All faculty exams are 

scheduled, with resources managed centrally. It employs a 

uniform 12-timeslot structure, ensuring consistency in 

completing exam sessions across datasets. 

3) Decentralized approach with re-optimization: Similar 

to the first approach, only that re-optimization is performed 

after post-resource reallocation. If a faculty’s exam session 

concludes earlier than others, the shared resources are 

reallocated for use by other faculties that take longer exam 

sessions. 

The comparative analysis aims to determine the relative 
impacts of these approaches on scheduling efficiency and 
overall outcomes. The centralized and decentralized 
approaches are compared in Table V, with and without the re-
optimization strategy for the decentralized approach. The 
comparison is made across four soft constraints (S1–S4) based 
on their objective values. The bold formatting indicates the best 
values achieved by the approaches. 

TABLE V. PERFORMANCE OF SCHEDULING UNDER CENTRALIZED AND 

DECENTRALIZED APPROACHES 

Value 

Decentralized 

Centralized Without Re-

optimization 

With Re-

optimization 

S1 92.0 82.3 86.0 

S2 37.2 43.9 19.5 

S3 33.9 25.4 29.1 

S4 16.0 20.4 9.8 

Total 179.3 172.0 144.5 

The decentralized approach with re-optimization has shown 
superior efficiency in resource allocation, as evidenced by its 
lowest values in both S1 and S3, which pertain to room usage 
and splitting. However, it is less effective for other constraints, 
such as S2 and S4, which are related to spread and preferred 
slot, where it performs worse than the decentralized approach 
without re-optimization. While re-optimization enhances 
performance in certain aspects, it may not universally improve 
outcomes across all constraints. Despite this, the centralized 
approach remains the most efficient overall. 

For the decentralized approach, values without re-
optimization are generally higher, indicating that re-
optimization improves efficiency. In contrast, the centralized 
approach consistently produces lower values than both 
decentralized approaches, underscoring its overall efficiency. 
The total objective values further support this trend, with the 
centralized approach achieving the lowest total (144.5), 
followed by the decentralized approach with re-optimization 
(172.0) and without re-optimization (179.3). It shows a 
reduction of approximately 15.9% in the total objective value, 
calculated as (172.0–144.5) / 172.0 × 100. This improvement 
highlights the effectiveness of the centralized approach in 
enhancing the solution's overall quality. However, the 
comparative analysis of centralized and decentralized 

approaches is incomplete, as it encompasses only a limited 
subset of faculties rather than the entire scope, thereby leaving 
this aspect open for further exploration. 

VIII. CONCLUSION 

This study examines decentralized faculty exam 
timetabling to optimize resource allocation and satisfy 
institutional constraints while designing an approach that can 
be adopted across multiple faculties. The ETP under 
consideration accommodates two distinct exam modes and 
formulations within the same timetable. This structure is 
notably different from those commonly found in literature and, 
to our knowledge, has not been previously studied. We propose 
two approaches: ITVND, an improved version of VND, and a 
novel discrete WOA. Specifically, we embedded the different 
local search strategies in the WOA algorithm to ensure they 
work well in the discrete scheduling domain. We used a real-
world dataset to validate the proposed algorithm's practicality, 
highlighting its applicability across various faculties while 
adhering to their specific constraints. Our search methods have 
been rigorously tested and compared internally and against 
proprietary software developed using heuristic and manual 
methods. These comparisons highlight that the discrete WOA 
outperforms other approaches, demonstrating superior 
performance, though it takes slightly longer. While the 
preliminary results provide proof of concept, further 
experimentation with additional examination timetabling 
datasets, such as benchmark sets, could provide valuable 
insights. We consider hybridizing the WOA algorithm with 
other metaheuristic algorithms for future studies. 
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Abstract—Sentiment analysis of video comment text has impo

rtant application value in modern social media and opinion mana

gement. By conducting sentiment analysis on video comments, we

 can better understand the emotional tendency of users, optimise 

content recommendation, and effectively manage public opinion, 

which is of great practical significance to the push of video conten

t. Aiming at the current video comment text sentiment analysis m

ethods problems such as understanding ambiguity, complex const

ruction, and low accuracy. This paper proposes a sentiment analy

sis method based on the M-S multimodal sentiment model. Firstly

, briefly describes the existing methods of video comment text sen

timent analysis and their advantages and disadvantages; then it st

udies the key steps of multimodal sentiment analysis, and propose

s a multimodal sentiment model based on the M-S multimodal se

ntiment model; finally, the efficiency of the experimental data fro

m the Communist Youth League video comment text was verified

 through simulation experiments. The results show that the propo

sed model improves the accuracy and real-time performance of th

e prediction model, and solves the problem that the time complexi

ty of the model is too large for practical application in the existing

 multimodal sentiment analysis task of the video comment text se

ntiment analysis method, and the interrelationships and mutual i

nfluences of the multimodal information are not considered. 

Keywords—Video commentary text sentiment analysis; 

multimodal information fusion; M-S multimodal sentiment model; 

convolutional neural network 

I. INTRODUCTION 

Due to the prevalence of the Internet and the advancement 
of social media, video platforms like YouTube and Jitterbug 
have emerged as significant avenues for users to express their 
views and sentiments [1]. The massive video comment data 
generated on these platforms provide rich materials for 
sentiment analysis. The foundation for sentiment analysis of 
video comments is laid by the advancement of sentiment 
analysis technologies, particularly the breakthrough in text 
sentiment analysis [2]. Although sentiment analysis of video 
comment language has gained a lot of attention lately, there are 
still several issues with the current approaches. Many of the 
current video commentaries sentiment analysis methods mainly 
rely on textual modality, while ignoring the rich visual and 
auditory information contained in the video [3]. This unimodal 
approach to analysis has obvious limitations because emotional 
information in videos is not only expressed through text, but also 
conveyed through multiple channels such as facial expressions, 
voice intonation, and body language [4]. This process usually 
involves sentiment lexicon methods, which determine sentiment 
polarity by comparing with sentiment lexicon, and machine 

learning methods, which improve the accuracy and adaptability 
of sentiment recognition by training machine learning models. 
Sentiment analysis has important applications in several fields, 
especially in opinion monitoring and marketing [5]. 

Currently Video Commentary Text Sentiment Analysis is a 
hot area of current research, and there are various methods and 
techniques, the dictionary-based method mainly relies on 
sentiment dictionary [6], which calculates the sentiment 
tendency by matching the sentiment words in the text. This 
method is simple and direct, but requires the support of a high-
quality sentiment dictionary. Machine learning-based methods 
perform well on specific datasets by constructing feature vectors 
[7] and combining algorithms such as Support Vector Machines 
(SVMs) and Plain Bayes to perform sentiment classification, but 
this method requires the manual design of the features; deep 
learning methods automatically learn features through neural 
networks [8], which are widely used in text sentiment analysis, 
but the calculation is more complicated. Research indicates that 
multimodal sentiment analysis, which integrates visual and 
audio data, can markedly enhance the precision of sentiment 
recognition [9]. 

Aiming at the problems of sentiment polysemy, noise 
interference, dynamic change of sentiment vocabulary, cross-
domain differences in sentiment, and insufficient deep semantic 
understanding in video comment text sentiment analysis [10], 
this paper proposes a M-S based multimodal sentiment model. 
The main main contributions of this paper are (1) analysing the 
main methods of video review text sentiment analysis and 
sorting out the related techniques; (2) designing an M-S based 
multimodal sentiment model; and (3) validating and analysing 
the evaluation model using related datasets. 

II. VIDEO REVIEW OF TEXTUAL EMOTIONS ANALYSIS 

METHODOLOGY  

At present, text emotion classification studies usually 
classify text emotion tendency into positive and negative. 
Positive emotion means that the text has a positive attitude, and 
negative emotion means that the text has a negative attitude. 
However, due to the characteristics of the Internet itself, such as 
openness and randomness, video comments usually contain a 
large number of non-standard linguistic phenomena, such as 
misspelled words, abbreviations, Internet slang, etc., so a large 
number of different sentiment analysis methods have emerged. 

A. Dictionary-based Approach 

The sentiment lexicon plays an important role in textual 
sentiment analysis by matching words with predefined 
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sentiment categories (e.g., positive, negative) [11], as shown in 
Fig. 1. 

 

Fig. 1. Dictionary-based approach to text sentiment analysis 

B. Machine Learning Methods 

Support vector machines (SVMs), plain bayes, and logistic 
regression are among the frequently used algorithms in machine 
learning techniques, which are extensively employed in 
sentiment analysis [12], as shown in Fig. 2. These methods 
improve classification performance through feature selection 
and extraction techniques such as bag-of-words models and n-
gram features. However, these methods may face computational 
inefficiency when dealing with large-scale data and require a 
large amount of labelled data for model training. 

 

Fig. 2. Sentiment analysis of text based on machine learning approach 

analysis. 

C. Deep Learning Methods 

Deep learning methods have made significant progress in 
sentiment analysis, mainly through models such as 
Convolutional Neural Networks (CNNs), Long Short-Term 
Memory Networks (LSTMs) and BERT [13]. These models are 
able to automatically learn complex features in text without the 

need to manually design features, which improves the accuracy 
of sentiment classification, as shown in Fig. 3. 

 

Fig. 3. Sentiment analysis of text based on deep learning approach. 

D. Fine-Grained Sentiment Analysis 

Fine-grained sentiment analysis focuses on identifying and 
analysing specific attributes in reviews and their emotional 
tendencies [14], which can provide more accurate sentiment 
analysis results. This approach classifies the polarity of 
comments by identifying object attributes and their 
corresponding sentiment words, as shown in Fig. 4. 

 

Fig. 4. Sentiment analysis of text based on fine-grained sentiment analysis. 

E. Multimodal Sentiment Analysis 

Multimodal sentiment analysis integrates many forms of 
information, including text, audio, and video, to facilitate 
sentiment recognition [15], thereby providing a more thorough 
comprehension of the user's emotional disposition. This method 
enhances the precision of sentiment analysis via modal fusion 
techniques, including feature-level fusion and decision-level 
fusion, as seen in Fig. 5. 

 

 

Fig. 5. Sentiment analysis of text based on multimodal information. 
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III. MULTIMODAL INFORMATION SENTIMENT ANALYSIS 

The specific operation of the multimodal sentiment analysis 
task for video comment text is shown in Fig. 6. Firstly, the 
information of different modalities is fed into the feature 
extraction model, then the extracted features are fused into the 
feature fusion according to a certain fusion method, and finally 
the fused features are fed into the classifier to perform sentiment 
analysis on the multimodal data [16]. 

 

Fig. 6. Multimodal sentiment analysis architecture. 

A. Feature Extraction in Multimodal Sentiment Analysis 

Extraction of representative features from all modal data 
utilized in subsequent fusion tasks is referred to as feature 
extraction in multimodal sentiment analysis. Multimodal 
sentiment analysis tasks in machine learning, deep learning, 
artificial intelligence, natural language processing, image 
processing, and audio processing depend on feature extraction, 
and the accuracy and speed of the model operation can be 
directly impacted by the quality of feature extraction [17]. 

The objective of feature extraction is to derive more 
representative and interpretable features from the source data to 
enhance its description and differentiation. Feature extraction 
typically encompasses the subsequent steps: 1) Data 
preprocessing; 2) Feature selection; 3) Feature extraction; and 4) 
Dimensionality reduction of features. 

B. Feature Fusion in Multimodal Sentiment Analysis 

In the process of multimodal sentiment analysis, the feature 
extraction stage is not significantly different from the unimodal 
feature extraction method. However, the core difference 
between multimodal sentiment analysis and unimodal analysis 
lies in how to effectively fuse the information from different 
modalities to derive accurate sentiment polarity. 

The methods of feature fusion mainly include feature-level 
fusion (Feature-level fusion) and decision-level fusion 
(Decision-level fusion), as shown in Fig. 7 and Fig. 8. 

 

Fig. 7. Feature level fusion. 

 

Fig. 8. Decision-level fusion. 

Feature-level fusion (FLF) refers to the fusion of multiple 
features from different feature extraction methods or feature 
representations to generate a more representative and enriched 
feature vector. Feature-level fusion is one of the most commonly 
used methods for multimodal data fusion, and by fusing features 
from different modalities, a more comprehensive, accurate and 
robust feature representation can be extracted, thus improving 
the performance of the model. 

Decision-level fusion (DLF) is a fusion strategy in which the 
features of each modality are first analysed individually, and the 
results of their respective analyses are subsequently integrated 
into a single decision vector to arrive at a final decision. The 
significant advantage of this fusion approach is that when data 
is missing for one modality, it is still possible to rely on 
information from other modalities for decision making. 

IV. SENTIMENT ANALYSIS BASED ON THE M-S 

MULTIMODAL SENTIMENT MODEL RESEARCH 

A. M-S Model Multimodal Fusion Sentiment Analysis Model 

In this paper, a novel fusion model M-S model Multimodal 
Fusion Sentiment Analysis Model is proposed to perform the 
task of video comment text sentiment analysis as shown in Fig. 
9. This model firstly uses a one-dimensional convolutional 
neural network to extract the text information, audio 
information, and image information, and the three modal 
features Feature-L, Feature-A, and Feature-V (text feature, 
audio feature, and image feature) obtained, and then the obtained 
features are sent to the Transformer-layer to be processed, and 
then the features containing cross-modal The features containing 
cross-modal attention information (Cross-model attention 
Feature-X→Feature-Y), and the features of different modalities 
are sent to the main and sub dual channels for processing 
according to their importance, and finally, the processed features 
of the two channels are sent to the Fully Connected Layer (FC-
layer) for processing, and are outputted to the Softmax classifier 
for classification. 

This paper aims to propose a lightweight model with low 
time complexity that is easy to implement. Therefore, the most 
fundamental one-dimensional convolutional neural network is 
selected for feature extraction, while the Transformer model 
(Fig. 10) is utilized for feature processing to investigate the 
relationships and influences of various modalities. By fine-
tuning critical parameters in the Transformer, it significantly 
contributes to both cross-modal attention and multi-modal 
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feature fusion. By modifying the critical parameters in the 
Transformer, it significantly contributes to both cross-modal 
attention and multi-modal feature fusion. The primary and 

secondary dual-channel fusion approach introduced in this study 
enables the model to achieve high accuracy and stability. 

Fig. 9. M-S model. 

 

Fig. 10. Transformer model. 

Multimodal information feature extraction: In this paper, we 
use 1D Convolutional Neural Network (1D-CNN) for text 
information, image information, and audio information, which 
is a variant of convolutional neural network, and compared with 
traditional fully-connected neural network, 1D-CNN can better 
deal with localised Relationships. Considering that multimodal 
datasets are often video-based, resulting in three modes of data 
containing time series, 1D convolutional networks can 
effectively extract the features of each mode in the dataset, as 
shown in Fig. 11. 

 

Fig. 11. One-dimensional convolutional neural network. 

This paper employs a Transformer-based feature fusion 
model for multimodal sentiment analysis, emphasizing the 
significance of fused features in influencing outcomes. The 
objective is to preserve or enhance the maximum information 
prior to fusion, utilizing the Transformer encoding and decoding 
techniques for feature integration. The fusion method ensures 
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that the extracted features optimally preserve the characteristics 
prior to fusion, after which the three modal features are 
combined and encoded to provide a segment of the fused 
features post-fusion. Subsequently, the fully connected method 
is employed, incorporating a Dropout layer to mitigate 
overfitting. The FC-layer consists of two Dropout layers, two 
Linear layers, and one ReLU activation layer, after which the 
resultant features are input into a Softmax classifier to derive 
their sentiment class labels. 

B. Multimodal Information Feature Extraction 

A one-dimensional convolutional neural network is a 
specialized neural network designed for sequence data 
processing, comprising an input layer, a convolutional layer, and 
a pooling layer, as seen in Fig. 11. The input layer incorporates 
information from three distinct modalities, while the 
convolutional layer is trainable to derive an optimal set of 
convolutional kernels that minimize the loss function, hence 
facilitating automatic feature extraction.  

1 2[ , , , ]T

sA a a L a is passed as model input to the input 

layer, where
s dA R   is the time series, s  is the length of the 

time series, and d  is the number of eigenvalues. 
ia denotes the 

feature vector at the time of i  , with the dimension of d  . The 

sequence data is mapped into convolutional layer by one 
dimensional convolution operation: 

( ) max( ,0)rf z z                           (1) 

( )j J

c r cy f A W b                         (2) 

Where:  denotes one-dimensional convolution operation;

y j

c
 denotes the j  th feature mapping generated by the 

convolution kernel w j

c
 , [1, ]cj n  ,

cn  denotes the number 

of convolution kernels, and the convolution kernel j m d

cW R   

is a weight matrix, where m  is the size of the convolution 

kernel, and m  denotes the width of the local time window for 

extracting the time series features for the time series; b  is the 

bias; and ( )rf z  is the activation function ( Relu  activation 

function), which is used to non-linearise the data after the 
convolution operation. 

The pooling procedure is employed to extract the most 
pertinent information on the sequence of features in the 
convolutional layer, hence creating the pooling layer. This 
article employs max-pooling to aggregate the features. Upon the 
final application of the pooling procedure, global max-pooling 
is employed to extract the most pertinent global temporal 
information, resulting in a sequence length of 1, and the features 

of the three modalities are extracted from the information
,

j

P lasty  

. 

( ) max( (2 1), (2 ))j j j

P c cy k y k y k              (3) 

, max( )j j

P last cy y                          (4) 

V. EXPERIMENTS AND ANALYSIS OF RESULTS 

A. Baseline Modelling 

1) MCTN model: The method introduces an innovative 

strategy to learn robust transitions between joint representations 

modalities through a translation process [18]. Specifically, the 

translation process from source to target modality not only 

provides a new way to learn joint representations, but also 

requires only the modality of the source modality as input. In 

order to further strengthen the translation effect of modalities, 

the method utilises cyclic consistency loss to ensure that the 

joint representation retains the maximum information of all 

modalities, as shown in Fig. 12. 

2) LMF model: While previous studies have explored the 

tensor expressivity of multimodal representations, these 

methods often suffer from a dramatic increase in dimensionality 

and computational complexity due to the transformation of 

inputs into tensors [19]. To address this issue, this method 

proposes a low-rank multimodal fusion strategy that utilises a 

low-rank tensor for multimodal fusion, thus significantly 

improving the efficiency, as shown in Fig. 13. 

3) TFN model: The model redefines the problem of 

multimodal sentiment analysis as a problem of modelling intra- 

and inter-modal dynamics [20]. To this end, it introduces a 

novel model, the tensor fusion network, which is capable of 

learning both dynamics end-to-end. The method is optimised 

especially for the instability of spoken language in online 

videos and the accompanying gestures and speech, as shown in 

Fig. 14. 

 
Fig. 12. MCTN model. 
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Fig. 13. LMF model. 

 

Fig. 14. TFN model. 

4) MFN model: The proposed approach to address the 

multi-view sequence learning problem is the Memory Fusion 

Network (MFN) [21]. This neural architecture explicitly 

accounts for intra-view and inter-view interactions, modeling 

them sequentially across the temporal dimension. The MFN 

comprises an LSTM system designed to learn view-specific 

interactions in isolation while identifying cross-view 

interactions via a mechanism known as Delta-memory 

Attention Network (DMAN). This process culminates in a 

multi-view gated memory for temporal summarisation, as 

illustrated in Fig. 15. 

5) EF-LSTM model: The EF-LSTM model does this by 

connecting multimodal input data and processing it using an 

LSTM network (Hochreiter and Schmidhuber 1997). This 

design allows the model to process information from different 

modalities simultaneously, thus improving the performance of 

sentiment analysis. 

6) MulT model: The MulT model effectively tackles the 

challenges of aligning information across different modalities 

and managing long-term dependencies within the same 

modality in an end-to-end framework, eliminating the necessity 

for explicit data alignment [22]. The model's foundation is its 

directed two-by-two cross-modal attention mechanism, which 

facilitates the examination of interactions across various time 

steps in a multimodal sequence, potentially allowing for 

alignment between modalities, as illustrated in Fig. 16. 
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Fig. 15. Schematic diagram of the MFN model. 

 

Fig. 16. Schematic diagram of the MulT model. 

The dataset used in this paper is the CMU-MOSEI 
multimodal dataset, which is the first, largest and highly 
regarded multimodal emotion and sentiment recognition dataset. 

B. Experimental Setup 

In this paper, three experiments are set up, namely the 
comparison experiment, the principal mode selection 
experiment and the ablation experiment. Source of experimental 

data were obtained from the text of the Communist Youth 
League video comments. 

1) Comparison test: This experiment is intended to prove 

the applicability of the method used in the M-S model and the 

accuracy of the model, this paper uses the CMU-MOSEI dataset 

to train on each of the six baseline models 10 times respectively 

(the MulT model is the most effective of the baseline models, 
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so 50 experiments were carried out), and in order to prove the 

stability of the M-S model proposed in this paper, the was 

trained 50 times and the average results obtained. 

2) Main modality selection experiment: Text features, 

image features and audio features are selected to be sent to the 

main channel for processing, and the features of the remaining 

modalities are sent to the subchannel for processing, and the 

results are obtained through the M-S model to determine the 

main modality to be sent to the main channel for processing. 

3) Ablation experiment: Utilizing solely unimodal 

information (input from only one modality—text, image, or 

audio—while excluding data from the other modalities), the 

experimental findings indicate that information from all 

modalities in multimodal sentiment analysis positively 

influences the sentiment analysis task. 

C. Experimental Analyses 

Fig. 17 illustrates that the M-S model introduced in this 
paper yields superior outcomes across four metrics: sentiment 2 
classification, sentiment five classification, sentiment 7 
classification, and F1 value. This demonstrates that the proposed 
primary and secondary dual channels not only attain high 
accuracy but also exhibit versatile applicability in multimodal 
sentiment analysis tasks. Furthermore, in comparison to 
sentiment 2 classification, the model shows greater 
improvement in multicategory sentiment classifications 
(sentiment 5 and sentiment 7), suggesting that the proposed 
method is more adept at precise sentiment analysis. The 
Classification, Sentiment 7 Classification demonstrates greater 
improvement, suggesting that the method provided herein is 
more suitable for precise sentiment analysis. 

 

Fig. 17. Comparative experimental results. 

Fig. 18 indicates that the results are markedly superior when 
text features are utilized as the primary modal compared to when 
image and audio features are employed. This demonstrates that 
the paper prioritizes text information as the main modality, 
directing the text features extracted by the one-dimensional 
convolutional neural network to the primary channel for 
processing, while the extracted image and audio features are 
allocated to the subchannel. This approach yields optimal results 
and substantiates the beneficial impact of the proposed main and 
subchannel methods on the multimodal sentiment analysis task. 
The vice-channel strategies presented in this paper positively 
influence the multimodal sentiment analysis challenge. 

 

Fig. 18. Main mode selection experimental results. 

In Fig. 19, the fusion method proposed in this paper in the 
CMU-MOSEI dataset when experiments are conducted using 
multimodal data, the effect is 6.94% more accurate with single 
text modal sentiment analysis, 21.11% more accurate with 
single image modal sentiment analysis, and even more accurate 
with 37.6% more accurate than the single audio modal, which 
demonstrates that each modal information in this method makes 
a positive effect on the present sentiment analysis task. 

 

Fig. 19. Ablation results. 

VI. CONCLUSION 

The experimental results indicate that the M-S model 
introduced in this paper enhances the sentiment analysis of 
multimodal information in video review texts compared to the 
baseline model. The accuracy of the proposed model has been 
substantiated through various datasets and multiple 
experimental sets. Furthermore, the ablation experiments 
demonstrate that the textual, audio, and visual information 
utilized in this model contribute positively to the multimodal 
sentiment analysis task. 

The M-S model proposed in this paper mainly solves the 
problems of the multimodal sentiment analysis task in which the 
time complexity of the model is too large for practical 
application, the interrelationships and mutual influences 
between multimodal information are not considered, and the 
weights of the multimodal features cannot be accurately defined 
by numerical values, but there are still a lot of challenges that 
need to be solved by researchers in this task. This paper 
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summarises some of the future work on the multimodal 
sentiment analysis task: 

 Multimodal datasets are scarce, unsupervised or semi-
supervised methods can be considered to train the model 
and get better results with fewer datasets; 

 Use the topology of the hypergraph to establish the 
relationship between the multimodal data and obtain the 
feature tensor between the multimodalities; 

 Majority of existing methodologies predominantly focus 
on textual, visual, and auditory data, while pose-oriented 
and ECG-based sentiment analysis remains exceedingly 
limited; future efforts should enhance collaboration with 
other disciplines to develop more comprehensive 
multimodal datasets; 

 Most existing methodologies do sentiment analysis on 
aggregate data; future approaches may explore sentiment 
analysis of specific entities within the data or at the 
aspect level. 
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Abstract—Predicting stock market is a difficult task that 

involves not just a knowledge of financial measures but also the 

ability to assess market patterns, investor sentiment, and 

macroeconomic factors that can affect the movement of stock 

prices. Traditional stock recommendation systems are built as 

monolithic applications, with all components closely coupled 

within a single codebase. While these systems are functional, yet 

they are difficult integrating several services and aggregating 

data from diverse sources due to their lack of scalability and 

extensibility. A service-driven approach is needed to manage the 

growing complexity, diversity, and speed of financial data 

processing. However, microservice architecture has become a 

useful solution across multiple sectors, particularly in stock 

systems. In this paper, we design and build a stock market 

forecasting system based on the microservice architecture that 

uses advanced analytical approaches such as machine learning, 

sentiment analysis, and technical analysis to anticipate stock 

prices and guide informed investing choices. The results 

demonstrate that the proposed system successfully integrates 

multiple financial analysis services while maintaining scalability 

and adaptability due to its microservice architecture. The system 

successfully retrieved financial metrics and calculated key 

technical indicators like RSI and MACD. Sentiment analysis 

detected positive sentiment in Saudi Aramco's Q3 2021 report, 

and the LSTM model achieved strong prediction results with an 

MAE of 0.26 and an MSE of 0.18. 

Keywords—Stock market; microservice architecture; deep 

learning; technical indicators; sentiment analysis 

I. INTRODUCTION 

Analyzing the stock market to predict the price movement 
of shares is of interest to investors and traders. There is an 
extensive variety of interrelated factors affecting the stock 
price, including microeconomic considerations and geopolitical 
developments [1, 2]. A study found that psychological factors 
such as investor emotion and behavioral biases had a 
considerable impact on share prices [3]. Traditional methods 
for predicting stock prices depend on statistical models and 
technical analysis [4]. However, they are unable to completely 
comprehend the complex interdependencies and behavioral 
patterns that are inherent in investor psychology and market 
dynamics [5]. Consequently, deep learning has become 
recognized as a highly efficient tool for deriving meaningful 
insights from extensive, complex datasets [6]. 

The financial markets are very volatile and process 
intensive data [8]. Hence, they require sophisticated systems 
that can handle huge datasets, run complex analyses, and give 
real-time insights that can be used. Most traditional stock 

recommendation systems, on the other hand, are built as 
monolithic applications, with all components closely coupled 
within a single codebase. While these systems are functional, 
yet they are difficult in scalability, maintainability, and 
extensibility [7]. 

Also, it is critical for investors and financial analysts to be 
able to forecast stock movement with precision, as they must 
make informed decisions in a constantly changing 
environment. Forecasting systems that rely on monolithic 
architectural structures are difficult to adapt to ever-changing 
markets. These systems focus on limited data inputs, like 
historical price data, while overlooking critical factors such as 
real-time sentiment analysis and technical indicators, which 
play a significant role in market behavior. To the best of our 
knowledge, current approaches struggle to combine diverse 
analytical methods—like machine learning, sentiment analysis, 
and fundamental analysis—into a unified, effective system. 
This may lead to inconsistent performance and a lack of 
flexibility when applied to dynamic and complex market 
conditions. 

Microservice architecture is now widely adopted across 
various sectors. Microservice divides a large system into small, 
self-contained services that provide benefits such as improved 
scalability, greater flexibility, and error tolerance [9]. The 
development of stock systems based on a microservice 
architecture enables the integration of various analytical 
functions such as artificial intelligence, technical analysis, 
sentimental analysis, portfolio management, and risk 
assessment. Using this modular strategy, traders and investors 
may precisely adjust market circumstances to make better-
informed decisions. 

Thus, this study proposes the design and implementation of 
a stock recommendation system based on microservices that 
use specialized services to deliver informed stock 
recommendations. The system's goal is to enhance the 
precision and relevance of stock recommendations by 
operating machine learning algorithms, fundamental and 
technical analysis, and sentiment analysis of financial reports. 
This research extends the existing literature on financial 
systems by examining how microservices can improve the 
efficiency, scalability, and usefulness of generating stock 
recommendations. 

The paper is organized as follows: a literature review is 
conducted in Section II. Section III demonstrates the 
methodology, including the proposed system. Sections IV and 
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V present the study’s results and discussion. Section VI 
presents the research conclusion and future work. 

II. BACKGROUND AND RELATED WORK 

A. Microservice Architecture 

Microservice architecture is becoming an effective solution 
across multiple sectors, particularly in stock systems because it 
excels at managing complex, large-scale applications that 
demand scalability, maintainability, and flexibility. 
Microservices empower teams to develop, deploy, and scale 
each component independently, enhancing efficiency and 
innovation by breaking down a system into smaller and 
independent components. Each service is designed to handle a 
certain business function and communicates with other services 
through lightweight protocols, typically using APIs [10]. 

Microservices systems can significantly improve the 
efficiency and responsiveness of financial trading systems. The 
shift from a monolithic architecture to a micro-services-based 
approach enables developers to create independent services 
that satisfy certain requirements, improving scalability and 
maintainability. For instance, a microservice reference 
architecture based on domain engineering can address the high 
complexity and maintenance costs associated with large-scale 
financial trading systems by providing a general solution for 
similar scenarios, allowing new microservices to coexist with 
legacy systems and supporting rapid business development 
through DevOps and other mechanisms [11]. 

Microservices in power trading platforms also highlight 
their ability to enhance load performance and scalability, which 
are critical for the real-time and complex nature of stock 
trading [12]. Furthermore, microservices can be integrated with 
IoT technologies to create efficient inventory management 
systems and benefit stock systems by ensuring real-time data 
processing and business logic execution [13]. Implementing 
microservices architecture within ERP financial systems 
showcases their ability to address complex business demands 
with exceptional availability, security, and scalability, which 
are crucial for stock systems managing substantial amounts of 
data and transactions [14]. 

Adopting microservice architecture in stock 
recommendation systems may offer numerous benefits, 
including improved scalability, maintainability, and 
responsiveness. Thus, making it a valuable approach for 
modern financial trading platforms and related applications. 
The effective management of systems based on micro-services 
is vital for ensuring service quality across various microservice 
components, which is particularly important in stock systems 
where resource demands and quality of service requirements 
are high [15]. Integrating microservices with social-media 
messaging bots for automated inventory management further 
illustrates their versatility and potential for enhancing customer 
and retailer connectivity in stock systems [16]. Additionally, 
microservices can be applied to assess the impact of news on 
the stock market, which makes the system respond to news 
events, analyze them, and predict their effects on market 
trends. Thus, it provides valuable insights for traders and 
investors. Additionally, microservices in asset tracking 
systems, such as those based on indoor positioning systems, 

showcase their potential for real-time data processing and 
resource-efficient operations, which can be applied to stock 
systems for tracking and managing assets efficiently [17]. 

The potential implications of a booming stock market 
prediction system through deep learning algorithms services 
built on microservice architecture are essential. Accurate 
forecasting could inform investment decisions and contribute 
to risk management strategies, portfolio optimization, and the 
development of automated trading systems. Furthermore, the 
valuable insights derived from this research have the potential 
to revolutionize financial forecasting and expand economic 
modeling applications. 

B. Machine Learning Algorithms 

Integrating machine learning and pattern recognition 
improved the accuracy of stock trading systems [18]. Esteemed 
machine learning methods have been utilized to predict 
fluctuations in stock prices. Some of these powerful algorithms 
are Long Short-Term Memory (LSTM), Support Vector 
Machine (SVM), Random Forest, and Decision Tree, each 
algorithm offers unique advantages. LSTM, a recurrent neural 
network, demonstrates exceptional efficacy in encapsulating 
time-based dependencies and intricate patterns within stock 
market data, as shown by its exceptional forecasting accuracy 
compared to conventional models like ARIMA [19] [20]. 
Despite the complexity of machine learning models, it is 
suggested that straightforward strategies are effective for 
predicting price soaring. A study conducted by [21] evaluates 
the effectiveness of using deep learning and technical 
indicators to predict short-term stock price movements. The 
authors developed a four-layer Long Short-Term Memory 
(LSTM) model incorporating various technical indicators, 
achieving an impressive 83.6% accuracy in forecasting stock 
trends. Authors in study [22] offer a comprehensive 
comparative analysis of nine machine learning models and two 
deep learning methods. The RNN and LSTM with continuous 
data emphasized superior performance among others. It also 
demonstrated a notable improvement in accuracy across all 
models when technical indicators are converted to binary data 
inputs. 

Numerous studies have generated precise estimations by 
detecting non-linear correlations in stock market data [23, 24]. 
Random Forest, an ensemble learning method, is particularly 
adept at managing large datasets and mitigating overfitting by 
aggregating multiple decision trees. Although Decision Trees 
are easy to interpret and implement, they are at risk of 
overfitting, especially with small datasets. Nonetheless, they 
can remain beneficial when integrated with other models or 
used with an ensemble technique like Random Forest [25]. 
Comparative studies have shown that advanced models like 
LSTM and SVM surpass decision trees in performance. 
Nonetheless, decision trees remain valuable for data 
exploration and feature selection [26]. However, the selection 
of a model typically relies on the requirements of the prediction 
task, including the dataset's size and design, the necessary 
balance between accuracy and interpretability, and the 
available computational resources [23]. Each model offers 
distinct advantages. In some cases, the most precise forecasts 
arise from a combination of these models, which integrate the 
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optimal elements of each to mitigate the shortcomings [23, 25 -
27]. 

Disparate data sources, such as traditional time-series data 
and web platforms such as Google and Wikipedia, have been 
shown to greatly improve prediction accuracy [28]. The 
authors of study [45] emphasize the value of using NLP and 
finance to forecast stock prices. In their study, they emphasized 
the use of historical price data, text data from the news or 
social media, and their combination to improve accuracy. They 
discuss algorithms like RNN, GRU, and LSTM for price 
analysis, sentiment analysis for assessing investor emotions, 
and methods such as graph networks and event-driven 
approaches for identifying company correlations. A study 
investigates sentiment analysis of online investor opinions to 
support investment decisions and risk assessment. Using data 
from Sina Finance, it combines machine learning methods, like 
SVM and GARCH models, with sentiment analysis. Results 
show strong correlations between forum sentiment and stock 
price volatility, with machine learning outperforming semantic 
approaches and sentiment having a greater impact on value 
stocks than growth stocks [46]. 

The stock market is a complicated financial system with 
shifting prices, and investors seek to maximize gains while 
minimizing risks. Recent advances in neural networks and 
hybrid models have exceeded older approaches in terms of 
prediction accuracy. A study introduced the SMVF-ANP 
technique, which analyzes market transmission processes and 
financial aspects using multi-layer perceptron (MLP), dynamic 
artificial neural networks, and GARCH models. Results reveal 
that SMVF-ANP outperforms typical strategies and models, 
with a prediction accuracy of 97.2%, an efficiency rate of 
96.9%, and higher returns [47]. Tong et al. studied the effect of 
social media mood on irrational herding behavior in the 
Chinese stock market. They discovered that emotion had a 
considerable impact on illogical conduct [48]. Furthermore, 
authors in study [49] extracted insights from unstructured 
financial text in quarterly company reports. They utilized 
FinBERT, a pre-trained language model based on the BERT 
framework. Their results demonstrate that FinBERT 
outperforms state-of-the-art methods, achieving an accuracy of 
84.77% on quarterly reports. 

To meet the varied demands of investors, advanced stock 
recommender systems have been expertly developed, which 
utilize techniques such as K-Nearest Neighbor, Singular Value 
Decomposition, and Association Rule Mining, all of which 
take into account investors' unique preferences and risk profiles 
to maximize portfolio returns [29]. Multi-agent recommender 
systems utilizing hybrid filtering techniques and involving 
collaborative and content-based filtering have been designed to 
adaptively recommend profitable stocks based on investor 
preferences and macroeconomic factors [30]. Incorporating 
social media text and company correlations into stock 
movement prediction models has enhanced the ability to 
capture multimodal signals, providing a robust tool for 
investment decision-making [31]. A systematic review of 
recent developments in machine learning methods, such as 
deep learning and ensemble methods, highlights the 
importance of these technologies in improving stock market 
movement forecasts and reducing investment risks [32]. In 

addition, a deep reinforcement learning approach that 
combines artificial neural networks (ANN), long short-term 
memory (LSTM), natural language processing (NLP), and 
deep Q networks (DQN) was proposed to forecast the next 
day's stock price. The proposed model outperforms standard 
algorithms in terms of accuracy, demonstrating its efficacy in 
automating stock market in-vestment decisions [33]. Thus, the 
remarkable innovations in stock recommendation systems 
highlight their extraordinary sophistication, empowering them 
to deliver precise, timely, and personalized investment 
guidance that perfectly aligns with the dynamic needs of 
investors and traders. 

C. Technical Analysis 

Technical indicators are vital in forecasting stock market 
movements that offers valuable insights into market trends and 
behaviors. The metrics are typically divided into two primary 
classifications: trend indicators and volume indicators. Trend 
indicators play a pivotal role in revealing not only the direction 
but also the strength of a market trend, which is essential for 
crafting savvy investment choices. Noteworthy in-stances of 
trend indicators encompass Moving Averages (MA), Moving 
Average Con-vergence Divergence (MACD), and Exponential 
Moving Average (EMA) [34]. These indicators are utilized to 
smooth out price data, facilitating the detection of trends over a 
designated timeframe. For example, the MACD, a momentum 
indicator, illustrates the correlation between two moving 
averages of the price of an asset trend. At the same time, the 
EMA assigns greater importance to the most recent prices, 
increasing its sensitivity to new information [35]. 

On the other hand, volume indicators are crucial as they 
reveal the true power behind price movements by examining 
trade volume. They assist investors in understanding the degree 
of interest surrounding a specific stock or market. Common 
volume indicators include Relative Volume (RVOL), Volume 
Weighted Average Price (VWAP), and Chaikin Money Flow 
(CMF) [34]. RVOL compares the current volume to the 
average volume over a specific period, indicating whether a 
stock is actively traded. The VWAP determines the mean price 
at which a security was traded during the day, considering 
volume and price, in contrast, the CMF assesses buying and 
selling pressure over a specific period. 

The precision of stock predictions could be increased by 
combining these metrics with sophisticated machine learning 
algorithms. Combining technical indicators with ensemble 
learning methods like Random Forest and Gradient Boosting 
has improved predictive precision, attaining a success rate of 
91.45% in forecasting the opening price of stock [36]. 
Similarly, using LSTM models with technical indicators as 
voters have demonstrated high accuracy in stock market 
predictions, with RMSE values indicating strong performance 
[34]. Jaideep and Matloob developed a machine learning 
classifier using five technical and 23 fundamental indicators. 
Their findings highlight the importance of analyst ratings in 
predicting stock prices [37]. Thus, these methods emphasize 
the need of selecting the proper set of technical indicators to 
improve the efficacy of prediction models. Furthermore, 
utilizing correlation-based feature selection models to identify 
crucial technical indicators has undeniably revolutionized the 
forecasting capabilities of deep learning algorithms, 
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particularly Artificial Neural Networks (ANN) and 
Convolutional Neural Networks (CNN) [38]. 

Hybrid machine learning models that integrate various 
classifiers and optimization strategies have successfully 
forecasted stock price fluctuations, especially in volatile market 
conditions affected by external elements such as political 
turmoil and pandemics [39]. However, the strategic use of 
trend and volume indicators, along with advanced machine 
learning techniques, provides a robust framework for 
predicting stock market movement; thus, they offer rich visions 
for investors and financial analysts [4, 34-36, 38, 40, 41-43]. 

 However, existing systems focus on historical price data 
and fail to integrate other valuable inputs, such as sentiment 
analysis, machine learning algorithms, and technical indicators. 
Despite their effectiveness, these systems' advanced 
technologies are often used in isolation. In response to these 
limitations, we propose a microservice-based architecture that 
brings together modularity, scalability, and advanced analytics. 

III. METHODOLOGY 

A. The Proposed System 

Making well-informed investment choices is challenging 
due to the total volume of data accessible to investors. These 
data sources range from historical stock prices and technical 
indicators to company fundamentals and sentiment extracted 
from news articles and financial reports. The ability to process, 
analyze, and interpret these data effectively is crucial for 
investors. Hence, we propose a microservice-driven stock 
prediction system to address this need. Designing the system to 
provide investors with comprehensive stock analysis and 
actionable recommendations can optimize their portfolios and 
minimize risks as well. 

The proposed system is built on microservices architecture, 
and each service was designed to handle a distinct part of the 
stock analysis process. These microservices operate 
independently while effortlessly communicating with one 
another through RESTful APIs. This architecture ensures the 
system is scalable, efficient, and adaptable to future 
enhancements. The proposed system was tested using real-
world stock data to assess its effectiveness in response to each 
service and providing initial and informed stock 
recommendations. The system's performance was evaluated 
based on its ability to retrieve stock data, generate reliable 
technical and fundamental insights for traders, and summarize 
a semantic analysis for a given financial report. (The source 
code for the system can be accessed through the fine-grained 
personal access token link provided in the footer at the bottom 
of the page or by clicking on this link). 

The system combines essential financial metrics, 
sophisticated machine learning algorithms, and sentiment 
analysis to provide a strong data-informed decision. Each 
microservice is responsible for a particular function or task in 
the stock recommendation process, enabling efficient real-time 
processing of large data sets. Fig. 1 presents the architecture of 
the system. The major components of the system are detailed 
as follows: 

 
Fig. 1. The architecture of the proposed system. 

1) Stock data and fundamental analysis services: The first 

step in the system involves collecting financial data from 

publicly available sources. This microservice retrieves vital 

financial metrics for individual stocks, including historical 

prices and trading volumes. The fundamental analysis 

microservice can process the data to compute key financial 

metrics like Market Capitalization, Dividend Yield, Earnings 

Per Share (EPS), and Revenue. These metrics help evaluate 

the financial health and performance of the selected company. 

We used the Yahoo Finance API in our system. 

2) Technical analysis service: The system’s technical 

analysis microservice calculates a range of widely used 

technical indicators that assist in identifying trends, 

momentum, and market conditions. To detect price trends and 

possible reversals, we run indicators such as moving averages 

(MA), the Relative Strength Index (RSI), and the Moving 

Average Convergence Divergence (MACD). Also, this 

component employs volume-based indicators like On-Balance 

Volume (OBV) and volatility indicators like the Average True 

Range (ATR). Thus, these technical indicators are important 

for traders and investors to determine a stock's price shifts and 

the overall direction of the trend. 

3) Sentiment analysis service: Sentiment analysis has 

become an important tool in predicting stock market trends, 

given that news and financial reports can greatly affect 

investor actions and stock valuations. The sentiment analysis 

process was developed using a Flask-based API that integrates 

the FinBERT model, a variant of BERT specifically fine-

tuned for sentiment analysis in financial contexts. The 

FinBERT, which is available via Hugging Face's model 

repository, is known for its domain specific capabilities in 

financial sentiment classification [48]. It is initialized in the 

application through the transformers pipeline with a sentiment 

analysis task. The model outputs predictions across three 

sentiment categories: positive, negative, and neutral. It 

processes the text data to determine whether the general 

sentiment is positive, negative, or neutral, providing a 

complementary perspective to the technical and fundamental 

analyses. 

4) Machine learning predictions service: In its early 

version, the system uses an LSTM (Long Short-Term 

Memory) model to estimate future stock values, which is a 

recurrent neural network designed to manage time-series data. 

The LSTM model predicts future stock swings using previous https://github_pat_11ADTUAHQ0dYABfdLZ43ep_C7UfBSnCxgv41ut8

TgIVvIEtezvJ8jvvNw0vPNkX7tMRUPZK4QNZquZfsgl@github.com/aalgar

ni2/Stock_Market_Forecasting_Microservice_System.git 
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stock prices and other services. This approach identifies long-

term linkages and patterns in stock price data. It aids in 

providing short-term projections, which are critical for making 

buy, sell, or hold choices. The model is designed to react 

dynamically to new data, gradually improving the accuracy of 

its predictions as time progresses. The system scales and 

normalizes historical stock data, technical indicators, and 

semantic analysis findings before passing them through an 

LSTM model for training. After completion, the model 

produces forecasted stock values, which are then compared to 

the current market price to inform the recommendation 

service. During model execution, we divided the dataset into 

training (80%) and testing (20%) sets. We set up the model 

with 50 epochs, a batch size of 32, and an Adam optimizer 

with a learning rate of 0.001. The model's performance was 

assessed using Mean Absolute Error (MAE) and Mean 

Squared Error (MSE). Other machine learning approaches 

such as Support Vector Machine, Random Forest, and 

Decision Tree will be implemented in future work. Thus, this 

modular approach makes it easier to update and expand the 

system with new capabilities as they become available. 

5) Recommendation service: The recommendation 

microservice will integrate the outputs of the fundamental 

analysis, technical indicators, and machine learning 

predictions to deliver a final recommendation. The algorithm 

would be designed to aggregate results from four 

microservices, fundamental analysis, technical indicators, 

machine learning predictions, and sentiment analysis, to 

generate a final stock recommendation. Each service's output 

is weighted, combined, and compared against set thresholds. 

Then, the service determines whether the recommendation is 

to 'Buy,' 'Hold,' or 'Sell'. 

6) User interaction via streamlit interface: The system's 

user interface is designed to let investors enter stock ticker 

symbols, select a date period for analysis, and upload a 

financial report for sentiment evaluation. The interface 

retrieves and shows results based on the services that have 

been selected. The modular architecture also can enable future 

integration of additional analytical services or advancements 

with minimal disturbance. 

IV. RESULT 

A. Fundamental Analysis and Technical Analysis 

Performance 

The component of fetching the historical stock data was 
tested with several stocks by entering the ticker, start date, and 
end date. All runs demonstrated that stock data can be retrieved 
successfully from the Yahoo Finance API. For the fundamental 
analysis service, it successfully retrieved financial metrics. 
Additionally, the proposed system effectively calculated and 
returned multiple technical indicators such as RSI, and MACD. 
These indicators effectively identified trends, overbought and 
oversold conditions, and market volatility. The ability to 
visualize these indicators over a selected date range helped 
investors gain deeper insights into price movements and 
market dynamics. Indicators like MACD and RSI provided 

actionable insights into buying or selling opportunities. Thus, 
the system’s technical indicators are aligned with known 
market trends, providing an additional layer of validation to the 
stock's performance. 

During testing of the three components, we entered the 
stock ticker "2222.SR" (Saudi Arabian Oil Company); the 
system retrieved stock data for the specified date. Also, when 
we run the fundamental analysis, the system provides the 
available and accessible data. For unavailable metrics, it shows 
'N/A'. The accuracy and reliability of this data depend on the 
real-time updates provided by Yahoo Finance, which proved to 
be timely and comprehensive during testing. Fig. 2 illustrates 
the system’s interface after fetching the stock data. 

 

Fig. 2. The proposed system main interface. 

B. Sentiment Analysis Services Performance 

The sentiment analysis services perform sentiment analysis 
on any uploaded PDF document. Sentiment analysis is 
increasingly used in financial prediction. Incorporating news 
sentiment or financial report analysis improves accuracy in 
forecasting stock trends [44]. For our proposed system, we 
implemented the FinBERT model for the sentiment analysis 
microservice. We tested this service by uploading several PDF 
files. 

The sentiment analysis service uses FinBERT to analyze 
text from PDF documents. The FinBERT tokenizer divides the 
text into pieces using tokens. The FinBERT algorithm 
evaluates each segment to identify the sentiment labels 
(positive, neutral, or negative), which are then accepted to 
obtain a sentiment measurement. In an analysis of Saudi 
Aramco’s third-quarter report for 2021, the sentiment analysis 
service detected positive sentiment. Fig. 3 shows the sentiment 
analysis of the report. The sentiment analysis was instrumental 
when applied to earnings reports. Positive sentiment can be 
associated with subsequent price increases. In contrast, 
negative sentiment may correlate with price declines. However, 
while sentiment extracted from financial documents can predict 
short-term stock price movements, external market factors and 
investor behavior may influence price fluctuations. 
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Fig. 3. Sentiment analysis report. 

C. Machine Learning Service and Recommendation System 

The machine-learning service is designed to employ 
various machine learning algorithms for stock price prediction. 
They are LSTM, Support Vector Machine (SVM), Random 
Forest, and Decision Tree. In this early development, we only 
implemented LSTM. Other algorithms are left for future work. 
During testing the service, the LSTM model achieved a Mean 
Absolute Error (MAE) of 0.26 and a Mean Squared Error 
(MSE) of 0.18 for predicting the stock price of 2222.SR (Saudi 
Aramco). The results demonstrate the potential of LSTM for 
forecasting in financial markets. Fig. 4 show the result of MAE 
and MSE after training the model. 

 
Fig. 4. The result of MAE and MSE of the model.. 

The recommendation engine service will integrate the 
results of fundamental analysis, technical indicators, and 
semantic analysis and pass them on to the machine learning 
algorithm service. The recommendation engine's strength is its 
ability to integrate several types of information which helps in 
producing a comprehensive insight of the stock's performance. 
This guarantees that the recommendation is well-rounded and 
takes into account both quantitative and qualitative 
considerations. Also, it limits the risk of making decisions that 
are based on only one factor. The full implementation of this 
service is left for future work. 

V. DISCUSSION AND LIMITATION 

The results of testing the system imply that the proposed 
system can be an effective tool for providing data-driven stock 
recommendations based on multiple sources. The system offers 
a comprehensive stock analysis approach by integrating 
fundamental analysis, technical indicators, sentiment analysis, 
and machine learning predictions. The modular design of the 
services facilitates integration with other components of the 
stock recommendation system. Also, the modular approach 
allowed for a flexible selection of technical indicators [50]. 
Extending support for more complex strategies or combining 

indicators could enhance the analytical capability of the system 
further. FinBERT's pre-training on financial data provided 
domain-specific sentiment analysis, making the results relevant 
for stock market insights. The service's modular design 
supports easy scaling, such as adding more sentiment 
categories or integrating additional pre-trained models. Future 
work could focus on improving sentiment granularity and 
analyzing sentiment trends across sections of a document to 
uncover deeper insights. The LSTM model's architecture can 
capture temporal dependencies; hence, it is suitable for time-
series data like stock prices. However, the ability to choose 
among models provided flexibility for different user 
requirements and computational resources. Future 
improvements include implementing additional time-series-
specific models and enabling hyperparameter optimization for 
models. 

Furthermore, the proposed system demonstrates that its 
internal structure is scalable and efficient. Each microservice 
operated independently. The utilization of RESTful APIs 
allows services to communicate without interruption as well as 
ensures that changes to one service do not impact the overall 
system. Hence, the system's modularity increases its flexibility 
and usability by making it simple to add or improve current 
services. 

There are specific constraints that need to be defined. First, 
there is a need for stress testing to assess performance under 
high-load conditions. Second, sentiment analysis is heavily 
dependent on the quality of the input data. Hence, the 
outcomes of the results can be affected if there are specific 
constraints that need to be defined. First, there is a need for 
stress testing to assess performance under high-load conditions. 
Second, sentiment analysis is heavily dependent on the quality 
of the input data. So, the outcomes of the results may be 
affected negatively if there is any biased data. 

However, the system's modular architecture allows for 
future enhancements, such as incorporating more advanced 
sentiment analysis models, employing advanced machine 
learning approaches to better account for market volatility, and 
leveraging recommendation services with explainable AI. This 
system has the potential to significantly aid investors in making 
well-informed decisions while also being adaptable to future 
advancements in financial technology. 

VI. CONCLUSION AND FUTURE WORK 

The proposed system adopts a comprehensive methodology 
for stock market analysis, integrating traditional financial 
metrics with contemporary machine-learning approaches. The 
system assists investors in making informed decisions by 
offering services like fundamental analysis, technical 
indicators, sentiment analysis, and machine learning 
algorithms. However, this paper presents a microservice-based 
architecture that embeds state-of-the-art technologies, such as 
LSTM for time-series prediction and FinBERT for sentiment 
analysis in stock price forecasting. By comparison, the LSTM 
model generates smaller error metrics than traditional baselines 
and thus has demonstrated the capability of learning and 
representing the complex, nonlinear stock price pattern. The 
value added to the system for further processing was done by 
the incorporation of FinBERT, through the analysis of the 
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financial reports based on sentiment analysis. The paper's 
parameter optimization will be expanded to capture more 
market scenarios and embed additional analysis tools for the 
betterment and adaptability of the system. 

The recommendation service developed in this version is 
still on a very high level of abstraction and, hence, is left for 
further research and development. Also, we aim, in future 
work, to introduce Explainable AI (XAI) into the stock trading 
systems to make the predictions transparent and explain why 
they are predicted this way. It will be interesting to see whether 
XAI can be integrated into microservice architecture. The other 
related research direction could try to investigate how the XAI 
modules connect with the existing services and, more 
importantly, provide explanations that are correct, 
understandable, and trusted. 
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Abstract—After the COVID-19 pandemic, the global economy 

began to recover. However, stock market fluctuations continue to 

affect economic stability, making accurate predictions essential. 

This study proposes an Improved Whale Optimization Algorithm 

(IWOA) to optimize the parameters of the Long Short-Term 

Memory (LSTM) model, thereby enhancing stock index 

predictions. The IWOA improves upon the traditional Whale 

Optimization Algorithm (WOA) by integrating logistic chaotic 

mapping to increase population diversity and prevent premature 

convergence. Additionally, it incorporates a dynamic adjustment 

mechanism to balance global exploration and local exploitation, 

thus boosting optimization performance. Experiments conducted 

on five representative global stock indices demonstrate that the 

IWOA-LSTM model achieves higher accuracy and reliability 

compared to WOA-LSTM, LSTM, and RNN models. This 

highlights its value in predicting complex time-series data and 

supporting financial decision-making during economic recovery. 

Keywords—Long short-term memory network; chaotic 

mapping; dynamic adjustment mechanism; improved whale 

optimization algorithm; financial time series forecasting 

I. INTRODUCTION 

Stock market indices are published by stock exchanges or 
financial institutions and are important financial indicators that 
reflect market fluctuations. These indices directly affect 
investor sentiment and decision-making and serve as key 
references for investors. Given the significant impact of stock 
market movements on the global economy, predicting these 
movements has been a top priority for researchers and 
investors. Their goal is to develop effective investment 
strategies and reduce risk. Despite the passage of time, the 
complex patterns and return metrics that emerge in the stock 
market within the framework of unsupervised automated 
prediction remain difficult to predict accurately. This 
underscores the critical need for a progressive predictive 
approach that combines human expertise with advanced 
technological capabilities to improve the accuracy and 
reliability of stock and economic forecasts [1]. 

In recent decades, the adoption of machine learning 
techniques and metaheuristic algorithms in financial time series 
forecasting has attracted significant attention. Conventional 
neural networks, such as Recurrent Neural Networks (RNNs), 
have been shown to be effective in capturing complex 
fluctuations in the stock market. Chen et al. introduced a deep 
learning prediction model based on RNN, which integrates 
social media news content (sentiment and topic features) with 

technical indicators to strengthen the predictive accuracy of 
stock market volatility [2]. Haromainy et al. utilized a genetic 
algorithm-optimized RNN model to predict stock trends for 
stock prices, demonstrating its ability to capture nonlinear 
features in stock market data [3]. Additionally, Zhao et al. 
incorporated fuzzy logic with RNN to improve stock market 
volatility prediction [4]. 

Despite the advantages of RNN models, prediction 
accuracy remains limited due to the high nonlinearity and 
chaotic nature of the stock market. As deep learning continues 
to grow, LSTM network, known for its superior time series 
processing capabilities, has become a prominent research 
focus. Abdul Quadir et al. utilized the LSTM algorithm to 
analyze normalized time series data, addressing the vanishing 
gradient issue observed in simpler RNN and determining the 
relationship between historical and future values [5]. In the 
medical field, Academician Zhong Nanshan's team utilized an 
LSTM-based recurrent neural network to study and predict the 
peaks and sizes of COVID-19 [6]. In the domain of energy 
consumption forecasting, LSTM-based methods have 
demonstrated outstanding predictive performance [7]. Notably, 
in the research area of financial time series forecasting, LSTM 
has shown remarkable predictive performance. Li et al. further 
validated the potential of LSTM in capturing complex stock 
price patterns and improving prediction accuracy [8]. Singh et 
al. combined Convolutional Neural Networks (CNN) with 
LSTM to propose a hybrid model for Indian stock portfolio 
management, which outperformed traditional models [9]. 

However, LSTM networks also face challenges, such as 
susceptibility to overfitting, sensitivity to hyperparameter 
selection, and the risk of falling into local optima, which can 
limit prediction accuracy [10]. Hyperparameter selection in 
LSTM models typically relies on manual experience, which 
significantly impacts model performance. To address these 
issues, metaheuristic optimization algorithms have been 
extensively utilized for hyperparameter optimization [11–13]. 
For example, Zhang et al. applied Particle Swarm Optimization 
(PSO) to optimize LSTM hyperparameters for predicting short-
term fluctuations in the highest prices of U.S. stocks, 
demonstrating the superiority of the optimized LSTM model 
[14]. However, the PSO method is prone to slow convergence 
and inefficiency in high-dimensional spaces, particularly in 
multimodal optimization problems or complex search spaces, 
leading to local optima and reduced operational efficiency [15]. 
In response to these challenges, several studies have explored 
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the integration of the Whale Optimization Algorithm (WOA) 
with deep learning models. Xin et al. combined the WOA with 
the LSTM model to predict the stock market, achieving 
significant improvements in forecasting accuracy [16]. Hasan 
enhanced the convergence mechanism of WOA and applied it 
to the optimization of time-series prediction models, yielding 
excellent results in temperature and humidity forecasting [17]. 

Inspired by the aforementioned studies, this paper proposes 
a novel approach that integrates an Improved Whale 
Optimization Algorithm (IWOA) with LSTM networks. IWOA 
enhances population diversity and reduces the risk of 
premature convergence by incorporating chaotic mapping. 
Additionally, it features an adaptive factor mechanism that 
dynamically balances exploration and exploitation during the 
optimization process, leading to improved efficiency and 
accuracy. By leveraging IWOA’s robust optimization 
capabilities, the hyperparameters of the LSTM model are fine-
tuned more effectively, enabling the model to better capture the 
complexity of nonlinear and chaotic patterns in financial time 
series. 

II. METHODS 

A. LSTM 

In the early stages of time series forecasting, recurrent 
neural networks (RNNs) gained widespread use due to their 
capability to process sequential data. Unlike traditional 
feedforward neural networks (e.g., backpropagation neural 
networks, BPNN), which propagate signals in a single 
direction, RNNs introduce weighted connections between 
hidden layer neurons. This architecture enables the output of 
hidden layer neurons at each time step to depend on 
information from the previous time step, allowing the network 
to effectively capture temporal dependencies. By incorporating 
both feedforward and internal feedback connections, RNNs 
exhibit dynamic temporal behavior that influences their 
internal states. However, in practice, the hidden state of an 
RNN at each time step is determined by both the hidden layer 
values from the previous time step and the input values at the 
current time step, which restricts its ability to retain long-term 
memory [18]. 

To overcome the limitations of traditional RNNs, Graves 
extended the Long Short-Term Memory (LSTM) neural 
network, which effectively addresses these challenges [19]. 
LSTM replaces the hidden layer nodes of standard RNNs with 
specialized memory units, allowing the network to better retain 
and manage temporal information, particularly for modeling 
long-term dependencies. The core component of LSTM is the 
cell state, which functions as a channel for transmitting 
information across the network. LSTM introduces input, forget, 
and output gates to enhance the functionality of global memory 
cells. These gates regulate the retention, updating, or 
discarding of information at each time step, enabling the 
network to efficiently learn long-term dependencies. Fig. 1 
illustrates the architecture of the LSTM model. 

The structure of LSTM is highly efficient in managing 
long-term relationships within time series data, especially 
when events are delayed. In LSTM, three gates regulate the 
cell state, each employing a Sigmoid activation function and 

pointwise multiplication. The Sigmoid output, ranging from 0 
to 1, determines how much information passes through: a value 
of 0 indicates complete "blocking," while a value of 1 signifies 
full "pass-through." This gating mechanism enables LSTM to 
efficiently retain and propagate long-term dependency 
information in time series data. The workflow of the LSTM 
network is described by the following equations. 

𝑖𝑡 = 𝜎(𝑊𝑖 ∗ [ℎ𝑡−1, 𝑋𝑡] + 𝑏𝑖) (1) 

𝑓𝑡 = 𝜎(𝑊𝑓 ∗ [ℎ𝑡−1, 𝑋𝑡] + 𝑏𝑓) (2) 

𝑜𝑡 = 𝜎(𝑊𝑜 ∗ [ℎ𝑡−1, 𝑋𝑡] + 𝑏𝑜) (3) 

Ĉ𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑐 ∗ [ℎ𝑡−1, 𝑋𝑡] + 𝑏𝑐) (4) 

𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ Ĉ𝑡 (5) 

ℎ𝑡 = 𝑜𝑡 ∗ tanh(𝐶𝑡) (6) 

In Eq. (1) to Eq. (6), W refers to the weight vectors, while b 
denotes the bias terms. 

 
Fig. 1. Structure of LSTM. 

B. WOA 

The Whale Optimization Algorithm (WOA) is a novel 
swarm intelligence method inspired by the bubble net foraging 
strategy of humpback whales. This algorithm demonstrates 
superior performance compared to traditional optimization 
approaches. WOA simulates this behavior through two main 
search strategies: exploration and exploitation. During 
exploration, whales move randomly in search of prey, while in 
the exploitation phase, they navigate toward the prey in a spiral 
pattern to find the optimal solution. The algorithm uses a series 
of mathematical equations to simulate these behaviors, 
enabling it to effectively search for optimal solutions in 
complex and high-dimensional spaces [20]. In WOA, each 
candidate solution corresponds to a position within the search 
space, and the algorithm optimizes the objective function by 
mimicking the whale's hunting behavior. The algorithm 
operates through three main phases [21]. 

1) Encircling prey: When a whale detects the position of 

its prey, it adjusts its position based on the current best 

solution. During this process, the whale moves closer to the 

optimal solution by a certain proportion. The position of the 

whale is updated as described in Eq. (7). 
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{

𝐷 = |𝐶 ∙ 𝑋∗(𝑡) − 𝑋(𝑡)|

𝑋(𝑡 + 1) = 𝑋∗(𝑡) − 𝐴 ∙ 𝐷
A = 2𝑎 ∙ 𝑟 − 𝑎

C = 2 ∙ 𝑟

 (7) 

In Eq. (7),  𝐷  represents the distance between the whale 
individual and its prey. t represents the iteration number;  A 
and C are coefficient vectors; X and  𝑋∗  and are the current 
whale position and the current best whale position; 𝑎 decreases 
linearly from 2 to 0 during the iteration; r is a random number 
in the range [0, 1]. 

2) Bubble-net attacking: There are two mechanisms 

designed for Bubble-net attacking: shrinking encircling 

mechanism and spiral updating position. 

a) Shrinking encircling mechanism: This mechanism is 

implemented using the parameters in Eq. (7). During the 

iterations, the behavior is achieved by linearly decreasing the 

value of a from 2 to 0, while A fluctuates within the range [−a, 

a]. When A is a random value between [−1, 1], the whale's 

position is updated to lie somewhere between its original 

position and the current optimal position. 

b) Spiral updating position: Initially, the distance 

between the whale and its prey is calculated. Then, a spiral 

equation is derived to simulate the whale's spiral movement, 

the specific equation is as follows. 

{
𝐷 = |𝑋∗(𝑡) − 𝑋(𝑡)|

𝑋(𝑡 + 1) = 𝐷 ∙ 𝑒𝑏𝑙 ∙ 𝑐𝑜𝑠(2𝜋𝑙) + 𝑋∗(𝑡)
  (8) 

In Eq. (8),  𝑏  is the spiral shape constant;  𝑙  is a random 
value within the range [-1, 1]. 

When the whale approaches the prey, its behaviors of 
shrinking encircling and spiral position updating occur 
simultaneously. To simulate this bubble-net attack, it is 
assumed that the humpback whale has a 50% chance of 
performing either shrinking encircling or spiral position 
updating. X(t+1) is shown in Eq. (9). 

𝑋(𝑡 + 1) = {
𝑋∗(𝑡) − 𝐴 ∙ 𝐷                 𝑝 < 0.5

𝐷 ∙ 𝑒𝑏𝑙 ∙ 𝑐𝑜𝑠(2𝜋𝑙) + 𝑋∗(𝑡)     𝑃 ≥ 0.5           
(9) 

In Eq. (9), p is a random number in the range [0, 1]. 

3) Search for prey: At this phase, the whale population 

performs global exploration. When |A| > 1, the whale 

population ceases to adjust its position according to the 

current optimal solution. Instead, the position is updated based 

on a randomly selected whale, with the goal of expanding the 

search range and seeking the optimal solution to maintain 

population diversity. Therefore, only a small modification to 

Eq. (7) is needed to obtain the mathematical model for this 

stage. 

{
𝐷 = |𝐶 ∙ 𝑋𝑟𝑎𝑛𝑑 − 𝑋(𝑡)|

𝑋(𝑡 + 1) = 𝑋𝑟𝑎𝑛𝑑 − 𝐴 ∙ 𝐷
 (10) 

In Eq. (10),  𝑋𝑟𝑎𝑛𝑑  represents the position of a randomly 
selected whale. 

WOA achieves a balance between local and global 
exploration through its three primary operations, thereby 

enhancing global search capabilities and mitigating the 
premature convergence problem commonly encountered in 
traditional optimization algorithms. As a result, WOA 
demonstrates superior performance in solving complex 
optimization problems [22]. 

III. PROPOSED IWOA-LSTM PREDICTION MODEL 

A. IWOA-LSTM Model 

The performance of an LSTM network is highly influenced 
by the selection of appropriate hyperparameters. However, 
traditional hyperparameter tuning methods often rely on 
manual expertise, which may not ensure optimal results across 
diverse scenarios [23]. To address this issue, this research 
proposes an improved Whale Optimization Algorithm (IWOA) 
integrated with the LSTM model to automate the 
hyperparameter optimization process. 

IWOA combines Whale Optimization with Logistic Chaos 
Mapping to improve population diversity during initialization 
and prevent premature convergence to local optima, providing 
a more effective starting point for the optimization process. 
Additionally, IWOA incorporates a dynamic adjustment 
mechanism based on fitness variations, enabling the automatic 
fine-tuning of the mutation factor. This mechanism enhances 
the algorithm's global search capability and increases 
optimization efficiency. 

In the IWOA-LSTM model, IWOA optimizes key LSTM 
hyperparameters, including the number of hidden units and the 
learning rate. By balancing global exploration and local 
exploitation, IWOA accelerates convergence and fine-tunes 
LSTM parameters, ultimately improving prediction accuracy. 
This approach minimizes manual intervention, enhancing the 
adaptability and performance of the LSTM network. 

B. Chaotic Map Initialization 

In WOA, the initialization of the population is a crucial 
factor that influences the optimization performance. Traditional 
random initialization can result in an uneven distribution of 
initial solutions, potentially reducing the algorithm's efficiency. 
To address this challenge, chaotic mapping is employed to 
adjust the control parameters of WOA, thereby improving the 
balance between exploration and exploitation. This technique 
enhances the algorithm's global convergence rate by generating 
a more dispersed and diversified initial population, thus 
reducing the likelihood of premature convergence to local 
optima. 

In this study, chaotic mapping is introduced during the 
initialization phase of WOA, specifically utilizing the logistic 
chaotic mapping proposed by Prasad [24] and Yousri [25]. 
This mapping exhibits both random and deterministic 
characteristics, which facilitates the adjustment of WOA's 
control parameters. The initialization equation for chaotic 
mapping is as follows. 

𝑥𝑖,𝑗 = 𝑥𝑖,𝑗 ∗ (𝑏𝑗 − 𝑎𝑗) + 𝑎𝑗  (11) 

In Eq. (11), 𝑥𝑖,𝑗 represents the position of the i-th whale in 

the j-th dimension.  𝑎𝑗 and 𝑏𝑗 denote the boundaries of the j-th 

dimensional space. The initialized 𝑥𝑖,𝑗  is generated using the 
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Logistic chaotic mapping, and its iteration equation is as 
follows. 

𝑥 = 𝑟 ∗ 𝑥 ∗ (1 − 𝑥) (12) 

In Eq. (12), 𝑟  is the control parameter. In this study, its 
value is set to 4. This initialization method ensures the 
diversity of the population distribution, providing a strong 
starting point for subsequent iterations. 

C. Dynamic Adjustment Mechanism 

In the optimization process of WOA, applying an 
appropriate mutation operation after each individual's position 
update significantly enhances the algorithm's global search 
capability [26]. The mutation factor plays a pivotal role in this 
process. By dynamically adjusting the mutation factor based on 
changes in fitness and iteration step size, the algorithm 
effectively balances global exploration and local exploitation, 
thereby improving both convergence efficiency and solution 
accuracy. 

To enable the dynamic adjustment of the mutation factor, 
this study proposes a fitness-based adjustment mechanism. 
This mechanism takes into account the current range of fitness 
changes, the step size, and the global optimal fitness value. By 
modulating the mutation factor, the algorithm achieves 
enhanced diversity and convergence performance. The 
dynamic adjustment factor is mathematically defined in Eq. 
(13). 

𝜇𝑡 = 𝜇𝑡−1 ∗ (1 + 𝛽 ∗
|𝑓𝑡−𝑓𝑡−1|

𝑓𝑚𝑎𝑥

+ 𝛾 ∗ √|𝑓𝑡−𝑓𝑡−1| − 𝛼 ∗
𝑡

𝑇
) (13)

 
 

In Eq. (13), 𝜇𝑡  represents the adjustment factor for the 
current iteration, while  𝜇𝑡−1  is the adjustment factor for the 
previous iteration. 𝑓𝑡  and 𝑓𝑡−1  are the fitness values for the 
current and previous iterations, respectively. 𝛽 , 𝛾 , and 𝛼  are 
hyperparameters that control the update of the adjustment 
factor. These parameters are used to measure the linear and 
nonlinear weights of the fitness change, as well as the effect of 
the time step size. In this study, they are set to 0.1, 0.2, and 
0.05, respectively. 𝑡 is the current iteration number, and T is 
the maximum number of iterations. 𝜇𝑡 is constrained within the 
range (0, 1). 

After each position update, to boost the algorithm's global 
exploration capability, this study introduces a mutation 
operation based on the dynamic adjustment factor. After 
calculating the dynamic adjustment factor 𝜇𝑡 , a normal 
distribution random disturbance N(0,1) is applied to fine-tune 
the individual positions. This disturbance operation not only 
enhances population diversity but also effectively prevents 
individuals from getting trapped in local optima, especially in 
the later stages of optimization. The specific position update 
equation is presented in Eq. (14). 

𝑥𝑖,𝑗(𝑡 + 1) = 𝑥𝑖,𝑗(𝑡 + 1) + 𝜇𝑡 ∗ 𝑁(0,1) (14) 

This operation enhances the algorithm's ability to avoid 
local optima by introducing random disturbances, especially 
during the later stages of population convergence or 
optimization. The dynamic adjustment factor integrates fitness 
differences with a square root term, significantly increasing the 

variation intensity during the early stages of optimization, 
when fitness differences are more pronounced. This approach 
introduces greater randomness into the search process, 
fostering a more thorough exploration of the global solution 
space. 

As iterations progress, the influence of the adjustment 
factor is gradually reduced through a time attenuation 
mechanism, enabling the algorithm to transition from global 
exploration to local exploitation. This shift allows the 
algorithm to focus on refining the solution, thereby improving 
optimization accuracy. 

Furthermore, the recursive calculation of the dynamic 
adjustment factor relies on the value from the previous 
generation. This design ensures smoother variation intensity, 
preventing abrupt fluctuations during the optimization process 
and maintaining stability. With this adaptive adjustment 
mechanism, the algorithm can adjust its search strategy in real-
time based on changes in fitness, enabling it to maintain robust 
global search capabilities while avoiding premature 
convergence. Ultimately, this improves both optimization 
efficiency and solution quality. 

D. The Construction Steps of IWOA-LSTM  

This study employs the IWOA to optimize the LSTM 
neural network for predicting financial time series. Fig. 2 
illustrates the overall process, with the steps detailed below: 

 

Fig. 2. Flowchart of IWOA-LSTM. 
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Step 1: Data preprocessing. Normalize the original time 
series data adopting Min-Max scaling to bring it into the [0, 1], 
then partition the data into training and test sets. 

Step 2: Initialize IWOA and LSTM parameters. For IWOA, 
set the population size, search space boundaries (for LSTM’s 
hidden units and learning rate), maximum iterations, and 
dynamic adjustment parameters (β, γ, α). Use the logistic map 
for chaotic initialization to enhance population diversity. For 
the LSTM model, set the initial parameters to ensure smooth 
optimization. 

Step 3: Train and optimize the LSTM model using IWOA 
by minimizing the mean squared error (MSE) through iterative 
updates. Evaluate the fitness of each whale in the swarm, 
identifying the best fitness values for both individual whales 
and the global solution. Use IWOA’s position update formula 
and dynamic adjustment factor to refine whale positions, 
balancing global exploration and local exploitation. Continue 
the process until the maximum iteration threshold is reached or 
the global fitness threshold is achieved. 

Step 4: Apply the fine-tuned LSTM model to the test data 
to validate its prediction capabilities. 

Step 5: Evaluate the prediction performance by applying 
the optimized LSTM model to forecast the financial time series 
data. The results are then measured against five performance 
indicators to evaluate the model's accuracy and effectiveness. 

IV. EXPERIMENTS  

All programming works are implemented in the Python 3.9 
environment. The computational experiments are performed on 
a system featuring a 12th Gen Intel(R) Core(TM) i5-1235U 
CPU, 16 GB of RAM, and operating on Windows 10. 

A. Dataset 

This study selected five globally representative stock 
indices as research subjects: the S&P 500 Index (Code: 
^GSPC), Dow Jones Industrial Average (Code: ^DJI), FTSE 
100 Index (Code: ^FTSE), Nasdaq Composite (Code: ^IXIC), 
and Shanghai Composite Index (Code: 000001.SS). These 
indices represent major economies in the Americas, Europe, 

and Asia, providing comprehensive insights into the global 
capital market. 

Specifically, the S&P 500 Index and the Dow Jones 
Industrial Average represent the U.S. capital market 
comprehensively. The S&P 500 Index includes 500 companies 
with the largest market capitalizations and significant industry 
representation, providing a broad view of the market. In 
contrast, the Dow Jones Industrial Average Index focuses on 
30 prominent companies, often referred to as blue-chip stocks, 
representing major sectors of the U.S. economy. The FTSE 100 
Index reflects the performance of the largest British companies 
by market capitalization and serves as a key benchmark for the 
European market. The Nasdaq Composite Index, heavily 
weighted by technology stocks, highlights global trends in 
technological innovation and growth. Lastly, the Shanghai 
Composite Index is a vital indicator of mainland China's capital 
market, encompassing all listed stocks on the Shanghai Stock 
Exchange. 

The experimental data is obtained from 
https://finance.yahoo.com/ and spans a period of 10 years, from 
October 23, 2014, to October 21, 2024. This timeframe 
encompasses significant global economic events, including the 
financial crisis triggered by the COVID-19 pandemic in 2020, 
subsequent recovery phases, and various national policy 
adjustments, which resulted in substantial market fluctuations. 
The dataset includes daily recorded basic information, 
providing a solid foundation for model training and testing. 
These data facilitate the assessment of the model's adaptability 
and robustness within a complex and volatile market 
environment. In addition, to verify the predictive ability of the 
model when external factors (e.g., macroeconomic indicators, 
social sentiment) are not introduced, the experimental design 
uses only historical price data for prediction. This design 
highlights the model's intrinsic performance in financial time 
series analysis, avoids interference from external variables, and 
objectively evaluates the performance of IWOA-LSTM in 
volatile market environments. The historical trends of the five 
stock indices are shown in Fig. 3. The detailed statistical 
analysis of the closing prices for each stock index is presented 
in Table I. 

 

Fig. 3. Historical closing price charts for five stock indices. 
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TABLE I.  DESCRIPTIVE STATISTICS OF STOCK CLOSING PRICES 

Name Count Max Min Range Mean Std Kurtosis Skewness 
Normality Test 

Statistic 

Normality Test P-

Value 

^GSPC 2515 5864.67 1829.08 4035.59 3280.57 1035.14 -0.88 0.49 403.10 0.00 

^DJI 2515 43275.91 15660.18 27615.73 27194.68 7082.78 -1.12 0.13 1129.42 0.00 

^FTSE 2524 8445.80 4993.90 3451.90 7109.40 601.09 -0.02 -0.49 92.50 0.00 

^IXIC 2515 18647.45 4266.84 14380.61 9573.88 3959.34 -1.11 0.41 1101.31 0.00 

000001.SS 2427 5166.35 2290.44 2875.91 3183.23 349.92 5.52 1.45 782.03 0.00 
 

From Fig. 3 and Table I, it is evident that the closing prices 
of these five stock indices (^GSPC, ^DJI, ^FTSE, ^IXIC, and 
000001.SS) exhibit obvious nonlinear characteristics and high 
volatility, with the price trends showing irregularity and 
substantial noise. For example, the fluctuation range of ^DJI 
index is as high as 27615.73, which is significantly higher than 
that of the other indices, indicating extreme volatility. 
Although some trend changes are observed in the data, the 
overall price fluctuation demonstrates strong uncertainty, and 
the fluctuation pattern cannot be simply summarized as a linear 
relationship. The price fluctuations of these indices are 
influenced by a variety of complex factors, displaying both 
randomness and nonlinear characteristics. Traditional linear 
models struggle to effectively capture these intricate dynamics. 

Conventional forecasting approaches face significant 
limitations in addressing the nonlinear and complex nature of 
stock market data, particularly in highly volatile time series. 
These methods, based on linear assumptions, are inadequate 
for capturing long-term dependencies and nonlinear trends. To 
overcome these challenges, this study employs the LSTM 
model, which excels at handling complex time series data due 
to its unique architecture and memory mechanism. By 
capturing long-term dependencies and nonlinear patterns, 
LSTM outperforms traditional methods, offering improved 
prediction accuracy and stability in the face of noise and 
complexity in stock market data. 

B. Data Preprocessing 

Data preprocessing is a critical component of data analysis, 
as it significantly influences model performance and prediction 
accuracy. In this study, the raw stock index data are cleaned to 
eliminate null and duplicate values, ensuring the integrity and 
reliability of the dataset. Subsequently, the Min-Max 
normalization technique is applied to scale the daily closing 
prices to the range [0, 1]. This normalization step mitigates the 
impact of varying data dimensions on model training. The 
equation used for normalization is in Eq. (15). 

𝑥𝑖 =
𝑥 − 𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛

 (15) 

In Eq. (15),  𝑥𝑖  denotes the normalized data, while 𝑥𝑚𝑎𝑥  
and 𝑥𝑚𝑖𝑛  represent the maximum and minimum value in the 
financial time series, respectively. 

After the prediction is completed, the prediction results 
need to be transformed using inverse normalization. The 
inverse normalization equation is in Eq. (16). 

𝑥 = (𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛) 𝑥𝑖 + 𝑥𝑚𝑖𝑛 (16) 

We prepare the data and normalize it to ensure uniform 
scaling and provide a stable input for the mode training.  

C. Evaluation Metrics 

Measuring prediction accuracy is a multifaceted task, and 
no single evaluation metric applies universally across different 
application scenarios. To comprehensively assess the model's 
prediction performance, this study employs five widely used 
evaluation metrics: Root Mean Square Error (RMSE), Mean 
Absolute Error (MAE), Mean Absolute Percentage Error 
(MAPE), Coefficient of Determination (R²), and Explained 
Variance Score (EVS). 

These evaluation metrics can be classified into error 
measures and fitting measures. Error measures, including 
RMSE, MAE, and MAPE, primarily assess the differences 
between predicted and actual values. Fitting measures, 
including R² and EVS, evaluate the model's fit. Specifically, 
the closer the R² value is to 1, the better the model's fit, while 
the closer the EVS value is to 1, the stronger the model’s 
ability to explain the data. These five metrics together offer a 
comprehensive and accurate reflection of the model's 
prediction accuracy and fitting ability. The five evaluation 
metrics are expressed by the following equations: 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑(𝑦𝑖 − �̂�𝑖)2

𝑛

𝑖=1

 (17) 

𝑀𝐴𝐸 =
1

𝑛
∑|𝑦𝑖 − �̂�𝑖|

𝑛

𝑖=1

 (18) 

𝑀𝐴𝑃𝐸 =
100%

𝑛
∑ |

𝑦𝑖 − �̂�𝑖

𝑦𝑖
|

𝑛

𝑖=1

 (19) 

𝑅² = 1 −
∑ (𝑦𝑖 − �̂�𝑖)2𝑛

𝑖=1

∑ (𝑦𝑖 − �̅�𝑖)2𝑛
𝑖=1

 (20) 

𝐸𝑉𝑆 = 1 −
𝑉𝑎𝑟(𝑦𝑖 − �̂�𝑖)

𝑉𝑎𝑟(𝑦)
 (21) 

Among them, 𝑦𝑖  stands for the true value, �̂�𝑖 represents the 
predicted value, �̅�𝑖  denotes the mean of the financial time 
series, and 𝑉𝑎𝑟 () refers to the variance. 

To construct the input data for the LSTM model, this study 
employs sliding window method for time series and evaluates 
the impact of different time step settings on model's 
effectiveness. Specifically, the sliding window method uses 
fixed time steps to extract sequential features from stock data. 
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Four different time step settings are tested: 10, 20, 30, and 60. 
The MSE and training time of the model are calculated for 
each setting. 

The closing price data are divided into training and test sets 
based on an 80:20 ratio, using various time step configurations 
(time_steps = 10, 20, 30, and 60). The LSTM model is trained 
on the training set and generates predictions for the test set. For 
each time step configuration, the training time (in seconds) and 
the MSE on the test set are recorded. Table II presents an 
overview of the experimental results. 

TABLE II.  IMPACT OF LSTM TIME STEP ON PREDICTION PERFORMANCE 

Time Steps MSE Training Time (s) 

10 0.000463 9.974107 

20 0.000577 12.020250 

30 0.000701 13.437092 

60 0.000464 20.137358 

The experimental results reveal significant variations in 
both the MSE and the training duration of the model across 
different time step configurations. Specifically, when the time 
step is 10 days, the MSE of the model is 0.000463, and the 
training time is approximately 9.97 seconds. When the time 
step is increased to 60 days, the MSE slightly increases to 
0.000464, while the training time rises significantly to about 
20.14 seconds. Although the MSE at 60 days is similar to that 
at 10 days, the longer training time notably affects 
computational efficiency. Therefore, considering the need to 
balance prediction accuracy with computational efficiency, a 
10-day time step is selected as the optimal configuration. 

Next, the IWOA algorithm is applied to optimize the 
number of LSTM units and the learning rate. By leveraging 
IWOA, the model can dynamically fine-tune these 
hyperparameters, enhancing both prediction accuracy and 
computational efficiency. To evaluate the effectiveness of 
IWOA optimization, this study compares it with other popular 
models, including WOA-LSTM, LSTM, and RNN. Table III 
shows the models compared in this study and their parameters. 

TABLE III.  MODELS COMPARED IN THIS RESEARCH 

Model Description of model parameters 

IWOA-LSTM time_steps=10，epochs=50，batch_size=32，population_size=5，units∈ [10, 100]，learning_rate∈ [0.0001, 0.01] 

WOA-LSTM time_steps=10，epochs=50，batch_size=32，population_size=5，units∈ [10, 100]，learning_rate∈ [0.0001, 0.01] 

LSTM time_steps=10，units=50, learning_rate=0.001，epochs=50，Dropout=0.2， batch_size=32 

RNN time_steps=10，units=50, learning_rate=0.001，epochs=50，Dropout=0.2， batch_size=32 
 

D. S&P500 Forecasting 

This study first selects the S&P 500 index (^GSPC) as the 
target for prediction. The dataset contains 2,515 records, 
spanning from October 23, 2014, to October 21, 2024, with 
daily closing prices. For model training, a retrospective period 
of 10 days is used, meaning that the closing prices from the 
past 10 days are employed in the prediction process. To 
thoroughly assess the prediction performance of each model, 
this study adopts five different evaluation indicators. Each 
model is evaluated based on these five indicators, with the best 
performance metrics marked in bold. The prediction 
comparison results for the various models on the S&P 500 
index are presented in Table IV. 

TABLE IV.  COMPARISON RESULTS OF PREDICTIONS BETWEEN VARIOUS 

MODELS OF ^GSPC 

Model RMSE MAE MAPE R2 EVS 

IWOA-LSTM 48.1826 37.8081 0.9377% 0.9935 0.9936 

WOA-LSTM 55.6435 44.2542 0.9638% 0.9913 0.9916 

LSTM 70.4543 55.8142 1.2216% 0.9860 0.9863 

RNN 93.7222 76.6777 1.5764% 0.9752 0.9869 

As observed from the results in Table IV, the effectiveness 
of the IWOA-LSTM model is significantly superior to that of 
the other models across all evaluation metrics. Specifically, the 
IWOA-LSTM model outperforms WOA-LSTM in RMSE, 
MAE, MAPE, R², and EVS by 13.41%, 14.57%, 0.03%, 0.22%, 
and 0.20%, respectively. Furthermore, IWOA-LSTM shows 

improvements over the LSTM model by 31.61%, 32.26%, 
0.28%, 0.76%, and 0.74%, and is 48.59%, 50.69%, 0.64%, 
1.88%, and 0.68% better than the RNN model in the same 
metrics. 

In addition to evaluating prediction accuracy, this study 
also investigates the computational efficiency of the IWOA-
LSTM model by comparing its runtime performance with that 
of the standard WOA during hyperparameter optimization and 
model training. Fig. 4 presents the comparison of their runtime 
performance. 

 
Fig. 4. Runtime comparison. 
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Fig. 4 compares the optimization and training times of the 
IWOA-LSTM and WOA-LSTM models, highlighting the 
performance differences. The optimization time for IWOA-
LSTM is 152.58 seconds, while WOA-LSTM takes 181.02 
seconds, indicating that IWOA-LSTM is more efficient in 
parameter optimization. This improvement is attributed to the 
use of logistic chaotic mapping and a dynamic adjustment 
factor mechanism, which enhance search precision and reduce 
unnecessary iterations. For training time, IWOA-LSTM takes 
9.01 seconds, while WOA-LSTM takes 9.87 seconds. 
Although the difference is small, IWOA-LSTM shows a slight 
advantage, proving that improved optimization efficiency does 
not slow down the training process. The results show that 
IWOA-LSTM improves operational efficiency while 
maintaining predictive performance and is able to converge on 
complex datasets relatively quickly. 

Overall, the results of these experiments on the ^GSPC 
stock index show that the IWOA-LSTM model performs well 
across all evaluation metrics. In addition to its excellent 
performance on these metrics, the IWOA-LSTM model also 
shows an advantage in hyperparameter optimization time 
compared to the original WOA, reflecting an improvement in 
the model's computational efficiency during the optimization 
process. This highlights the effectiveness of optimizing the 
LSTM hyperparameters, which not only leads to more accurate 
predictions but also improves computational efficiency. 

Next, to provide a more intuitive view of the fitting 
performance of each model, the final fitting comparison results 
are presented in Fig. 5 and Fig. 6. 

Fig. 5 demonstrates the fitting results of the ^GSPC index 
prediction based on different models. The curves in the figure 
illustrate the prediction results of the IWOA-LSTM, WOA-
LSTM, LSTM, and RNN models, respectively, and are 
compared with the actual price curves. It can be observed that 
the prediction curves of the IWOA-LSTM model are closest to 
the actual prices, especially in most time intervals, where the 
prediction curves of the IWOA-LSTM almost coincide with 
the actual price curves, showing very high prediction accuracy. 
In contrast, although the WOA-LSTM model also shows 
relatively accurate predictions, the discrepancy between the 
predicted and actual values becomes more pronounced during 
periods of high volatility. Nonetheless, despite slight deviations 
in more volatile markets, the overall performance remains 
robust, suggesting that the model is able to effectively capture 
the general trend. The LSTM and RNN models show relatively 
lower prediction accuracies, especially in regions of high price 
volatility, where the predicted curves of both models deviate 
more from the actual prices. This suggests that the LSTM and 
RNN models are not as effective as the IWOA-LSTM and 
WOA-LSTM models in capturing complex patterns. 

 
Fig. 5. Individual forecasts of four models on the ^GSPC index. 
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Fig. 6. Comparison of forecasts from four models on the ^GSPC index.

The illustration in Fig. 6 shows the forecast results for the 
last 100 days. During this period, the IWOA-LSTM prediction 
curve continues to outperform the other models, especially in 
short-term price fluctuations, where IWOA-LSTM more 
accurately captures the trend of stock prices. In contrast, the 
fitting effect of the RNN model is poor, particularly during 
periods of significant stock price fluctuations, where its 
prediction error is quite noticeable. 

Overall, IWOA-LSTM performs particularly well in the 
^GSPC index prediction task. It is better at capturing the 
complex dynamic patterns in the time series and providing 
high-precision prediction results, which demonstrates its 
advantages in financial time series forecasting. 

To further validate the predictive ability of the IWOA-
LSTM model, this study compares it with other improved 
WOA algorithms proposed by Shao [27] and Guan [28]. Apart 
from the improved algorithms discussed in the paper, all other 
parameter settings are consistent with those used in this study. 
Additionally, this study incorporates PSO-LSTM [29] and GA-
LSTM [30], two advanced swarm intelligence optimization 
models. A comparative analysis is performed to evaluate the 
prediction performance of different optimization methods on 
the ^GSPC index. The comparison of prediction performance 
results is presented in Table V. 

TABLE V.  COMPARISON OF PREDICTION PERFORMANCE OF IWOA-LSTM MODEL AND OTHER IMPROVED LSTM MODEL 

Model Optimization Details RMSE MAE R2 

IWOA-LSTM (Proposed in this study) Logistc chaotic mapping; dynamic adjustment factor mechanism 48.1826 37.8081 0.9935 

IWOA-LSTM [27] Tent chaotic mapping; adaptive weight 57.7395 47.2308 0.9906 

WOA-BiLSTM [28] Whale optimization algorithm optimized Bidirectional LSTM 65.0222 53.2598 0.9881 

PSO-LSTM [29] Particle swarm optimized LSTM 49.1197 38.8116 0.9931 

GA-LSTM [30] Genetic algorithm optimized LSTM 52.7665 42.0509 0.9921 
 

From Table V, the IWOA-LSTM model achieves better 
prediction results compared to other models. With the 
integration of the logistic chaotic map and dynamic adjustment 
mechanism, IWOA-LSTM demonstrates improved prediction 
accuracy and stability. Although the other models have been 
enhanced, their accuracy and effectiveness in predicting 
financial time series do not fully match those of IWOA-LSTM. 
This suggests that IWOA-LSTM offers certain advantages in 
forecasting financial time series. 

E. The Robustness and Reliability Verification 

In order to conduct a deeper validation of the IWOA-
LSTM model's robustness and reliability, this study performs 
experiments on other four famous stock indices: ^DJI, ^FTSE, 

^IXIC, and 000001.SS. The corresponding experimental results 
are presented in Table VI to Table IX and Fig. 7 to Fig. 10. 

TABLE VI.  COMPARISON RESULTS OF PREDICTIONS BETWEEN VARIOUS 

MODELS OF ^DJI 

Model RMSE MAE MAPE R2 EVS 

IWOA-LSTM 344.4983 277.7575 0.7700% 0.9870 0.9888 

WOA-LSTM 436.9144 357.2306 0.9766% 0.9791 0.9829 

LSTM 483.1204 379.3579 1.0572% 0.9744 0.9749 

RNN 632.4826 513.0577 1.3752% 0.9562 0.9732 
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TABLE VII.  COMPARISON RESULTS OF PREDICTIONS BETWEEN VARIOUS 

MODELS OF ^FTSE 

Model RMSE MAE MAPE R2 EVS 

IWOA-LSTM 73.6150 54.8546 0.7112% 0.9502 0.9502 

WOA-LSTM 73.9682 55.0725 0.7130% 0.9497 0.9500 

LSTM 183.0727 157.7665 1.9980% 0.6917 0.8732 

RNN 77.3710 60.2541 0.7754% 0.9449 0.9526 

TABLE VIII.  COMPARISON RESULTS OF PREDICTIONS BETWEEN VARIOUS 

MODELS OF ^IXIC 

Model RMSE MAE MAPE R2 EVS 

IWOA-LSTM 208.4710 167.3047 1.1916% 0.9921 0.9923 

WOA-LSTM 259.5208 211.9485 1.4697% 0.9878 0.9899 

LSTM 324.4165 264.5356 1.8428% 0.9810 0.9836 

RNN 327.8000 260.9647 1.7722% 0.9806 0.4920 

TABLE IX.  COMPARISON RESULTS OF PREDICTIONS BETWEEN VARIOUS 

MODELS OF 000001.SS 

Model RMSE MAE MAPE R2 EVS 

IWOA-LSTM 38.1677 25.8819 0.8397% 0.9371 0.9372 

WOA-LSTM 42.3903 28.5810 0.9294% 0.9224 0.9229 

LSTM 56.3180 37.6384 1.2245% 0.8631 0.8631 

RNN 43.9960 30.4456 0.9893% 0.9164 0.9175 

As shown by the comparison results in Table VI to Table 
IX and Fig. 7 to Fig. 10, the IWOA-LSTM model demonstrates 
superior prediction accuracy and a better fit than other models 
in predicting four different stock indices (^DJI, ^FTSE, ^IXIC, 
and 000001.SS). The IWOA-LSTM model achieves lower 
errors and improved accuracy across multiple evaluation 
metrics (RMSE, MAE, MAPE, R², EVS). In particular, its 
RMSE and MAE values indicate better accuracy compared to 
WOA-LSTM. 

 
Fig. 7. Comparison of forecasts from four models on the ^DJI index. 

 
Fig. 8. Comparison of forecasts from four models on the ^FTSE index. 
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Fig. 9. Comparison of forecasts from four models on the ^IXIC index. 

 

Fig. 10. Comparison of forecasts from four models on the 000001.SS index. 

When compared with the LSTM and RNN models, the 
IWOA-LSTM model shows clear advantages, particularly in 
capturing the volatility of financial markets and the complexity 
of time series data. It demonstrates strong adaptability in the 
^DJI, ^FTSE, and ^IXIC and also performs well in predicting 
the Shanghai Composite Index (000001.SS), with RMSE, 
MAE, and MAPE values lower than those of the other 
comparative models. Overall, the IWOA-LSTM model 
improves prediction accuracy and stability through optimized 
hyperparameter settings, demonstrating strong potential for 
application in financial time series forecasting, particularly in 
stock index prediction. 

V. CONCLUSION 

A novel model integrating the Improved Whale 
Optimization Algorithm (IWOA) with Long Short-Term 
Memory (LSTM) is proposed to enhance the accuracy of stock 

market index forecasting. This model employs chaotic map 
initialization and a dynamic adjustment mechanism to optimize 
the LSTM network’s parameters, thereby improving prediction 
which confirms performance. Chaotic assignment improves the 
global search capability of the algorithm and enables a 
thorough exploration of the solution space. Additionally, the 
dynamic adjustment factor increases WOA efficiency, 
optimizes LSTM hyperparameters, and improves prediction 
accuracy and stability. 

The study focuses on five representative stock market 
indexes (^GSPC, ^DJI, ^FTSE, ^IXIC, and 000001.SS) and 
evaluates the model's performance adopting five essential 
evaluation metrics: RMSE, MAE, MAPE, R², and EVS. These 
metrics comprehensively evaluate the model’s prediction 
ability from the perspectives of error magnitude, absolute and 
relative error, goodness of fit, and variance explained. 
Experimental results show that the IWOA-LSTM model 
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outperforms WOA-LSTM, LSTM and RNN in all five metrics. 
This highlights its superior accuracy, robustness and stability. 

Although this study presents an innovative approach to 
stock index prediction and offers valuable contributions, the 
IWOA-LSTM model has certain limitations. Its performance 
depends heavily on the range of hyperparameter values, which 
need to be set based on empirical experience to ensure optimal 
results. Additionally, although the IWOA-LSTM model 
reduces runtime compared to the traditional WOA algorithm, 
the computational cost remains relatively high. Furthermore, 
the validation is conducted on only five representative stock 
indices, limiting the sample size. 

Future research will focus on expanding the dataset to 
include additional stock indices and broader financial market 
data to assess the model's generalizability and robustness. The 
model will also be applied to other time series tasks, such as 
energy forecasting and medical trend analysis, to evaluate its 
cross-industry adaptability and performance. Additionally, 
advanced optimization techniques, including the integration of 
metaheuristic algorithms and hybrid optimization methods, will 
be explored to enhance feature selection and hyperparameter 
tuning. Modal decomposition methods will be studied to 
decompose and reconstruct time series data, reducing noise and 
improving the model’s ability to detect market fluctuations, 
thereby enhancing prediction accuracy and stability. Further 
research will also explore the correlations between the stock 
market and other financial markets to analyze the potential 
impact of external market fluctuations. Moreover, external 
features, such as macroeconomic indicators and social 
sentiment, will be incorporated to assess their influence on 
predictions and improve the model’s adaptability in complex 
market environments. 
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Abstract—LoRaWAN networks and large places do not 

support Wi-Fi for multiple points. An architecture that offers dual 

networks to alter their supporting networks is needed for IoT 

device installation. The novelty in this research is that designing 

an architecture for multimode LoRa-MQTT with a mechanism for 

testing LoRa data transmission with different delays and 

Wireshark for testing Wi-Fi network QoS on MQTT is necessary. 

This hour-long LoRa network experiment shows that the End-

Node can only receive one data at a time. One data set will be 

received if several data sets are obtained due to conflict. The 

second experiment showed data barely reached 70%. The signal 

strength or RSSI, and the node that sent the data initially decide 

the data received from a given node, some seconds apart, towards 

tested QOS with excellent packet loss, 21 ms delay, 50,616 bytes/s 

throughput, and 0.1426 jitter. Avoid data conflicts and loss by 

utilizing fewer nodes or adding end nodes in this experiment. The 

network service is excellent. According to this study, LoRa and 

MQTT can work well together. This approach could solve Internet 

of Things communication concerns, especially in large places that 

are LoRaWAN-inaccessible and Wi-Fi networks are limited. 

Keywords—LoRa; MQTT; multinode; QOS; LoRaWAN 

I. INTRODUCTION 

Improvements in telecommunications technology are 
currently developing rapidly, and new telecommunications 
systems are starting to emerge, such as the LoRa (Long Range) 
protocol [1]-[3] and also MQTT [4],[5], which are used in 
various fields. LoRa is currently believed to be a 
telecommunications technology that can be used for long-
distance communications because LoRa uses CSS (Chirp 
Spread Spectrum) modulation technology [6], which makes it 
possible to send low-power and long-distance data. LoRa is 
often used in IoT (Internet of Things) devices [7]-[9] to send 
data from node to node. The advantage of LoRa is that it uses 
non-licensed frequencies such as the AS920-923 standard, 
which is the LoRa frequency standard in Asia ranging from 
920MHz to 923MHz so that any user can freely use this 
frequency. 

LoRa is a technology located at the physical layer network 
for limited node-to-node long-distance communication [10]. It 
cannot be used for open networks such as Wi-Fi or GSM [11], 
[12], which allows data to be sent to servers. An open network 
is important for the Internet of Things so that users can monitor 
or control IoT devices. So, LoRaWAN [13] is a solution because 

LoRaWAN works at the data link layer [14]. LoRaWAN allows 
IoT devices to send data to servers and already has been tested 
with a multi-client model [15]. However, the LoRaWAN 
network remains limited in its capabilities due to incomplete 
implementation across all sites, For the future, LoRaWAN must 
be able to be combined with cross-communication technology 
at different frequencies, for example at 2.4 GHz, with a large 
bandwidth it is possible to transfer data well such as traffic light 
data [16] which requires video in the data transmission process, 
and also Face Recognition [17] which is based on images. Some 
techniques such as doing split images when transmitting data are 
also still a challenge using LoRa's limited bandwidth. 
LoRaWAN Technology must also continue to be improved in 
terms of server security, for now, LoRaWAN Server uses AES 
[18] as server security, In the future, LoRaWAN technology will 
continue to be developed along with the development of 
telecommunication systems such as Lacuna Space which uses 
LPWAN Satellite LEO technology in its development. 

Moreover, if the Internet of Things device is configured for 
the LoRaWAN network, this must be considered since it may 
provide difficulty. The site of the Internet of Things device 
installation lacks functionality for the LoRaWAN network. 
Moreover, such a broad area only facilitates the Wi-Fi network 
for many places. This research proposes a solution to the 
location issue that is incompatible with the LoRaWAN network. 
Moreover, a limited number of locations have Wi-Fi access. On 
the other hand, MQTT is usually used to communicate media of 
the Internet of Things.  This solution is realized by integrating 
LoRa and MQTT to facilitate data transmission between the user 
and the server, or vice versa. Two communications are needed, 
namely LoRa and Wi-Fi [19], to send data to the MQTT broker. 

The main contribution of this work is to demonstrate and 
analyze the LoRa-MQTT multi-node communication 
technology. In this research, the design of architecture LoRa-
MQTT on multi-node IoT devices to send and receive data so 
that users can monitor data in real-time [20] and control [21] the 
devices installed on the IoT device. Apart from that, LoRa and 
Wi-Fi networks that use the MQTT protocol [22] will be 
analyzed using Wireshark [23] to determine the quality of 
service (QoS) [24]-[26] on the system. As a result, the 
percentage of end-node data reception sent by multi-nodes will 
be calculated later. Other than that, measurements will be taken 
of the data received by the MQTT Broker to know the system's 
reliability in the end. 
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II. METHOD AND ARCHITECTURE DESIGN 

This section presents the architectural design for multimode 
and end-node, an IoT device consisting of an ESP32 and LoRa 
microcontroller [27],[28]. Two programming settings are 
applied to each node, namely to send data from node to end node 
and receive data from end nodes. Likewise, the end-node has 
two settings, namely receiving from each node, then the end-
node will publish the data to the MQTT-broker [29]-[31]. 
During the publishing process, the network will be tested using 
Wireshark to see the quality of service on the network. Quality 
of service consists of packet loss, the total number of packets 
lost from all the data left, as in Eq. (1). Then delay is the time 
required for data to cover the distance from origin to destination, 
as in Eq. (2). Next, throughput is the actual bandwidth measured 
in units. A specific time is used to transfer data of a certain size, 
such as Eq. (3) Jitter is a variation of delay caused by the queue 
length in data processing and reassembly of data packets at the 
end of transmission due to previous failures such as Eq.(4)  
Delay variations will refer to all samples in Wireshark. The 
second setting is to subscribe to data by the end node, and the 
end node will send the data to the node according to the address. 
As shown in the block diagram in Fig. 1. In carrying out the 
multi-communication technique of LoRa end-nodes, a method 
is needed so that there is no redundancy in transmission which 
causes packet errors [6] such as ADR, LBT, LR-FHSS, etc, This 
is an essential solution. 

Furthermore, Eq. (1)-Eq. (4) are the basic formulas used in 
making the analysis in this research and finding the right results 

from the LoRaWAN analysis by comparing the theoretical and 
practical results so that it becomes the right solution during the 
process of transmitting data analysis. 

𝑃𝑎𝑐𝑘𝑒𝑡 𝑙𝑜𝑠𝑠 =
(𝑃𝑎𝑐𝑘𝑒𝑡 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝑡𝑒−𝑃𝑎𝑐𝑘𝑒𝑡 𝑅𝑒𝑐𝑒𝑖𝑣𝑒𝑑)

𝑃𝑎𝑐𝑘𝑒𝑡 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝑡𝑒
𝑥100(1) 

𝐷𝑒𝑙𝑎𝑦 =  
𝑇𝑜𝑡𝑎𝑙 𝐷𝑒𝑙𝑎𝑦

𝑇𝑜𝑡𝑎𝑙 𝑃𝑎𝑐𝑘𝑒𝑡𝑠 𝑅𝑒𝑐𝑒𝑖𝑣𝑒𝑑
  (2) 

𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 =  
𝑃𝑎𝑐𝑘𝑒𝑡 𝑅𝑒𝑐𝑒𝑖𝑣𝑒𝑑

𝑇𝑖𝑚𝑒 𝑇𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝑡𝑒𝑑
  (3) 

𝐽𝑖𝑡𝑡𝑒𝑟 =  
𝑇𝑜𝑡𝑎𝑙 𝐷𝑒𝑙𝑎𝑦 𝑉𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛

𝑇𝑜𝑡𝑎𝑙 𝑝𝑎𝑐𝑘𝑒𝑡𝑠 𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑑−1
  (4) 

This research uses six nodes as IoT devices that will send 
data to the end nodes. Each node, including end nodes, has an 
address and channel, as shown in Fig. 1. The address of each 
node is different; each LoRa can be set using numbers ranging 
from 0 to 65535 and the same channel; this channel represents 
the frequency used. In this research, channel 72 is used, which 
represents the 922MHz frequency. Each node has the same 
program contents: the destination address, destination channel, 
and data. Data nodes consist of two types, namely analog data 
and digital data. Analog data represents data from sensors, and 
digital data represents data from actuators, which only consists 
of 1 and 0 or 1 for active and 0 for inactive. Address settings, 
channels, and examples of programming content, along with 
examples of data with semicolon separators sent by each node, 
can be seen in Table I. 

 

Fig. 1. The design architecture of multinode LoRa-MQTT. 
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TABLE I. CONFIGURATION OF LORA NODES 

Node 

Name 
Address Channel Target Address 

Target 

Channel 
Programming Content Information 

Node 1 31 72 
10 72 

0, 10, 72, 10;20;30 

 

10 72  

Node 2 32 72 
10 72 Key = 0 (NOT USE) 

10 72 Target Address=10 

Node 3 33 72 
10 72 Target Channel=72 

10 72 String Data = 10;20;30 

Node 4 34 72 
10 72  

10 72  

Node 5 35 72 
10 72  

10 72  

Node 6 36 72 
10 72  

10 72  

End-Node 10 72 
31, 32, 33, 34, 35. 
36 

72 
From 10;20;30 to be 
[data1=10;data2=20;data3=30] 

convert string data to 
JSON 

 

The data flow process from multi-node to end-node to the 
user is as follows: 

1) Data is sent from each node to the end node in the form 

of string data type using the LoRa network with 10 addresses 

and 72 channels or 922MHz frequency. 

2) Then, the data will be converted into JSON from the end 

node. 

3) Next, it is published to the MQTT Broker using a Wi-Fi 

network with the topic smartfarm/Address_Node/sensors with 

the information in Table III. 

4) Users will subscribe to data from MQTT Broker on the 

same topic as number 3. 

Next, the user process sends command data to move the 
actuator on the node as follows: 

1) The user will send data in JSON form to the MQTT 

broker with the topic smartfarm/Address_Node/actuator with 

the information in Table III. 

2) Then, subscribed by the end-node on the same topic as 

number 1. 

3) Then, the end node converts the JSON data to String. 

The end node sends data to the user's destination node 
according to the Addess_Node on the topic. 

III. RESULT AND DISCUSSION 

This section presents the results and analysis of several 
experiments, which are divided into two. The first is an analysis 
of LoRa communications, which explains the results of 
experiments sending data from multi-node to end-node with 
variations in delay, and the second is an analysis of the quality 
of service on Wi-Fi networks with the MQTT protocol using 
Wireshark. 

A. LoRa Communication Analysis 

Define abbreviations and acronyms the first time they are 
This section presents an analysis of the experiment of sending 
data from six nodes to the end node. Several experiments have 
been carried out, namely sending data simultaneously at one 
time and sending data with different time delay variations at 
each node, as in Table II and detail conflict in Table IV. 

In the first experiment, each node sends data to the end node 
with the same delay, namely 1 second. Only node 1 is sent 
during the sending process, and only data from one node can be 
received. This is due to data reception conflicts with other nodes. 
The data received from a particular node depends on the node 
that sent the data first with a difference of a few seconds and the 
signal strength or RSSI (Receive Signal Strength Indicator), as 
shown in Fig. 2. 
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TABLE II. RESULT AND ANALYZES OF VARIATION DELAY FOR SENDING DATA 

No 

Experiment 
Delay settings 

Information data received by the end-node 

Node 1 Node 2 Node 3 Node 4 Node 5 Node 5 

1 
Node 1,2,3,4,5,6 = 

1 second 

Data 

Received 
no data no data no data no data no data 

2 

Node 1 = 3 

minutes Data 

Received 

with note : 
Data 

reception 

conflict 13 
times in 1 

hour with 

other 
nodes 

Data Received 

with note : Data 
reception conflict 

6 times in 1 hour 

with other nodes 

Data Received 

with note : Data 
reception conflict 

3 times in 1 hour 

with other nodes 

Data Received 

with note : Data 
reception conflict 

7 times in 1 hour 

with other nodes 

Data Received 

with note : Data 
reception conflict 

2 times in 1 hour 

with other nodes 

Data Received 

with note : Data 
reception conflict 

1 times in 1 hour 

with other nodes 

Node 2 = 5 

minutes 

Node 3 = 7 

minutes 

Node 4 = 9 

minutes 

Node 5 = 11 

minutes 

Node 6 = 13 
minutes 

3 

Node 1 = 13 

minutes 

Data Received with note : There is no conflict within 1 hour, but after more than 1 hour there will be a conflict in 

receiving data with other nodes 

Node 2 = 14 
minutes 

Node 3 = 15 

minutes 

Node 4 = 16 
minutes 

Node 5 = 17 

minutes 

Node 6 = 18 
minutes 

TABLE III. MQTT TOPIC INFORMATION 

No Topic of MQTT Information 

1 
smart 

farm/Address_Node/sensors 

Topic for data from nodes 

(analog or digital data). If the 

data is from Address 30 then 

Address_Node=30 

2 
smart 

farm/Address_Node/Threshold 

Topic for threshold data for 

sensor values to move actuators. 

If the data is from Address 30 
then Address_Node=30 

3 
smart 

farm/Address_Node/actuator 

Topic command data from the 
user. If the user's destination is 

address 30 then address_Node = 

30 

 

Fig. 2. RSSI Index from node 1 to node 6. 

Each node was given different data transmission delay 
variations in the second experiment. Within 1 hour, there were 
quite frequent reception conflicts. The data received by the end 
node will depend on the split-second difference and RSSI. From 
the result of the experiment, using the Greatest Common Factor 
(GCF), can identify which nodes are going through conflict 
along with which minutes as shown in Table IV, and the 
percentage of receiving data is 70%. 

In the third experiment, delay variations were given from 
node 1 to node 6, starting from 13 to 18 minutes. Within 1 hour 
of sending data to the end node, there was no conflict in 
receiving data; however, after more than 1 hour, there was a 
conflict in receiving data, and conflicts occurred more 
frequently over time because the time interval delay is much 
longer. This multi-node system cannot communicate data at the 
same time. To avoid conflict in the receiver, future studies can 
set each node to send data separately between milliseconds and 
seconds. 

B. Analyzes Network of MQTT Protocol 

Furthermore, when the end node receives data in the string 
type from each node, it will convert the string data into JSON 
and immediately send it to the MQTT Broker. This section will 
present network analysis with the MQTT protocol using 
Wireshark to capture network data with uplinks and downlinks, 
as in Table V. This experiment was carried out to see the 
network stress level by sending data every five seconds with a 
data load of 118 bytes. Then, the Wireshark capture results will 
be processed to produce Quality of Service as in Table VI, which 
consists of delay, throughput, packet loss, and jitter using Eq. (1) 
- Eq. (4). 
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Moreover, from the perspective of the ITU G.1010 standard, 
Table VI provides an overview of the quality of service on the 
network that was utilized to access the MQTT Broker on the 
smart farm server. Because there is no packet loss, the delay 
value in this table falls into the category of very good. This 
indicates that there is no loss of data during the transmission 
process from the end node to the MQTT Broker. After that, the 
delay is considered to be very good because it is still less than 
150 milliseconds; this is because the network conditions are 
good and the weather conditions are sunny. 

The next step in the research process is to conduct 
experiments with a variety of weather conditions to enhance the 
architectural architecture of the LoRa-MQTT protocol. 
Therefore, the jitter is satisfactory because it is less than 75 
milliseconds; it would be ideal if the jitter were zero 
milliseconds. In addition to this, it is essential to conduct 
research with two end nodes for every six nodes to get a better 
understanding of the design and reduce the number of data 
conflicts. 

TABLE IV. DETAIL CONFLICT OF NODE WITHIN 1 HOUR OBSERVATION 

Number of Send 

Data 

Node1 

(3 min) 

Node 2 

(5 min) 

Node 3 

(7 min) 

Node 4 

(9 min) 

Node 5 

(11 min) 

Node 6 

(13 min) 
Conflict 

1               

2               

3  x             

4               

5   x            

6 x              

7     x          

8               

9  x      x      +  

10   x            

11         x      

12 x              

13           x    

14      x         

15  x x           +  

16               

17               

18  x     x       +  

19               

20   x            

21  x   x         +  

22         x      

23               

24  x             

25    x           

26           x    

27 x      x       +  

28      x         

29               

30 x  x           +  

31               

32               

33 x        x     +  

34               

35    x  x       +  

36              

37         

38        

39  x         x   + 

40   x            

41               

42  x   x         + 

43               

44         x      

45  x  x   x      +  

46               

47               

48  x             

49     x          
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50    x           

51  x             

52           x    

53               

54  x     x       + 

55    x     x     + 

56     x          

57 x              

58               

59               

60 

 
 

x  x          +  

Total Data Sent 20 12 8 6 5 4 55 

Total Data 

Receive 
39 

Percentage of 

Receive 
7.090.909.091 

C. Analyzes Network of MQTT Protocol 

When the end node receives data in the string type from each 
node, it will convert the string data into JSON and immediately 
send it to the MQTT Broker. This section will present network 
analysis with the MQTT protocol using Wireshark to capture 
network data with uplinks and downlinks, as in Table V. This 
experiment was carried out to see the network stress level by 
sending data every five seconds with a data load of 118 bytes. 
Then, the Wireshark capture results will be processed to produce 
Quality of Service as in Table VI, which consists of delay, 
throughput, packet loss, and jitter using Eq. (1)-(4). 

TABLE V. UPLINK AND DOWNLINK FROM ENDNODE TO MQTT BROKER 

SMARTFARM SERVER 

No. Time Source delay 

1 18:42:26,477690000 10.72.0.121 00:00:05,044 

2 18:42:31,521880000 10.72.0.121 00:00:05,004 

3 18:42:36,526048000 10.72.0.121 00:00:05,049 

4 18:42:41,574734000 10.72.0.121 00:00:05,067 

5 18:42:46,641786000 10.72.0.121 00:00:05,046 

6 18:42:51,687533000 10.72.0.121 00:00:05,061 

7 18:42:56,749428000 10.72.0.121 00:00:05,023 

8 18:43:01,772036000 10.72.0.121 00:00:05,068 

9 18:43:06,839599000 10.72.0.121 00:00:05,025 

10 18:43:11,864858000 10.72.0.121 00:00:05,068 

11 18:43:16,932637000 10.72.0.121 00:00:05,052 

12 18:43:21,985399000 10.72.0.121 00:00:05,018 

13 18:43:27,002951000 10.72.0.121 00:00:05,004 

14 18:43:32,007443000 10.72.0.121 00:00:05,050 

15 18:43:37,057111000 10.72.0.121 00:00:05,008 

TABLE VI. VALUE AND CATEGORY FOR PACKET LOSS, DELAY, 
THROUGHPUT, AND JITTER 

 Packet Loss Delay Throughput Jitter 

Value 0% 21ms 
50.616 

bytes/s 
0.1426ms 

Category Very Good Very Good No Category Good 

From the perspective of the ITU G.1010 standard, Table 6 
provides an overview of the quality of service on the network 
that was utilized to access the MQTT Broker on the smartfarm 
server. Because there is no packet loss, the delay value in this 
table falls into the category of very good. This indicates that 
there is no loss of data during the transmission process from the 
end node to the MQTT Broker. After that, the delay is 
considered to be very good because it is still less than 150 
milliseconds; this is because the network conditions are good 
and the weather conditions are sunny. 

The next step in the research process is to conduct 
experiments with a variety of weather conditions to enhance the 
architectural architecture of the LoRa-MQTT protocol. 
Therefore, the jitter is satisfactory because it is less than 75 
milliseconds; it would be ideal if the jitter were zero 
milliseconds. In addition to this, it is essential to conduct 
research with two end nodes for every six nodes to get a better 
understanding of the design and reduce the number of data 
conflicts. 

IV. CONCLUSION 

The issue is that the IoT device's location lacks compatibility 
with the LoRaWAN network, and extensive areas require Wi-Fi 
network connectivity for many position points. The research 
defines the multi-node LoRa-MQTT architecture and conducts 
a performance comparison of the two protocols. An experiment 
was conducted in the LoRa network to transmit data from six 
nodes to the end nodes with differing delays. The results of this 
experiment, conducted over one hour of observation, indicate 
that the End-Node can receive just one data packet at a time. If 
multiple data points are received, a conflict will occur, resulting 
in the reception of only one data point. The second trial revealed 
that the data obtained scarcely attained 70%. The data obtained 
from a certain node is contingent upon the initial node that 
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transmitted the data, with a few seconds of interval, in addition 
to the signal strength or RSSI. The subsequent part of the 
research involves identifying a mechanism, modulation, 
adjustment of delay, or procedure that facilitates data 
transmission. Contemplate employing a queueing method. In the 
investigation of the MQTT protocol network, there is 0% packet 
loss classified as very excellent, a delay of 21ms also 
categorized as very good, a throughput of 50,616 bytes/s, and a 
jitter of 0.1426 classified as good. This study demonstrates that 
the integration of LoRa with the MQTT protocol can yield a 
highly successful solution. This concept can address Internet of 
Things obstacles, including communication problems in 
extensive platforms that lack LoRaWAN accessibility, with Wi-
Fi networks available only at certain locations. 

FUTURE RESEARCH 

LoRaWAN technology that is developing at this time, not 
only setting the Multi-Communication and transmission 
analysis process using MQTT but needs development from the 
Terrestrial Communication side to Non-Terrestrial 
Communication before data is received on the LoRaWAN 
Server. This is used in the future to reduce Packet Error and the 
presence of obstacles and Interferences. 
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Abstract—The rapid development and advancement of 5G 

technologies and smart devices are associated with faster data 

transmission rates, reduced latency, more network capacity, and 

more dependability over 4G networks. However, the networks are 

also more complex due to the diverse range of applications and 

technologies, massive device connectivity, and dynamic network 

conditions. The dynamic and complex nature of the 5G networks 

requires advanced and accurate traffic prediction methods to 

optimize resource allocation, enhance the quality of service, and 

improve network performance. Hence, there is a growing demand 

for training methods to generate high-quality predictions capable 

of generalizing to new data across various parties. Traditional 

methods typically involve gathering data from multiple base 

stations, transmitting it to a central server, and performing 

machine learning operations on the collected data. This work 

suggests a hybrid model of Long Short Term Memory (LSTM), 

Gated Recurrent Unit (GRU), and federated learning applied to 

5G network traffic prediction. The model is assessed on one-step 

predictions, comparing its performance with standalone LSTM 

and GRU models within a federated learning environment. In 

evaluating the predictive performance of the proposed federated 

learning architecture compared to centralized learning, the 

federated learning approach results in lower Root Mean Square 

error (RMSE) and Mean Absolute Errors (MAE) and a 2.25 

percent better Coefficient of Determination (R squared). 

Keywords—5G Mobile network; machine learning; federated 

learning; parallel hybrid LSTM+GRU; network traffic prediction; 

centralized learning; dynamic network condition 

I. INTRODUCTION 

As witnessed the evolution of communication networks into 
the 5G era, the demand for high-speed, low-latency connectivity 
is growing exponentially. The development of 5G networks also 
increases data rates and complexity due to various services and 
multiplexed device connections; this makes network resource 
management of a 5G network a complicated task because of the 
diverse nature of network traffic conditions. The growth in the 
number of users and devices is increasing traffic exponentially, 
causing congestion in the network from many angles [1]. 

Due to most devices now being connected, the conventional 
4G networks cannot meet the current demand. The advantages 
that the 5G network can provide are becoming more visible as 
its scope continues to expand. Compared to their 4G 
counterparts, 5G networks provide faster data transmission, 
reduced delay, expanded coverage, and greater reliability. 

Managing 5G networks as they evolve and become more 
complicated is now one of the greatest difficulties with 
developing them. One critical element of this management is 
predicting network traffic, which has advanced greatly through 
machine learning techniques [1], [2]. 

With new elements such as millimeter waves, massive 
MIMO (Multiple Input, Multiple Output), and network slicing, 
5G networks are much more sophisticated than their 
predecessors. This complexity requires sophisticated traffic 
control methods. Moreover, the various services of 5G, such as 
enhanced mobile broadband (eMBB), massive machine-type 
communication (mMTC), and ultra-reliable low-latency 
communication (URLLC) [3], imply different traffic dynamics 
that require prediction and control. 

 The huge increase in the number of devices connected leads 
to an increase in the volume of mobile traffic and adds stress to 
the system to cope with the volume of data [4]. Ericsson expects 
5G subscriptions projected at approximately 610 million by the 
end of 2023, meaning that about one-fifth of all mobile 
subscriptions worldwide would be 5G [5]. The research 
predicted demand growth will increase to approximately 5.3 
billion 5G subscriptions by 2029 [6]. 

5G networks allow the implementation of edge computing, 
which brings computation and data storage close to the network 
edge. By processing data at the edge, latency-sensitive 
applications might achieve lower network utilization levels 
while enjoying greater speeds, security, and privacy [7]. 

Network traffic forecasting was based on statistical models. 
Techniques such as time series analysis, regression analysis, and 
Markov models have been employed to forecast network 
behavior by leveraging historical traffic data. Time series 
models such as the Autoregressive Integrated Moving Average 
(ARIMA) are effective tools in identifying seasonal trends and 
irregular patterns in data over periods [8]. They make it possible 
to determine traffic cycles that could be predicted at intervals of 
a day, week, or even a month. Regression models, e.g., linear, 
polynomial, and multiple regression analysis, can explain such 
relations as the time of day, human activity, and external factors 
such as weather. Besides this, these models are good at 
understanding relationships influencing traffic volume. 

Markov models such as the Hidden Markov Models (HMM) 
and the Markov Chain Monte Carlo (MCMC), on the other hand, 
apply a probabilistic technique to estimate different stages of the 
network, thus market appeal and ability to offer better traffic 
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prediction because of considering the stochasticity of the 
network traffic [8], [9]. Some of these traditional models have 
also been used for forecasting traffic. 

However, with the growth of the networks, the weaknesses 
of these models are becoming more of a concern. In most cases, 
these models obtrude the linearity, which, along with the 
inability to manage high dimensional data, high rate of change 
in patterns of networks, or manage an anomaly, which is not a 
common phenomenon in the network [9]. This highlights the 
requirement for more sophisticated predictive models. Today, 
machine learning (ML) methods are believed to help deal with 
the complexities of 5G traffic, especially concerning the 
predictive aspect. Unlike traditional models, ML models can 
handle large volumes of datasets, capture nonlinear 
relationships, and learn and update to changes occurring in real-
time. 

The advantage of machine learning models is that they can 
discover intersectional structures or relationships that can be 
captured through conventional statistical means such as models 
by training generally on large datasets [10]. For instance, deep 
learning models such as Recurrent Neural Networks (RNNs) 
and long short-term memory (LSTM) appreciate recognizing 
sequential information in a given network traffic data frame rate, 
improving precision forecast along the time scale. Similarly, 
incentive-based resource allocation has been demonstrated to 
integrate across existing resource conditions by learning sub-
network policies with dynamic structures [11]. 

Federated learning (FL) is projected as one of the many 
machine learning paradigms appropriate for 5G networks. 
Federated learning is a novel approach for training models 
without needing a central server to host raw data on devices [12]. 
This is highly timely in the case of fifth-generation networks 
(5G), as data privacy and security are critical owing to the 
potential proliferation of personal gadgets and the IoT. 
Federated Learning helps model training with privacy, 
bandwidth, and data constraints by leveraging edge devices in a 
distributed manner. 

FL advancements enable privacy and more efficient model 
training, as the processing of network traffic data can occur at 
the edge of the network [13], [14]. This paper studies how 
predictive machine learning models based on federated learning 
can be employed to predict traffic in 5G networks. 

The structure of the paper is as follows: Section II reviews 
the related work, while Section III outlines the architectures of 
the prediction methods. Section IV delves into the prediction 
methodology. The experimental results are presented in Section 
V, and the paper concludes in Section VI. 

II. RELATED WORK 

Advancements in 5G networks have made efficiently 
managing their dynamic and complex nature challenging. One 
possible solution to the above is predicting the network traffic 
on such a network, which is steadily receiving support in the 
form of machine learning advances. 

The author in study [15], through network Internet traffic 
analysis and forecasting of input traffic flow parameters to the 
model, developed a 5G network traffic prediction model that 

utilizes recurrent neural networks in their paper. They have 
employed Gated Recurrent Units (GRU) and (LSTM) to obtain 
a balance between optimality and viability. Such networks have 
acquired short-term traffic predictions since feature engineering 
was introduced to the model to reduce generalization errors and 
manage missing and corrupted data. Still, there is a need for 
more research on machine learning application techniques for 
network management and control in traditional distributed 
architectures. 

In study [1], this paper presents a lightweight hybrid 
attention deep learning model for traffic prediction in 5G 
networks. The model integrates depthwise separable 
convolution with channel and spatial attention techniques to 
lower prediction costs. With its capacity to conserve computing 
resources, the model exhibits promise for use in integrated 
sensing, communication, and computation applications. The 
temporal and spatial properties of 5G network traffic data are 
revealed through data analysis, and the suggested model 
effectively addresses accuracy and complexity concerns using 
feature extraction and prediction capabilities. 

To improve its prediction capabilities for 5G cellular 
network traffic flow, the authors in study [4] propose a deep 
learning model based on a Bidirectional Long Short-Term 
Memory (BiLSTM) architecture with hyperparameter 
optimization. The stated model demonstrates better prediction 
accuracy and shorter running time. Thus, it is helpful for real-
time applications even though the authors did not discuss the 
practical limitations of deploying the model. The focus is on 
possible future research related to resource allocation schemes 
and IoT cloud architectures. Generally, the findings of the 
suggested Deep Learning Mobile Traffic Flow Prediction 
(DLMTFP) technique are encouraging for developing mobile 
traffic prediction in 5G networks. 

In study [16], this paper proposes a Deep-Broad Learning 
System (DBLS) for traffic flow prediction in 5G cellular 
wireless networks. It explains that DBLS is suitable for 5G 
networks because it integrates deep representative and broad 
learning to provide accurate prediction while keeping the 
running time low. They showed that DBLS is more accurate and 
efficient than conventional deep neural networks. It is observed 
that enhancing the reasonable amounts of enhancement nodes 
adaptively can enhance the efficiency of the DBLS model and 
hence lead to high penetration prediction. 

According to study [17], the study proposes to predict the 
traffic of the 5G network and its challenges, owing to the 
diversity and heterogeneous nature of the 5G traffic. To address 
these problems, a Smoothed Long Short-Term Memory 
(SLSTM) model is proposed to enhance prediction accuracy. 
Adjustments are made to the number of layers and hidden units 
based on the prediction accuracy, and seasonal time is based on 
the time series modeling techniques used to smooth the output 
sequences. This article recommends further research on other 
factors influencing 5G traffic to make it more applicable in 
practice. 

In study [18], the study engages numerous cross-domain big 
data resources to construct a spatiotemporal cross-domain neural 
network model (STC-N) that enables deep learning in wireless 
cellular network regional traffic prediction. The method consists 
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of the integration of feature fusion, multi-domain data 
integration, timestamp-based modeling, and spatiotemporal 
correlations. The paper also discusses a cross-domain transfer 
learning approach for improved prediction performance in 
traffic generation. 

It focuses on how cross-domain datasets interact within the 
prediction model and how it affects the accuracy of the 
prediction. Nevertheless, the analysis of different kinds and 
volumes of cross-domain datasets, their synthesis, and 
association effects on wireless cellular traffic prediction 
accuracy deserves further attention. Although the reporting in 
this paper concerns the effect of many cross-domain datasets on 
prediction accuracy, there is scope for investigating the best 
combination and weighting of this dataset. 

Paper in study [19] describes a novel method of estimating 
the traffic flow in cellular networks utilizing counters that 
monitor the performance of LTE radio frequency signals. It 
investigates a range of machine learning models that can 
forecast traffic in the network depending on time. It 
demonstrates that while ensembles such as Gradient Boosting 
produce the most accurate predictions and spend longer training 
time, linear models operate faster but depend on preprocessing. 
The analysis identifies the importance of having a large volume 
of good quality data necessary to train machine learning models 
and speaks to the challenges of deployment and solutions 
whereby autoML may be utilized during retraining, 
regularization, and feature engineering. 

In study [20], this paper considers the issues of mobile 
network forecasting as applied in a distributed manner, 
specifically with forecasting traffic for base stations and 5G 
networks overall. It evaluates different aspects of the centralized 
and federated learning model, pointing out the strengths of 
federated learning for better generalization metrics, economies 
of computational resources, and less carbon dioxide emission. It 
also highlights the role of model aggregation algorithms and 
data preprocessing methods in improving the predictive power 
of the models. The models, which include LSTM and GRU, are 
quite effective in federated learning scenarios. 

The research presented in the paper [21] investigates the 
efficiency of energy usage in augmented deep-learning model 
architecture. It discusses federated traffic prediction 
mechanisms for cellular networks for optimal energy usage. It 
shows how the difference in the region affects the performance 
of a wide variety of models, such as Transformer and Length 
short-term memory-based models. The results demonstrate that 
while complicated models are more demanding in energy, the 
expectation is also a high increase in accuracy. This study seeks 
to raise the understanding of Distributed AI Technologies’ 
environmental impacts and their pose threats to communication 
systems. It advocates the merits of incorporating sustainability 
factors into model selection. 

In study [22], the paper discusses the problems of 
implementing FL in vehicular IoT systems, such as variable 
mobility, limits to communication capability, and risks of non-
IID data in combination with the management of resources. 
Working issues in FL for autonomous driving, intelligent 
transport systems, and resource-sharing developments are 
elaborated. The authors define the areas for further explorations, 

increasing FL advanced paradigms: scaling up and security on 
the background of the complex vehicular IoT scenarios. 

III. PREDICTION METHOD ARCHITECTURES 

A. Long Short-Term Memory (LSTM) 

Long Short-Term Memory (LSTM) is a relatively 
sophisticated variant of the Recurrent Neural Network (RNN) 
model commonly employed in research today. One of the key 
aspects LSTM networks address is the long-range dependencies 
in sequential data, which results in higher performance in many 
practical applications [23]. Some use cases where LSTM 
networks have been highly successful include language 
translation, voice detection, and forecasting. This explains the 
popularity of LSTM networks in multiple applications and their 
efficiency in deep learning frameworks directed toward time 
series data. They encode the RNN memory with three gates 
alongside cell states, allowing the network to keep and erase 
information when necessary. 

In the standard arrangement, an LSTM block consists of four 
extra layers and a hidden state in an RNN. Variables include Cell 
state (Ct), input gate (it), output gate (ot), and forget gate (ft). 
Each layer performs a specific operation on the others depending 
on how the information is created from the training data [24]. 
Fig. 1 shows the structure of LSTM. 

 

Fig. 1. Architecture of Long Short-Term Memory (LSTM) [23]. 

The memory of LSTM network networks is represented by 
the cell state, which is essential to LSTMs. The cell state process 
resembles a production line or conveyor belt. Except for a few 
linear interactions like addition and multiplication, the 
parameter information flows directly across the chain. These 
interactions determine the status of the information. The 
information will continue to flow without modifications if no 
interactions exist. Through the gates, which permit optional 
information to pass through, the LSTM block modifies or adds 
information to the cell state [24]. 

The forget gate eliminates data no longer needed in the cell 
state. The gate receives two inputs, xt (the input at that specific 
moment) and ht-1 (the output of the previous cell), which are 
multiplied by weight matrices before bias is added. After being 
run through an activation function, the output is binary. When 
the output for a particular cell state is 0, the information is lost, 
and when the output is 1, it is saved for later use [25]. The nodal 
output equations of the LSTM are expressed as follows. 

  𝑓𝑡 = 𝜎(𝑊𝑓 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓)   (1) 

  𝑖𝑡 = 𝜎(𝑊𝑖 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖)   (2) 
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  𝐶𝑡
~ = tan ℎ (𝑊𝑐 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐)   (3) 

 𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ 𝐶𝑡
~   (4) 

 𝑜𝑡 = 𝜎(𝑊𝑜 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜)  (5) 

 ℎ𝑡 = 𝑜𝑡 ∗ tan ℎ(𝑐𝑡)   (6) 

These equations describe how an LSTM unit works, 
distinguishing it from simple RNN, with several gates 
controlling information flow. The forget gate ft in (1) determines 
what portion of the previous cell state Ct−1 should be preserved, 
and the input gate it in Eq. (2) identifies how much new 
information from the current input xt and previously hidden state 
ht−1 is added to the cell state. The candidate cell state Ct˜ in Eq. 
(3) is determined with a tanh function. The new cell state Ct 
combines the old cell state and the new information added, as 
shown in Eq. (4). The output gate ot in Eq. (5) controls how much 
of the updated cell state Ct is passed on to the hidden state ht, 
influencing the output at this time step. The hidden state ht in Eq. 
(6) is finally computed, where the output gate ot is applied to the 
tanh of the new cell state, passing it on to the next time step, thus 
helping the LSTM keep long-term dependencies in sequential 
data. 

Various parameters guide the internal mechanism of the 
network. Wf, Wi, Wc, and Wo are the weight matrices multiplied 
by the forget gate, input gate, candidate cell state, and output 
gate, respectively, and they are used for both the previous hidden 
state, ht−1, and current input xt. Similarly, bf, bi, bc, and bo are the 
biases related to these gates and states, added to the product sum 
of the inputs to bias the output. The sigmoid function σ is 
employed in the forget gate ft, input gate it, and output gate ot to 
compress values between 0 and 1, indicating how much 
influence they should have (how much to forget, retain, and 
output, respectively). 

B. Gated Recurrent Unit (GRU) 

GRU employs a gating mechanism to regulate the 
information passing through the network. The gates in LSTM 
determine which information to keep and which to discard at 
every step, enabling the network to learn long-range 
dependencies better. The GRU has two main components: the 
update and the reset gates. 

The update gate decides how much new information to write 
to the memory now, and the reset gate decides how much old 
information to forget. The basic idea of GRU is that the network 
hidden state will be updated only by selecting time steps using 
gating mechanisms. The gates control what information joins 
and leaves the network. The GRU has two gating mechanisms: 
reset gate and update gate. The update gate specifies the 
proportion of the new input to add to the hidden state, and the 
reset gate specifies the extent to which the previous hidden state 
should be erased. The GRU output is computed based on the 
updated hidden state [23]. The architecture is shown in Fig. 2. 

The update gate calculation is the first step in a GRU. It uses 
the current input and the previous hidden state to decide how 
much to update the previous hidden state; the sigmoid is used 
here [24]. Here are the GRU nodal output equations. 

𝑧𝑡 = 𝜎(𝑊𝑧 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑧)  (7) 

  𝑟𝑡 = 𝜎(𝑊𝑟 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑟)  (8) 

 

Fig. 2. Architecture of Gated Recurrent Unit (GRU) [23]. 

 ℎ𝑡
~ = tan ℎ (𝑊ℎ ∙ [𝑟 ∗ ℎ𝑡−1, 𝑥𝑡] + 𝑏ℎ)    (9) 

 ℎ𝑡 = 𝑧𝑡 ∗ ℎ𝑡−1 + (1 − 𝑧𝑡) ∗ ℎ𝑡
~     (10) 

The GRU equations have several parameters that dictate how 
certain elements within the input data behave over the time 
steps. Where update gate zt defined in Eq. (7), uses weights Wz, 
biases bz, previously hidden state ht−1, and current input xt to 
determine how much of the past hidden state will pass to the next 
step. In the same way, Eq. (8) also applies a reset gate rt, which 
uses weights Wr, biases br, and a combined ht−1 and xt to decide 
how much to "forget" of the past for computing the hidden state 
of the candidate [26]. 

The candidate hidden state ht˜ is calculated from weights Wh, 
biases bh, reset gate rt applied to ht−1 and current input xt, 
processed with the tannh function as shown in Eq. (9): Finally, 
the new hidden state ht in Eq. (10) is expressed as a weighted 
sum of the candidate hidden state ht˜(scaled by 1 − zt) and the 
previous hidden state ht-1 (scaled by zt). The weights Wz, Wr, and 
Wh and the biases bz, br, and bh are learned during training and 
determine how inputs are decoded past and current information 
at each time step to adjust and combine the input information 
[27]. 

IV. PROPOSED METHOD DESCRIPTION 

A. LSTM+GRU Parallel Network 

In the proposed parallel hybrid model, the same input is 
applied to both LSTM and GRU layers. This enables the model 
to capture two different temporal representations 
simultaneously. This is especially beneficial because it 
combines the strengths of both architectures; thus, while the 
LSTM capability fortifies long-term dependencies, GRU 
computational efficiency and faster convergence make it an 
essential strength for more robust feature extraction in time 
series prediction tasks. 

The input data processed through the LSTM and GRU 
branches come out as outputs from these branches. The outputs 
are then concatenated to form a combined feature representation 
[27]. After passing through dense layers, the final prediction is 
based on this combined representation. Fig. 3 shows the 
structure of the parallel hybrid model LSTM+GRU. 
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Fig. 3. Architecture of parallel hybrid model of LSTM+GRU. 

As shown in Fig. 3, the model architecture consists of an 
input layer that receives the 5G traffic input data. The input is 
fed into both the LSTM and GRU paths simultaneously. Here, 
the LSTM (Long Short-Term Memory) network can capture 
long-term dependencies in time series data, which is important 
for identifying trends and patterns in 5G over long periods. 
However, the GRU (Gated Recurrent Unit) path takes the same 
input with fewer, faster-to-train steps in the architecture, 
allowing for efficient short-term dependency capture [27], [28]. 
Though both networks are good at processing sequential data, 
both contain different complementary strengths, such as LSTM 
being a long-term memory network and GRU being a memory-
efficient network with fewer parameters. 

As illustrated in Fig. 3, after processing the input via LSTM 
and GRU paths, the outputs are concatenated (as shown by the 
circle in Fig. 3). This merging step is performed to combine the 
information learned by the LSTM and GRU networks. This 
concatenated output is fed through a dense layer, and this layer 
helps further process the combined feature representation 
extracted from the LSTM and GRU branches [28]. Finally, the 
dense layer is connected to the output layer, which provides the 
model prediction. 

B. Federated Learning 

Federated learning is an advanced machine learning 
approach that enables decentralized model training without 
sharing raw data between multiple devices or nodes. It is suitable 
for privacy-preserving scenarios, such as 5G network traffic 
prediction [20]. 

In a centralized learning setting, data brought in from 
different sources, such as base stations or user devices, would be 
aggregated in one place during model training, which can raise 
concerns about the privacy and security of data. With federation 
learning, each device or node learns a model based on its data at 
each device or node, and only the changes in the model (such as 
the weights or the gradients) are sent to the central server [21]. 
Afterward, this central server employs these updates to enhance 
the performance of the global model. Furthermore, in the context 
of 5G network traffic prediction, federated learning allows 
individual base stations or edge devices in the network to 
collaborate on training a predictive model without exchanging 
their raw traffic data. This keeps the users and network-sensitive 
data secure while providing realistic traffic pattern predictions 
[12]. 

In 5G networks, federated learning presents a valuable 
approach due to the large geographical distribution of data from 
numerous devices. Through the distributed learning of models 
locally trained on diverse data, federated learning can also 
improve the prediction about network congestion, traffic 

demand, and resource allocation for a particular network in the 
future while maintaining data privacy and low communication 
overhead in the network [21], [22]. Fig. 4 shows a round of the 
federated learning process. 

The federated learning process involves multiple clients or 
base stations (BS) and a central server, as shown in Fig. 4. In 
step 1, the central server sends the global model to all clients. 
Step 2: Clients then update their local models by locally training 
the model with their private data. In step 3, clients return updated 
model parameters to the server (aggregator) without sharing raw 
data. These local model updates are then sent to a central server, 
which uses an aggregation function (that is, namely Federated 
Averaging) to aggregate these local model updates to produce 
an updated global model in Step 4. After updating the model, it 
repeatedly redistributes the new model to the clients for more 
training iterations. In this decentralized manner, clients update 
the global model in a privacy-preserving way by sending model 
updates rather than datasets. 

 

Fig. 4. Federated learning process [20]. 

Federated Averaging (FedAvg) is widely used due to its 
simplicity and effectiveness in handling non-iid (non-identically 
distributed) data across clients. This is common in real-world 
scenarios where different devices may have access to diverse 
datasets [12]. FedAvg also minimizes the communication 
overhead by reducing the frequency of interactions between the 
clients and the central server, making it well-suited for 
distributed environments. 

C. Implementation of the LSTM+GRU Hybrid Model 

The flowchart in Fig. 5 illustrates the steps in implementing 
and evaluating a hybrid LSTM+GRU model for predicting 5G 
network traffic, including data preparation, model training, and 
model testing. 

1) Data preprocessing: This stage addresses various data 

quality issues, such as outliers, missing values, and data splits. 

Missing values were handled based on the percentage of 

missing data in each feature. Features with more than 50% 

missing values were removed, while those with less than 50% 

were imputed using the mean of the column. 
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Outliers were managed using the Interquartile Range (IQR) 
capping method, which can limit the impact of extreme values 
and improve model robustness. 

The data was split into training and testing sets with three 
different ratios (80:20, 85:15, and 90:10). In this study, the 90:10 
ratio was used as it provided the best results. The 90-10 splits 
mean we used 90% of the data to train the model and 10% to test 
it. This ensures that most of the data is used for model training 
and that a different portion is set aside to evaluate it. 

 

Fig. 5. Flowchart of modeling LSTM+GRU model for 5G network traffic 

prediction. 

2) LSTM+GRU modeling: The hybrid LSTM-GRU model 

was implemented in Python and supported by TensorFlow 

libraries (i.e., Keras and TensorFlow Federated) using a Google 

Colab platform. The model had an LSTM layer of 128 units, 

then a GRU layer with the same number of units, and ReLU as 

an activation function. These layers were used in parallel (i.e., 

passed to an add() function). After that, the added output passes 

through a Dense layer with 64 units and ReLU activation. 

Finally, a Dense layer with 1 unit was added for the output. The 

Adam optimizer with a learning rate of 0.001 was used to 

optimize the model, and L1 and L2 regularizers (set to 0.05) 

were applied for overfitting prevention. The model was trained 

for 90 epochs with a batch size of 64. 

3) Federated training LSTM+GRU model: The server 

starts the computation in federated training, and clients (base 

stations) join as participants. A subset of these clients are 

selected to receive the current global model from the server and 

use their local data to train [20], [21]. Once local training is 

done, the clients send the updated models and historical data 

(loss values and evaluation metrics) to the server. The server 

then aggregates the locally trained models, updates the global 

model, and repeats the process for several federated rounds, as 

shown in Fig. 4. Hybrid models combining LSTM and GRU 

have been proposed before [27], [28]. To the best of our 

knowledge, this work is the first to implement a parallel 

LSTM+GRU network and training using federated learning for 

time series prediction. The study created a flexible framework 

to make it more realistic for network traffic prediction 

scenarios. After the model is trained, it is tested on the held-out 

testing data to see how well it predicts 5G network traffic. This 

step checks how well the LSTM+GRU model can predict the 

traffic. 

4) Hyperparameter optimization: Hyperparameter tuning 

is an important part of neural network development and is 

usually done through trial. Table I shows the model-specific 

hyperparameters. 

TABLE I. MODEL HYPERPARAMETERS 

LSTM, GRU LSTM+GRU 

Activation: ReLU 

Output layer: linear activation 
No. of units: 128 

Dense layer: 64 units  

Optimizer: Adam 
Regularizer L1, L2: 0.06 

Learning rate: 0.001 

Drop out: 0.4 
Local Epochs: 3 

Batch size: 64 

Federated rounds: 10 

Activation: ReLU for both branches 

Output layer: linear activation 
No. of units: 128 for both branches 

Dense layer: 64 units 

Optimizer: Adam 
Regularizer L1, L2: 0.05 

Learning rate: 0.001 

Dropout: 0.2 
Local Epochs: 3 

Batch size: 64 

Federated rounds:10 

A validation run was done for each model to finalize the 
hyperparameters that gave the best performance and fit before 
training the final model. The training data was split 90-10 for 
validation during the validation process. Keras search is used for 
hyperparameter optimization to get the parameters shown in 
Table I. 

5) Evaluation metrics: To evaluate and analyze the 

network model prediction results, the evaluation metrics used 

are the Root Mean Square Error (RMSE), Mean Absolute Error 

(MAE), and Coefficient of Determination (R2). The 

corresponding mathematical formulas are presented in Eq. 

(11,12,13). RMSE in Eq. (11) is particularly effective at 

measuring the model dispersion, where a lower RMSE 

indicates a higher concentration level and greater accuracy. 

MAE in Eq. (12), measures the absolute differences between 
the predicted and actual results by taking the absolute values and 
then calculating the mean. A lower MAE signifies a smaller 
prediction error. R-squared in Eq. (13) is widely used as an 
optimal measure for assessing linear regression models, as it 
translates the prediction accuracy into a value between 0 and 1, 
offering an intuitive representation of the model accuracy [29]. 
When the model fit is ideal, the R-squared value approaches 1. 

RMSE =  √
1

n
∑ (𝑓𝑖 − 𝑦𝑖)2n

i=1  (11) 
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  MAE =  
1

n
∑ |fi − yi|

n
i=1   (12) 

R2 = 1 −
∑ (yi−fi)2n

i=1

∑ (yi−y̅)2n
i=1

    (13) 

V. EXPERIMENTAL RESULTS 

A. Dataset Description 

The paper uses a 5G trace dataset from an Irish mobile 
telecommunication operator, as outlined in study [30]. It 
considers file downloading in a dynamic environment and uses 
the Download traffic bandwidth data produced from file 
downloads in a dynamic environment as the target variable. The 
data samples are aggregated for different days of the 
experimental period. 

 10,974 Samples collected from 2019/12/14/10:16:30 to 
2019/12/17/08:16:23 

 4,106 Samples collected from 2020/01/16/07:26:43 to 
2020/01/12:16:29 

 12,511 Samples collected from 2020/02/13/13:03:24 to 
2020/02/27/20:50:06 

Preprocessing steps were executed to clean and prepare the 
raw data for analysis. The preprocessing steps included feature 
normalization, missing value treatment, outlier treatment, and 
data samples collected on different days aggregated into one 
dataset. The integration finally resulted in 27,591 samples in the 
final dataset. Ten features were selected: GPS coordinates 
(longitude and latitude), timestamp, uplink bitrate, download 
bitrate and its download state, velocity, and several cellular 
signal indicators RSRQ (Reference Signal Received Quality), 
RSRP (Reference Signal Received Power), SNR (Signal-to-
Noise Ratio), and CQI (Channel Quality Indicator). Cellular 
signal indicators are critical as they glimpse the network 
physical layer. For 5G systems, these features are pertinent since 
they correlate to how signal quality affects bandwidth and 
throughput. Velocity and geolocation information permits an 
exploration of how network performance may vary with 
mobility versus location environments; such considerations are 
crucial to many applications in 5G, where users typically move 
around a lot. 

The dataset was gathered from the initial deployment phase 
of 5G, and it includes key performance indicators (KPIs) such 
as throughput, channel conditions, and context-related metrics. 
These metrics remain fundamental to understanding network 
performance, regardless of technological advancements. As 5G 
builds on similar foundational principles, the data provides 
insights that still apply today. 

B. Model Comparison 

This study evaluates the performance of the proposed hybrid 
LSTM+GRU model against standalone LSTM and GRU models 
in the context of 5G network traffic prediction within the 
federated learning framework. Both LSTM and GRU units were 
specifically designed to capture temporal dependencies in 
sequential data; however, LSTM particularly excels in modeling 
long-term behaviors, while GRU gives a computationally 
efficient alternative for short-term dependencies with a simpler 
structure. The hybrid model is the parallel combination of these 

structures, thus permitting richer feature extraction by exploiting 
both strengths. Performance scores of the prediction models for 
5G network traffic are shown in Table II. 

TABLE II. MODELS PERFORMANCE IN 5G NETWORK TRAFFIC 

PREDICTION 

Models/Measures RMSE MAE R2 

LSTM 0.2360 0.3696 0830 

GRU 0.2349 0.3656 0.833 

LSTM+GRU 0.2291 0.3556 0.845 

Table II highlights the superiority of the hybrid LSTM+GRU 
model in predicting 5G network traffic. The hybrid model 
achieved the lowest RMSE of 0.2291 and MAE of 0.3556, 
demonstrating its ability to minimize large and average 
prediction errors effectively. Furthermore, its R² value of 0.845, 
the highest among the models, indicates that it explains 84.5% 
of the variance in the data, making it the most accurate and 
generalized model for capturing both long-term and short-term 
traffic patterns. Although the stand-alone GRU model 
performed better than the LSTM model, the hybrid model 
always gave better results. 

The hybrid model predictive performance is further 
corroborated by visualizations in Fig 6, 7, and 8, where its 
predictions closely align with the actual data, showing minimal 
deviations. This superior accuracy can be attributed to the 
combined architecture of LSTM and GRU. Despite the hybrid 
model superior performance, it is computationally more 
expensive due to its integrated architecture, which increases the 
number of parameters and requires more memory and 
processing power. The training time is also longer, as the model 
must optimize both LSTM and GRU layers. 

However, in scenarios where computational resources are 
available, the hybrid model offers a worthwhile trade-off, as its 
enhanced accuracy and generalization make it ideal for 
applications like network optimization or capacity planning. The 
GRU model is a simpler yet effective alternative for 
environments with resource constraints or needing faster 
prediction. The standalone LSTM model, however, appears less 
suited for 5G traffic prediction due to its lower overall 
performance and difficulty adapting to the data's highly dynamic 
nature. 

 

Fig. 6. Prediction of federated LSTM+GRU on test data. 
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Fig. 7. Prediction of federated GRU on test data. 

 

Fig. 8. Prediction of federated LSTM on test data. 

C. Learning Setting Comparison 

The time conducted an exhaustive set of experiments on the 
5G network traffic dataset to analyze the performance of deep 
learning models with a specific focus on the effectiveness of the 
federated learning framework. The study compared the 
LSTM+GRU hybrid model performance in centralized versus 
federated learning settings. A centralized learning environment 
involves training the model on the complete dataset on a single 
server, while federated learning trains local models at various 
participants (clients) that aggregate after each round. The model 
architecture consistency is maintained across both learning 
environments to achieve comparison equity. The LSTM+GRU 
hybrid model was applied in both scenarios. In the centralized 
learning setup, the model was trained for 90 epochs, letting the 
model traverse the entire dataset 90 times. Ten federated rounds 
and three local epochs on each client were executed for the 
federated learning setup. Since federated learning involves 
multiple clients, the total practical epochs across all clients is 90, 
obtained as (rounds × clients × local epochs). The two results 
obtained under different learning frameworks were compared 
upon completing the experiments, as shown in Table III. 

TABLE III. PERFORMANCE OF FEDERATED LEARNING AND CENTRALIZED 

IN 5G NETWORK TRAFFIC PREDICTION 

Models/Measures RMSE MAE R2 

Centralized 0.2438 0.3687 0.826 

Federated 0.2291 0.3556 0.845 

Table III highlights a comparative analysis between 
centralized and federated learning in predicting 5G network 
traffic, emphasizing the advantages of federated learning. 
Federated learning achieved a reduced RMSE of 0.2291 and 
MAE of 0.3556, outperforming centralized learning, which 
yielded an RMSE of 0.2438 and MAE of 0.3687. It represents a 
2.25% improvement in accuracy, underscoring the benefits of 
federated learning decentralized architecture. Federated learning 
ability to aggregate knowledge from diverse client models 
trained on local data allows it to capture a wider range of traffic 
patterns. This diversity introduces variations in local models, 
enhancing the global model ability to learn robust and 
generalized representations of network traffic behavior. In 
contrast, centralized learning lacks this diversity, relying on a 
single dataset, which limits its ability to generalize across 
varying traffic conditions. 

One key benefit of federated learning is its scalability and 
privacy-preserving nature. Training models locally and 
aggregating updates at the server level avoids transferring raw 
data, making it an ideal solution for scenarios requiring strict 
data confidentiality, such as 5G networks. However, federated 
learning introduces complexity in synchronizing and 
aggregating models across multiple clients, which can increase 
computational complexity. Despite this, the distributed nature of 
federated learning ensures that the system remains scalable and 
capable of handling the demands of large-scale 5G networks 
while offering improved predictive accuracy. 

Fig. 9 and Fig. 10 provide insights into the model predictions 
under centralized and federated learning setups. Both setups 
show the LSTM+GRU hybrid model performing well across a 
range of bitrate values. However, the performance in regions 
with lower bitrates reveals a notable challenge. The predictive 
accuracy drops near zero bitrates, indicating that the model 
struggles to detect meaningful patterns in this data range. This 
drop in performance is likely due to sparse or noisy data in these 
regions, where signal characteristics are less distinct. Such 
underfitting in low-bitrate areas highlights a common limitation 
in machine learning models when dealing with sparse or low-
intensity data. 

Addressing this challenge would involve strategies such as 
augmenting the training dataset to include more low-bitrate 
cases, ensuring the model encounters these scenarios during 
training. Another approach could involve using specialized 
techniques that enhance the model sensitivity to sparse data 
regions, such as weighted loss functions or regularization 
techniques tailored for imbalanced datasets. These 
enhancements would help mitigate underfitting and improve the 
model robustness, enabling more accurate predictions across the 
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entire bitrate spectrum. By doing so, federated learning could 
further solidify its position as a scalable and effective solution 
for 5G network traffic prediction, particularly when paired with 
architectures like the LSTM+GRU hybrid model that captures 
complex patterns. 

 

Fig. 9. LSTM+GRU model prediction in federated learning. 

 

Fig. 10. LSTM+GRU model prediction in centralized learning. 

D. Data Splitting Comparison 

The preprocessed data was divided into three different ratios 
(80:20, 85:15, and 90:10). The three different ratios were 
compared in federated learning and centralized learning, and the 
ratio 90:10; 90% of the data for training and the remaining 10% 
of the data for the test yielded the best results compared to the 
other two ratios, as shown in Table IV, this experiment 
demonstrated that training on a larger proportion of data allows 
the model to capture more patterns and nuances in the data, 
ultimately leading to a better understanding of the underlying 
structure and relationships. The model can generalize well and 
perform with lower prediction errors. 

TABLE IV. PERFORMANCE OF THE MODEL IN DIFFERENT SPLITS OF THE 

DATASET 

Learning 

Setting 
Federated Learning Centralized Learning 

Test 

Size/Measure 
10% 15% 20% 10% 15% 20% 

RMSE 0.2291 0.3430 0.3553 0.2438 0.3444 0.3471 

MAE 0.3556 0.4309 0.4448 0.3687 0.4363 0.4429 

R2 0.845 0.818 0.805 0.826 0.817 0.811 

VI. CONCLUSION 

Building high-quality traffic prediction models with 
effective generalization is an inherently complex task, given the 
diverse data patterns that characterize 5G network traffic. This 
paper studies the challenge of predicting 5G network traffic 
using a hybrid LSTM+GRU model along with a federated 
learning approach. The hybrid model outperformed the 
standalone LSTM and GRU models, thus proving its capability 
to capture both long- and short-term dependencies within the 
data. At the same time, the federated learning approach adds 
another dimension to privacy by letting the system learn from 
varied data on different clients without compromising data 
privacy. In addition, it produced lower prediction errors with 
better generalization than centralized learning; thus, it would be 
an efficient and scalable solution under resource allocation 
optimization towards network performance enhancement and 
quality-of-service improvement in complex 5G environments 
while preserving data confidentiality. 
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Abstract—Quality data is crucial for supporting the 

management and development of SMES carried out by the 

government. However, the inability of SMES actors to provide 

complete data often results in incomplete dataset. Missing values 

present a significant challenge to producing quality data. To 

address this, missing data imputation methods are essential for 

improving the accuracy of data analysis. The Generative 

Adversarial Imputation Network (GAIN) is a machine learning 

method used for imputing missing data, where data preprocessing 

plays an important role. This study proposes a new model for 

missing data imputation called the Classification and 

Normalization-Denormalization-based Generative Adversarial 

Imputation Network (CN-GAIN). The study simulates different 

patterns of missing values, specifically MAR (Missing at Random), 

MCAR (Missing Completely at Random), and MNAR (Missing 

Not at Random). For comparison, each missing value pattern is 

processed using both the CN-GAIN and the base GAIN methods. 

The results demonstrate that the CN-GAIN model outperforms 

GAIN in predicting missing values. The CN-GAIN model achieves 

an accuracy of 0.0801% for the MCAR category and shows a 

lower error rate (RMSE) of 48.78% for the MNAR category. The 

mean error (MSE) for the MAR category is 99.60%, while the 

deviation (MAE) for the MNAR category is 70%. 

Keywords—Missing values; GAIN method; normalization-

denormalization; imputation; UMKM data 

I. INTRODUCTION 

Indonesia's SMES (Micro, Small, and Medium Enterprises) 
are essential in increasing economic growth and regional 
income. This drives the Indonesian government to continue to 
develop SMEs through several schemes, including providing 
business capital, increasing business capacity through training, 
and so on. As a basis for developing SMES, the government 
requires SMES characteristic data as a basis for decision-
making. Business Intelligence is a technology to support 
government work in managing SMES data. Data integration is 
an essential foundation of business intelligence. 

Extract Transform Load (ETL) is an essential process in 
data integration where data processing is carried out. In the data 
integration process, many problems will affect data quality. 
One of the challenges in this process is handling missing values. 
Missing values are problems that arise in the ETL process, more 

precisely in the data extraction step. [1]. The quality of the 
underlying data largely determines the quality of the extracted 
knowledge. Therefore, data quality is a significant concern in 
data analysis, and data quality is a prerequisite for obtaining 
quality knowledge. Missing value problems occur due to 
missing values from an attribute caused by errors when 
collecting data, system errors ([2], [3], errors in data entry, 
refusal or inability of respondents to provide accurate answers 
[4] and merging of unrelated data [5]. Missing value is a 
fundamental problem in data science [6]. 

In some applications, missing values cannot be tolerated 
and must be replaced with concrete values [7]. Related studies 
have shown that missing value imputation is beneficial and is a 
better option than data deletion [8]. Missing data imputation 
means replacing or correcting the missing data with reasonable 
values to achieve completeness [9]. Missing data imputation is 
essential because decision-making errors will occur when an 
incomplete data set is supported [10]. Some important impacts 
of handling missing data include the accuracy of statistical 
analysis, better interpretation, reduction of bias, and 
improvement of data quality ([3], [11]). 

The missing value imputation approach can be broadly 
categorized into traditional methods and Machine Learning 
(ML) based algorithm methods. Traditional methods include 
mean [12], median, linear regression [13], and mode. Some 
ML-based methods include Algorithms Clustering[14], K-
Narest Neighbor (KNN) [15], Support Vector Machine (SVM) 
[16], Decision Trees (DT) [17], [18], Random Forest (RF)[19] 
dan Generative Adversarial Networks (GAN) ([20], [21], [22], 
[23], [24]). The ability to optimize and extract relationships 
between data points is an advantage of machine learning-based 
methods [7]. GAN is an ML method that has attracted 
researchers' attention in recent years. Missing values are a 
significant problem in data mining, big data analysis, and ML-
based decision-making flows, as the final mining or analysis 
results can be adversely affected when incomplete data is not 
imputed correctly [25]. Improvement efforts have been made in 
several studies that underlie the GAN method, including the 
research presented in [26] proposes improvements in a new 
method, namely Generative Adversarial Imputation Nets 
(GAIN) [27]. In this method, the generator accurately imputes 
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missing data, and the discriminator aims to distinguish between 
observed and imputed components. Further improvements to 
GAIN are carried out by research [7], where the idea is to use 
deconvolution on the generator and discriminator (DEGAIN). 
This method makes improvements by adding deconvolution to 
eliminate correlations between data. Improvements to the 
imputation method are made based on the characteristics of the 
data structure ([28], [29] and the characteristics of the data 
values. At the same time, research that focuses on the 
characteristics of data values is still rarely done. The 
characteristics of the data values are an important initial step to 
perform accurate imputation. High differences in data values 
will result in inaccurate results in data processing. 

In this study, we optimized the GAIN method [27], a GAN-
based algorithm, by developing an enhanced version referred to 
as CN-GAIN. The CN-GAIN method improves upon GAIN by 
incorporating data preprocessing tasks as an initial step before 
imputation, taking into account the characteristics of the 
existing data. These preprocessing steps include data 
classification using the k-means method and 
normalization/denormalization using a robust scaler. The 
purpose of data classification is to categorize the data based on 
its inherent characteristics [30]. Meanwhile, normalization and 
denormalization ensure that no data values disproportionately 
dominate the dataset. We evaluated the performance of our 
proposed method using a dataset of SMES from a district in 
South Sumatra Province. The evaluation included measuring 
accuracy and several error metrics such as Root Mean Square 
Error (RMSE), Mean Absolute Error (MAE), and Mean 
Squared Error (MSE). We compared the performance of CN-
GAIN with the standard GAIN algorithm. 

This study proposes a new method for handling missing 
values, with the basic method being GAIN. This paper is 
structured as follows. Section II discusses related works in 
handling missing data, especially those based on the GAIN 
method and the improvement efforts made. Section III explains 
the efforts made by researchers in handling missing values 
through a series of stages and the use of methods so that they 
can produce more accurate imputation values. Section IV 
carries out each planned stage, which is very important in 
research to determine the proposed method's results. Section V 
discusses the results of each stage and the results obtained. 
Section VI presents the conclusions of the research and future 
research plans. 

II. LITERATURE REVIEW 

Missing value is a widespread problem encountered in 
many data collection cases. The missing value is a value that is 
not stored for a variable in the desired observation [30]. Missing 
data is grouped into three categories, namely: (1) Missing 
Completely at Random (MCAR), where the data is lost entirely 
at random (no dependence on any variable). (2) Missing at 
Random (MAR), where the missing data depends on the 
observed variables. (3) Missing Not at Random (MNAR), 
where the missing data depends on the observed variables and 
unobserved variables [31]. Data imputation is a common way 
to deal with missing values where missing values are replaced 
by applying various methods [32]. Missing value imputation is 
a valuable solution in cleaning datasets, and generative machine 

learning methods can produce data that is completely 
indistinguishable from reality. Research in missing data 
imputation has mainly focused on adapting existing methods to 
suit specific datasets and operational environments, improving 
model adaptability and accuracy. 

Generative Adversarial Net (GAN) is an artificial 
intelligence algorithm designed to solve generative modeling 
problems. GAN algorithms can be used to fill in gaps in missing 
data [33]. Many attempts have been made to improve GAN-
based missing data imputation ([34], [35], [36][37]). One of the 
GAN-based imputation methods is Generative Adversarial 
Imputation Nets (GAIN). In GAIN, the generator component 
(𝐺) takes a real data vector, imputes missing values conditioned 
on the actually observed data, and gives a complete vector. 
Then, the discriminator component (𝐷) gets the complete vector 
and tries to determine which elements are actually observed and 
which are synthesized [31]. 

Several researchers have made improvements to the GAIN 
method. For example, [38] focused on repairing missing data in 
single-cell datasets using the basic GAIN method. The 
proposed method is Single-Cell Generative Adversarial 
Imputation Nets (scGAIN). Furthermore, the research 
conducted [39] proposed the Generative Adversarial Multiple 
Imputation Network (GAMIN) method for duplicate data 
imputation with data loss rate more than 80%. This method is 
applied to image data. Optimization of the GAIN method is also 
carried out by [40] by performing a pre-training procedure to 
learn the potential information contained in the data and 
classifying the data using synthetic pseudo-labels which are 
then named Pseudo-label Conditional Generative Adversarial 
Imputation Networks (PC-GAIN). 

In research conducted by [41] proposed the 
Deconvolutional Generative Adversarial Imputation Network 
(DEGAIN) method, which makes improvements by adding 
deconvolution to eliminate correlations between data. The 
research [42] proposed a new missing data imputation model 
based on data clustering with the basic GAIN method as input 
data. The data set used is electricity consumption with the 
MCAR missing value type. This imputation method is then 
named Clustering and Classification-based Generative 
Adversarial Imputation Network (CC-GAIN). CC-GAIN aims 
to enhance imputation accuracy by considering both time-series 
and pattern features in building electricity consumption data. 

TABLE I. PREVIOUS RESEARCH 

Ref. Year Method Dataset Type Data 

[38] 2019 scGAIN 
Tow dataset: 
Simulated and rela-

word dataset  

Numeric 

[39] 2020 GAMIN MNIST and CelebA Image 

[40] 2021 PC-GAIN 
UCI repository and 

MNIST dataset 

Numerical, 
categorical and 

image 

[41] 2023 DEGAIN Letter and SPAM Image 

[42] 2024 CC-GAIN 
Electricity 
consumtion data 

Numeric 

Table I summarizes previous research and is the basis for 
this research. Based on the research that has been described 
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previously, no previous research has implemented data 
preprocessing steps such as data classification, normalization, 
and denormalization before imputing missing data with the 
GAIN method. Incorporating these preprocessing steps can 
better prepare the data for the imputation process and 
potentially improve the overall performance of the method. 

III. RESEARCH METHODOLOGY 

Data completeness is one of several dimensions measured 
in determining data quality. As a data quality dimension, data 
completeness means the data set is free from missing values 
(MV or NA). Fig. 1 shows the flow carried out in this study. In 
this study, the steps taken are collecting data sets, creating data 
sets (simulation), and applying data sets to the proposed 
method, namely CN-GAIN and its basic method, GAIN. The 
last is to evaluate the data set through the prediction process. 

A. Data Set 

The data set used in this study is the SMES data set in South 
Sumatra, which was collected from 2017-2020 by the Dinas 
Koperasi dan UKM South Sumatera. This data is collected per 
period using several mechanisms, including through distributed 
data sheets or direct data collection by officers. There are 3301 
SMES data records that were successfully collected. The fields 
include the type of business, manpower, investment_value, 
production_capacity, production_value, and bb_bp_value. 

The performance of the proposed CN-GAIN imputation 
model is tested using SMES data as described in Table II with 
predetermined attributes. Table III shows the characteristics of 
the SMES dataset. 

TABLE II. DATA SET UMKM 

Type of business manpower Investment_value Production_capacity Production_value bb_bp_value 

Tempe 3 5000 75000 6000 20000 

Tempe 3 5000 30000 30000 10000 

Tempe 6 5000 75000 75000 25000 

Tahu 1 5000 714000 285600 95200 

Tahu 2 5000 36000 108000 36000 

Tahu 2 2500 48000 14400 4800 

Tahu 1 1500 90000 45000 15000 

Batu bata 1 800 300000 165000 55000 

Batako 3 85000 300000 750000 25000 

Meuble  3 3000 1920 42350 14416 

Meuble 3 10000 888 58000 19333 

Meuble 3 15000 1800 52500 17500 

Bengkel 3 10000 960 240000 8000 

… … … … … … 

TABLE III. CHARACTERISTICS OF UMKM DATASET 

Field Data type Description 

Type of business String Types of SMES businesses 

Manpower  Integer Number of workers 

Investment_value Integer Business investment value 

Production_capacity Integer Production capacity 

Production_value Integer Production value 

bb_bp_value Integer Raw material value 
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Fig. 1. Experimental flowchart. 

B. Missing Value Simulation 

Based on the dataset that has been obtained, the next step is 
to simulate the missing data. In this experiment using Python, 
the data set was randomly simulated into the MCAR, MNAR, 
and MAR categories. Algorithm 1 is a pseudo-code of the 
missing value simulation. By using this algorithm, complete 
SMES data is then removed randomly. Several Python libraries 
are used in this simulation, namely wget and numpy. 

Algorithm 1. Pseudo-code of Missing Values simulation 

import numpy as np 

import pandas as pd 

from utils import * 

import torch 

Function produce_NA(X, p_miss, mecha="MCAR", 

opt=None, p_obs=None, q=None): 

 If mecha is "MAR": 

     mask = Generate MAR   

Else if mecha is "MNAR": 

     mask = Generate MNAR    

Else: 

     mask = Generate MCAR   

Return value  

End Function 

This function generates missing values in a dataset. The 
function relies on several libraries: numpy for numerical 
computations, pandas for data manipulation, and torch for deep 
learning tasks.  The function takes the following parameters: X 
for the input dataset, p_miss for the proportion missing values, 
mecha for the mechanism for generating missing data, which 
can be MCAR (Missing Completely At Random), MAR 
(Missing At Random), or MNAR (Missing Not At Random), 
opt, p_obs, q are optional parameters. The function would 
return the dataset (X) modified with the generated missing 
values according to the selected mechanism. 

C. Data Preparation 

The data preparation stage is carried out to understand the 
characteristics of the data. This step consists of a collection of 
techniques applied to the data to improve the data quality before 
processing the machine learning data. Where the initial step 
taken is to carry out the Classifier model with K-Means, 
perform data normalization and data denormalization. 

1) Classifier model with k-means: The k-means algorithm 

is the simplest and most commonly used clustering algorithm. 

This algorithm determines the number of clusters (k) that need 

to be grouped in a Data Set. The steps in performing clustering 

with the K-Means method include the following [43]: 

a) Determine the number of centroids 

b) Determine points or centroids randomly 

𝐷(𝑥, 𝑦) =  √(𝑋1 − 𝑌1)2 + (𝑋2 −  𝑌2)2 (1) 

 

c) Calculate and assign new centroids for each cluster. 

𝑐 =  
∑ 𝑚

𝑛
      (2) 

d) Repeat step c, until there are no further changes. 

2) Normalization and denormalization dataset with robust 

scaler: Normalization is done to change the value of the 

attribute in the dataset to have a uniform scale or range. 

Normalization is used to improve accuracy in classification. 

[44]. In this study, the normalization technique used is robust 

scaler. The Robust Scaler formula is stated in Eq. (3): 

𝑋𝑠𝑐𝑎𝑙𝑒𝑑 =  
𝑋−𝑚𝑒𝑑𝑖𝑎𝑛(𝑋)

𝐼𝑄𝑅(𝑋)
          (3) 

Denormalization using the Robust Scaler involves reversing 
the scaling process to convert the scaled data back to its original 
values. This is particularly useful when you want to interpret 
the results of your model in the context of the original data. 

𝑋𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙 = (𝑋𝑠𝑐𝑎𝑙𝑒𝑑  ×  𝐼𝑄𝑅(𝑋)) + 𝑀𝑒𝑑𝑖𝑎(𝑋)  (4) 

D. Imputation Techniques with GAIN Model 

Generative Adversarial Network (GAN) is an ML 
framework trained with two neural networks, namely the 
generator and the discriminator. The generator aims to create 
synthetic data that resembles real data, while the discriminator 
aims to distinguish between real and generated samples [46]. 
The GAN method is designed to generate images, GANs have 
been applied in various fields, including natural language 
processing and speech processing. The goal of GAN is to 
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generate images that are very similar to real images. GANs are 
designed for adversarial training of the generator (G) and the 
discriminator (D), where G is trained to create data that is most 
similar to the real data, and D is trained to classify the data 
generated by G. In the process of imputing missing data, GANs 
generate values that are similar to the real values by modeling 
the distribution of data surrounding the missing values. 

1) The generator: The generator is trained for missing data 

imputation. In the generator model G, the input value is 𝑋𝑎 and 

the matrix M and the noise variable Z are obtained. 

𝑋𝑚 =  𝑋𝑎 ⨀𝑀 + 𝑍 ⨀ (1 − 𝑀)      (5) 

 

𝑋𝑓 =  𝑋𝑎  ⨀ 𝑀 + 𝐺(𝑋𝑚)⨀(1 − 𝑀)   (6) 

2) The discriminator: D is used to distinguish the imputed 

data through G. Unlike GAN, it distinguishes between true and 

false data from certain constituent elements, not all generated 

data. 

3) Hint generator: The hint (H) generator provides some 

information on the mask M to guide the training of D. This can 

prevent G and D from learning unintended distributions: 

𝐻 = 𝐵 ⨀ 𝑀 + 0.5 ⨀ (1 − 𝐵)     (7) 

E. Performance Evaluation 

This phase is used to evaluate the performance of the 
proposed method. In this study, accuracy measurement was 
conducted, and three error metrics were employed to assess 
performance: Root Mean Squared Error (RMSE), Mean 
Absolute Error (MAE), and Mean Squared Error (MSE). The 
rationale for using multiple error metrics is to comprehensively 
compare errors, as each metric offers different advantages, 
disadvantages, and features. The mathematical formula for 
calculating accuracy is presented in Eq. (8): 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑁+𝑇𝑃

𝑇𝑁+𝐹𝑁+𝐹𝑃+𝑇𝑃
  (8) 

Root Mean Square Error (RMSE) calculates the error 
between the real value and the estimated value (imputed value) 
to measure the accuracy of imputation ([45], [46]). The 
difference between the predicted (hypothetical) value and the 
actual value. RSME is mathematically expressed as shown in 
Eq. (9): 

𝑅𝑆𝑀𝐸 = √∑ (𝑋 𝑏𝑠−𝑋 𝑚𝑝𝑢𝑡𝑒𝑑)2
𝑖
𝑖

𝑖
𝑎𝑛

𝑖=1

𝑛
  (9) 

Mean Absolute Error (MAE) is a matrix for calculating 
positive and negative deviations between �̂�𝑖  predicted and 
actual values ([46], [47]). MAE is mathematically expressed as 
shown in Eq. (10):  

𝑀𝐴𝐸(𝑦, �̂�) =  
1

𝑛
∑ |𝑦𝑖  −  �̂�𝑖|

𝑛
𝑖=1    (10) 

Mean Squared Error (MSE) calculates the average error. 
The average value is close to zero but not negative [46]. 

Mathematically, MSE is defined based on Eq. (11): 

𝑀𝑆𝐸(𝑦, 𝑦 ̂) =
1

𝑛
 ∑ (𝑦𝑖 − �̂�𝑖)

2𝑛
𝑖=1     (11) 

IV. EXPERIMENTAL RESULTS 

This section presents the results of each step that has been 
explained previously, namely the results of the missing value 
simulation, data pre-processing and the proposed CN-GAIN 
algorithm model. 

A. Missing Values Simulation 

Based on the python algorithm that has been created 
previously, where the data set is categorized into three 
categories of missing values, namely: MAR, MCAR and 
MNAR. Table IV is the result of the missing value algorithm 
process that has been run. While Fig. 2 is a visualization of the 
percentage of missing values based on the missing value 
category. 

TABLE IV. PERCENTAGE OF MISSING VALUES IN EACH ATTRIBUTE 

N

o 
Field 

MAR MCAR MNAR 

MV % MV % MV % 

1 Type of business 0 0 
129
3 

39.1
7 

130
4 

39.5
0 

2 Manpower  
135

3 

40.9

9 

131

2 

39.7

5 

134

9 

40.8

7 

3 Investment_value 
135
1 

40.9
3 

132
6 

40.1
7 

135
0 

40.9
0 

4 
Production_capacit

y 

133

4 

40.4

1 

132

1 

40.0

2 

131

7 

39.9

0 

5 Production_value 0 0 
130
9 

39.6
5 

132
7 

40.2
0 

6 bb_bp_value 0 0 
133

8 

40.5

3 

134

8 

40.8

7 

   
(a) MAR  (b) MCAR  (c) MNAR 

Fig. 2. Missing value visualization. 

B. Classificaton with K-Means 

Classification is carried out on datasets based on business 
type. jenis_usaha column appears to contain information about 
the type of business, but there are many unique values with 
variations in capitalization and wording (e.g., "Bengkel motor" 
and "Bengkel Motor"). Additionally, some values are particular 
(e.g., "Bengkel"). Hence, classification is needed. To classify 
these values, K-means is employed. From the existing SMES 
data, 10 classifications were obtained, as shown in Table V. 
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TABLE V. CLASSIFICATION OF UMKM DATA 

Cluster Businesses 

0 Crafts 

1 Vehicle Repair and Maintenance 

2 Brick-making 

3 Furniture, Woodworking 

4 Fish Products 

5 Other product manufacturing 

6 Tempeh and Tofu Production 

7 Agriculture and Farming 

8 Snack Production 

9 Beverage 

C. Architecture of the Proposed CN-GAIN Model 

The proposed CN-GAIN model for UMKM data imputation 
is based on the GAIN method. This model consists of five main 
modules, namely: 1) clustering, 2) normalization, 3) 
denormalization, 4) generator, 5) discriminator. 

Algorithm 1. Pseudo-code of CN-GAIN 

from sklearn.preprocessing import RobustScaler 

import numpy as np 

import pandas as pd 

import tensorflow as tf 

from tensorflow.keras.layers import Input, Dense 

from tensorflow.keras.models import Model 

Determine the classification 

Draw dataset, number of clusters k 

    For i = 1, …, do 

         Label (i)  clastering(k) 

    end for 

Normalisasi 

scaler = Initialize RobustScaler() 

data_scaled = Fit the scaler to the dataframe (df) and transform the 

data 

Denormalization 

median_values = Retrieve the median of each feature from the scaler 

iqr_values = Retrieve the interquartile range (IQR) of each feature 

from the scaler 

    For each feature in data_scaled: 

 original_data = (data_scaled * iqr_values)+  

                median_values 

Update Generator and Discriminator 

Discriminator optimization 

While training loss has not converged do 

Draw samples from the dataset 

For j = 1, …,samples do 

𝑋𝑚(𝑗) ← 𝐺(𝑋𝑎(𝑗), 𝑧(𝑗)) 

𝑋𝑓(𝑗) ← 𝑚(𝑗)⨀(𝑋𝑎(𝑗) + (1 − 𝑚(𝑗))⨀𝑋𝑚(𝑗) 

ℎ(𝑗) ← 𝑏(𝑗)⨀𝑚(𝑗) + 0.5(1 − 𝑏(𝑗)) 

𝑦(𝑗) ← 𝐶(𝑋𝑓(𝑗), 𝑙(𝑗)) 

end for 

update D using adam optimizer 

Generator Optimization 

Draw samples from the dataset 

For j = 1, …, do 

ℎ(𝑗) ← 𝑏(𝑗)⨀𝑚(𝑗) + 0.5(1 − 𝑏(𝑗)) 

𝑦(𝑗) ← 𝐶(𝑋𝑓(𝑗), 𝑙(𝑗)) 

end for 

update D using adam optimizer 

Data was normalized using a Robust Scaler by subtracting 
the median and dividing the Inter Quartile Range (IQR). Then, 
data was deformalized using Robust Scaler. The optimization 

begins with discriminator D, which is tuned using a fixed 
generator and classification via mini-batch sD. Independent 
samples of Z and B, represented as z(j) and b(j), generate h(j) 
and Xf(j), respectively. Additionally, y(j) is derived from Xf(j) 
and l(j). The discriminator is optimized using Xf(j), h(j), and 
y(j) across all mini-batches. Then, generator G will be 
optimized by mini-batch s(G) while the discriminator D is 
updated, and the classification C remains fixed. h(j) and y(j) are 
computed for all mini-batches and used in optimizing G. 

V. RESULT AND DISCUSSION 

The dataset prepared and simulated into missing data 
categories (MAR, MCAR, and MNAR) is then used with the 
proposed steps and techniques in the data processing stage. 

A. Result 

The performance of the missing value imputation of the 
proposed CN-GAIN model is compared with the baseline 
model, namely the GAIN Model. Each model was tested on 
three missing value data categories: MAR, MCAR, and 
MNAR. Where each category has a different level of missing 
value, in this study, the percentage of missing values was 
created randomly using the library in python for each type of 
missing value category. This is different from what was done in 
the study [42], where the percentage of missing values ranges 
from 10% to 90%. 

The proposed CN-GAIN model has a better accuracy rate 
and a low error rate. An important step is applying 
classification, normalization, and denormalization of data 
before the imputation process with the GAIN model. As a 
comparison, researchers also applied the GAIN model to 
compare accuracy and error rates. Table VI shows the results of 
the proposed model trial with the base model after imputation. 

TABLE VI. PERFORMANCE EVALUATION OF PROPOSED CN-GAIN AND 

GAIN 

Matrics 

MAR MCAR MNAR 

CN-

GAIN 
GAIN 

CN-

GAIN 
GAIN 

CN-

GAIN 
GAIN 

Acuracy 0.997 0.997 1.00 0.9992 1.00 0.9992 

RSME 0.013 0.016 0.0077 0.0097 0.0042 0.0082 

MSE 0.0007 0.0015 0.0007 0.0018 0.0006 0.0020 

MAE 0.0007 0.177 0.0007 0.066 0.017 0.448 

Based on the results of the trials conducted for accuracy, the 
MAR missing value category has the same value, which is 
0.9970. for the MCAR category, the CN-GAIN method has a 
better accuracy level of 1.00 while the GAIN method is 0.9992. 
as well as for the value in the MNAR missing value category. 
For performance seen from the Root Mean Square Error 
(RMSE) has a better value, whereas the MNAR missing value 
category has a better value, which is 0.0042. While the 
performance for the Mean Absolute Error (MAE) shows a 
better value than this method is MAR, which is 0.0007. Finally, 
the performance of the Mean Squared Error (MSE) category of 
MNAR missing value has the best value of the proposed model, 
which is 0.0006. Fig. 3 compares the CN-GAIN and the GAIN 
methods as the basic methods for three types of missing values: 
MAR, MCAR, and MNAR. 
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Evidence of the proposed model's improvement is 
demonstrated by the increased performance percentage of the 
CN-GAIN model compared to the base model, GAIN. Fig. 4 is 
a visualization of the presentation of CN-GAIN performance on 
each type of missing value compared to the basic GAIN model. 
The imputation value's accuracy level occurred in the MCAR 
missing value category type of 0.0801% and MNAR of 0.0800, 
while for the MAR category type there was no increase. For the 
percentage of actual  and imputed values (RMSE), the MNAR 
missing value category type has a better improvement of 
48.780%. 

  
(a) Accuracy (b) MAE 

 
(c) MSE (d) RMSE 

Fig. 3. Performance evaluation of different methods. 

  
(a) Accuracy  (b) MAE 

 
(c) MSE (d) RMSE 

Fig. 4. Performance percentage of CN-GAIN compared to GAIN method on 

missing value type. 

B. Discussion 

Based on the results of the trials conducted, the CN-GAIN 
model has a better level of accuracy than its basic model, the 
GAIN model. While for the error rate the CN-GAIN method 
also has a lower error rate. The results (Table V) show that of 
the three types of missing values simulated, the CN-GAIN 
model has a relatively high increase in accuracy; only the MAR 
type of missing value has the same value when the accuracy 
level is measured. These results prove that the CN-GAIN model 
as a framework for handling missing values is proposed to be 
implemented. The classification steps carried out in data 
preparation make the data set classified according to its group 
and normalization-denormalization makes the data set in a 
value range that is not too far apart. This step improved the 
imputation process, even though there was no change or 
significant improvement in one type of missing value, 
especially in terms of accuracy in the MAR type of missing 
value. 

From the overall results, this study has proven that the 
framework developed using the proposed classification and 
normalization-denormalization has a better level of accuracy 
than its standard. This study also proves that the data 
preprocessing carried out has a better impact on the quality of 
the data obtained after the value prediction is carried out. 

VI. CONCLUSION AND FUTURE WORK 

Incomplete SMES data is a significant challenge for SMES' 
proper management and development. Effective data 
imputation is essential to produce quality SMES data. In this 
study, we propose CN-GAIN, a new missing data imputation 
method designed to handle data with multiple data 
characteristics in SMES data. By making efforts to classify, 
normalize, and denormalize data in the data pre-processing 
process before imputation using the GAIN method. The CN-
GAIN model performs better in predicting missing values, with 
an accuracy value of 0.0801% for the MCAR category and a 
lower error rate (RMSE), of 48.78% for the MNAR category. 
The average error (MSE) is 99.60% for the MAR category, and 
the deviation value (MAE) is 70% for the MNAR category. 

For further research, researchers will test the model on other 
data sources with more complex data characteristics with more 
varied data types. 
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Abstract—The use of collaborative inquiry-based learning has 

been prevalent in educational contexts particularly in science 

education. Using such collaborative environments, learners can 

increase their engagement, knowledge and critical thinking skills 

about science. With the advancement of technologies, ubiquitous 

learning environments have been designed for facilitating learning 

in real-time contexts. Over the past few years, agile-based 

approaches have been implemented at higher education for 

inquiry-based learning activities. However, there is a lack of 

studies found that focuses on agile-based approach for ubiquitous 

collaborative inquiry learning activities at K-12 education level. 

Therefore, this study presents the ScrumBan Ubiquitous Inquiry 

Framework (SBUIF), for inquiry-based learning activities at K-12 

education level. For this purpose, an application uASK has been 

developed on the proposed framework, SBUIF. For the evaluation 

purposes, computer-supported collaborative learning (CSCL) 

affordances along with micro and meso levels of the M3 evaluation 

framework has been applied. An experiment was conducted for 

the evaluation of uASK application in comparison with the Trello 

application, involving 205 to 127 seventh-grade students. Results 

demonstrated that uASK learners achieved higher scores as 

compared with Trello participants. Further, survey results 

indicated higher levels of engagement, satisfaction, and enjoyment 

among uASK users. The study concludes that uASK offers 

significant advantages over Trello in fostering collaborative 

inquiry-based learning activities in ubiquitous environment. 

Keywords—K12 education; agile; ubiquitous; collaborative 

learning; inquiry based learning 

I. INTRODUCTION 

Due to the shifting context and evolving learner’s needs the 
educational landscape faces many challenges. By introducing 
collaborative activities in their education, students not only 
develop content mastery but also enhance their communication 
skills, problem-solving abilities, and overall academic 
motivation [1]. To align students with real-world experiences 
they will encounter in the workspace thus preparing them for 
the collaborative nature of many professional environments 
Collaborative learning fosters many skills in students, 
encouraging the creation of new knowledge and understanding 
through dialogue and interaction [2]. An inquiry-based learning 
approach enables learners to actively explore questions, 
construct knowledge, and share findings, and has been 
recognized as an effective method for developing critical 
thinking skills [3]. Inquiry-based learning (IBL) is considered 
as an effective educational approach that encourages learners to 
engage in the learning process more deeply by taking care of 
their own learning, rather than passively receiving information 
[4]. 

With the advancement of technologies, the use of mobile 
devices in IBL environments presents unique opportunities for 
learning especially science education [5]. They are: (i) facilitate 
various levels of inquiry (ii) enhance learners’ motivation and 
engagement (iii) provides seamless learning among various 
contexts and (iv) leverage between formal and informal science 
education. The use of mobile devices with sensor technologies 
can create more interactive and immersive experiences for 
learners that can actively engage in the learning process. This 
learning environment is termed as Ubiquitous learning or U-
learning [6]. Recent studies highlighted that this learning 
environment can effectively provide benefits in learners’ 
engagement and critical thinking skills [7][8]. Further, the use 
of such ubiquitous platforms can enhance student learning by 
capturing their attention and providing personalized learning 
experiences [9]. 

In the literature related to ubiquitous IBL, five types are 
identified [10]: (i) Authentic scientific inquiry in which learners 
investigate and conclude about real-world or scientific problem 
(ii) Abductive science inquiry in which learners form 
hypotheses based on research or observations, drawing 
conclusions through critical thinking (iii) Collaborative inquiry 
in which learners work in groups, understand and solve 
problems through a repeated process  [11]  (iv) Collective whole 
class inquiry in which the entire class participates in the inquiry 
process, collaborating towards a common goal. Learners may 
think critically and generate ideas for a given problem [12] and 
(v) Inquiry with game component in which learners use game 
component as an instructional or learning source to address 
inquiry problems such as combining augmented reality with 
inquiry environment to enhance their learning experiences 
[13][14]. This research follows collaborative inquiry for 
learning science education. 

Collaborative inquiry-based learning (CIBL) has gained 
popularity due to its ability to enhance learners’ engagement, 
comprehend knowledge, and foster critical thinking skills [11]. 
In these environments, teachers and peers provide an 
environment, pose problems, and offer support that promotes 
intellectual growth. When students work together in 
cooperative groups, they share the process of developing ideas. 
This collaboration gives them opportunities to think about and 
expand their own ideas as well as those of their peers. 

In these collaborative settings, students can view their peers 
as resources, not competitors [15]. Group-based exploration 
allows students to collaboratively exchange ideas and 
experiences. Differing interpretations of concepts and 
processes can lead to disagreements, which may ultimately 
promote intellectual growth through the sharing of knowledge 
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and the formation of connections [12]. However, such a 
learning environment faces challenges in terms of processes 
and resources for collaboration, and requires support from 
fellow students, which demands energy investment in 
collaborative efforts. 

On the other hand, the implementation of agile 
methodologies within the educational domain has been a topic 
of growing interest in both classroom and online learning 
environments. This approach creates an adaptive and 
collaborative learning experience, owing to its iterative and 
incremental nature [16]. Further, Agile has been successfully 
utilized in academic settings to teach software engineering, 
primarily through project-based learning approaches. In these 
scenarios, students work in small groups to produce software as 
the final learning product, simulating agile practices [17] [18]. 
However, the existing literature reveals a paucity of empirical 
research specifically addressing the adoption of any agile 
methodology in secondary and higher education contexts. 

Scrumban, one of the agile methodologies, follows a hybrid 
project management framework that combines the iterative and 
incremental nature of Scrum with the continuous flow of 
Kanban [19]. This framework has been successfully applied in 
software development and has the potential to be adapted for 
instructional design and delivery in other learning 
environments [20]. The integration of Scrumban and inquiry-
based learning in ubiquitous environment may create an 
approach that leverages the strengths of both methodologies. 
Nevertheless, such integration has not been found in the 
literature earlier. Therefore, this allows us to explore the use of 
scrumban methodology as a collaborative framework for 
inquiry-based learning activities at secondary school students. 

This paper presents a framework that combines Scrumban 
principles with inquiry-based learning for ubiquitous learning 
environments. To assess the effectiveness of this framework, an 
application, ‘uASK’ has been developed and evaluated using 
the M3 evaluation framework [21] was employed. The paper 
later discusses the findings and their implications. 

II. RELATED WORK 

In the literature, there are few applications that use agile 
based approaches in educational settings. These studies mainly 
focus on IBL activities in ubiquitous environments as depicted 
in Table I. 

ULMCI is a forum-based web application to assist learners 
through authentic scientific inquiry [20]. In this study, 
university students work on solving real-world problems to 
develop their programming skills, rather than just learning 
theory. The forum allows learners to interact, discuss, and 
collaborate on programming challenges. However, no agile 
method was used for collaboration in this [22]. In another study, 
two digital platforms are utilized for conducting authentic 
scientific inquiry for railway engineering university students 
[23]: 1) Edmodo, a virtual environment for disseminating 
educational resources and facilitating communication, and 2) 
Google Docs, a collaborative online writing and editing tool. 
These platforms were implemented using flipped classroom 

approach where learners can independently study core course 
material outside the classroom, while in-class time is allocated 
to practical applications and knowledge reinforcement 
activities. 

A research study was conducted in which university 
students used a digital tool called Trello for learning software 
engineering [24]. This tool follows Kanban, an agile 
methodology for managing and organizing learners’ activities. 
Further, inquiry with game component type is applied to make 
learning process for engaging and interactive. In another 
instance, scrum methodology is used for teaching Chemistry to 
11th grade students [25]. In this study, learners are involved for 
enhancing their engagements and learning outcomes through 
manual boards and face-to-face meetings rather any digital 
tools. 

On the other hand, there are few studies that target 
collaborative inquiry types. In this study, scrumban 
methodology are followed by university students for learning 
about project-based web programming courses [26]. The 
participants in this study used Microsoft Planner, WhatsApp, 
and Telegram to enhance student engagement, collaboration, 
and project management skills. Microsoft Planner facilitated 
task organization and progress tracking, while WhatsApp and 
Telegram enabled real-time communication [26]. This 
approach aimed to create a collaborative inquiry earning 
environment mirroring real-world software development 
practices, potentially better preparing students for future 
careers. 

In another research, Milićević et al. (2019) integrated Scrum 
methodology with OpenProject software in e-business project 
management courses. This approach provides university 
students with practical experience in agile project management 
through real-world e-business projects. The combination of 
Scrum and OpenProject facilitated collaborative inquiry, task 
allocation, progress tracking, and iterative development [27]. In 
a similar vein, Parsons et al. (2018) explored an innovative 
approach to teacher professional development by integrating 
Scrum and Kanban methodologies, commonly known as 
Scrumban, and implementing it through the digital platform 
Trello. This hybrid approach supports and tracks collaboration, 
allowing all team members to participate in discussions, view 
the workflow, share files and notes [28]. Further, learning 
sessions in this research facilitates participants to comprehend 
practical application of agile and lean concepts to enhance their 
professional practice. 

The relevant studies indicate that the use of agile 
methodologies in educational context enhance learning 
experience for the learners [29]. Most of these studies focused 
on university students except for a study where high school 
students are involved [25]. However, that study did not use any 
ubiquitous inquiry type. Therefore, this indicates that there is a 
significant gap in literature that can implement an agile-based 
approach for collaborative inquiry-based learning activities in a 
ubiquitous environment for school students. This gap presents 
an opportunity in this research to explore a ubiquitous learning 
environment through an agile-based approach for conducting 
collaborative inquiry activities. 
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TABLE I. AGILE APPROACHES USED IN INQUIRY-BASED LEARNING UBIQUITOUS ENVIRONMENTS 

Approach/Application 
Agile 

Method 
Platform Learners Domain Knowledge 

Ubiquitous Inquiry 

Type 

ULMCI [22] - 
Forum based application 

(ULMCI) 

University 

Students 
Programming 

Authentic scientific 

inquiry 

Agile CSCL [26] Scrumban 
MS Planner, Whatsapp 

and Telegram 

University 

Students 
Web Programming 

Collaborative inquiry 

  

IBL-CSCL in flipped classroom 

[23] 
- Edmodo, and Google Docs 

University 
Students 

Railway engineering 

Authentic scientific 

inquiry 

  

GBL Agile [24] Kanban Trello 
University 

Students 
Software Engineering 

Inquiry with game 
component 

  

Context Based Scrum [25] Scrum -  Grade 11 Chemistry Education 
- 
  

Scrum Agile Framework [27] Scrum OpenProject 
University 

Students 

E-Business Project 

Management 

Collaborative inquiry 

  

Agile and Lean learning  

[28] 
Scrumban Trello Teachers 

Agile and Lean Teaching 
Concepts  

Collaborative inquiry 
  

III. SCRUMBAN UBIQUITOUS INQUIRY FRAMEWORK 

This study presents an innovative framework, the 
ScrumBan Ubiquitous Inquiry Framework (SBUIF), as shown 
in Fig. 1, which adapts various components from the 
established methods including Seemless inquiry-based learning 
framework (SIBLF) [30], and ScrumBan Research Framework 
(SBRF) [31]. The proposed SIBLF by Song et al. [30] lacks a 
structured approach, which in turn complicates class 
management. While SBRF provides structural stability, it does 
not incorporate inquiry elements for student scaffolding. 
Additionally, its design for research project management in 
university education renders it unsuitable for knowledge 
construction at the K12 level. However, by integrating these 
elements, SBUIF provides a comprehensive and flexible 
inquiry framework suitable for use in educational environments 
for its adaptability to real-world contexts through ubiquitous 
learning. 

The SBUIF is categorized into eight distinct phases, each 
with its own unique characteristics and goals. Its objective is to 
create a comprehensive and dynamic learning environment that 
caters to the diverse needs and preferences of students. By 
utilizing a combination of learner-centered approaches and 
technology-enhanced resources, this framework strives to 
enhance student engagement, collaboration, and the overall 
quality of the educational experience. This framework also 
equips students with the necessary skills to engage in scientific 
inquiry as they develop their ability to apply critical thinking 
and reasoning to their observations and experiments in a 
ubiquitous environment. The phases of SBUIF are as under: 

A. Build Awareness 

The initial phase of "Build Awareness" is essential for 
establishing the foundation necessary for the effective 

implementation of the SBUIF approach. This phase focuses on 
building strong relationships with educators, administrators, 
and the learning community. This phase develops assessment 

procedures that meet learning objectives and encourage 
stakeholder feedback. These links promote varied viewpoints 
and insights, improving understanding of learning objectives 
and context. Further, it emphasizes the need for a thorough 
literature review to build expertise. This review ensures that 
learners, teachers, and other stakeholders understand the latest 
research, best practices, and emerging trends in the field, laying 
the groundwork for the SBUIF approach. 

B. Define Objective 

Learners' perspectives, needs, and goals are analyzed in the 
second phase, "Define Objective". This stage tailors’ 
educational programs to individual learners, making them more 
effective and interesting. Understanding learners' viewpoints 
helps instructors to create an environment that motivates and 
empowers them. The instructional team determines the most 
relevant and interesting content for the learning objectives by 
examining the target audience. After determining the target 
audience, the team can create learning objectives that match 
learners' needs and interests, making the content engaging and 
effective. This phase is critical for evaluating the learning goals 
alignment process to boost student engagement and 
involvement in their education. 

C. Engage 

In the third phase, learners past knowledge and experiences 
are activated and enhanced while meaningful connections are 
made between peers and instructors. Therefore, it uses 
collaborative and blended learning approaches to provide an 
engaging and participatory learning environment where 
learners can actively contribute knowledge, share thoughts, and 
have meaningful discussions. This phase can help learners to 
develop critical thinking and collaborative skills while giving 
instructors a better understanding of their progress and needs. 
This level uses advanced technology and a collaborative 
learning environment to encourage students to participate, share 
ideas, and learn more. 
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Fig. 1. Proposed ScrumBan ubiquitous inquiry framework adapted from study [30] [32]. 

D. Explore 

Lesson design is systematic and iterative in the fourth phase, 
"Explore". The instructor and learners plan learning sprints 
during sprint planning. The sprint planning process helps 
instructors and learners grasp learning sprint objectives, goals, 
and expectations, improving learning outcomes. To ensure 
effective and efficient learning outcomes, educators must 
carefully develop and define learning sprint objectives, goals, 
and expectations. Instructors and students evaluate resources, 
technologies, and learning barriers in the Explore phase. The 
exploration phase includes creating a Kanban board and sprint 
backlog to organize and visualize learning. The Kanban board 
may show the status of each work, helping the team 
communicate progress and identify areas for improvement. 
Kanban boards and sprint backlogs boost teamwork and 
learning. This phase allows instructors to discover and correct 
student misconceptions and gaps in comprehension, which may 
be addressed with targeted interventions and additional support 
to improve learning. 

E. Observe 

In this phase, the instructor monitors student performance 
and provides real-time feedback and advice to improve learning 
and fulfill various requirements. To facilitate learning and meet 
various needs, the instructor analyzes learners’ involvement 
and performance during learning activities and provides real-
time feedback and advice. This phase promotes ongoing 
improvement through detailed discussions and activity 
evaluations. This allows the instructor to constantly enhance 
and alter the teaching method, creating a more inclusive and 
effective learning environment that boosts learners’ 
engagement and educational quality. 

F. Explain 

During the "Explain" phase, learners are instructed to 

develop hypotheses, assess the advancements achieved 
throughout the sprint, and obtain detailed explanations of the 
foundational concepts and principles. This phase is essential for 
facilitating learners' connections between observed phenomena 
and underlying theories, thereby enhancing their understanding 
of the subject matter. This phase offers opportunities for 
learners to refine hypotheses, challenge assumptions, and 
enhance insights through interactive discussions and 
constructive feedback from instructors and peers. Engaging in 
meaningful exchanges allows learners to explore alternative 
perspectives, identify new connections, and enhance their 
critical thinking skills. This collaborative process facilitates a 
nuanced and comprehensive understanding of the subject 
matter, thereby enhancing the ability to draw informed 
conclusions and address complex problems. 

G. Reflect 

In this phase, a comprehensive review and analysis of the 
entire learning process is conducted. The sprint retrospective 
involves a discussion between the instructor and learners 
regarding the outcomes, effectiveness, and implications of the 
sprint. The instructor and learners assess learning experiences, 
pinpoint areas for enhancement, and investigate methods to 
refine sprint instruction. The pedagogical framework undergoes 
continuous refinement and optimization through rigorous 
evaluation and debate, ensuring a highly responsive learning 
experience tailored to learners' diverse requirements and 
preferences. The Reflect phase includes the analysis of learning 
outcomes, the updating of the Kanban board and sprint 
schedules, and the execution of comprehensive mid-term 
evaluations. This review and assessment process enables both 
the instructor and learners to evaluate previous sprints, pinpoint 
areas for enhancement and modify the Kanban board and sprint 
plans accordingly. 
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Fig. 2. uASK pre-scrum interfaces. 

 

Fig. 3. Scrum activities in uASK. 

H. Share 

The final phase entails the publication and dissemination of 
research findings, best practices, and innovative pedagogical 
approaches developed through the implementation of the 
student-centered and blended learning framework. This phase 
of sharing promotes cross-institutional collaboration and 
knowledge exchange, enabling instructors from various 
educational institutions to convene and discuss their 
experiences, best practices, and innovative strategies. The 
feedback and perspectives obtained from the broader academic 
community can inform future iterations of the framework, 
thereby enhancing its effectiveness in addressing the diverse 
needs and learning styles of learners across various educational 
contexts. This phase of sharing is essential for the ongoing 
refinement and enhancement of the overall framework, 
facilitating the integration of diverse insights and new ideas that 
improve its responsiveness to the changing needs of learners. 

IV. UASK APPLICATION 

The proposed ScrumBan Ubiquitous Inquiry Framework 
(SBUIF) was implemented through the uASK application, 
which incorporates both Scrum and Kanban methodologies for 
teaching using agile as a learning pedagogy. Thus, uASK is a 
scrumban based collaborative learning application that 
provides a platform for students and teachers to facilitate their 
learning. The components of uASK application are mentioned 
as below: 

A. Pre-Scrum 

In pre-scrum, the teacher will be creating lesson activities 
and tasks along will building groups as shown in Fig. 2. The 
activities can be related to science education. Thus, 
encompassing the pre-scrum phases of build awareness and 
defining objectives. 
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B. Scrum 

The next phases are categorized as scrum where the students 
are actively engaged in learning by interacting with each other 
and the environment. Along with the teacher monitoring the 
progress through kanban boards. In scrum, inquiry phases of 
engage, explore, observe, explain & reflect are included. 
Through these inquiry phases, students can interact with 
observed phenomena and explore the underlying problems. Fig. 
3 shows different screens for the task of reproduction of plants 
through which students. 

C. Post-Scrum 

In the post-scrum phase, the results of the activities 
performed are shown and shared with group and teacher as 
shown in Fig. 4. The teacher will reflect upon these results and 
give feedback as required. These results will further be shared 
with the community for further exploration. 

 

Fig. 4. uASK post-scrum activities. 

V. RESEARCH METHODOLOGY 

In this research, an application uASk has been developed. 
The uASK represents a novel application that integrates both 
Scrum and Kanban methodologies, offering a hybrid approach. 
To evaluate its effectiveness, an experiment was conducted. For 
this purpose, uASK was compared with one of the existing 
project management applications utilized in educational 
settings: Trello. Trello is a more established application that 
primarily adheres to Kanban principles. This study aimed to 
compare these applications in terms of their support to inquiry-
based learning methods within an educational context. 

A. Participants 

The research involved a sample size of 127 seventh-grade 
students (76 boys and 51 girls) of a local school. The students 

were divided into two experimental groups as a quasi-
experimental research design was employed. One group was 
assigned to use Trello, while the other group utilized the 
designed application, uASK. This experimental design allowed 
researchers to conduct a side-by-side evaluation of how each 
application performed in enhancing students' learning 
experiences through inquiry-based approaches. 

B. Experimental Design 

The primary objective of this experiment was to assess 
whether the newly developed uASK application, which 
implements an innovative framework called the ScrumBan 
Ubiquitous Inquiry Framework (SBUIF), could demonstrate 
better performance in comparison to Trello, a platform which 
have been used in some research [28] in to support agile 
learning approaches. The SBUIF framework integrated into 
uASK represents a novel attempt to combine elements of Scrum 
and Kanban methodologies, tailored specifically for 
educational contexts. 

The experiment design demonstrates a clear contrast 
between traditional agile-based learning methods and the 
enhanced SBUIF approach. By incorporating technology-
driven support and guidance, the uASK application aims to 
provide a more structured and supportive learning environment. 
This comparison allows for an evaluation of the effectiveness 
of the SBUIF in promoting student engagement, knowledge 
acquisition, and collaborative learning in a K12 setting. 

C. Procedure 

The scrum lesson, which served as the primary activity for 
the experiment, was structured into seven distinct tasks, thus 
representing a sprint in the agile methodology. 

The first task focused on imparting initial lesson 
knowledge. For experimental group 1, the teacher provided a 
traditional explanation of the topic. In contrast, experimental 
group 2 engaged with the subject matter through video content, 
allowing students to gain knowledge independently as shown 
in Fig. 5(a). 

The second task involved a tour of a botanical garden to 
collect samples. Experimental group 1 adopted a random 
sampling approach, while experimental group 2 utilized beacon 
tags to guide students to specific areas and samples of interest. 
This technology-enhanced approach aimed to provide a more 
structured and targeted learning experience as shown in Fig. 
5(b). 

 
 (a)                                                          (b) 

Fig. 5. Students engaged in learning activities. 
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For the third task, students were required to dissect samples 
to identify plant parts. Experimental group 1 relied on group 
discussions to facilitate this process. Experimental group 2, 
however, combined group discussions with additional support 
provided by the uASK application, which offered hints to aid 
the learning process. 

The fourth task involved completing a worksheet provided 
through the respective applications. Experimental group 1 
continued to use group discussions as their primary method for 
completing the worksheet. Experimental group 2, on the other 
hand, benefited from both group discussions and application-
provided hints, offering a more scaffolded approach to 
worksheet completion. The fifth task was to form hypothesis on 
different samples provided by applications. 

For the sixth task students are again building a 
knowledgebase through a video for Experimental group 1 and 
traditional lecture Experimental group 2 to learn about 
pollination i.e. wind and insect pollination and the last task is to 
form hypothesis about different flowers if they are wind or 
insect pollinated based on images provided by applications. 

In the next section further analysis of the results from this 
experiment is given to draw conclusions about the relative 
effectiveness of the two approaches. Factors such as student 
performance, engagement levels, and the learning achieved 
would need to be assessed to determine the potential benefits of 
the SBUIF implemented through the uASK application 
compared to the more traditional Kanban-based approach using 
Trello. 

D. Evaluation Method 

Computer-Supported Collaborative Learning (CSCL) has 
emerged as an influential pedagogical approach that leverages 
digital tools to enhance group-based learning. According to 
Jeong and Hmelo-Silver (2016), CSCL offers seven key 
affordances that can significantly enrich the collaborative 
learning experience: (i) establishing a joint task, (ii) facilitating 
communication, (iii) sharing resources, (iv) engaging in 
productive processes, (v) co-constructing knowledge, (vi) 
monitoring and regulating learning, and (vii) building groups 
and communities. These affordances create a structured 
framework that promotes interaction, collaboration, and shared 
learning objectives, which are critical components in a group-
based digital learning [32]. These affordances have been used 
in multiple studies as validation measures [33][34]. These have 
been incorporated with M3 evaluation [35][36][37] to 
effectively evaluate at different organizational levels.  

Mapping of micro and meso evaluation to CSCL 
affordances is shown in Table II. For all affordances C1 to C7, 
at micro level, evaluation survey was used for application 
usability aspects while at meso levels, C4, C5 and C6 
affordances are explored through pre-test and post-test scores 
of students. Further, at this level, C1, C2, C3 and C7 
affordances are used to evaluate time logs and observations on 
users’ activities through uASK application. 

Thus, integrating CSCL affordances within the M3 
Evaluation Framework enabled a multi-level analysis of the 
learning intervention. This structured approach provided 
insights into individual learner experiences and the operational 
environment of the learning system. By addressing these 
distinct levels, the evaluation framework facilitates a 
comprehensive understanding of the CSCL system's impact on 
learning outcomes, offering an evidence-based assessment of 
the effectiveness of collaborative learning interventions. 

TABLE II. EVALUATION METHODS 

CSCL 

affordances 

M3 Evaluation Framework 

Micro Level Method Meso Level Methods 

C1- Establishing 

a joint task 

Application Evaluation 
survey 

 

 

Time log & Observation 

through application e.g. 

Group formation & Task 
formation 

C2- Facilitating 

communication 

Time log & Observation 

through application 

i.e. chat forum 

C3- Sharing 
resources 

Time log & Observation 

through application e.g. 

videos 

C4- Engaging in 

productive 

processes 

Pre/post-test & Activity 
evaluation 

C5- Co-
constructing 

knowledge 

Pre/post-test & Activity 

evaluation 

C6- Monitoring 
and regulating 

learning 

Pre/post-test & Activity 

evaluation 

C7- Building 

groups and 
communities 

Time log & Observation 

through application 
i.e. chat forum 

VI. RESULTS AND ANLAYSIS 

The study compared the use of Trello with uASK in 
facilitating collaborative learning during a botany lesson. The 
study involved 127 grade 7 students, split into two experimental 
groups (63 for Trello and 64 for uASK), using a structured 
approach to tasks that tested different collaborative affordances. 

A. Micro Level Evaluation 

For micro level evaluation, application evaluation survey 
was used as method for evaluating CSCL affordances in both 
applications. Table III shows the questions of application 
evaluation survey with the corresponding affordance. While 
Fig. 6 shows the Application Evaluation survey results for both 
Trello and uASK. As micro level focuses on individual learner 
experience therefore the questions reflect users’ experiences 
with all CSCL affordances (C1 to C7). uASK consistently 
scored higher across all metrics, especially in “helping with 
learning” and “ease of sharing information.” collaboration and 
learning enjoyment highlight its success in Finding and 
Building Groups and Communities and Engaging in Productive 
Processes. These findings suggest that the application’s 
structure not only enhanced individual engagement but also 
facilitated group cohesion, which is essential in a collaborative 
learning context. 
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Fig. 6. Analysis of application evaluation survey results. 

TABLE III. QUESTIONS ASKED IN QUESTIONNAIRE 

Question 

No 
Question asked in survey 

CSCL 
affordances 

Q1  The task was well-defined and clear  C1 

Q2  

 

There were no challenges in establishing a 

common understanding of tasks due to 

application 

C1 

Q3  The application helped in learning C5 

Q4  The learning experience was enjoyable C4  

Q5  Navigation through the application was easy C6 

Q6  The application helped working in group C7 & C2 

Q7  

Q8  

It was easy to share information and files with 

our group 
C3 

B. Meso Level Evaluation 

In the meso level evaluation, number of different methods 
are used. Learning performances of the students during pre and 
post-tests are evaluated through their scores. Further, students’ 
engagements are examined through time spent on tasks 
performed during different activities. 

Fig. 7 and Fig. 8 depict Pre Test, Post Test and Activity 
performance evaluation results that evaluate CSCL affordances 
C4, C5 & C6. In Fig. 7, the improvement in test scores from 
pre-test to post-test for both experimental groups. For the Trello 
group, marks improved from 27.5% to 60.5%, while the uASK 
group improved from 24.5% to 70.5%. This demonstrates that 
both groups experienced significant gains in knowledge; 
however, the uASK group had a more substantial increase. 

 

Fig. 7. Results of Pre and post test results for Trello and uASK. 

 

Fig. 8. Activity performance evaluation results. 

The marked improvement in the uASK group’s post-test 
results may be attributed to the integration of both Scrum and 
Kanban methodologies, which potentially enhanced students' 
ability to Engage in Productive Processes and Engage in Co-
construction of Learning through a structured yet flexible 
approach to learning tasks. The provision of guidance via 
beacon tags and application support might have fostered a 
deeper understanding, as indicated by the larger knowledge 
gains in the uASK group. The findings align with Jeong and 
Hmelo-Silver’s affordances of collaborative learning, 
emphasizing the effectiveness of uASK’s structured support for 
Engaging in Productive Processes and Hypothesis Generation 
(Engaging in Co-construction of Learning). 

The results of evaluation of the work done on the worksheet 
provided through the application are given in Fig. 8. uASK 
results show marked improvement in the performance of 
students as it aids in comparison to Trello group. 

Then for CSCL affordances C1, C2, C3 & C7 this study 
used time log observation. Fig. 9 breaks down the time spent on 
each task by both groups, showing variations in the average 
time required to complete each activity. The Trello group 
generally spent more time on each task compared to the uASK 
group, with especially high time usage in Task 1& 6 
(Knowledgebase creation), Task 2 (botanical garden sample 
collection), Task 4 (filling the worksheet) & hypothesis 
generation. 

 

Fig. 9. Time analysis of individual activity in sprint. 
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The longer time spent by the Trello group suggests that the 
Kanban-only approach may not provide as efficient task 
guidance as the combined Scrum-Kanban structure in uASK, 
which offered hints and beacon-based support. In Task 2, where 
beacon tags directed students in the uASK group to specific 
sample areas, the decreased time suggests enhanced Monitoring 
and Regulation of Learning. This also suggests that uASK’s 
guidance features facilitated quicker and more targeted 
completion of tasks, reflecting a higher efficiency in 
Establishing a Joint Task. Tasks requiring in-depth group 
discussion, such as Task 4, 5 and 7, saw lower completion times 
with uASK, possibly due to the aid of application prompts 
which reduced cognitive load and encouraged faster hypothesis 
generation. 

Fig. 10 gives the total time comparison by each group to 
complete all tasks i.e. entire activity. The Trello group takes 
more time, while the uASK group completed the tasks in 
considerably less time. This total time difference reinforces the 
advantage of the uASK system in streamlining task completion 
through the Scrumban inquiry framework. The 34.70%-time 
efficiency in uASK. The reduced time highlights enhanced 
Communication and Sharing Resources, as students had 
quicker access to task instructions and peer input, thereby 
fostering more effective collaborative engagement. This shorter 
task duration for uASK demonstrates how the affordance of 
Monitoring and Regulation of Learning can be operationalized 
to optimize task efficiency. 

Overall, the combination of questionnaire feedback, time 
logs, and pre/post-test results illustrates how the uASK 
platform, leveraging the Scrum-Kanban inquiry framework, 
better supported the collaborative learning affordances 
identified by Jeong and Hmelo-Silver. The findings emphasize 
the impact of integrating structured yet flexible methodologies 
to enhance both the efficiency and depth of collaborative 
learning among K12 students. 

Thus, it is found that uASK showed a larger improvement 
in post-test scores compared to Trello, indicating that it was 
more effective in helping students understand the content. The 
additional features provided by uASK, such as structured hints 
and guided inquiry, may have contributed to deeper learning. 

 

Fig. 10. Time analysis of entire sprint. 

Students in the uASK group completed tasks more quickly 
on average. The combination of Scrum and Kanban principles 
allowed uASK to provide more structured guidance, reducing 
time spent on each activity. For instance, beacon tags helped 
students navigate the botanical garden and locate specific 
samples more efficiently. 

Whereas Trello lacks the structured guidance found in 
uASK, making it harder for students to stay on track or find 
specific information without teacher intervention. In the study, 
this was evident in the longer time taken by the Trello group to 
complete each task. This lack of support might make it 
challenging for younger or less-experienced students to engage 
fully with complex learning tasks. 

Additionally, uASK’s features, such as hints and prompts, 
guided students through discussions and worksheet completion. 
This structured support facilitated Engaging in Productive 
Processes and Monitoring and Regulation of Learning, as 
students could focus on task goals without getting stuck or 
needing excessive teacher intervention. But Trello’s Kanban 
approach is good for organizing tasks but may not provide 
enough scaffolding for inquiry-based learning, as it does not 
support features like hypothesis generation, structured hints, or 
guided navigation. This limitation could result in superficial 
understanding if students struggle to access deeper content on 
their own. 

Furthermore, Survey results showed higher levels of 
engagement, satisfaction, and enjoyment in learning for 
students using uASK. The platform’s design likely created a 
more enjoyable learning experience, as students had access to 
helpful resources and did not have to rely solely on peer 
discussion or teacher explanations. This positive feedback 
suggests that uASK’s approach was more user-friendly and 
better suited to the students’ needs. Along with uASK 
facilitated easier sharing of information and group work, as the 
platform provided collaborative tools that were more 
responsive to real-time group needs. The structured prompts 
likely encouraged smoother communication and better group 
cohesion. However, Trello’s design does not inherently support 
features for monitoring student progress or self-regulation in 
the way uASK does. Without built-in prompts or navigation 
aids, students may find it harder to monitor their learning path 
or regulate their pace effectively, leading to uneven progress 
within groups. 

VII. CONCLUSION AND FUTURE WORK 

In conclusion, this research demonstrates that the uASK 
application, based on the ScrumBan Ubiquitous Inquiry 
Framework (SBUIF), offers significant advantages over Trello 
in fostering collaborative learning among students. The SBUIF 
platform enabled more substantial improvements in test scores, 
with the group using SBUIF achieving an increase from 24.5% 
to 70.5%, compared to Trello’s 27.5% to 60.5%. SBUIF's 
structured support, which included beacon tags, hints, and 
prompts, improved task efficiency, enabling students to 
complete activities 34.70% faster than the Trello group. This 
guidance helped streamline complex tasks, reduced the need for 
teacher intervention, and supported key collaborative learning 
processes, such as productive engagement and self-monitoring. 
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Additionally, survey results revealed higher engagement, 
satisfaction, and enjoyment among SBUIF users, indicating that 
its design better aligns with student needs for clear task 
instructions and collaborative tools. While Trello’s simplicity 
may foster more independent problem-solving, it lacks the 
structured guidance that younger students or those new to 
inquiry-based learning may require, making it less effective for 
complex educational tasks. 

However, there are certain limitations to the current study 
such as it does not explore the effects of SBUIF at macro level 
for instance how scalable the approach might be for institutions 
or how it could be integrated into policy. Also, there is a need 
to conduct longitudinal investigation for multiple sprints for 
deeper understanding of how the framework performs over 
extended learning periods. 

To conclude, addressing current limitations while 
integrating AI-driven technologies for adaptive feedback and 
advanced data analytics will pave the way for a more 
comprehensive, personalized, and effective learning 
experience, ultimately enhancing student engagement, 
interaction, and learning outcomes in the future. 
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Abstract—Sentiment lexicons serve as essential components in 

lexicon-based sentiment analysis models. Research on sentiment 

analysis based on the Malay lexicon indicates that most existing 

sentiment lexicons for this language are developed from official 

text corpora, general domain social media text corpora, or 

domain-specific social media text corpora. Nonetheless, none of 

the current sentiment lexicons adequately complement the corpus 

utilized in this study. The rationale is that words in established 

sentiment lexicons may convey different sentiments compared to 

those in this paper’s corpus, as the strength and sentiment of 

words are context-dependent, influenced by varying terminology 

or jargon across domains, and words may not share the same 

sentiment across multiple domains. This paper proposes the 

construction of a domain-specific mixed-code sentiment lexicon, 

termed M-COVIDLex, through the integration of corpus-based 

and dictionary-based techniques, utilizing seven Malay part-of-

speech tags, and enhancing Malay part-of-speech tagging for 

social media text by introducing a new tag: FOR-POS. The 

constructed M-COVIDLex is evaluated using two distinct domains 

of social media text corpus: the specific domain and the general 

domain. The performance indicates that M-COVIDLex is more 

appropriate as a sentiment lexicon for analyzing sentiment in a 

domain-specific social media text corpus, providing valuable 

insights to governments in assessing the sentiment level regarding 

the analyzed topic. 

Keywords—Malay social media text; mixed-code sentiment 

lexicon; sentiment analysis; domain-specific; lexicon-based; 

informal Malay; Malay part-of-speech; public health emergencies; 

COVID-19 Malaysia 

I. INTRODUCTION 

Sentiment analysis is a critical domain within natural 
language processing [1-4], as sentiment constitutes a significant 
aspect of human communication [5,6], often articulated through 
ambiguous and creative language [1]. For example, text that 
incorporates slang is comprehensible only to particular groups 
[7], presenting significant challenges for analysis [1]. Analyzing 
sentiment is essential for understanding individuals’ beliefs 
regarding various issues and their decision-making processes [8-
11]. 

Rising demand for a model that can analyze the sentiment of 
mixed code (also known as multilingual or cross-language 
language) text particularly text from social media arisen recently 
[12,13]. It occurred on account of (i) limited sentiment resources 
needed for sentiment analysis for languages other than English 
[14-18], such as sentiment lexicon, language tools, corpora, 
sentiment analysis algorithm, and sentiment classification 
algorithm, and (ii) the escalation of social media posts exercising 

mixed code in multilingual low-resource societies [19-23]. 
Furthermore, mixed code sentiment analysis eases a better 
understanding of the sentiment enunciated in various languages 
[12]. Up to the present time, Malay is still considered as a low-
resource language, specifically in this field [5,24] since it is less 
studied and resource-scarce [25,26]. 

Sentiment lexicons are a crucial tool in lexicon-based 
sentiment analysis model [27-31], for any language [32]. 
Lexicon-based approaches demand human involvement to build 
a dictionary that has positive and negative lexicons [33]. This 
approach is divided into dictionary-based and corpus-based 
[20]. The former relies on sentiment words existing in digital 
linguistic dictionaries such as WordNet [34] and the latter relies 
on sentiment words that exist in the study corpus [35]. The 
success of lexicon-based sentiment analysis depends entirely on 
a sentiment lexicon that can be constructed manually or semi-
automatically [36]. Furthermore, sentiment lexicons, which are 
also known as lexical dictionaries, are linguistic resources that 
have lexicons of opinions [37,38] that are labelled as positive or 
negative according to their semantic orientation [37-40]. For 
instance, words such as baik (good), bagus (excellent), and 
hebat (great) are often labelled as words with positive sentiment, 
while words such as kejam (cruel), jahat (evil), dan hodoh (ugly) 
are usually labelled as word with negative sentiment. The main 
purpose of sentiment lexicons is to assign each word in a text a 
corresponding sentimental weight [41]. Sentiment lexicons are 
divided into two types: general domain (or all-purpose) 
sentiment lexicon and domain-specific sentiment lexicon. A 
general domain sentiment lexicon is a list of words that carry 
either positive or negative meanings in casual conversation [42], 
while a domain-specific sentiment lexicon is a list of words that 
carry either positive or negative meanings in a discussion about 
a specific domain [43,44]. 

Recent literature review discloses that most existing 
sentiment lexicons developed for the field of Malay sentiment 
analysis are produced using either official text corpora [45], 
general domain social media text corpora [46], or domain-
specific social media text corpora, such as affordable housing 
projects [47], crisis management [48], and telecommunications 
[49-51]. It is possible that words in the existing sentiment 
lexicon do not have any sentiment or carry different sentiments 
than words in this paper’s corpus [52,53] considering the 
strength and sentiment of words depend on the context of their 
use and the terminology or jargon differs between domains [36]. 
Furthermore, it is impossible for a word to have a single score 
or sentiment in several domains [53-58]. For example, in Malay, 
the term kacau in the food domain carries a positive sentiment 
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with a score of +1, if the context of its use is to stir or mix 
something, such as food and the term can also carry a negative 
sentiment with a score of -1 in the public health emergency 
domain, if the context of its use is to cause chaos or anxiety. 
Therefore, the sentiment lexicon built from this paper’s corpus 
is more practical since the words in the sentiment lexicon reflect 
the sentiment in the context of the domain being studied [55]. 

Moreover, sentiment lexicons can be generated using two 
seed words expansion methods: manual and automatic based on 
words in a dictionary or corpus [56]. Recent literature review 
reveals that these seeds words can be produced by employing 
part-of-speech (POS) tags extraction [59], such as adjectives 
[60-62], verbs [50,51], adverbs [46], and nouns [63]. POS 
tagging is a feature in the sentiment analysis model that groups 
words based on their category or role in a sentence [64]. 
Originally in Malay, words can be classified using four POS 
tags: nouns, verbs, adjectives, and task words [65]. These POS 
tags are known to be more suitable for tagging standard Malay 
text than Malay social media text [64] due to the difference in 
the writing structure in both texts. However, the latest 
enhancements on Malay POS tags by [64] have made tagging 
social media text much effortless, since they created new POS 
tags especially for mixed code word. For example, FOR-NEG 
tag for tagging foreign words with negative meaning and NEG 
tag for tagging Malay words with negative meaning. Though the 
newly developed Malay POS tags by [64] can tag negative 
meanings, they lack a tag for tagging foreign words with positive 
meanings. Therefore, this paper will further improve the Malay 
POS tags by adding a new POS tag, namely FOR-POS, for 
tagging foreign words with positive meanings. This 
enhancement is made to aid in speeding sentiment analysis 
process by instantly distinguishing words that carry sentiment in 
the corpus. 

This paper presented a new polyglot sentiment lexicon that 
specific to the latest public health emergency issue in Malaysia 
which is Coronavirus 2019 (COVID-19). This sentiment lexicon 
is known as M-COVIDLex (Malay Coronavirus Lexicon) and 
consist of lexicon of two main languages in Malaysia: Malay 
and English. The construction of M-COVIDLex utilized a 
combination of corpus-based and dictionary-based techniques 
and seven Malay POS tags: adjectives (KA), verbs (KK), 
adverbs (KAD), nouns (KN), FOR-NEG, FOR-POS, and NEG. 
The contributions of this paper are listed as follows: 

 A new domain-specific social media text corpus focusing 
on the topic of “the impact of the implementation of 
government efforts to address public health emergencies 
in the daily routines of Malaysians”. Until the data’s 
copyright is enforced, this corpus will be inaccessible to 
the public or future research. 

 Enriching existing Malay Normalizer by [66] through 
adding four new rule elements to its existent database. 

 Normalizing the generated corpus using an improved 
Malay Normalizer. 

 Enhancing existing Malay POS tags by [64] through 
adding one new POS tag for tagging foreign words with 
positive meanings: FOR-POS. 

 Tagging all words in the generated corpus with the 
recently enhanced Malay POS tags. 

 Annotated each post in the generated corpus with its 
proper sentiment polarity either positive, negative, or 
neutral. 

 M-COVIDLex: a domain-specific mixed code sentiment 
lexicon where each lexicon has been classified as either 
positive or negative sentiment word. 

 The performance evaluation proves that the sentiment 
lexicon built from this paper’s corpus is more practical 
in analyzing sentiment from the same domain corpus 
than the general domain corpus. 

This paper is structured as follows. The following section 
(Section II) reviews the related work. In Section III, the 
proposed method is introduced in detail. Section IV presents 
experiment and obtains results. Section V discussed the 
experiments and obtained results and finally, Section VI 
concludes how this paper can be expanded to further contribute 
to the Malay social media text sentiment analysis fields. 

II. RELATED WORKS 

A. Types of Sentiment Lexicon 

Sentiment lexicons are divided into two types: general 
domain and domain specific. General domain sentiment lexicon 
is a list of words that carry either positive or negative meanings 
in casual conversation [42], while domain-specific sentiment 
lexicon is a list of words that carry either positive or negative 
meanings in conversation about a specific domain [43,44]. 

A general domain sentiment lexicon is suitable for 
development and implementation in a model that analyzes 
sentiment text that is not based on any domain for the list of 
words in the general domain sentiment lexicon is limited to 
words commonly used in daily conversations and its polarity 
score is not sensitive to any domain [67-70]. In addition, the 
study by [36], [47], [71], and [72] stated that domain-specific 
sentiment analysis models that implement the studied domain-
specific sentiment lexicon have the potential to provide better 
sentiment analysis results and more accurate classification 
results compared to the general domain sentiment lexicon. The 
reason for this is that the sentiment polarity scores of words in 
the sentiment lexicon are obtained based on their meanings in 
the domain studied [73,74] and sentiment analysis research is 
sensitive to the domain analyzed. Opinion expressions that carry 
sentiments, whether positive or negative, differ between 
domains since each domain has its own language, terminology, 
or jargon [53-58]. Furthermore, it is impossible for an opinion 
expression to have the same sentiment polarity score in all 
domains because words and their sentiment polarity scores are 
closely related depending on the domain context in which they 
are used [36]. 

In conclusion, models developed to analyze sentiment in a 
specific domain are encouraged to use a sentiment lexicon 
specific to that domain rather than a general domain sentiment 
lexicon. The reason for this is that the use of a correct and proper 
sentiment lexicon can produce good analytical accuracy. 

B. Techniques for Constructing Sentiment Lexicon 

This paper supported by The Ministry of Higher Education Malaysia 
(https://www.mohe.gov.my/en) under grant code: 

FRGS/1/2020/ICT02/UKM/02/1. 
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Sentiment lexicons can be generated using two seed word 
expansion methods: manual and automatic based on words in a 
dictionary or corpus [56]. However, generating a comprehensive 
sentiment lexicon using manual expansion techniques is 
complicated, time-consuming, and prone to various errors [56]. 
Therefore, researchers prefer to use existing sentiment lexicons, 
such as General Inquirer [75], WordNet [34], Opinion Lexicon 
[76], Subjectivity Lexicon [77], SentiWordNet [78], 
SentiStrength [79], SenticNet [80], AFINN [81], Semantic 
Orientation CALculator (SO-CAL) [63], National Research 
Council Canada (NRC) Emotion Lexicon [82], Valence Aware 
Dictionary and sEntiment Reasoner (VADER) [83], LIWC [84], 
TextBlob [85], and Bing [86]. 

Dictionary-based expansion techniques require researchers 
to manually collect initial list of seed words and their polarities 
before expanding them by extracting synonyms and antonyms 
of each seed word from existing dictionaries [20]. Corpus-based 
expansion techniques also use the initial list of seed words to 
identify words that carry sentiment values and their polarities in 
the research corpus [56]. Sentiment lexicon generation using 
corpus-based expansion techniques is more suitable for domain-
specific sentiment analysis research than dictionary-based and 
manual expansion techniques [9]. This is due to the technique is 
extremely sensitive to the domain, capable of generating 
sentiment lexicons specific to the domain [40], and capable of 
handling informal texts well, for instance social media texts [9]. 
However, sentiment lexicon construction using this corpus-
based expansion technique is a lengthy process [87], inefficient 
in labelling texts with formal terms [9] and has limitations in 
distinguishing all opinion words compared to dictionary-based 
expansion techniques [9]. The reason for this is that this 
technique requires a large corpus to include all opinion words in 
the study language and large-scale corpus collection is strenuous 
to be prepared [9]. However, regardless of the sentiment lexicon 
production technique chosen by the researcher to develop or use, 
the overall quality of this sentiment lexicon is hard to measure 
[9]. A summary of sentiment lexicon construction techniques 
implemented by past research that analyzed Malay sentiment 
can be seen in Table I. 

Based on Table I, the corpus-based sentiment lexicon 
construction technique can be implemented using the feature 
extraction method, where this method is done by extracting 
words that belong to certain POS tag such as adjectives, verbs, 
and adverbs. Additionally, this paper discovered that there is 
other POS tag that can be extracted together as they also have 
sentiment values, namely nouns [63]. The dictionary-based 
sentiment lexicon construction technique can be performed via 
the translation method, where the lexicon in the English 
dictionary is interpreted into Malay. Meanwhile, the manual 
sentiment lexicon production technique is executed by 
compounding both techniques, namely corpus-based and 
dictionary-based. 

In conclusion, sentiment lexicons can be developed through 
various techniques such as corpus-based, dictionary-based, or 
manually. Choosing the right technique is the key to certify that 
the sentiment lexicon produced is of excellent quality and 
capable of providing good sentiment analysis. 

TABLE I.  SUMMARY OF SENTIMENT LEXICON CONSTRUCTION 

TECHNIQUES BY PREVIOUS STUDY ON MALAY SENTIMENT ANALYSIS 

Techniques Methods Method Description References 

Corpus-

based 

Feature 

extraction 

POS tag: adjective [46,50,51,61] 

POS tag: verb [46.50,51,61] 

POS tag: adverbs [46] 

POS tag: negation [46] 

Dictionary-

based 
Translation AFINN to Malay [88] 

Manual 

Combination of 

corpus-based & 

dictionary-

based 
techniques 

Corpus: Malay 

Sabah lexicons 

Dictionary: 

multilingual lexicons 

[89] 

Corpus: emoticon, 

neologism 

Dictionary: Malay 

lexicons 
(MySentiDic), 

English lexicons 

(MySentiDic 

translation) 

[45] 

Corpus: feature 

extraction (POS tag: 

adjective) 

Dictionary: WordNet 

Bahasa & WordNet 

translation to Malay 

[60] 

Corpus: feature 

extraction (POS tag: 

adjective) 

Dictionary: lexicons 

by Alexander & 

Omar (2017) 

[62] 

III. METHODOLOGY 

As previously mentioned, this paper aims to construct 
domain-specific mixed code sentiment lexicons otherwise 
known as M-COVIDLex through a combination of corpus-
based and dictionary-based techniques along with seven Malay 
POS tags. The proposed M-COVIDLex construction method 
entails five key phases: (i) data gathering, (ii) data 
preprocessing, (iii) construction of M-COVIDLex, (iv) 
sentiment analysis, and (v) sentiment classification. Each phase 
is enlightened in further detail below and it is important to 
emphasize that the data gathering and analysis presented in this 
paper adhere to the terms and conditions of social media 
platform, X. 

A. Data Gathering 

This paper gathered data manually from the social media 
platform, X (formerly Twitter), where the data must be 
composed of the combination of two languages, Malay and 
English, concerning “the impact of the implementation of 
government efforts to address public health emergencies in the 
daily routines of Malaysians”. This sort of data is recognized as 
mixed code or code-switching or multilingual. To achieve this 
purpose, this paper employed keyword-driven data-gathering 
techniques [64,66,90]. The search was performed on X’s 
advanced search functions [64,66,89] using a predefined list of 
thirty-three keywords of four affected sectors during COVID-19 
in Malaysia: education, safety, health, and economy (see Table 
II). The keywords were obtained from data issued by [91] and 
[92]. Nevertheless, the keywords used are restricted to the Malay 
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language apart from acronyms such as SOP (Standard 
Operational Procedure) as well as the English loanword like 
“moratorium” and “internet”. X’s advanced search function 
permits users to refine search results based on several criteria 
including keywords, publication date, language type, and 
account type, which authorizes researchers to oversee the kind 
of posts suitable to be extracted. For a post to be included in the 
search, it must have at least one keyword and was posted 
between March 2020 and September 2021. The sectors and 
keywords were selected in such a way to boost the number of 
posts about the selected topic and limit any extraneous posts 
[90]. As a result, this paper achieved in gathering 16,898 related 
posts which were saved in textfiles (txt). The data gathering 
stage is deemed complete and adequate when all posts resulting 
from the keyword search have been extracted. 

 

Fig. 1. M-COVIDLex flowchart. 

TABLE II.  DATA GATHERING KEYWORDS USED IN THIS PAPER 

Keywords Sectors Overall Keywords Total Post 

harga barang 

Economy 11 4,838 

tiket pengangkutan 

bantuan kerajaan 

pemulihan ekonomi 

bayaran pinjaman 

inisiatif kerajaan 

pelancongan 

BDR 

moratorium 

wang simpanan 

golongan rakyat 

vaksin 

Health 6 3,773 

pencegahan 

kontak 

kesihatan 

kuarantin 

kawalan pergerakan 

kawalan 

Safety 5 3,131 

kebenaran 

rentas 

SOP 

sekatan 

bayaran belia 

Education 11 5,156 

bayaran pendidikan 

pengurangan yuran 

bantuan makanan 

bantuan pelajar 

internet 

kediaman pelajar 

pergerakan pelajar 

pelajar institusi 

pelajar sekolah 

PDPR 

B. Data Preprocessing 

Data preprocessing plays a fundamental role in cleansing 
text data, specifically social media text, where typographical 
errors, slang terms, acronyms, and polyglot (code-mixed, code-
switching, and multilingual) lexes are frequent [93]. According 
to [88], the existence of noise in the Malay text is not being 
managed at this phase [13] affirmed that various preprocessing 
procedures are important to alleviate noise, typographical 
divergences, and morphological intricacy, especially in a low-
resources language, such as Malay. In this phase, the gathered 
data is overseen in two steps: normalization and POS tagging. 
Normalization is essential to diminish the presence of noise from 
the data that has the potential to interfere with the results of the 
sentiment analysis and to make the data more manageable [89]. 
POS tagging is needed to annotate each word in the data with a 
suitable POS tag. 

1) Normalization: A recent study by [66] proposed a rule-

based normalization application exclusively built to refine 

Malay social media text, where it achieves high accuracy in 

their analysis (97 percent). Therefore, in this paper, this Malay 

Normalizer was employed to normalize all lexicons in the 

gathered data as it incorporates diverse essential preprocessing 

procedure for Malay social media text. For instance, (i) 

removing noise, (ii) normalizing Malay, English, and 

Romanized Arabic words to their standard form, (iii) expanding 

abbreviations, contractions, and acronyms, and (iv) 

normalizing slang term, colloquialism, and dialects. 

Nonetheless, it is expected that the application will be inept at 

normalizing most of the words that exist in this paper’s gathered 

data seeing that it was built using a smaller corpus size. Hence, 

it needs to be enriched with words from this paper’s corpus. 

Albeit [94] exclaimed that the size of a corpus does not imply 

its quality and could have more noise, this enrichment is 

compulsory to ensure all lexicons in the corpus are normalized 

to their standard form. The enrichment entails adding four new 

rule elements to its existent database: (i) normalization of novel 

words, for example, slang term, dialects, and domain-specific 

terms, (ii) normalization of emoticons, (iii) exclusion of Malay 

and English question words, and (iv) elimination of English and 

selected Malay stop words. This supplementation effectively 

reduces the number of X posts from 16,898 posts to 16,600 

posts, where 298 posts were removed from this paper’s corpus 

due to noise. 

2) POS tagging: The normalized gathered data initially 

annotated using Malay POS tags by [64]. These Malay POS 

tags was chosen given that (i) it achieved high accuracy in their 

analysis (95 percent) against Malay social media text, (ii) it has 

been thoroughly upgraded from the previous Malay POS tags 

by [95], (iii) the POS tags were tailored to be able to annotate 

each word in the Malay social media text, for example, any 

foreign language exist in the corpus will be tag with FOR tag, 

slang term will be tag with SL tag, and dialect terms will be tag 

with LD tag, and (iv) standard Malay POS tags absence proper 

tags to label all words in this paper’s corpus since social media 

text are usually written using mixed code otherwise known as 

multilingual or code-switching [66]. Although [64] has 
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improved these Malay POS tags to accommodate words in 

Malay social media text, this paper discovered that it has yet to 

set up a proper tag for tagging foreign words with positive 

sentiments. Therefore, it needs to be improved by adding a new 

POS tag exclusively for tagging positive sentiment foreign 

words. This paper ruled out to name the newly created POS tag 

as FOR-POS (foreign positive). Words for the FOR-POS tag 

are found and extracted from the word that conveys positive 

meanings in the FOR-tag word list. This paper performed this 

improvement to aid in speeding the sentiment analysis phase by 

instantaneously distinguishing words that carries sentiment in 

the corpus. 

C. Construction of M-COVIDLex 

The proposed M-COVIDLex construction method entails 
three steps: (i) seed word selection, (ii) seed word annotation, 
and (iii) synonym expansion. In this phase, the proposed method 
will be enlightened in detail. 

1) Seed word selection: A seed word is a lexicon that 

carries either positive or negative sentiment polarity. Based on 

the literature review in Section II, this paper discovered that 

these seed words can be generated using four types of POS tags: 

KA, KK, KAD, and KN. Therefore, in this step, the lexicon 

tagged with these four POS tags will be extracted as M-

COVIDLex seed words. However, since this paper’s corpus is 

made of mixed code social media text and each lexicon is 

tagged using the improvised Malay POS tags, this paper 

decided to add three more POS tags to produce M-COVIDLex 

seed words. The three additional POS tags are (i) NEG, a POS 

tag designed specifically for negative particles in the Malay 

language, (ii) FOR-NEG, a POS tag for foreign language words 

that carry negative sentiments, and (iii) FOR-POS, a POS tag 

for foreign language words that carry positive sentiments. The 

lexicons from these seven POS tags were extracted from the 

corpus using the POS tagging extraction technique. The 

technique used specific patterns to extract all related lexicons 

in the corpus, and its implementation produced a list of seed 

words for each POS tag, where the list functions as a lexical 

dictionary and is needed when constructing M-COVIDLex. 

Algorithm 1 shows how this seed word extraction was 

performed for the lexicon with the KA POS tag. Fig 2 presents 

the result of executing Algorithm 1 and Fig 3 summarizes the 

total number of seed words for each POS tag in the M-

COVIDLex. 

Algorithm 1: M-COVIDLex Seed Word Selection 
Input: tagged_corpus KG, post S, lexicon L, part_of_speech G 

Output: seed_word M-COVIDLex = (L, G) 

Start 

 for all S in KG do 

  for all L in S do 

   find L == G (KA) 

    if L == G (KA) 

     add L in M-COVIDLex 

    end if 

  end for 

 end for 

End 

 

Fig. 2. Seed word selection result for lexicon with the KA POS tag. 

 

Fig. 3. Summary of M-COVIDLex. 
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2) Seed word annotation: In this step, seed words will be 

annotated with either positive or negative sentiment polarity. 

However, only seed words with KA, KK, KAD, and KN POS 

tags engage in this annotation process. Seed words with NEG, 

FOR-NEG, and FOR-POS POS tags are exempted since their 

sentiment polarity is clear based on the POS tag type. The 

annotation process in this paper was done by the hired 

annotators. According to [96], an annotator is an individual 

appointed to annotate data according to guidelines and time 

limits given. The following are the guidelines criteria for 

selecting annotator listed by [96] and followed in this paper: 

 Researchers need to figure out the type of language the 
annotator needs to know or be fluent in before doing the 
annotation task. 

 The researcher needs to set up the specific knowledge 
that the annotator needs to know about the annotation 
task. 

 Researchers need to make practical considerations about 
several things, for instance, funds, time, data size, etc. 

These guidelines are crucial for researchers to be able to find 
and appoint annotators who meet the qualifications and criteria 
[47]. Table III presents the criteria and qualifications of the 
appointed annotator in this paper along with its references. 

TABLE III.  THE NEWLY REVISED CRITERIA AND QUALIFICATION OF AN 

ANNOTATOR USED IN THIS PAPER 

Criteria & Qualification of an Annotator References 

Language: Malay native speakers and fluent in English. [47,96] 

Knowledge: Have basic knowledge of the topic and field of 

study. 
[47,96] 

Practical Consideration: 

1. Current academic graduate (highest): 

 Malaysian Certificate of Education or 

 Malaysian Higher Certificate of Education or 

 Matriculation or 

 Diploma or 

 Degree or 

 Master 
2. Aware of the meaning and use of current social media 

language. 

3. Able to give full commitment to annotating data 
within the specified period. 

[96] 

The appointed annotator was assigned to manually annotate 
the lexicons based on the search results on the Pusat Rujukan 
Persuratan Melayu, or PRPM for short [89]. PRPM is an online 
dictionary specifically for the Malay language developed by 
DBP. It can be reached at the following link: 
https://prpm.dbp.gov.my/ . The task of the annotator is to 
identify and label the sentiment polarity of words based on the 
definition issued by PRPM and the context of its use. Fig 4 
presents some of the seed words for KA POS tag in the M-
COVIDLex that have been annotated with their proper 
sentiment polarity. 

3) Synonym expansion: In this step, all M-COVIDLex seed 

words will be expanded. This expansion aims to expand the 

coverage of M-COVIDLex seed word variations based on the 

search results in PRPM for Malay and WordNet [34] for 

English. 

a) Malay lexicon synonyms: The expansion of the Malay 

language lexicon synonyms was conducted based on the 

lexicon search results in PRPM [89] and the technique was 

manual [97]. This paper aims to standardize the expansion of 

the Malay lexicon by limiting it to level one, given the 

variability in the number of synonyms across different Malay 

lexicons. Alternative approaches to this process include 

expanding the lexicon by accepting all possible synonyms and 

antonyms. 

The first step in the expansion of the Malay lexicon 
synonyms was to conduct a lexicon search on the PRPM 
homepage. Fig 5 shows the search conducted on the PRPM 
homepage for the lexicon lupa and Fig 6 shows the search results 
for the lexicon, where there is word information consisting of its 
definition and thesaurus. The second step is to extract lexical 
synonyms up to level one only. Lexical synonyms can be 
obtained in the thesaurus section. Fig 7 shows the thesaurus for 
lupa, where the lexicon has synonyms up to level three: not 
remembering (level one), not aware (level two), and not arising 
in memory (level three). The third step is to add the level one 
synonym to the M-COVIDLex seed words. Table IV presents 
examples of synonym expansion for the lupa, layak, and usaha 
lexicon. 

 

Fig. 4. Annotation results from several seed words in the M-COVIDLex. 

 

Fig. 5. Search for lupa on the PRPM homepage. 

https://prpm.dbp.gov.my/
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Fig. 6. Search results for lupa on the PRPM website. 

TABLE IV.  EXAMPLE OF SYNONYMS EXPANSION FOR MALAY LEXICON 

M-COVIDLex Seed Words 

Malay 

Lexicon 
Malay Synonym 

POS 

Tag 
Polarity Polarity Score 

lupa tidak ingat KK Negative -1 

layak padan KA Positive +1 

usaha daya upaya KN Positive +1 

b) English lexicon synonyms: The expansion of the 

English lexicon synonyms is conducted using a lexical 

dictionary-based technique, namely WordNet [34]. However, 

this method only involves lexicons belonging to the FOR-NEG 

and FOR-POS POS tags. The reason for this is that only these 

two POS tags have the English lexicon in the M-COVIDLex 

seed word list. Algorithm 2 below presents how the English 

synonym expansion method is conducted using the WordNet 

application. 

Algorithm 2: M-COVIDLex English Synonym Expansion 

Input: seed_word M-COVIDLex, lexicon L, wordNet W, 

english_synonym Si 

Output: expansion M-COVIDLex = (L: P); 

L: lexicon, P: lexicon_polarity 

Start 

 for all L in M-COVIDLex do 

  if exist L in W then 

   add Si in M-COVIDLex 

  end if 

 end for 

End 

D. Sentiment Analysis 

Sentiment analysis is the process of deciding sentiment 
polarity score, where the technique that will be implemented in 
this paper is based on (i) grammatical rules of four Malay POS 
tags: KNF (negation), KP (intensifier), KB (auxiliary), and KH 
(conjunction), and (ii) word frequency calculations. In this 
paper, the order of importance of these four Malay POS tags are 
presumed as follows: KH > K B > KNF > KP (see Algorithm 3). 
This order is established by recognizing the significance of each 
POS tag within grammatical rules for determining sentiment 
polarity scores. For instance, KP POS tag is of the highest 
importance because of its aptitude to increase or decrease the 
strength of the polarity of post sentiment, hence found at the end 

of the order. Fig 8 shows how the sentiment analysis phase 
happens, and Table V presents the criteria of sentiment polarity 
used in this paper. 

 

Fig. 7. Lupa thesaurus on the PRPM website. 

 

Fig. 8. Demonstration of how M-COVIDLex sentiment analysis phase 

analyzes the sentiment of a text. 

Algorithm 3: M-COVIDLex Sentiment Analysis 

Input: Post S, Lexicon L 

Output: Post S, Lexicon L, Polarity P 

Start 

 if there exists L == positive in S, then 

    score L == 1; 

 else exists L == negative in S, then 

    score L == -1 

 end if 

 if there exists L == conjunction in S, then 

    classify S using conjunction rules; 

 else if exists L == auxiliary in S, then 

    classify S using auxiliary rules; 

 else if exists L == negation in S, then 

    classify S using negation rules; 

 else if exists L == intensifier in S, then 

    classify S using intensifier rules; 

 else 

    classify S using word count 

 end if 

End 

TABLE V.  SENTIMENT POLARITY CRITERIA USED IN THIS PAPER 

Sentiment Score Criteria Sentiment Polarity 

Sentiment score value > 0 Positive 

Sentiment score value = 0 Neutral 

Sentiment score value < 0 Negative 

E. Sentiment Classification 

Sentiment classification is the process of classifying posts 
according to their corresponding polarity, where in this paper, 
the post is classified into either positive (sentiment polarity score 
equal to 1), negative (sentiment polarity score equal to -1), or 
neutral (sentiment polarity score equal to 0) based on the results 
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gained from sentiment analysis phase. The sentiment 
classification technique used in this paper is a simple 
classification otherwise known as lexicon-based classification 
[89,98]. Algorithm 4 enlightens how this sentiment 
classification process is executed, and Fig 9 reveals the 
implementation results of this phase. 

 

Fig. 9. M-COVIDLex sentiment classification results. 

Algorithm 4: M-COVIDLex Sentiment Classification 

Input: Post S, Lexicon L, Positive_Word PW, Negative_Word NW, 

Conjunction_Rules RKH, Auxiliary_Rules RKB, Negation_Rules 

RKNF, Intensifier_Rules RKP 

Output: Post S, Conjunction_Rules RKH, Auxiliary_Rules RKB, 

Negation_Rules RKNF, Intensifier_Rules RKP, Lexicon_Frequency 

KL, DataFrame RD, Classification SC, Polarity_Score P, Sentiment 

LexClass 

Start 

 count total PW in S 

 count total NW in S 

     

 for every L in S 

  count frequency L == RKH 

   add frequency L in RKH [RD] 

    print P frequency L in RKH [RD] 

  count frequency L == RKB 

   add frequency L in RKB [RD] 

    print P frequency L in RKB [RD] 

  count frequency L == RKNF 

   add frequency L in RKNF [RD] 

    print P frequency L in RKNF [RD] 

  count frequency L == RKP 

   add frequency L in RKP [RD] 

    print P frequency L in RKP [RD] 

 end for 

     

 for every P in [RD] 

  count P in RKH [RD] + RKB [RD] + RKNF [RD] + RKP [RD] 

   add P in SC 

 end for 

     

 if P in SC == 0; 

  print P in LexClass == 0 

 else if P in SC > 0; 

  print P in LexClass == 1 

 else if P in SC < 0 

  print P in LexClass == -1 

 end if 

End 

IV. EXPERIMENT AND RESULTS 

The evaluation of M-COVIDLex will involve an analysis of 
sentiments from two distinct social media text corpora: a 
domain-specific corpus (the one presented in this paper) and a 
general domain corpus as referenced in [64]. 

A. M-COVIDLex 

The third phase has successfully resulted in the development 
of M-COVIDLex, a domain-specific mixed code sentiment 
lexicon. The lexicon in M-COVIDLex is restricted to two 
sentiment polarities: positive sentiment, assigned a score of +1, 
and negative sentiment, assigned a score of -1. Neutral sentiment 
lexicons with a score of 0 are excluded from the seed words of 
M-COVIDLex, as they lack sentiment value. M-COVIDLex 
contains 6,698 lexicons associated with positive sentiment and 
3,813 lexicons associated with negative sentiment. 

B. Performance Evaluation 

The performance of M-COVIDLex is initially assessed on a 
domain-specific social media text corpus, concentrating on the 
effects of government initiatives aimed at addressing public 
health emergencies on the daily routines of Malaysians. The 
experimental dataset corpus was derived from the execution of 
the second phase. This study utilized a subset of 800 posts from 
a total of 16,600 normalized posts. The selection of posts was 
conducted randomly, based on sentiment polarity, resulting in 
400 posts with positive sentiment and 400 posts with negative 
sentiment. The chosen experimental datasets are accompanied 
by confusion matrix tables to derive their values. Fig 10 
illustrates a portion of the data annotation results, while Table 
VI displays the corresponding values derived from these results. 

 

Fig. 10. M-COVIDLex data annotation results. 

TABLE VI.  CONFUSION MATRIX TABLE VALUES FOR M-COVIDLEX 

PERFORMANCE EVALUATION 

Confusion Matrix Experimental Dataset 

True Positive (TP) 274 posts 

False Positive (FP) 126 posts 

True Negative (TN) 305 posts 

False Negative (FN) 95 posts 

The values presented in Table VI serve to evaluate the 
effectiveness and quality of M-COVIDLex in sentiment analysis 
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of the experimental dataset. This paper employs the following 
evaluation metrics to assess the performance of the proposed 
sentiment lexicon: (i) error rate, (ii) accuracy, (iii) sensitivity, 
(iv) specificity, (v) precision, and (vi) F1-score. Fig 11 illustrates 
the performance outcomes of M-COVIDLex, utilising the 
confusion matrix alongside six evaluation metrics. 

Error rate. This evaluation measure was selected to assess 
the effectiveness of M-RuleScore in analysing the sentiment of 
the dataset, indicating that a lower error rate value corresponds 
to improved performance of the proposed M-RuleScore. 

𝐸𝑟𝑟𝑜𝑟 𝑟𝑎𝑡𝑒 =  
(𝐹𝑃 +𝐹𝑁)

(𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁)
  (1) 

Accuracy. This evaluation measure was selected to assess 
the proportion of posts accurately predicted from the entire 
dataset, with a higher accuracy value indicating superior 
performance of the proposed M-RuleScore. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
(𝑇𝑃 +𝑇𝑁)

(𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁)
  (2) 

Sensitivity. This evaluation measure was selected to assess 
the classification error of the dataset, indicating that a higher 
sensitivity value correlates with improved performance of the 
proposed M-RuleScore. 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

(𝑇𝑃 + 𝐹𝑁)
   (3) 

Specificity. This evaluation measure was selected to assess 
the suitability of M-RuleScore for analysing the dataset, 
indicating that a higher specificity value reflects improved 
performance of M-RuleScore in analysing negative sentiments. 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

(𝑇𝑁 + 𝐹𝑃)
   (4) 

Precision. This evaluation measure was selected to assess the 
effectiveness and robustness of the proposed M-RuleScore in 
analysing the sentiment of the dataset. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

(𝑇𝑃 + 𝐹𝑃)
   (5) 

F1-score. This evaluation measure was selected to assess the 
mean values of sensitivity and accuracy for the proposed M-
RuleScore in analysing the dataset’s sentiment. 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  
(2 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦)

(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦)
 (6) 

 

Fig. 11. M-COVIDLex performance evaluation result. 

The performance evaluation results of M-COVIDLex 
presented in Fig 11 yield several conclusions. 

 M-COVIDLex achieved an accuracy of 72.38% in the 
analysis of the experimental dataset. The analysis 
indicates that, from a total of 800 posts by Malaysians, 
M-COVIDLex successfully evaluated 274 posts 
expressing positive sentiments and 305 posts expressing 
negative sentiments regarding the government’s 
response to the COVID-19 crisis. 

 M-COVIDLex recorded an error rate of 27.63% in the 
analysis of the experimental dataset. Of the 800 posts 
analysed concerning the government’s efforts in 
addressing the COVID-19 crisis and their impact on the 
daily lives of Malaysians, 126 posts were incorrectly 
classified as expressing positive sentiments, while 95 
posts were misclassified as expressing negative 
sentiments. 

 M-COVIDLex achieved a precision of 0.6850 in the 
analysis of the experimental dataset. The precision value 
indicates that, among the 400 posts predicted to express 
positive sentiments in the experimental dataset, only 
68.50% accurately reflected positive sentiments and 
aligned with the government’s efforts in addressing the 
COVID-19 crisis. 

 M-COVIDLex demonstrated a sensitivity of 0.7425 in 
the analysis of the experimental dataset. The sensitivity 
value indicates that, among 369 genuinely positive posts 
in the experimental dataset, only 74.25% expressed 
positive sentiments regarding the government’s efforts to 
address the COVID-19 crisis. 

 M-COVIDLex demonstrated a specificity of 0.7076 
when analysing the experimental dataset. The specificity 
value indicates that, among the 400 posts predicted to 
express negative sentiments in the experimental dataset, 
70.76% accurately reflect negative sentiments opposing 
the government’s efforts in addressing the COVID-19 
crisis. 

 

Fig. 12. Comparison of evaluation metrics between domain-specific and 

general domain social media text corpus. 

To ensure comparability in the number of posts used for 
model comparison with other datasets and for evaluating the 
performance of M-COVIDLex, the analysis was limited to 800 
posts. The performance of M-COVIDLex may be impacted by 
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this limitation. Evaluating performance across all 16,600 posts 
is likely to produce more favourable outcomes for M-
COVIDLex. M-COVIDLex effectively assessed Malaysian 
sentiment concerning the government’s response to the COVID-
19 crisis and its effects on daily life. Despite M-COVIDLex 
achieving an accuracy of 72.38 percent and an error rate of 27.63 
percent, which are lower than many leading models in sentiment 
analysis for comparable domains, the performance evaluation 
indicates that a significant majority of Malaysians approve of 
and support the government’s crisis management efforts. 

C. Model Comparison 

This section evaluates the performance of M-COVIDLex on 
the general domain social media text corpus as referenced in 
[64]. The corpus selected by [64] was generated from Malay 
social media text, focussing exclusively on the contextual use of 
Malay social media terminology without emphasising any 
specific domain. The purpose of this assessment is to evaluate 
the suitability and effectiveness of M-COVIDLex as a sentiment 
lexicon for analysing sentiment within this domain. This study 
utilised a dataset comprising 800 posts selected from a total 
corpus of 1,791 posts, with 400 posts representing positive 
sentiment and 400 posts representing negative sentiment. The 
selection of these posts was conducted randomly, determined by 
the polarity of their sentiment. Table VII presents a comparison 
of the confusion matrix values for domain-specific social media 
text versus general domain social media text. Fig 12 presents a 
comparison of the evaluation metrics for the social media texts 
analysed. 

TABLE VII.  COMPARISON OF CONFUSION MATRIX VALUES BETWEEN 

DOMAIN-SPECIFIC AND GENERAL DOMAIN SOCIAL MEDIA TEXT CORPUS 

Performance 

Evaluation 

Domain-Specific 

Social Media Text 

Corpus 

General Domain 

Social Media Text 

Corpus [64] 

Corpus size 800 posts 

Positive sentiment posts 400 posts 

Negative sentiment posts 400 posts 

True Positive (TP) 274 posts 158 posts 

False Positive (FP) 126 posts 242 posts 

True Negative (TN) 305 posts 306 posts 

False Negative (FN) 95 posts 94 posts 

The comparison of M-COVIDLex performance evaluation 
results between the domain-specific social media text corpus 
dataset and the general domain social media text corpus dataset 
[64] in Fig 12 allows for several conclusions to be drawn. 

 M-COVIDLex demonstrated superior error rates and 
accuracy on the domain-specific social media text corpus 
compared to the general domain social media text 
corpus. The observed result aligns with expectations, as 
M-COVIDLex was developed utilising lexicons that 
contain sentiment values within a domain-specific social 
media text corpus. 

 The quantity of posts exhibiting positive sentiment in 
both datasets is identical, totalling 400 posts. 
Nevertheless, the sensitivity outcomes of M-COVIDLex 
on the domain-specific social media text corpus dataset 
surpass those of the general domain social media text 
corpus dataset. M-COVIDLex accurately predicted 274 
out of 400 posts with positive sentiment in the domain-

specific social media text corpus, compared to 158 in the 
general domain corpus. Additionally, the classification 
error for M-COVIDLex in the domain-specific dataset is 
marginally lower than that in the general dataset. The 
sensitivity results indicate that M-COVIDLex effectively 
identified true positive posts and significantly minimised 
false negative posts within the domain-specific social 
media text corpus dataset. 

 The quantity of posts exhibiting negative sentiment in 
both datasets is identical, totalling 400 posts. 
Nevertheless, the specificity outcomes of M-COVIDLex 
are superior in the domain-specific social media text 
corpus compared to the general domain social media text 
corpus. Although the number of negative posts 
indicating negative sentiment in the domain-specific 
social media text corpus dataset is slightly higher than in 
the general domain dataset, the number of negative posts 
misclassified as positive in the domain-specific dataset is 
significantly lower than in the general dataset. The 
findings demonstrate that M-COVIDLex effectively 
identifies true negative posts and minimises false 
positive posts within the domain-specific social media 
text corpus dataset. 

 The precision results of M-COVIDLex are superior on 
the domain-specific social media text corpus dataset 
compared to the general domain social media text corpus 
dataset, exhibiting a difference of 29 percent. The 
findings indicate that the sentiment analysis model 
demonstrates improved accuracy in predicting true 
positive sentiment posts within the domain-specific 
social media text corpus dataset, thereby minimising the 
classification error associated with false positive posts. 
This result was anticipated, as the sentiment analysis is 
dependent on the lexicon list in M-COVIDLex. 

 The F1-score results of M-COVIDLex are superior on 
the domain-specific social media text corpus dataset 
compared to the general domain social media text corpus 
dataset. The results demonstrate that M-COVIDLex 
effectively balances the analysis of sentiment within the 
domain-specific social media text corpus dataset. 

The sentiment analysis results derived from the general 
domain social media text corpus dataset are more significant 
than those from the domain-specific social media text corpus 
dataset. This result demonstrates that M-COVIDLex, developed 
from a domain-specific social media text corpus, is exclusively 
appropriate for sentiment analysis within the same domain 
corpus. The application of this method on a general domain-
specific social media text corpus is not advisable, as the resulting 
analysis yields significantly lower outcomes and fails to offer 
any valuable insights. Despite M-COVIDLex demonstrating 
superior performance on a domain-specific social media text 
corpus, its application to analyse sentiments in other specific 
domains, such as banking, entertainment, and food, yields a low 
probability of accurate sentiment analysis results for those 
domains. The primary purpose of constructing M-COVIDLex is 
to address the public health emergency related to COVID-19 in 
Malaysia. Given that most domains possess distinct sub-
languages, the implementation of M-COVIDLex on other public 
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health emergency domain-specific corpora, such as Influenza, is 
anticipated to yield superior sentiment analysis performance 
compared to general domain corpora. The lexicon in M-
COVIDLex includes general terms related to public health 
emergencies, including vaccines, protection, monitoring, and 
prevention. The enumeration of these general terms 
demonstrates that M-COVIDLex’s contribution extends beyond 
COVID-19 to encompass other public health emergencies. 

V. DISCUSSION 

The experiments conducted in the previous section highlight 
the significance of analysing sentiment within a domain-specific 
social media text corpus dataset, utilizing a sentiment lexicon 
derived from the same corpus. The performance evaluation of 
M-COVIDLex on the social media text corpus dataset indicates 
that, despite the inclusion of 10,511 sentiment lexicons, the 
accuracy results remained below 80 percent. The limitations on 
the expansion of Malay synonyms may stem from the selection 
of only level one synonym words as seed words. Additionally, 
given that M-COVIDLex is derived from a domain-specific 
social media text corpus, it is logical that the accuracy results of 
this dataset surpass those of a general domain social media text 
corpus dataset. This analysis confirms the assertion from [55] 
that sentiment lexicons developed from domain-specific corpora 
are capable of providing high classification accuracy and 
thorough insights exclusively for that domain. The efficiency of 
the proposed method is significantly affected by the quality of 
the developed lexical dictionaries for all seven Malay POS tags 
[8]. The process necessitates the engagement of human 
resources to manually annotate the data [94], a task that is both 
time-consuming and costly, as indicated by multiple studies 
[12,29,63,99]. This proposed method may establish a baseline 
for future research on sentiment analysis of multilingual, code-
mixed, or code-switching social media texts. Future initiatives 
in safety sectors during public health emergencies require the 
creation of an application that can analyse code-mixed sentiment 
on social media. A tool of this nature would facilitate prompt 
notifications to government entities and pertinent organisations 
concerning individuals who breach movement control orders, 
rather than relying exclusively on physical enforcement 
strategies such as roadblocks. The performance evaluation 
results of the proposed method will assist industrial researchers 
and relevant agencies in comprehending the Malaysian 
sentiment regarding government-structured relief aids during 
the health crisis. The performance result can be enhanced by (i) 
utilising a larger corpus, ideally the entire dataset of 16,600 X 
posts, rather than a subset, and (ii) broadening the lexical 
dictionaries to include a greater variety of words, including 
antonyms and third-level synonyms. 

VI. CONCLUSION 

This paper outlines a method for constructing a domain-
specific mixed code sentiment lexicon, referred to as M-
COVIDLex, through the integration of corpus-based and 
dictionary-based techniques, utilising seven Malay POS tags: 
KA, KK, KAD, KN, FOR-NEG, FOR-POS, and NEG. This 
mixed code sentiment lexicon addresses the absence of a 
sentiment lexicon tailored for the public health emergency 
context, specifically regarding COVID-19 in Malaysia. The M-
COVIDLex construction method consists of five fundamental 

phases: (i) Acquiring the sentiment of Malaysians from social 
media platform X regarding the impact of government efforts in 
addressing the COVID-19 crisis on their daily lives; (ii) 
Processing the acquired data with an enhanced Malay 
Normaliser and an improved set of 46 Malay POS tags; (iii) 
Constructing a mixed code sentiment lexicon through seed word 
selection, annotation, and synonym expansion; (iv) Analysing 
the sentiments of the acquired data using grammatical rules of 
four Malay POS tags: KNF, KP, KB, and KH, along with word 
frequency calculations; and (v) Classifying the sentiments using 
a lexicon-based classification technique. The evaluation of 
sentiment classification is conducted through a confusion matrix 
and six metrics: error rate, accuracy, sensitivity, specificity, 
precision, and F1-score. The performance evaluation of the 
proposed M-COVIDLex on the domain-specific social media 
text corpus dataset exceeds its performance on the general 
domain social media text corpus dataset. 
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Abstract—Spam reviews represent a real danger to e-

commerce platforms, steering consumers wrong and trashing the 

reputations of products. Conventional Machine learning (ML) 

methods are not capable of handling the complexity and scale of 

modern data. This study proposes the novel use of hybrid deep 

learning (DL) models for spam review detection and experiments 

with both CNN-LSTM and CNN-GRU architectures on the 

Amazon Product Review Dataset comprising 26.7 million reviews. 

One important finding is that 200k words vocabulary, with very 

little preprocessing improves the models a lot. Compared with 

other models, the CNN-LSTM model achieves the best 

performance with an accuracy of 92%, precision of 92.22%, recall 

of 91.73% and F1-score of 91.98%. This outcome emphasizes the 

effectiveness of using convolutional layers to extract local patterns 

and LSTM layers to capture long-term dependencies. The results 

also address how high constraints and hyperparameter search, as 

well as general-purpose represents such as BERT. Such 

advancements will help in creating more reliable and reliable 

spam detection systems to maintain consumer trust on e-

commerce platforms. 

Keywords—Spam review detection; CNN-LSTM; CNN-RNN; 

CNN-GRU; big data; deep learning; amazon product review dataset 

I. INTRODUCTION 

E-commerce platforms are becoming the primary 
marketplaces for almost every good, replacing traditional stores 
in many fields. Both the seller and the customer widely accept 
them because they reduce costs for the seller and allow the 
customer to access the goods faster. Platforms like Amazon, 
Alibaba, and Noon dominate the global retail landscape. 
However, consumers face a difficult challenge when shopping 
online. They are unable to assess products before purchase. 
They tend to check online reviews and base their buying 
decision on them Najada and Zhu [1]. This has given rise to the 
issue of deceptive content, known as spam reviews. It aims to 
misguide consumers for specific gains. According to a report 
from the Department of Business & Trade from the UK 
government, “At least 10% of all product reviews on third-party 
e-commerce platforms are likely to be fake”[2]. This underlined 
the importance of checking the trustworthiness of online 
reviews. Since online reviews are important in consumers' 
buying decisions, spam review detection is a priority. When 
traditional spam detection techniques began, the focus was on 
areas like email. Nowadays, the focus has shifted to review-
based spam detection Li et al. [3]. Spam detection can be 
categorized into two techniques: content-based approach and 
user-behavior-based approach. Content-based approach 
analyzes the text content only and extracts semantic relations 

between words. On the other hand, the user-behavior approach 
focuses on the patterns of reviewer activities Li et al. [4].  

 Detecting spam reviews has several challenges. Spam 
reviews may look like genuine ones in content, making it 
difficult to distinguish spam from non-spam reviews. Also, 
spammers are always improving their techniques; they tend to 
use auto-generated tools to evade detection Bhuvaneshwari et 
al.  [5]. ML started a revolution to protect consumers from 
scams. Traditional ML classifiers, such as Naive Bayes (NB), 
Support Vector Machine (SVM), and Decision Tree (DT), have 
good results in detecting spam reviews Rizali et al. [6] 
Additionally, with the increasing complexity of the reviews, 
ML classifiers were not enough to handle this matter. Hence, 
DL comes to replace ML by showing a better performance in 
detecting complex patterns.  However, current studies have not 
used DL on large datasets such as the Amazon Product Reviews 
dataset Hussain et al. [7] which contains 26.7 million labeled 
reviews. This opens a research gap to leverage hybrid deep 
learning models' capabilities to process large datasets, 
achieving superior performance.  This study aims to enhance 
the ability to detect spam reviews by using large datasets 
leveraging the latest DL technologies. CNN-LSTM, CNN-
RNN, and CNN-GRU were applied to the Amazon Products 
Reviews dataset Hussain et al. [7], which offers a rich and 
diverse set of labeled data. To optimize the detection process, 
various text preprocessing techniques are evaluated, including 
tokenization, lowercasing, lemmatization, stop word removal, 
punctuation removal, and embedding. The proposed framework 
provides an efficient, and accurate spam reviews detection, 
providing valuable insights into the impact of preprocessing 
techniques on detection outcomes. To verify the effectiveness 
of the proposed classifiers and preprocessing steps, accuracy, 
precision, recall, and F1Score were applied. The contributions 
of the paper are as follows: 

1) A novel and accurate spam review detection is presented 

in this paper in which the accuracy is 92% through CNN-LSTM 

model which is quite better than results acquired from 

traditional ML methods leading to new detection accuracy 

benchmark. 

2) Using the Amazon Product Review Dataset (26.7 

million reviews) for demonstration, the research provides 

evidence for how hybrid models can be utilized to efficiently 

process vast-scale, diverse data, which detects an essential 

scalability barrier. 

3) In the same work, the authors state that less 

preprocessing obtains better performance, since it retains 
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important information from the text, and that the common 

tendency to make more preprocessing does not favor the use of 

the model; these findings can provide important guidelines for 

the design of future models. 

4) This study found that a large vocabulary size (200,000 

max words) allows the model to better represent complex 

relationships between words, showing that careful vocabulary 

selection can improve spam detection effectiveness 

significantly. 

5) This paper suggested a scalable and efficient spam 

detecting framework to better maintain consumer trust in the 

marketplace by excluding fake reviews and pretending user 

occurrence. 

The rest of the paper is structured as follows: Section I and 
Section II discusses the background of spam detection and 
previous works in the field. Section III presents the proposed 
methodology. Section IV shows the result of the proposed work 
and discusses the findings in Section V. Finally, Section VI 
presents a summary of the study and future work. 

II. LITERATURE REVIEW 

Spam refers to deceptive content intentionally made to 
mislead or manipulate users for a specific gain, usually a 
commercial gain Jakupov et al. [8]. In online reviews, spam is 
a false or misleading review designed to promote or demote a 
particular product, store, book, or goods and services. It can 
influence customers purchasing decisions and damage the 
reputation of products on e-commerce platforms like Amazon 
Fei et al. [9]. Most users refer to reviews to decide whether they 
buy a product, as they need physical access to assess it. Studies 
indicate that nearly 30% of online reviews are spam Farooq 
[10], highlighting the issue of reviews on famous platforms 
such as Amazon.  Spam detection in online reviews has become 
crucial as most e-commerce platforms rely heavily on user 
input to guide consumer choices. In the past decade, spam 
detection focused more on traditional applications like spam 
Short Message Service (SMS). However, in the era of online 
stores, especially in advanced countries like China, attention 
has moved towards detecting deceptive reviews Li et al. 
[3].  Spam detection in online reviews can be classified into 
content-based or user behavior-based techniques. Content-
based analyzes textual features of reviews, linguistic patterns, 
and sentiment analysis. User behavior-based focuses on 
patterns like reviewing users' behavior, metadata, and social 
connections between reviewers Li et al. [3], Ennaouri and 
Zellou [11]. Usually, these techniques are combined to improve 
detection accuracy. Identifying spam reviews is a sophisticated 
task due to several challenges. One of the primary challenges is 
distinguishing between genuine and fake reviews. While 
counterfeit reviews may imitate the style and content of genuine 
ones, specific patterns such as overuse of promotional language 
or usually high volumes of reviews in short periods can provide 
clues Li et al. [3]. Language variability also helps in detection, 
as spam reviews may appear in multiple languages or use 
specific accents Ennaouri and Zellou [11]. Moreover, 
spammers continuously improve their techniques, making 
relying on static detection methods difficult. They may use 
techniques such as duplicating legitimate reviews or using an 

automated system to generate spam, which can evade 
traditional methods Bhuvaneshwari et al. [5]. The large number 
of online reviews presents a scalability challenge as manual 
moderation becomes unfeasible for platforms like Amazon, 
which hosts millions of products with billions of reviews. ML 
and DL are powerful technologies for overcoming the 
challenges in spam detection. Traditional ML models, such as 
NB and SVM, have been used widely to classify reviews based 
on a content-based technique Saumya and Singh [12]. 
However, these models often struggle with the complexity of 
spam patterns in large datasets Kalaivani et al. [13], and this 
will be discussed in the next subsection based on related 
work.  DL models like Convolutional Neural Networks (CNN), 
Recurrent Neural Networks (RNN), and their hybrid variants 
perform superiorly in detecting spam reviews Ghourabi et al. 
[14], Deshai and Rao [15], Shahariar et al. [16]. These models 
can learn complex patterns in text and capture long relations 
between words, making them more effective at detecting spam. 
Additionally, attention mechanisms, such as the one used in 
self-attention-based models, have successfully identified key 
features of spam reviews by focusing on specific text parts 
Bhuvaneshwari et al. [5]. The combination of DL and 
traditional ML technologies offers promising solutions to detect 
spam in online reviews. The following section will examine 
existing research on spam reviews using both ML and DL 
technologies. 

A. Spam Review Detection 

Many studies have discussed spam detection methods. The 
following subsections will discuss these studies in detail, 
starting with traditional ML. After that, DL studies showed 
promising improvement in solving this problem. “Table I” 
summarizes all the ten related works, from both traditional ML 
and DL subsections. 

1) Traditional machine learning approach for spam review 

detection: Traditional ML approaches were used to solve the 

problem of detecting Spam reviews using classifiers such as 

NB, SVM, and Random Forest (RF) Ahsan et al. [17], Tripathy 

et al. [18]. These classifiers are usually used alongside feature 

selection techniques to detect fake reviews. In Kalaivani et al. 

[13], two traditional ML models were used to detect spam 

reviews. The first algorithm was SVM, while the second was 

NB. The dataset that was used is from Kaggle, with 20k 

reviews. By preprocessing the data before training the above-

mentioned models, SVM achieved 76%, while NB achieved 

84%. In Etaiwi and Naymat [19], the author tried a bunch of 

traditional ML algorithms, which are Gradient Boosted Trees 

(GBT), NB, RF, DT, and SVM. All these algorithms were used 

to train models on the Hotel Reviews dataset of 1600 reviews 

named Deceptive Opinion Spam Corpus (DOSC). Among all 

these models, SVM achieved the best accuracy with 85.5%. In 

Saeed et al. [20], many spam review detection approaches were 

evaluated. The paper proposed four detection approaches: a 

rule-based classifier, machine learning classifiers, a majority 

voting classifier, and a stacking ensemble classifier. All these 

approaches were trained and tested on two datasets, DOSC and 

Hotel Arabic Reviews Dataset (HADR). The stacking ensemble 

approach clearly outperformed the other approaches with 
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95.25% accuracy on the DOSC dataset and 99.98% on the 

HARD dataset by combining a rule-based classifier with a k-

means classifier. 

In Ibrahim et al. [21] the authors investigated the use of 
ensemble learning techniques to enhance spam review 
detection accuracy. They explored three classifiers: NB, SVM, 
and Logistic Regression (LR). They combined these algorithms 
to form an ensemble classifier. They used the Amazon dataset 
and got the best accuracy of 88.09%. Etaiwi and Awajan [22] 
explored how different feature selection methods impact the 
performance of spam review detection. They applied four ML 
algorithms: NB, SVM, DT, and RF. They used the DOSC 
dataset and got the best accuracy results of 87.31% with NB. 

2) Deep learning approaches for spam review detection: 

Deep learning techniques have succeeded in enhancing the 

accuracy of spam detection. They are more effective than 

traditional ML approaches, which rely more on manually 

engineered features. DL models can automatically learn from 

complex patterns, which makes them suitable for distinguishing 

between truthful and deceptive reviews. CNN, RNN, and 

hybrid approaches like CNN-RNN are widely used in the field 

Zhao et al. [23]. They have the potential to discover long 

relations between words. This section presents studies that have 

proposed DL techniques to detect spam reviews. 

Shahariar et al. [16] presented a multi-layer perceptron 
(MLP) framework to detect spam reviews in the YELP and 
DOSC datasets. They compared the DL model with traditional 
ML, like NB and SVM. Their findings showed that Long Short-
Term Memory (LSTM) outperformed all other algorithms with 
96.75% accuracy. Deshai and Rao [15] Proposed two hybrid 
models integrating CNN and LSTM for fake reviews. Also, 
they presented LSTM-RNN for fake ratings detection. Their 
results showed that CNN-LSTM and LSTM-RNN methods are 
the most efficient, with 93.09% accuracy, using a subset of the 
Amazon Product Reviews dataset. 

TABLE I. STATE-OF-THE-ART ALGORITHMS FOR SPAM REVIEW DETECTION 

Paper Year Algorithm Dataset Best Accuracy 

[13] 2023 NB, SVM 
Review dataset from 

kaggle 
84% NB 

[19] 2017 GBT, NB, RF, DT, SVM DOSC 85.5% SVM 

[20] 2019 
rule-based classifier, machine learning classifiers, majority voting 

classifier, stacking ensemble classifier 
DOSC,  HARD 

99.98% 
rule-based +  

k-means 

[16] 2019 MLP, CNN, LSTM YELP., DOSC 96.75% LSTM 

[15] 2023 
CNN-LSTM, LSTM-RNN 
hybrid 

Amazon Dataset 
93.09% 
LSTM-RNN 

[14] 2020 CNN-LSTM hybrid UCI dataset 
98.37% 

CNN-LSTM 

[25] 2023 NB, KNN, SVM, CNN, LSTM 
YELP 

DOSC 
94.88% LSTM 

[21] 2017 NB, SVM, LR Amazon Dataset 88.09% ensemble 

[26] 2020 LSTM Autoencoder YouTube - 

[22] 2017 NB, SVM, DT, RF DOSC 87.31% NB 

Ghourabi et al. [14] proposed a hybrid CNN-LSTM model 
for detecting mixed text messages written in Arabic and 
English. They designed a model to let CNN capture n-gram 
features while LSTM is used to retain long-term information. 
They achieved an accuracy of 98.37% using a dataset from UCI 
repository Almeida et al. [24]. Singh et al. [25] Explored the 
effectiveness of DL models, especially for CNN and LSTM, the 
authors benchmarked ML models with DL. They emphasized 
the superior performance of deep learning models over 
traditional approaches for handling textual data. The datasets 
used in their study are YELP and DOSC. They got the best 
results using LSTM model with an accuracy of 
94.88%. Saumya and Singh [26] Presented an unsupervised 
model for detecting spam reviews without requiring labeled 
data. The authors used a combination of LSTM networks and 
autoencoders to learn patterns of true reviews, allowing the 
models to distinguish reviews anomalies. They used a YouTube 
dataset, which includes reviews of popular videos. The authors 
did not use accuracy metrics in their study. The studies showed 
that DL approaches perform superiorly in spam review 

detection, especially hybrid ones. In the next section, the gaps 
in existing studies will be discussed. 

B. Gaps in Existing Research 

Spam review detection is a hot topic that is widely covered. 
However, several advancements in the field, particularly in the 
DL field, introduce gaps and challenges that open the door to 
resolving this problem by applying new technologies. This 
section aims to discuss these challenges. These gaps need to be 
addressed and apply new technologies to resolve them. One 
primary challenge is the need for a labeled dataset Hussain et 
al. [27]. 

Hussain et al. [7] addressed this issue and solved it with 
Spam Review Detection using Behavioral Method (SRD-BM). 
However, new ML and DL technologies are needed to help in 
labeling the dataset and help researchers work on it in the 
future. Another significant challenge is the use of hybrid DL 
architecture on large datasets. Ghourabi et al. [14], Deshai and 
Rao [15], Shahariar et al. [16], Wayal and Bhandari [28] 
applied a hybrid method in small datasets. Applying this kind 
of architecture on large datasets requires vast computational 
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power. Fortunately, hybrid DL architecture has been applied to 
the Amazon Product Review Dataset, “Table II” shows the 
detailed distribution of the dataset. This study will discuss the 
proposed work in detail in the methodology section. 

III. METHODOLOGY 

This study demonstrated the application of three hybrid DL 
models for spam review detection. Each model was selected 
based on its ability to recognize complex patterns in large 
datasets and understand long-range word relations. Also, the 
effects of applying extensive text preprocessing will be 
discussed. In the following subsections, start by introducing the 
development environment. Then, the dataset and data 
preprocessing steps that convert human sentences to a readable 
format for the machine will be presented. After that, the feature 
selection process, the three models' architecture, and how each 
model is trained on the dataset will be described respectively. 

C. Development Environment 

In this study, all the preprocessing, training, and evaluation 
processes are conducted using Google Colab Pro. It is a solution 
on the cloud provided by Google to access high computational 
resources, utilizing the NVIDIA A100 graphics processing unit 
(GPU), which helped accelerate the training process across the 
hybrid DL models. Colab provides a high Random-Access 
Memory (RAM) up to 83GB and Virtual Random-Access 
Memory (VRAM) 40GB. It will allow the ability to load a large 
volume of data and preprocess it before feeding it into the 
neural network. Additionally, Python is the programming 
language used to implement the entire pipeline. Many libraries 
have been utilized to support this process, including Pandas and 
NumPy for data manipulation and preprocessing. Natural 
Language Toolkit (NLTK) is used to prepare text data. Scikit-
learn for splitting train and test data, as well as for evaluation 
metrics. TensorFlow is used to train neural networks. Finally, 
Matplotlib and Seborn were used to visualize the performance 
analysis. 

D. Dataset 

The dataset used for this study was acquired from Amazon 
Product Reviews Hussain et al. [7], which contains 26.7 million 
reviews written by 15.4 million reviewers on 3.1 million 
products. The dataset has six categories, shown in “Table II”. 
The reviews cover many product categories, such as 
electronics, home and kitchen, and more, to ensure that the 
spam detection models are exposed to various review 

patterns. The dataset's original source was unlabeled. However, 
Hussain et al. [7] did excellent work by labeling it using SRD-
BM technique. The SRD-BM utilizes rich of behavioral 
features in the dataset to identify the spam and non-spam 
reviews, then labeling the data. In this study, the labeled dataset 
by the SRD-BM method was used, then preprocessing steps 
explained in the next section are applied. 

E. Data Preprocessing 

Preprocessing is an essential step to minimize the noise of 
the data and transform the raw text into a format that can befed 
into the neural networks. However, applying the extensive 
preprocessing steps may upgrade or degrade the model 
performance HaCohen-Kerner et al. [29]. In this study, two 
different preprocessing steps were applied to hybrid DL 
models, one with extensive preprocessing steps that change the 
original text, another with a few steps that retain the original 
text. “Fig. 1.” shows the preprocessing steps used in this 
study.  For the extensive preprocessing steps, the text is 
converted to lowercase to standardize the input and reduce the 
complexity caused by case differences. This step will convert 
words like “Product” to “product”, so they are treated as the 
same token. Additionally, all the punctuation marks are 
removed to avoid unnecessary symbols, which may add noise 
to the data. Another common concept in Natural Language 
Processing(NLP) was applied, which is Tokenization that 
converts text into numerical sequences to retain the frequent 
words in the dataset T. Limisiewicz et al. [30]. This will help 
reduce the noise in data and improve model efficiency. After 
that, Stop Words such as "is", "the", and "a" were removed. 
Also, it is essential to reduce every word to its root. Words like 
"playing" and "Played" will be reduced to "play" using a 
technique called Lemmatization. Also, to uniform the sequence 
length, Padding was used with configuration of 200 tokens in 
each sequence. Finally, an Embedding layer was added. It 
simply converts the integer sequences into dense vectors. This 
will allow the DL models to learn the relationship between 
words during the training Tegene et al. [31]. It is important to 
note that all these steps were applied to all the hybrid DL 
techniques to avoid biases in the benchmark.  For the fewer 
preprocessing steps, only three steps were applied which are 
Tokenization, Padding, and Embedding. Also, for the max words 
parameter. Two configurations were applied, one with 
10,000 and the other with 200,000 max words, this choice is due to 
the majority of words inside the dataset appearing very 

infrequently. 
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Fig. 1. Proposed system architecture. 

F. Spam Review Detection 

The methodology for detecting spam reviews involves 
designing and evaluating hybrid deep learning models. These 
models aim to extract both local features and long-term 
dependencies from textual data, leveraging the strengths of 
Convolutional Neural Networks (CNN) and Recurrent Neural 
Networks (RNN), specifically Long Short-Term Memory 
(LSTM) and Gated Recurrent Units (GRU). 

Since many people rely on reviews before purchasing 
products, detecting spam reviews can improve customer 
experience by protecting them from being scammed. Hence, 
this study intends to compare multiple hybrid DL approaches to 
reach the best classifier in this matter which are: CNN-LSTM, 
CNN-RNN, and CNN-GRU. Combining CNN with LSTM, 
RNN, and Gated Recurrent Unit (GRU) will give the ability to 
extract features by learning the local patterns and n-grams using 
the CNN layer Zhou et al. [32]. For CNN-based hybrids, the 
CNN component identifies key local features. Combining 
CNN-LSTM will make the classifier capture long-term patterns 
and model the temporal dependencies using the LSTM 
component Greff et al. [33]. Similarly, GRU can also be 
combined with CNN (CNN-GRU) to use its efficient gating 
mechanisms that will help avoid vanishing gradient problems 
Cho et al. [34].  Another component that can be combined with 
CNN is RNN (CNN-RNN), which captures context and 
temporal relationships in the text to help detect subtle 
patterns.  “Table III” presents hyperparameters configuration of 
the implemented models. 

The dataset used in this study is the Amazon Product 
Review Dataset, containing 26.7 million reviews across six 
categories. Each review 𝑥𝑖 is labeled as spam ( 𝑦𝑖 = 1) or non-
spam ( 𝑦𝑖 = 0 ). The raw text reviews are preprocessed to 
convert them into numerical representations. Two 
preprocessing strategies were compared: minimal and 
extensive preprocessing. Minimal preprocessing retained most 

of the text structure, while extensive preprocessing involved 
steps like lowercasing, stop word removal, punctuation 
removal, and lemmatization. 

TABLE II. AMAZON PRODUCT REVIEW DATASET 

Category Total Reviews 
Total 

Reviewers 
Total Products 

Cell Phones and 
Accessories 

3,446,396 2,260,636 319,652 

Clothing, 

Shoes, and 

Jewellery 

5,748,260 3,116,944 1,135,948 

Electronics 7,820,765 4,200,520 475,910 

Home and 
Kitchen 

4,252,723 2,511,106 410,221 

Sports and 

Outdoor 
3,267,538 1,989,985 478,846 

Toys and 
Games 

2,251,775 1,342,419 327,653 

Total 26,787,457 15,421,610 3,148,230 

The input dataset can be represented as: 

𝐷 = {(𝑥𝑖 , 𝑦𝑖)| 𝑥𝑖 ∈ 𝑅𝑑 ,  𝑦𝑖 ∈ {0,1}, 𝑖 = 1,2, . . , 𝑛} (1) 

Where 𝑑 is the sequence length, and 𝑛 is the total number of 
reviews. Each review 𝑥𝑖 is tokenized and padded to ensure 
uniform length. The tokens are then passed through an 
embedding layer, which maps them into dense vector 
representations: 

𝑒𝑖 = 𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔(𝑥𝑖), 𝑒𝑖 ∈ 𝑅𝑑×𝑛  (2) 

Where, the parameter 𝑚 is the embedding dimension, and 
𝑑=200 is the maximum sequence length. 

The CNN layer is applied to extract local patterns and n-
grams from the embedding vectors. The convolution operation 
is defined as: 
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𝑐𝑖,𝑗 = 𝑅𝑒𝐿𝑈(𝑊𝐶𝑂𝑁𝑉 × 𝑒𝑖,𝑗 + 𝑏𝐶𝑜𝑛𝑣) (3) 

Where, the parameter 𝑊conv and 𝑏conv are the 
convolutional filter weights and biases. In addition, the operator 
(×) represents the convolution operation. ReLU introduces non-
linearity. The result, 𝑐𝑖 is a feature map containing extracted 
local patterns. To capture long-term dependencies in the text, 
the feature map 𝑐𝑖 is fed into an LSTM or GRU layer. 

ℎ𝑡 = 𝐿𝑆𝑇𝑀(𝐶𝑡 , ℎ𝑡−1, 𝐶𝑡−1)  (4) 

And for GRU 

ℎ𝑡 = 𝐺𝑅𝑈(𝐶𝑡 , ℎ𝑡−1)   (5) 

Here, the ℎ𝑡 parameter represents the hidden state at time 𝑡, 
which encodes sequential dependencies. The final hidden state 
ℎ from the recurrent layer is passed through a fully connected 
layer to predict the probability of a review being spam: 

𝑝(𝑦𝑖 = 1 ∣ 𝑥𝑖) = 𝜎(𝑊𝑓𝑐 ⋅ ℎ𝑖 + 𝑏𝑓𝑐)  (6) 

Where, the parameter 𝜎 is the sigmoid activation function. 
Also, the parameter 𝑊fc and 𝑏fc are the weights and biases of 
the fully connected layer. The binary cross-entropy loss 
function is used to optimize the model: 

𝐿𝑜𝑠𝑠 = −
1

𝑛
∑ [𝑦𝑖 log(𝑝( 𝑦𝑖 = 1 ∣∣ 𝑥𝑖 )) + (1 −𝑛

𝑖=1

𝑦𝑖)𝑙𝑜𝑔𝑝( 1 − 𝑦𝑖 = 1 ∣∣ 𝑥𝑖 )]  (7) 

G. Evaluation Metrics 

In our study, four evaluation metrics have been used to 
evaluate the models. These evaluation metrics depend on, True 
Positive (TP), True Negative (TN), False Positive (FP), and 
False Negative (FN), defined as follows: TP is the number of 
correctly identified spam. TN is the number of reviews 
correctly identified as non-spam. FP is the number of non-spam 
reviews incorrectly identified as spam. FN is the number of 
spam reviews incorrectly identified as non-spam. All proposed 
models were evaluated using several key metrics, including 
Accuracy, Precision, Recall, and F1 score. Accuracy provides 
an overall measure of the model's performance in both positive 
and negative Sokolova and Lapalme [35]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝐴𝐶𝐶) = (𝑇𝑃 + 𝑇𝑁)/(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑁 + 𝐹𝑃)(8) 

Precision is the evaluated proportion of correctly predicted 
as positive and shows model capability to avoid FP J. Davis and 
Goadrich [36], T. Saito and Rehmsmeier [37]. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑃𝑅) = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑃)  (9) 

Recall or, in other words, sensitivity, is the ratio of correctly 
predicted positives to all the actual positives J. Davis and 
Goadrich [36], T. Saito and Rehmsmeier [37]. 

𝑅𝑒𝑐𝑎𝑙𝑙(𝑅𝐸) = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑁)   (10) 

F1 Score is the harmonic mean of precision and Recall; it 
balances the two and is widely used in scenarios where 
precision and Recall are important. 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 × (𝑃𝑅 × 𝑅𝐸)/( 𝑃𝑅 + 𝑅𝐸) (11) 

These metrics are crucial to understanding the model's 
behavior across different situations. Therefore, they will all be 

used in the next section to benchmark different Hybrid DL 
models. 

IV. RESULTS 

In this section, results of the DL models with and without 
the text preprocessing step are discussed.  The comparison is 
based on the four metrics mentioned earlier, accuracy, 
precision, recall and F1 score. Then, the section will present a 
discussion of the result. 

A. Results Analysis 

The performance of hybrid DL models will be evaluated 
with and without some text preprocessing steps which are 
lowercasing, Stop Words removal, punctuation removal, and 
lemmatization. Also, two vocabulary sizes 10,000 and 200,000 
max words will be used. “Table IV” shows all the results. Also, 
“Fig. 2.” shows the models comparisons. 

TABLE III. MODELS CONFIGURATIONS 

Hyperparameters CNN-LSTM CNN-RNN CNN-GRU 

Batch size 128 128 128 

Dropout 
0.5 in each 

layer 

0.5 in each 

layer 

0.5 in each 

layer 

Nodes 
128 in LSTM 
layer 

128 in RNN 
layer 

128 in GRU 
layer 

Training split 0.6 0.6 0.6 

Testing split 0.2 0.2 0.2 

Validation split 0.2  0.2 0.2 

Epoch 10 10 10 

Optimizer Adam Adam Adam 

Loss function 
Binary cross-

entropy 

Binary cross-

entropy 

Binary cross-

entropy 

Vector size 128 128 128 

Regarding the models trained with all the preprocessing 
steps, the CNN-LSTM achieved the highest performance with 
an accuracy of 88.88%, a precision of 88.39%, a recall of 
89.52%, and an F1Score of 88.95%. The CNN-GRU model has 
a nearby result with an accuracy of 89%, a precision of 88.39%, 
a recall of 89.12%, and an F1Score of 88.75%. The CNN-RNN 
has the lowest performance with an accuracy of 86.64%, a 
precision of 87.07%, a recall of 86.05%, and an F1Score of 
86.56%. All these results show that using a max word of 
200,000 gives a better result than 10,000. When the models 
were trained by eliminating some preprocessing steps which are 
lowercasing, Stop Words removal, punctuation removal, and 

lemmatization, the CNN-LSTM also gave the best performance 
with an accuracy of 92%, a precision of 92.22%, a recall of 
91.73%, and an F1Score of 91.98%. The CNN-GRU similarly 
performed well, accuracy of 92.08%, a precision of 92.22%, a 
recall of 91.19%, and an F1-score of 92.07%. While the CNN-
RNN has the worst performance with an accuracy of 87.93%, a 
precision of 88.43%, a recall of 87.28%, and an F1Score of 
87.85%. 

The results showed that CNN-LSTM and CNN-GRU 
architectures give better performance without applying 
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extensive preprocessing steps. Among all the models, CNN-
LSTM with 200,000 max words has the best overall 
performance compared to all the other architectures. This 
shows that the combination of CNN and LSTM layers with a 
large vocabulary is very effective in detecting spam reviews, 
while keeping the original text. This explains the ability of 
CNN-LSTM to capture both local patterns and long-term 
dependencies, which gives importance to understanding 
relationships across multiple words in a text. This result is 
aligned with recent studies on text classification using CNN-
LSTM architecture Bhuvaneshwari et al. [5] Sagnika et al. [38]. 

Etaiwi and Naymat [19] showed that using many 
preprocessing steps affects the overall performance of spam 
review classification when using ML models. As in this study, 
the result of applying many preprocessing steps on hybrid DL 
models will affect the performance. When comparing the 
models based on the vocabulary size, 200,000 max words 
consistently performed better.  This indicates giving the hybrid 
DL models a larger vocabulary helps capture more complicated 
relationships between words, which leads to better 
performance. Although the study showed a promising result, 
some limitations were faced. One major constraint was the use 
of Google Colab Pro. It is a paid service that allows you to use 
high computational resources, such as A100 GPUs and a high 
mount of RAM, with a certain number of compute units. This 
restricted the ability to empiric many models and try different 
hyperparameters. For that reason, it is recommended that future 
studies explore additional hyperparameter tuning to further 
improve model performance, as well as experimenting with 
pre-trained models like BERT to improve the ability to capture 
both local and contextual word representation. It can also help 
in transferring knowledge from one domain to another. 

 

 

 

 

Fig. 2. Models comparisons. 

TABLE IV. MODELS RESULTS 

Model 
Preprocess

ing 

Max 

Word

s 

Accura
cy 

Precisi
on 

F1 
Recal

l 

CNN+LS
TM 

Few 
10,00
0 

92.13
% 

92.77
% 

92.07
% 

91.38
% 

CNN+RN

N 
Few 

10,00

0 

88.44

% 

87.45

% 

88.59

% 

89.76

% 

CNN+GR

U 
Few 

10,00

0 

91.75

% 

92.56

% 

91.67

% 

90.80

% 

CNN+GR
U 

Few 
200,0
00 

92.08
% 

92.22
% 

92.07
% 

91.19
% 

CNN+LS

TM 
Few 

200,0

00 
92% 

92.22

% 

91.98

% 

91.73

% 

CNN+RN
N 

Few 
200,0
00 

87.93
% 

88.43
% 

87.85
% 

87.28 

CNN+GR

U 
Extensive 

10,00

0 

88.67

% 

89.63

% 

88.53

% 

87.46

% 

CNN+LS

TM 
Extensive 

10,00

0 

88.72

% 

88.84

% 

88.76

% 

89.07

% 

CNN+RN
N 

Extensive 
10,00
0 

86.36
% 

86.73
% 

86.29
% 

85.85
% 

CNN+GR

U 
Extensive 

200,0

00 
89% 

88.39

% 

88.75

% 

89.12

% 

CNN+LS
TM 

Extensive 
200,0
00 

88.88
% 

88.39
% 

88.95
% 

89.52
% 

CNN+RN

N 
Extensive 

200,0

00 

86.64

% 

87.07

% 

86.56

% 

86.05

% 

V. DISCUSSIONS 

The experimental results revealed that hybrid deep learning 
models are effective in spam review detection, specifically for 
CNN-LSTM and CNN-GRU architectures. A simple CNN-
LSTM model with very little preprocessing, and vocabulary of 
200,000 outperformed others on a consistent basis. This shows 
that the model is capable of capturing rival patterns locally and 
the long-term dependence as observed by Bhuvaneshwari et al. 
Sequential models like LSTM: LSTMs have proven to be the 
backbone of text classification in various tasks Bhuvaneshwari 
et al. [5]. CNN-GRU model also provided competitive 
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performance, which further confirms that the combined 
structures are proven efficient in these applications. 

Our hybrid deep learning models have performed 
significantly higher than the traditional machine learning 
approaches (Support Vector Machines (SVM) and Naive Bayes 
(NB)). Studies, for example Etaiwi and Naymat [19], 
highlighted SVM performance with smaller datasets like 
DOSC, achieving high accuracies (even up to 85.5%). On the 
much larger dataset of the Amazon Product Review, our CNN-
LSTM model reached 92% accuracy, while ML models 
underperformed dramatically. This large increase demonstrates 
that the merits of deep learning to effectively learn complex 
patterns in large-scale data. 

 

 

 

Fig. 3. Models Comparisons in terms of heatmap by different parameter 

sizes. 

Fig. 3 represented the heatmaps for the performance of 
different models (CNN+LSTM, CNN+GRU, CNN+RNN) 
across key metrics: Accuracy, Precision, F1, and Recall. The 
heatmaps provide a clear comparison for the proposed hybrid 
system based on preprocessing type and vocabulary size, 
highlighting the effectiveness of minimal preprocessing and 
large vocabulary sizes. 

Also, it is in accordance with the results of Ghourabi et al. 
[14] CNN text classification which has shown that CNN-LSTM 
hybrid could successfully learn n-gram features as well as long-
term dependencies. However, they performed their study from 
a smaller dataset with a restricted size of vocabulary. This study 
used larger vocabularies than used in the previous study to train 
the models, and our results appear to expand on these findings, 
suggesting that larger vocabularies produce even better models, 
at least on some data sets, this further boost in size compares to 
a level of detail in relationships examinable within the text. 

Fig. 4 bar chart highlights that CNN+LSTM with minimal 
preprocessing and a large vocabulary size (200k) achieves the 
highest accuracy, followed closely by CNN+GRU under 
similar conditions. Models with extensive preprocessing 
generally show lower accuracy. An interesting takeaway is the 
effect of preprocessing on model performance. As also 
mentioned by HaCohen-Kerner et al. [29] among others, 
aggressive preprocessing like lemmatization and stop word 
removal limited the models' ability to pick up any useful 
signals. On the other hand, less preprocessing helps the models 
keep the richness of the original text, which performed better. 
This is an important finding because it counters the widespread 
assumption that more preprocessing is always a good thing for 
model performance. 

 

Fig. 4. A bar chart comparing the accuracy of different models and 

preprocessing configurations. 
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CNN-LSTM model has shown the best performance with 
less preprocessing steps and using large vocabulary size thus 
providing a very practical way for spam review detection. The 
benefit of preserving its original text is that this model can 
utilize its full potential to find hard to detect spam. This method 
is especially beneficial when the datasets are large, and context 
retention is essential for efficient classification. Moreover, this 
study shows that the proposed model is deployable efficiently 
under limited resources on cloud platforms such as Google 
Colab Pro. 

Despite these optimistic results, there were several 
limitations to the study. However, the need for labeled datasets 
presents a critical issue because manual labeling is often a 
laborious, inconsistent process. Semi-supervised or Active 
Learning based techniques may also be a direction for future 
research to automate the labeling process as well as further 
explore the state-of-the-art discussed in the previous section for 
a better initial core for semi-supervised learning. For even 
better performance, pretrained models like BERT can be 
utilized, as they are able to learn much more complex 
relationships, as shown recently in the field of NLP. 

Therefore, this study offers a solid foundation for hybrid 
deep learning models to detect spam reviews. The solution 
proposed not just increases detection accuracy but also provides 
a scalable approach with the use of dataset used in e-commerce 
enabling a better legitimate and deterring e-commerce 
platforms. 

VI. CONCLUSION AND FUTURE WORK 

This research has underlined the importance of combining 
many deep learning architectures to achieve optimal results in 
detecting spam reviews. It showed the capabilities of CNN and 
the sequential learning strength of LSTM and GRU. This 
contribution will help e-commerce platforms to build consumer 
trust by detecting spam reviews effectively. Another superior 
contribution of this paper is the impact of preprocessing steps 
on hybrid DL models’ performance. Interestingly, when 
eliminating some of preprocessing steps the models performed 
better than those trained with all preprocessing steps. The 
combination of large datasets with hybrid DL models showed 
promising results in spam detection. However, the study 
identified a key limitation, the need for new labeled datasets for 
online spam reviews. As spamming techniques evolve, 
addressing this limitation in future work will encourage 
researchers to keep datasets updated for recent spam 
behaviors. Also, exploring recent ML techniques to automate 
the task of labeling the datasets is important. Methods such as 
semi-supervised learning or active learning could be 
implemented to get accurate datasets, reducing the dependence 
on manually labeled datasets. Furthermore, empiric 
hyperparameters and optimizers may further improve the 
performance of the models. Finally, the findings of this study 
indicate that the CNN-LSTM model using 200,000 max words 
outperformed other Hybrid DL models with an accuracy of 
92%, a precision of 92.22%, a recall of 91.73%, and an F1Score 
of 91.98%. 
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Abstract—In the context of the rapid development of e-

commerce and the increasing demands for logistics services, 

particularly in the face of challenges posed by public health 

emergencies, this paper explores how to integrate supply chain 

resources and optimize delivery processes. It provides an in-

depth analysis of the characteristics of the Fourth Party Logistics 

Routing Optimization Problem (4PLROP) in complex 

environments, specifically focusing on the impacts of infection 

risk and delay risk, and proposes a new risk measurement tool. 

By constructing a mathematical model aimed at minimizing 

Conditional Value-at-Risk (CVaR) and improved Q-learning 

algorithm, the study addresses the 4PLROP while considering 

cost and risk constraints. This approach enhances the efficiency 

and service quality of the logistics industry, offers effective 

strategies for 4PL companies in the face of uncertainty, and 

provides customers with safer and more reliable logistics 

solutions, contributing to sustainable development. 

Keywords—Logistics services; public health emergencies; 

logistics routing optimization; improved Q-learning algorithm; 

CVaR; infection risk 

I. INTRODUCTION 

As the limitations of Third Party Logistics (3PL) 
capabilities become increasingly apparent, the traditional route 
planning problem is transitioning into the more complex 
Fourth Party Logistics Routing Optimization Problem 
(4PLROP). 4PL, known as the integrator of supply chains, 
consolidates its own resources, capabilities, and technologies, 
as well as those of other 3PL providers, to offer comprehensive 
supply chain solutions to clients. The concept of 4PL has 
garnered widespread attention from both the industry and 
academia since its inception. Presently, 4PL enterprises or 
platforms such as UPS, Cainiao, and Ningbo Fourth Party 
Logistics Market have established long-term cooperative 
relationships with manufacturing enterprises like Haier, 
providing them with specialized logistics and transportation 
services. In the academic sphere, numerous scholars have 
conducted research on various aspects of 4PL, including route 
optimization [1], network design [2], risk management [3], 
combinatorial auctions [4]-[5], supply chain integration [6], 
and information technology application [7]. Route optimization 
in 4PL, as one of the core issues at the tactical layer of 4PL 
operation and management, has been receiving considerable 
scholarly attention in recent years. It integrates 3PL and route 
selection decisions to enhance the efficiency of logistics 
transportation [8]. 

In the advent of public health emergencies, the logistics 
industry has played a pivotal role in ensuring resource supply, 
yet such occurrences also introduce new challenges and risks to 

route planning. During the 2020 pandemic, international and 
Hong Kong, Macau, and Taiwan air passenger volumes 
plummeted by over 15%, particularly in key logistics hubs like 
Wuhan, where containment measures significantly impacted 
logistics routes. To circumvent high-risk pandemic areas, 
logistics enterprises were compelled to rechart transportation 
routes, which not only heightened the complexity of route 
planning but also augmented the time required. These shifts 
demand that logistics enterprises factor in the risks posed by 
pandemics during the planning process. 4PL must consider the 
risks brought about by pandemics and other public health 
emergencies, employing agile supply chain management and 
efficient resource allocation to mitigate the impact of these 
risks on the logistics network. In 4PL, such risk management is 
especially crucial. As the coordinator and integrator within the 
supply chain, 4PL is tasked with managing the demands and 
risks of multiple clients while ensuring service quality. 

This article delves into the 4PLROP, which takes into 
account the risks of infection and delays, against the backdrop 
of the pandemic. Cities are categorized based on risk levels, 
and the infection risks of various cities are assessed using 
quantitative methods. Leveraging the extensive application of 
Conditional Value-at-Risk (CVaR) in the optimization domain, 
a mathematical model is established with the objective of 
minimizing CVaR, and constraints are set for delivery costs 
and infection risks. An improved Q-learning algorithm is 
employed to solve this model, aiming to identify the route that 
satisfies the conditions of the lowest CVaR for both infection 
risks and delivery costs. In this manner, 4PL can better adapt to 
the ever-changing market environment, ensuring the stability 
and efficiency of the supply chain. 

The principal contributions of this article are as follows: 

 In the context of public health emergencies, a novel 
4PL route optimization problem that concurrently 
considers the risks of infection and delays has been 
investigated;  

 The CVaR metric is employed to characterize risks, and 
a nonlinear programming model is established with 
constraints on delivery costs and infection risks, aiming 
to minimize the risk as the objective;  

 An improved Q-learning algorithm is proposed to solve 
the model presented. Through this approach, 4PL can 
better adapt to the ever-changing market environment, 
ensuring the stability and efficiency of the supply chain. 

The remainder of this article is structured as follows: 
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The remainder of this article is structured as follows: 
Section Ⅱ provides a review of literature pertaining to 4PL 
route-related studies. Section Ⅲ delineates the problem and 
elucidates the model and notation employed. Section Ⅳ 
applies the Q-learning algorithm to the 4PL route optimization 
problem, where the optimal path planning is achieved through 
the establishment of action-state pairs, construction of a reward 
function, enhancement of exploration strategies, and model 
training. Section Ⅴ validates the efficacy of the improved Q-
learning algorithm in the context of 4PL route optimization 
through experimental analysis, demonstrating the algorithm's 
high solution speed and stability across various scales of test 
cases, and its ability to provide customers with delivery routes 
that minimize risk at a specific confidence level. Section Ⅵ 
presents our conclusions and prospective directions for future 
research. 

II. LITERATURE REVIEW 

In the context of public health emergencies, a plethora of 
theoretical foundations and practical case studies has been 
provided by existing research to address the 4PLROP. Within 
this section, an exhaustive review of the pertinent literature on 
4PLROP has been conducted. The existing research delineates 
the complexities and challenges posed by the emergence of 
public health crises on 4PLROP, highlighting the need for 
innovative approaches to mitigate the associated risks and 
delays. 

In the field of 4PLROP, a relatively early study dates back 
to 1998. The concept of 4PL was initially introduced by 
Andersen Consulting [9]. Since then, based on this concept, a 
plethora of research on 4PLROP has been conducted: Huang et 
al. [10] conducted research on the 4PLROP with uncertain 
delivery time in emergencies. Huang et al. [11] proposed an 
improved genetic algorithm based on simple graphs and the 
Dijkstra algorithm to preclude the emergence of infeasible 
solutions in 4PLROP. Ren et al. [12] designed a genetic 
algorithm embedded with the Dijkstra algorithm to solve the 
4PLROP problem, thereby laying the foundation for the 
research on 4PLROP. The existing studies can generally be 
categorized into two types. The first type is the 4PL route 
planning problem in a deterministic environment, and the 
second type is the 4PLROP in an uncertain environment. 

In the realm of deterministic environment, an early scholar 
established a directed graph model to optimize the selection of 
routes, transportation modes, and third-party logistics providers 
[13]. Subsequently, a 4PL optimization model was constructed 
by another scholar to streamline the corresponding 4PLROP 
[14]. Thereafter, a 4PLROP approach based on the immune 
algorithm was proposed by some scholars, enhancing the 
algorithm's capability to address 4PLROP [15]. Building on 
this foundation, a mathematical model for point-to-point multi-
task 4PLROP without edge repetition was established by other 
scholars, considering the cost and time attributes of each node 
and edge, and an ant colony optimization algorithm was 
designed to solve the path optimization problem [16]. Recently, 
Zhou et al. [17] addressed the 4PLROP problem considering 
cost discounts by minimizing operational costs, taking into 
account customer delivery deadlines and transportation 
capacity constraints. Cai et al. [15] minimized the linear 

combination of transportation and time costs by considering 
certain customer preference factors. 

In the realm of uncertainty, Huang et al. [18] proposed an 
uncertain programming model for the 4PLROP in emergency 
situations. The effectiveness of this model was verified through 
comparison with the stochastic programming model and 
numerical experiments. Huang et al. [19] transformed the 
uncertainty theory into a deterministic model and designed an 
improved genetic algorithm for solving to address the 4PLROP 
in an uncertain environment. Lu et al. [20] solved the uncertain 
delivery time control model of 4PLROP through the genetic 
algorithm. Lu et al. [21] dealt with the 4PLROP problem under 
the conditions of uncertainty in 3PL transportation time, 
transportation cost, node transfer time and transfer cost, and 
designed a solution model using the grey wolf optimization 
algorithm improved by the ant colony system. Lu et al. [22] 
considered the uncertainties in transportation time and cost 
caused by seasonal and human factors, constructed a multi- 
objective chance-constrained programming model aiming to 
minimize transportation time and cost, and proposed a hybrid 
beetle swarm optimization algorithm combined with the 
Dijkstra algorithm to solve the problem. Ren et al. [23] 
established a 4PLROP chance model with time windows and 
random transportation time under the constraint of total 
transportation cost, aiming to maximize the chance that the 
total transportation time meets the time windows. And the ant 
colony algorithm was used to solve the deterministic model. 
Gao et al. [24] applied the uncertain stochastic programming 
model to solve the 4PLROP with random demand and 
uncertain transportation and transshipment times, aiming to 
minimize the total transportation cost under various constraints.  
Recently, Ren et al. [25] aimed to examine the impact of 
decision-makers' risk preferences on the 4PLROP, contributing 
to the analysis of logistics behavior and route integration 
optimization in uncertain environments. 

In addition to the aforementioned studies, recent years have 
witnessed a growing focus on the risk factors in 4PLROP. 
Deng et al. [26] utilized the ant-colony algorithm to address the 
mathematical model of 4PLROP, where the Value at Risk 
(VaR) was employed to represent the delay risk in an uncertain 
environment. Bo et al. [27] carried out research on the 
4PLROP with tardiness risk by introducing VaR to measure the 
time-related risk. Wang et al. [28] established a mathematical 
model considering customers' risk-averse behavior and studied 
the 4PLROP in the context of customers' risk-avoidance 
behavior. Recently, Liu et al. [29] introduced the risk value 
VaR to measure the risk of delays, which has been a significant 
advancement in the risk assessment of 4PLROP. 

The probability that the delay quantity is less than a certain 
value, as denoted by VaR, is required to be greater than or 
equal to the confidence level prescribed by the client. However, 
it merely takes into account the likelihood of the occurrence of 
delay risks, without considering the mean of such risks when 
they materialize under extreme conditions. The conditional 
mean of delay risks exceeding VaR can be determined by the 
CVaR model. By integrating the risk level of the distribution 
plan and the anticipated delay risks, rational decisions 
concerning distribution services can be formulated. 
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In summary, while the existing literature encompasses a 
multitude of aspects of 4PLROP, there is still a deficiency in 
addressing the infection risks and delays associated with public 
health emergencies. This article provides a novel perspective 
and practical methodologies for this field of research by 
constructing corresponding mathematical models based on 
CVaR and employing an improved Q-learning algorithm. The 
aim is to assist 4PL systems in better adapting to the ever-
changing market environment, ensuring the stability and 
efficiency of the supply chain. 

III. PROBLEM DESCRIPTION AND MODEL ASSUMPTIONS 

A. The Path Optimization Problem in the Context of the 

Pandemic 

In environments where logistics warehouses and transfer 
node cities are densely populated with personnel and abundant 
goods, the potential risk of virus transmission during the 
pandemic cannot be overlooked. Especially in the context of 
ongoing pandemic prevention and control, 4PL service 
providers must ensure that only goods, and not viruses, are 
transported by vehicles while maintaining smooth logistics 
operations. Consequently, stringent monitoring of infection 
risks in logistics transportation has become a crucial 
component of epidemic prevention efforts. 

During the special period of the pandemic, to avoid 
potential infections in high-risk areas, this paper has developed 
a specific planning strategy for delivery routes, incorporating 
infection risk constraints. This issue can be specifically 
described as follows: as graphical illustration of the process in 
Fig. 1, a multi-layer graph "G=(V,E)" is used to represent the 
4PLROP, where "|V|=n" is the set of node cities and E is the 
set of edges. The node city s represents the supply city, node 
city t represents the destination city, and other node cities 
representing transfer node cities. The number of node cities 
"|V|=n" indicates the total number of node cities, each of which 
has attributes such as time, cost, carrying capacity, and 
reputation. Since there may be multiple 3PL suppliers offering 
services between any two node cities, there are multiple edges 
between any two node cities in the graph (each edge represents 
a different 3PL, identified by a unique number). Consequently, 
each edge has different attributes related to time, cost, capacity, 
and reputation, meaning that each 3PL has its corresponding 
properties. Therefore, when selecting transfer node cities and 
3PL suppliers, it is necessary to comprehensively weigh 
various factors to ensure that the chosen path is not only cost-
effective and time-efficient but also minimizes infection risks 
to the greatest extent possible. 

The goal is to provide customers with a delivery plan that 
meets cost budget and infection risk control requirements while 
minimizing CVaR, ensuring that goods are delivered safely and 
on time. Therefore, the following assumptions are proposed to 
address the aforementioned research issues: 

 (1): It is assumed that infection risks only exist at node 
cities where 3PL suppliers are changed and where 
handling and unloading occur, while the transportation 
between node cities is considered risk-free. 

 (2): It is assumed that the level of infection risk is 
directly related to the cumulative number of locally 
confirmed cases in the city over the past 14 days, and 
that high-risk node cities are strictly avoided. The 
specific risk assessment method will be detailed in 
Section Ⅲ (C). 

 
Fig. 1. 7-node problem description. 

B. Parameters and Variables 

By defining the following parameters and variables to 
establish a mathematical model, as shown in Table Ⅰ. 

TABLE I. DEFINITIONS OF PARAMETERS AND VARIABLES 

Symbol Definition description 

rij 
The number of 3PL providers that can offer delivery services 

between the node city i and node city j (namely, the number of 

edges between the two node cities). 

Cijk The transportation cost required by the k-th 3PL provider for 
delivery services between the node city i and node city j. 

Tijk The random transportation time required by the k-th 3PL 

provider for services between the node city i and node city j. 

Cj
' The transshipment cost required when passing through node city 

j. 

Tj
' The random transshipment time required when passing through 

node city j. 

R 
The set of node cities and edges contained in the path is, 

namely, R={vs,⋯,vi,k,vj,⋯,vt}. As shown in Fig. 1, the red path 

can be represented by R={vs,2,v2,1,v3,2,vt}. 

xijk(R) 
Decision variable. When the 3PL provider represented by the k-

th edge between city i and node city j provides the distribution 
task, it takes 1; otherwise, it takes 0. As shown in (1). 

yj(R) 
Decision variable. If the city represented by node city j provides 

the transshipment task, it takes the value of 1; otherwise, it takes 
0. As shown in (2). 

Xj The cumulative number of local confirmed cases within 14 days 

in node city j. 

f The unit person-time infection risk of the cumulative number of 
local confirmed cases within 14 days. 

F0 The maximum acceptable infection risk for customers. 

xijk = {
1,  The k-th edge between i and j 

belong to path R
0,  else                                              

       (1) 

 

yj(R) = {
1,  node city j belong to path R
0,  else                                              
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C. Quantification of the Infection Risk 

This paper studies the 4PLROP during the early stages of 
the pandemic. Therefore, it draws on the classification of cities 
into low, medium, and high-risk areas established in the early 
phase of the pandemic to assign infection risk values to the 
node cities, as shown in Table Ⅱ. 

TABLE II. RISK CLASSIFICATION CRITERIA 

Risk 
rating 

Classification criterion Response policies 

Low-risk 
area 

Within 14 days, without 
any new or existing 
confirmed cases. 

Strengthen external prevention 
and control, fully restart 
production and daily life, and lift 
road traffic restrictions 

Medium-
risk area 

Within 14 days, if the 
number of new confirmed 
cases is ≤ 50 or there are 
no cluster outbreaks, even 
if the cumulative 
confirmed cases exceed 
50. 

Implement a dual prevention and 
control strategy, steadily and 
orderly restore the normal state of 
production and daily life 

High-risk 
area 

Cumulative cases exceed 
50, and there have been 
cluster outbreaks in the 
past 14 days. 

Implement strict management 
with dual-direction prevention and 
control, ensuring that the 
pandemic does not spread or 
overflow 

According to the defined standards, when assessing the 
COVID-19 infection risk in a certain area, the number of 
locally confirmed cases over a continuous fourteen-day period 
is considered. If an area has no locally confirmed cases or has 
no new cases for fourteen consecutive days, it is regarded as 
low-risk. If there are new cases within fourteen days but the 
cumulative confirmed cases do not exceed 50, it is classified as 
a medium-risk area. When the cumulative confirmed cases 
exceed 50, the area is considered high-risk. Given that the 
incubation period of the COVID-19 virus is fourteen days and 
that travel codes also reference the travel history within the last 
fourteen days, this paper uses the number of locally confirmed 
cases in a node city over the past fourteen days as the basis. 
The infection risk f is quantified in terms of the number of 
confirmed cases per person. For example, if the cumulative 
confirmed cases in a node city within fourteen days amount to 
25, then the infection risk is 25f. Moreover, infection risk 
occurs only during the transfer at the node city. 

D. Mathematical Model 

Under the confidence level β, when minimizing CVaR, 
calculate the distribution path with the minimum average 
overdue risk. Add the infection risk constraint and establish the 
following mathematical model: 

𝑚𝑖𝑛(∑ ∑ ∑ 𝜇ij𝑘𝑥ij𝑘(𝑅)
𝑟ij

𝑘
𝑛
j=1

𝑛
i=1 + ∑ 𝜇j𝑦j − 𝑇0

𝑛
j=1 )+𝑐1(𝛽)

×√∑ ∑ ∑ δijk
2 xijk

2 (R)+ ∑ δj
2yj

2(R)n
j=1

rij

k
n
j=1

n
i=1    (3) 

s.t.            ∑ 𝑋j𝑓𝑦j ≤ 𝐹0 n
j=1                            (4) 

∑ ∑ ∑ Cijkxijk(R)+ ∑ Cj
'yj(R)n

j=1
rij

k=1
n
j=1

n
i=1 ≤C0            (5) 

∆T= ∑ ∑ ∑ Tijkxijk(R)+ ∑ Tj
'yj(R)n

j=1
rij

k=1
n
j=1

n
i=1 -T0   (6) 

R={vs,⋯,vi,k,vj,⋯,vk}∈G                          (7) 

xijk(R),yj(R)∈{0,1}                             (8) 

Xj<50                                             (9) 

Among them, Constraints (4) the capacity limit for the 
infection risk, F0  denotes the maximum acceptable infection 
risk given by the customer. Constraints (5) the capacity limit 
for the delivery cost, where C0  is the maximum cost acceptable 
to the customer. Constraints (6) is the expression of the 
overdue quantity ΔT, which is a random variable. Constraints 
(7) reflects the path to ensure that the path is a legal connected 
path from the initial node city to the destination city. 
Constraints (8) manifests xijk(R) and yj(R)  are decision 

variables. Constraints (9) conveys that the transportation path 
cannot pass through high-risk areas. 

IV. ALGORITHM DESIGN 

When the improved Q-learning algorithm is employed to 
address the 4PLROP, the primary procedures encompass the 
initialization of parameters, the establishment of action-state 
settings, the construction of the reward function, the 
formulation of exploration strategies and the training of the 
model. 

A. Action-state Setting 

This paper combines improved Q-learning with the 
4PLROP, viewing the choice of actions as related to the 
selection of 3PL suppliers and treating node cities as different 
states. Let s represent the current state (the current node city). 
The corresponding 3PL suppliers for this node city can be 
represented by the action space 
A={a1,a2,⋯,ak,⋯,aK},k=1,2, ⋯, K . Each action-state pair 
corresponds to a Q-value. 

Taking the 7-node for example, refer to Fig. 1 for the 
illustration, the initial node city can be regarded as the initial 
node city s. The node cities connected to the initial node city 
are node city 1 and node city 2. There are three selectable 3PL 
suppliers corresponding to the route from the initial node city 
to node city 1, labeled as 1, 2, and 3, which can be designated 
as actions   and  . Similarly, there are four selectable 
3PL suppliers for the route from the initial node city to node 
city 2, labeled as 1, 2, 3, and 4, which can be designated as 
actions . Thus, there are 7 actions available at the 
initial node city. When choosing actions  and  at the 
initial node city, the next state transitions to node city 1. 
Likewise, when choosing actions   at the initial 
node city, the next state transitions to node city 2. The action 
sets for the other node cities can be defined in a similar manner. 
Using the 7-node as an example, the selected actions and their 
corresponding next states are shown in Table Ⅲ. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

362 | P a g e  

www.ijacsa.thesai.org 

TABLE III. 7-NODE PROBLEM ACTIONS AND CORRESPONDING NEXT 

STATES SETTINGS 

The selected actions Corresponding to the next state 

A={a1,a2,a3} Transfer node city 1 

A={a4,a5,a9} Transfer node city 2 

A={a10,a11,a14,a15,a16} Transfer node city 3 

A={a12,a13,a21,a22,a23} Transfer node city 4 

A={a17,a18,a19,a20,a24,a25} Transfer node city 5 

A={a26,a27,a33} Demand node city t 

B. The Construction of the Reward Function 

Since the Q-learning algorithm is based on the Markov 
Decision Process (MDP) model, a discrete reward and 
punishment function is adopted for computational convenience 
[30]. Given that transportation tasks cannot pass through high-
risk areas, the number of infections at the transfer node cities 
along the path must not exceed 50. Therefore, when the 
number of infections in a certain city j is less than or equal to 
50, the reward is 1. Conversely, when the number of infections 
in city j exceeds 50, the reward is -100, as depicted in Eq. (10). 

𝑟0(s,a) = {
1               𝑖𝑓      Xj ≤ 50

−100       𝑖𝑓      Xj > 50


When there is a connection between node city i and node 
city j and j is not the destination, the reward is 1. When there is 
no connection between node city i and node city j, the reward 
is -1. When there is a connection between node city i and node 
city j and j is the destination, the reward is 100, in (11) 
illustrates this concept. 

f(x) = {

1 , i, j are connectedj is not the end node city;

-1,               i, j are not connected ;                           

100, i, j are connected;j is not the end node city

(11) 

Considering the magnitude of rewards is related to the 
mean and variance within the objective function, and also 
needs to meet certain constraints, the reward function for this 
issue can therefore be rewritten as shown in study (12). The 
parameter ω1 is inversely proportional to the distribution cost 
corresponding to the selected 3PL supplier and transfer node 
city, that is, the smaller the distribution cost, the greater the 
reward value obtained, as illustrated in study (13). In a parallel 
manner, ω2 is inversely proportional to the mean value of the 
distribution time corresponding to the selected 3PL supplier 
and transfer node city. When the mean value of the random 
time is smaller, the greater the reward value obtained, as 
evidenced in study (14). The parameter ω3 is inversely related 
to the average distribution time associated with the selected 
3PL supplier and transfer node city, When the variance is 
smaller, the corresponding reward value is greater, where k1 
and k2 are the weighting coefficients of the reward function, as 
detailed in study (15). Additionally, ω4 is correlated with the 
infection count at the node city, as elucidated in study (16). 

r=ω1r(s,a)+ω2r(s,a)+ω3r(s,a)+ω4r0(s,a) (12) 

ω1=
k1

Cijk+Cj
                                        (13) 

ω2=
k2

μijk+μj
                                        (14) 

ω3=
1-k1-k2

δijk
2 +δj

2                                        (15) 

ω4=
1

Xj
                                           (16) 

C. The Exploration Strategy of Improved Q-learning 

Algorithm 

When the agent interacts with the environment to learn, it 
must choose known actions that maximize the reward while 
also ensuring that it can learn more experiences in an unknown 
environment, thereby laying the foundation for obtaining more 
cumulative rewards. Therefore, it is essential to establish an 
appropriate exploration strategy to achieve optimal training 
results. The traditional Q-learning algorithm typically employs 
the ε-greedy strategy as its exploration method. 

The mathematical description of the ε-greedy strategy is as 
follows: 

π(a,s)= {arg max Q(s,a)    1-ε
qrandom                          ε

                       (17) 

Eq. (17), it can be understood as randomly selecting the 
selectable actions in the current state with a certain probability 
ε, and choosing the action corresponding to the maximum Q 
value among the current actions with a probability of 1-ε. 

When using the Q-learning algorithm to address the 
4PLROP, the environment is relatively simple, and both states 
and actions are limited. Therefore, it is necessary to establish a 
corresponding reinforcement learning environment based on 
the characteristics of the problem. To better explore the 
environment, this paper adopts a random strategy more suitable 
for the problem to select actions. According to the reward 
matrix established by the reward function, it is observed that in 

the current state, when the reward value is -1, the two node 
cities are disconnected. Therefore, the exploration strategy is 
set to randomly select actions with reward values greater than 

-1 in the current state to reduce exploration time. 

D. Model Training 

By designing a Q-table to train the agent, each row in the 
Q-table represents all the states available to the agent, while 
each column represents the actions the agent can perform in the 
corresponding state. Each state in the multi-layer graph 
represents different node cities, and each action represents 
different 3PL suppliers in the multi-layer graph. Initially, all 
states in the Q-table are set to 0. The reward values obtained 
from executing different actions (selecting different suppliers) 
are then calculated based on the reward matrix established by 
the reward function, and the values of the elements in the Q-
table are updated using Eq. (18). Each iteration is considered a 
training session for the agent. During each training session, the 
agent attempts to move from the initial node city to the 
destination node city, updating the elements in the Q-table after 
executing each action. 
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Q*(s,a)←Q(s,a)+q⌊R(s,a,s)+γ∙maxQ(s,a)-Q(s,a)⌋  

E. The Flow Chart of Q-learning Algorithm 

When using the improved Q-learning algorithm to solve the 
4PLROP, firstly, based on the existing data, the elements in the 
matrix are initialized by using the reward function. Since there 
are multiple different 3PL suppliers between two node cities, 
that is, one state corresponds to multiple ones. Therefore, it is 
necessary to set the actions corresponding to each state, and 
then train and update the matrix Q through the setting of the 
matrix R  and related parameters. Finally, the optimal path 
planning can be obtained based on the Q-table. The flowchart 
of the 4PLROP using the improved Q-learning algorithm is 
shown in Fig. 2. The specific steps are as follows: 

Step 1: Load the known data information in MATLAB. 

Step 2: Initialize the parameters γ、α and the Q-table, set 

the initial state and the final state, and at the same time, use the 
given data Eq. (12) to construct the reward matrix R. 

Step 3: Set the initial state as the initial node city. 

Step 4: Determine the action through the random selection 
strategy, that is, select a feasible 3PL supplier. 

Step 5: Perform the action α (namely, select a 3PL supplier 
of the current node city), and then transfer to the new state 

s'(node city). Update the Q-table based on the reward matrix R 
and preset parameters. 

Step 6: Determine whether s' is the final node city. If not, 
return to Step 4; if yes, proceed to Step 7. 

Step 7: Determine whether the set number of training times 
has been completed. If not, return to Step 3 to continue training; 
if yes, proceed to Step 8. 

Step 8: The training process is over and the final Q-table is 
output. 

Step 9: Combine the Q-table to determine and output the 
best logistics distribution plan. 

Start

Connect to the database, initialize the parameters, 
initialize the Q-table and generate the reward matrix

The initial state is the initial 
node.

The action a is selected 
randomly by the strategy.

Perform action a

State s transitions to the new state a

Update the table based on the reward 
matrix and related parameters

Is S the terminal node?

Generate the path based on the Q-table

End

Termination 
Condition

Yes

Yes

NO NO

 
Fig. 2. Flow chart of improved Q-learning algorithm. 

V. EXPERIMENTAL RESULTS AND ANALYSIS 

Referring to Fig. 3, it is the epidemic data chart for some 
periods in 2022. Fig. 4 illustrates the cumulative number of 
confirmed cases in some cities across the country within 14 
days. These are used as the data references for this section. The 
relevant data comes from the National Health Commission of 
China and the health commissions of various provinces and 
cities. 

This section first takes the 7-node as an example to analyze 
the influence of the training times episode, discount factor γ, 
and learning rate α in the Q-learning algorithm on the 
calculation results, and obtains a set of optimal parameter 
combinations. Then, it solves the mathematical model with the 
constraint conditions of the delivery cost and the infection risk 
and the objective function of minimizing CVaR. Finally, the 
best distribution path obtained from the corresponding example 
is visualized. The software used by the algorithm is MATLAB 
2023a, and the operating environment is Intel(R) Core(TM) i7-
2600 @3.40GHz. 

 
Fig. 3. Epidemic data chart for partial periods in 2022. 

 
Fig. 4. Cumulative number of confirmed cases within 14 days in some cities. 

A. Parameter Test 

The parameters within the improved Q-learning algorithm 
are rigorously tested through extensive experimental 
simulations. This is achieved by keeping all other parameters 
constant and observing the impact of variations in a single 
parameter on the solution outcomes. The efficacy is denoted by 
the optimality rate, which represents the probability of 
obtaining the best solution during the execution of the 
algorithm. 

Through repeated experiments on k1 and k2 in the reward 
function in different sized examples, when the values of k1 and 
k2 are the data in Table Ⅳ, the algorithm has the best solution 
effect. 
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TABLE IV. PARAMETER SETTINGS FOR DIFFERENT INSTANCES 

Number 
of node 

k1 k2 eposide CVaR Best path Time 

7 0.1 0.8 100 
27.789

2 

R={vs,2,v2,2,

v3,1,vt} 
0.9s 

15 0.1 0.2 200 
12.158

9 

R={vs,3,v3,2

,v6,3,v13,2,vt} 
1s 

Fig. 5-7 offer a graphical representation of the data, the 
parameter test process of the improved Q-learning algorithm 
for solving the 7-node example is presented when the 
confidence level is 0.9, the infection risk constraint is 8.5×10-5, 
and the cost constraint is 80. Wherein the " best rate" refers to 
the probability that the best solution is achieved during the 
algorithm's execution, with the total number of runs set to 
100.The test results show that the best parameters of the 
improved Q-learning algorithm are γ=0.8, α=0.9 and episode = 
100, respectively. 

 
Fig. 5. Parameters α performance analysis. 

 
Fig. 6. Parameters γ performance analysis. 

 

Fig. 7. Parameters episode performance analysis. 

B. Case Analysis 

To validate the effectiveness of the proposed model, we 
solved two instances of different scales, with 7-node and 15-
node, and obtained the corresponding minimum CVaR values 
and the best routes. The information related to the 7-node and 
edges is shown in Table Ⅴ and Table Ⅵ. Due to the large 
amount of information from the 3PL suppliers, only partial 
information is provided in Table Ⅵ. 

TABLE V. 7-NODE CALCULATION EXAMPLE RELATED INFORMATION 

Node Cost 
The mean of 
random time 

The variance of 
random time 

The number 
of infections 

s 10 6 25 27 

1 12 4 36 11 

2 6 5 16 23 

3 9 7 64 20 

4 11 4 9 51 

5 15 6 49 35 

t 7 5 25 10 

TABLE VI. 7-NODE CALCULATION EXAMPLE 3PL SUPPLIER RELATED 

INFORMATION 

Initial End 
3PL 

Number 
Transportation 

cost 

The 
mean of 
random 

time 

The 
variance of 

random 
time 

s 1 1 20 12 169 

s 1 2 18 15 196 

s 1 3 24 10 64 

s 2 1 18 16 225 

s 2 2 17 17 196 

s 2 3 19 14 169 

s 2 4 15 20 329 

As depicted in Fig. 8, it is the path diagram corresponding 
to the solution result of 7-node. Among them, the black 
pentagram s represents the initial node city, the black 
pentagram t is the destination node city, and the node city 4 
marked by the red pentagram indicates the transfer node city 
that does not meet the constraint of the number of infections. 
That is, transfer node city 4 is in a high-risk area, so the path 
cannot pass through node city 4. The other transfer node cities 
that meet the constraint of the number of infections. The path 
marked by the blue thick line is the distribution path 
corresponding to the minimum CVaR that satisfies the 
constraints of cost and the infection risk, and the detailed data 
is shown in Table VI. 
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Fig. 8. 7-node solution path diagram. 

The information is summarized in Table Ⅶ, the solution 
of the CVaR model of the 7-node problem are given under 
different confidence levels when the cost constraint C0=80 and 
the maximum acceptable the infection risk given by the 

customer is 8.5×10-5 . Among them, "β" represents the 
confidence level, that is, the degree of risk aversion of the 
customer, "CVaR" is the best solution obtained by the CVaR 
model (the evaluation criterion is the objective function), "Best 
path" is the distribution path corresponding to the best solution 
obtained, "F" is the infection risk corresponding to the 
distribution path of the best solution obtained, "Best rate" 
indicates the probability that the best solution obtained by the 
algorithm accounts for the total number of runs of the 
algorithm. At this time, the total number of runs is 100, and 
"Time" is the running time of the algorithm for one run, in 
seconds. 

TABLE VII. SOLUTION OF 7-NODE PROBLEMS AT T0=70、C0=80 AND 

F0=8.5×10-5 

β eposide CVaR Best path F 
Best 
rate 

Time 

0.9 100 27.7892 
R={vs,2,v1,

1,v3,1,vt} 
7.352×10

-5
 0.98 0.9s 

0.95 100 35.1168 
R={vs,2,v1,

1,v3,1,vt} 
7.352×10

-5
 0.98 0.9s 

0.99 100 49.4634 
R={vs,2,v1,

1,v3,1,vt} 
7.352×10

-5
 0.98 0.9s 

According to the data in Table VII, when the confidence 
level is 0.9, the Delivery Cost is C0=80, and the infection risk 

constraint is F0=8.5×10-5, the obtained optimal CVaR value is 
27.7892, indicating that the corresponding average delay risk 
of the distribution task is 27.7892, the corresponding 

distribution cost is 80, the infection risk is 7.352×10-5, and the 
corresponding best distribution path is R={vs,2,v1,1,v3,1,vt} , 
indicating that when transporting from the source node city s to 

the destination node city t, the selected transfer node cities are 
1 and 3 respectively, and the 3PL supplier number selected 
between each two transfer node cities is 2, 1, 1; when the 
confidence level is 0.95, the cost constraint is C0=80, and the 

infection risk constraint is F0=8.5×10-5 , the obtained 
minimum CVaR value is 35.1168, indicating that the 
corresponding average delay risk of the distribution task is 
35.1168, the corresponding distribution cost is 80, the infection 

risk is 7.352×10-5 , and the corresponding best distribution 
path is R={vs,2,v1,1,v3,1,vt}, indicating that when transporting 
from the source node city s to the destination node city t, the 
selected transfer node cities are 1 and 3 respectively, and the 
3PL supplier number selected between each two node cities is 
2, 1, 1; when the confidence level is 0.99, the cost constraint is 

C0=80, and the infection risk constraint is F0=8.5×10-5, the 
obtained optimal CVaR value is 49.4634, indicating that the 
corresponding average delay risk of the distribution task is 
49.4634, the corresponding distribution cost is 80, the infection 

risk is 7.352×10-5 , and the corresponding best distribution 
path is R={vs,2,v1,1,v3,1,vt}, indicating that when transporting 
from the source node city s to the destination node city t, the 
selected transfer node cities are 1 and 3 respectively, and the 
3PL supplier number selected between each two node cities is 
2, 1, 1. 

The relevant information of 15-node is shown in Table Ⅷ. 
Since there are 91 rows of information corresponding to the 
3PL supplier of 15-node, only a partial information is 
displayed in Table IX. 

TABLE VIII. 15-NODE CALCULATION EXAMPLE RELATED INFORMATION 

Node Cost 
The mean of 

random time 

The variance of 

random time 

The number 

of infections 

s 10 6 4 34 

1 12 7 4 33 

2 8 4 1 95 

3 6 5 1 16 

4 14 8 4 87 

5 9 6 4 30 

6 8 5 1 15 

7 12 6 4 69 

8 10 5 1 31 

9 11 6 4 44 

10 9 6 1 18 

11 14 7 4 21 

12 8 5 1 10 

13 15 6 4 14 

t 7 5 1 40 
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TABLE IX. 15-NODE CALCULATION EXAMPLE 3PL SUPPLIER RELATED 

INFORMATION 

Initial End 
3PL 

Number 
Transportation 

cost 

The 
mean of 
random 

time 

The 
variance of 

random 
time 

s 1 1 20 12 16 

s 1 2 18 15 25 

s 1 3 24 10 4 

s 2 1 18 16 16 

s 2 2 17 17 9 

s 2 3 19 15 25 

s 3 1 19 14 9 

s 3 2 18 15 25 

s 3 3 20 14 4 

1 4 1 10 8 1 

1 4 2 11 6 4 

1 5 1 10 8 9 

1 5 2 12 7 1 

Fig. 9 depicts the detail, it is the path diagram 
corresponding to the solution result of 15-node. Among them, 
the black pentagram s represents the initial node city, and the 
black pentagram t is the destination node city. The node cities 
marked with red pentagrams 2, 4, and 7 are transfer node cities 
that do not meet the constraint of the number of infected people, 
that is, transfer node city 2, node city 4, and node city 7 are in 
high-risk areas, so the path cannot pass through node city 2, 
node city 4, and node city 7. The remaining transfer node cities 
that meet the constraint of the number of infected people. The 
path marked with the blue thick line is the distribution path 
corresponding to the minimum CVaR that satisfies the cost and 
the infection risk constraints obtained, and the detailed data is 
depictd in Table X. 

 
Fig. 9. 15-node solution path diagram. 

The solution of the CVaR model of the 15-node problem 
are given by Table Ⅹ under different confidence levels, when 

the cost constraint is C0=115 and the maximum acceptable the 

infection risk given by the customer is 1.6×10-4。 

TABLE X. SOLUTION OF 15-NODE PROBLEM WHEN T0=70、C0=115、 

F0=1.6×10-4 

β eposide CVaR Best path F 
Best 
rate 

Time 

0.9 200 12.1589 
R={vs,3,v3,

2,v6,3,v13,2,vt} 
1.28×10

-4
 0.98 0.9s 

0.95 200 14.2909 
R={vs,3,v3,2,

v6,3,v13,2,vt} 
1.28×10

-4
 0.98 0.9s 

0.99 200 18.4651 
R={vs,3,v3,

2,v6,3,v13,2,vt} 
1.28×10

-4
 0.98 0.9s 

It can be known from the data in Table Ⅹ that when the 
confidence level is 0.9, the cost constraint C0=115, and the 

infection risk constraint F0=1.6×10-4 , the obtained optimal 
CVaR value is 12.1589, indicating that the corresponding 
average delay risk of the distribution task is 12.1589. The 
corresponding distribution cost is 115, and the infection risk is 

1.28×10-4 . The corresponding best distribution path is 
R={vs,3,v3,2,v6,3,v13,2,vt}, indicating that when transporting 
from the source node city s to the destination node city t, the 
selected transfer node cities are 3, 6, and 13 respectively, and 
the number of the 3PL supplier selected between each two 
node cities is 3, 2, 3, 2. When the confidence level is 0.95, the 
cost constraint C0=115 , and the infection risk constraint 

F0=1.6×10-4 , the obtained optimal CVaR value is 14.2909, 
indicating that the corresponding average delay risk of the 
distribution task is 14.2909. The corresponding distribution 

cost is 115, and the infection risk is 1.28×10-4 . The 
corresponding best distribution path is 
R={vs,3,v3,2,v6,3,v13,2,vt}, indicating that when transporting 
from the source node city s to the destination node city t, the 
selected transfer node cities are 3, 6, and 13 respectively, and 
the number of the 3PL supplier selected between each two 
node cities is 3, 2. When the confidence level is 0.99, the cost 
constraint C0=115 , and the infection risk constraint 

F0=1.6×10-4 , the obtained optimal CVaR value is 18.4651, 
indicating that the corresponding average delay risk of the 
distribution task is 18.4651. The corresponding distribution 

cost is 115, and the infection risk is 1.28×10-4  The 
corresponding best distribution path is 
R={vs,3,v3,2,v6,3,v13,2,vt}, indicating that when transporting 
from the source node city s to the destination node city t, the 
selected transfer node cities are 3, 6, and 13 respectively, and 
the number of the 3PL supplier selected between each two 
node cities is 3, 2. 

The above data indicates that when the cost constraint and 
the infection risk constraint remain unchanged, as the 
confidence level increases, the corresponding optimal 
distribution path will not change, so the infection risk faced 
will not change either. However, the average delay risk faced 
by customers will be higher. Therefore, by using this model, 
4PL suppliers can combine the customers' aversion to risk and 
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consider the impact of the infection risk on the distribution plan, 
so that the distribution path does not pass through high-risk 
areas, and at the same time, provide customers with the 
distribution path with the smallest average delay risk that meets 
the customer's infection risk and cost requirements under the 
given confidence level. It not only reduces the risk of virus 
transmission, but also provides customers with a green and 
efficient delivery solution with the lowest delay risk under a 
specific confidence level, helping the logistics industry move 
towards a safer and more sustainable future. 

 The confidence level selected by clients is significantly 
influenced by their risk preferences. A higher confidence level 
may be chosen by clients who are averse to delay risks in order 
to enhance security, whereas clients with a propensity for 
taking risks may opt for a lower confidence level to increase 
the diversity of viable routes. Consequently, our plan is 
meticulously aligned with the clients' risk preferences, enabling 
the formulation of bespoke control schemes. Utilizing this plan, 
4PL providers can fully take into account the clients' aversion 
to delay risks, devising distribution routes that circumvent 
high-risk zones and achieve minimization of the mean delay 
risk under the specified confidence level. This approach not 
only mitigates the infection risk but also delivers a green and 
efficient distribution solution with the minimal delay risk at a 
particular confidence level, thereby aiding the logistics industry 
in forging a safer, more efficient, and sustainable distribution 
system. 

C. Algorithm Comparison 

In this paper, two distinct algorithms were utilized to tackle 
the 4PLROP: the Genetic algorithm embedded with the 
Dijkstra algorithm and the improved Q-learning algorithm. 
With the aim of assessing the efficacy of these algorithms 
across varying problem scales, three case studies of differing 
magnitudes were selected for analysis, encompassing 7 nodes, 
15 nodes, and 30 nodes respectively. A comparative 
examination of the solution outcomes derived from these 
algorithms on the aforementioned case studies facilitates a 
profound comprehension of their divergent performances in 
terms of solution efficiency, solution quality, and stability. This, 
in turn, furnishes a more efficacious basis for algorithm 
selection in addressing real-world logistics routing 
optimization issues. Subsequently, in an endeavor to further 
scrutinize whether the improved Q-learning algorithm exhibits 
significant performance enhancements over the traditional Q-
learning algorithm, a comparative study was undertaken 
between the improved Q-learning algorithm and the traditional 
Q-learning algorithm. 

The Genetic algorithm embedded with the Dijkstra 
algorithm and the improved Q-learning algorithm are used to 
solve three examples of different scales. The comparison data 
are demonstrated in Table XI. It can be known from the data in 
Table XI that when solving the small scale problem of 7-node, 
both the improved Q-learning algorithm and the Genetic 
algorithm embedded with the Dijkstra algorithm can find the 
optimal solution, but the latter shows an inferior solving speed. 
With the increase of the solving scale, the improved Q-learning 
algorithm presents a higher solving speed and solving quality. 
Although the Genetic algorithm embedded with the Dijkstra 
algorithm can find the optimal solution, the number of 

iterations and time increase significantly. The main reason is 
that in this algorithm, a simple graph is first generated, and the 
Dijkstra algorithm is used to find the optimal path on the 
simple graph, and then the Genetic algorithm is used for 
optimization. This leads to the possibility that different simple 
graphs may find the same path, thereby delaying the 
optimization convergence process and rapidly increasing the 
solving time. 

TABLE XI. COMPARISON OF RESULTS OF DIFFERENT ALGORITHMS 

Node Algorithm CVaR Best path 
Best 
rate 

Time 

7 

Improved Q-
learning 

22.0456 
R={vs,2,v2,2,

v3,1,vt} 
1 0.9s 

Embedded D
ijkstra's Gen
etic Algorith
m 

22.0456 
R={vs,2,v2,2,

v3,1,vt} 
0.95 19.4s 

15 

Improved Q-
learning 

3.7728 
R={vs,1,v2,2,

v6,3,v13,2,vt} 
0.98 1s 

Embedded D
ijkstra's Gen
etic Algorith
m 

3.7728 
R={vs,1,v2,2,

v6,3,v13,2,vt} 
0.94 24.5s 

30 

Improved Q-
learning 

13.641 

R={vs,1,v4,2,v8,1,

v12,1,v15,2,v18,4,

v21,1,v25,1,vt} 

0.95 1.5s 

Embedded D
ijkstra's Gen
etic Algorith
m 

13.641 

R={vs,1,v4,2,v8,1,

v12,1,v15,2,v18,4,

v21,1,v25,1,vt} 

0.9 28.5s 

Fig. 10-12 provide a visual representation, they respectively 
represent the comparison curves of the traditional Q-learning 
algorithm and the improved Q-learning algorithm when solving 
7-node, 15-node and 30-node. In the table, iQlearning refers to 
improved Q-learning algorithm. 

Fig. 10-12 offer a graphical summary of the results, the red 
curve represents the solution curve of the traditional Q-learning 
algorithm, and the exploration strategy adopted is the ε-greedy 
strategy, where the value of ε is 0.5; the green curve represents 
the solution curve of the improved Q-learning algorithm 
described in this paper, and the strategy adopted is to randomly 
select actions with a reward value greater than -1 in the current 
state. 

 

Fig. 10. Comparison of two algorithms at 7-node. 
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Fig. 11.  Comparison of two algorithms at 15-node. 

 

Fig. 12. Comparison of two algorithms at 30-node. 

When solving the 7-node problem, both the improved Q-
learning algorithm and the traditional Q-learning algorithm can 
converge relatively quickly, but the former has higher stability 
and a relatively faster convergence speed. As the problem scale 
increases, the improved Q-learning algorithm shows higher 
stability and solution speed. Through the performance of the 
traditional Q-learning algorithm and the improved Q-learning 
algorithm in different examples in the above text, it can be seen 
that the improved algorithm has a faster exploration speed, 
stronger stability, and a faster convergence speed, which has 
strong practical significance in solving the 4PLROP. 

In summary, this paper has drawn the following 
conclusions through a comparative analysis of the solution 
performance of the Genetic algorithm embedded with the 
Dijkstra algorithm and the improved Q-learning algorithm on 
case studies of varying scales, as well as the performance 
disparities between the improved Q-learning algorithm and the 
traditional Q-learning algorithm: The improved Q-learning 
algorithm has demonstrated significant performance 
advantages in addressing the 4PLROP, whether it be in small-
scale or large-scale issues, including a faster solution speed, a 
higher solution quality, and a stronger stability. This indicates 
that the improved Q-learning algorithm is an effective and 
practical solution method, capable of providing robust support 
for path optimization in actual logistics distribution. In the 
future, we will continue to conduct in-depth research and 
optimization of this algorithm to further enhance its 
adaptability and solution efficiency in complex logistics 

environments, thereby offering a more comprehensive solution 
for the resolution of 4PLROP. 

VI. CONCLUSIONS 

In the context of a severe pandemic environment, the 
stability and efficiency of logistics services are crucial for 
ensuring the continuity of societal operations and the well-
being of the populace. Particularly against the backdrop of the 
dual carbon goals (Carbon Peak and Carbon Neutrality), it is 
imperative not only to meet the demands of minimizing the 
risk of delivery delays for clients but also to give due 
consideration to the prevention and control of infection risks, 
as well as the imperatives of energy conservation and emission 
reduction. Together, these efforts weave a logistics network 
that is green, secure, and efficient, contributing to the 
sustainable development of the planet. 

The present article introduces the CVaR measure and 
constructs a novel mathematical model. This model not only 
incorporates distribution costs and infection risks as significant 
constraints but also aims to minimize the CVaR as the 
optimization target. Through this model, it ensures that 
distribution plans can meet the requirements of cost 
effectiveness and risk control under the complex and variable 
epidemic environment. To satisfy the demands of this model, 
the reward and punishment mechanisms in the Q-learning 
algorithm have been redesigned to more accurately reflect the 
various risks and cost factors in the actual distribution process. 
By solving different cases, the lowest CVaR distribution routes 
that meet the requirements of cost and customer infection risks 
are obtained. Customers can obtain multiple schemes 
according to their risk preferences and take corresponding 
measures. This article provides scientific decision making basis 
and efficient and safe distribution plans for the 4PL, promoting 
the logistics industry to move towards a low-carbon, 
environmentally friendly, and sustainable direction. 

Meanwhile, the probability distribution of the stochastic 
distribution time and transit time is known in this study. When 
these parameters are unknown, our research is intended to be 
extended to a robust 4PLROP considering infection risk and 
delay risk. We anticipate that the improved Q-learning 
algorithm and the Genetic algorithm embedded with the 
Dijkstra algorithm will continue to shine brightly. Their 
potential in 4PLROP is boundless. Moreover, we envision a 
future where they are seamlessly integrated into various other 
crucial aspects of the logistics and transportation ecosystem. 
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Abstract—Correct precision techniques have far not been 

introduced for modeling the modality risk in Intensive Care Unit 

(ICU) patients. Traditional mortality risk prediction techniques 

effectively extract the data in longitudinal Electronic Health 

Records (EHRs), that ignore the difficult relationship and 

interactions among variables and time dependency in longitudinal 

records. The proposed work, developed the Convolutional Neural 

Network – Bidirectional-Long Short-Term Memory (CNN-Bi-

LSTM) method for personalized treatment analysis using EHR 

data. The CNN extracts the significant features from relevant 

features, focused on spatial-based relationships. Then, the Bi-

LSTM layer captured the sequential dependencies and temporal 

relationships in patient histories that are essential to understand 

the treatment results. The Circle Levy flight – Ladybug Beetle 

Optimization (CL-LBO) integrates the circle chaotic map and 

Levy flight process in traditional LBO to select relevant features 

for classification. The proposed method reached 99.85% accuracy, 

99.60% precision, 99.50% recall, 99.55% f1-score, and 99.95% 

Area Under Curve (AUC) when compared to LSTM. 

Keywords—Bidirectional-long short-term memory; circle 

chaotic map; convolutional neural network; electronic medical 

records; Intensive Care Unit (ICU); ladybug beetle optimization 

I. INTRODUCTION 

The healthcare centers are responsible for maintaining 
patient documents tracked to analyze the disease [1]. Manually 
handling the document is a difficult task, as the documents get 
lost, damaged, or destroyed [2]. Collecting confidential 
information during the readmission of patients became difficult 
and delayed the patient's treatment [3]. Securing the information 
of the medical data helps for the analysis of existing disease 
types, and maintains the confidential patient data [4-6]. 
Electronic Health Records (EHR) is a digital platform for the 
data storage and maintenance of medical patient history for 
future analysis [7]. The EHR allows the providers to access the 
details of the patients easily and quickly which provides more 
information of the patients to get better treatment [8-10]. The 
EHR platform also improves communication among healthcare 
that enhances coordination to reduce medical errors [11]. In the 
unavoidable and increasing digital transformation process of 
national healthcare system management, a significant size of 
structural EHR data is available [12]. 

The advancement in recent technologies has introduced 
many applications for the automatic recording and maintenance 
of medical patient history [13, 14]. Deep Learning (DL) and 
Machine Learning (ML) methods are introduced for automatic 
analysis of medical data. These methods undergo training to 
predict the result of data [15]. The Intensive Care Unit (ICU) 
technologies and automatic system development have 
effectively improved the efficiency of healthcare professionals 
including caregivers, nurses, and doctors [16]. The EHR is used 
for model training to learn details present in data [17]. The 
Medical Information Mart for Intensive Care III (MIMIC-III) 
dataset is considered as input for DL and ML methods. The 
study focused on solving the feature selection and 
dimensionality problems to maximize the performance of the 
model.  The oversampling method is used in the pre-processing 
step to balance the data, fitness function-based optimization 
technique is used in the feature selection process to improve 
classification accuracy and prediction. 

The essential contributions of the proposed framework are, 
the Synthetic Minority Over-Sampling Technique (SMOTE) is 
introduced in the pre-processing phase to balance the classes in 
data, which enhances the performance and generalization 
capability of the method, the Circle Levy flight – Ladybug 
Beetle Optimization (CL-LBO) based feature selection 
algorithm is developed to choose relevant and appropriate 
features whole feature subset, which helps to enhance the 
classification performance, the CL-LBO integrated the circle 
chaotic map and Levy flight in traditional LBO, which enhances 
the searchability and convergence rate of LBO to select relevant 
features, the Convolutional Neural Network – Bidirectional-
Long Short-Term Memory (CNN-Bi-LSTM) is developed for 
classification to focus much on spatial-based relationships and 
to capture the sequential dependencies and temporal 
relationships in patient histories. 

The previous research is analyzed in a literature survey is 
given in Section II. The proposed method explains the process 
of personalized treatment analysis using the proposed 
methodology presented in Section III. The results of the 
proposed model have been examined and compared with 
existing machine learning models in Section IV. Finally, the 
paper is concluded in Section V. 
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II. LITERATURE REVIEW 

Fang Yang et al. [18] presented a deep morality risk 
prediction based on longitudinal EHR data. The LSTM model 
was used as a classifier to predict mortality rate. Visit-level and 
variable-level attention mechanisms were used to solve the 
gradient vanishing issue that occurred during the model training 
to predict appropriate outcomes that enhanced the efficiency of 
the model. However, the missing values presented in the data 
caused an overfitting problem during the process of training that 
affected the accuracy of prediction and reduced the performance 
of the model. 

Shuai Niu et al. [19] presented a model to predict congestive 
heart failure mortality based on the feature selection method. 
Various ML techniques like Decision Tree (DT), Logistic 
Regression (LR), Random Forest (RF), and Gradient Boosting 
(GB) were used as a classifier to predict the mortality rate. The 
Partial Swarm optimization (PSO)-based feature selection 
algorithms were utilized to select significant details of features 
that enhanced the accuracy of prediction and classification. 
However, the model struggled to interpret the pattern of features 
due to huge variables present in the data affected the training of 
the model to predict accurate outcomes and reduced the 
accuracy of classification. Maria Bampa et al. [20] presented a 
multimodal clustering technique for understanding the patient 
phenotype. A Multimodal Autoencoder (MMAE) model was 
used as a classifier to group the disease based on similar features. 
The model strength was enhanced by combining multiple 
modalities to improve the clustering of data and enhance the 
accuracy of classification. However, the model suffered from 
getting the approximate hyperplane required for the 
classification due to a huge number of variables that reduced the 
accuracy of classification. 

Belel Alsinglawi et al. [21] presented a ML framework for 
the prediction of lung disease in hospitals. The RF algorithm was 
used as a classifier to predict the type of lung disease. The 
SMOTE was utilized to solve imbalance issues of the data that 
enhanced the training of the model to predict accurate outcomes. 
However, the model failed to identify the significant details of 
the data due to a dimensionality issue that reduced the accuracy 
of classification. Hua Shen [22] presented the Recurrent Neural 
Network (RNN) model to improve the prediction of diseases in 
healthcare. An attention mechanism was used to reduce the 
gradient vanishing problem that occurred during the training 
process where the maximum gradients were retained which 
increased the accuracy of prediction to get the approximate 
outcome. However, the model suffered from gradient vanishing 
issues where the gradients vanished during the training process 
which affected the accuracy of classification. 

Sapiah Sakri et al. [23] presented a hybrid model to predict 
sepsis disease based on extracted features. Convolutional Neural 
Network (CNN) and Bi-directional LSTM models were 
combined to classify sepsis disease. The spatial and temporal 
features of the data were used to select the significant details of 
the data where the model identified the pattern of selected 
features that enhanced the performance of the models. However, 

the extra layers present in the neural network affected the 
interpretability of the model that reduced the accuracy of 
classification. Sarika R. Khope et al. [24] presented a featured 
engineering-based disease prediction Artificial Neural Network 
(ANN). The encoding method was utilized to eliminate the outer 
lines of the features and improve the accuracy of prediction and 
classification. The feature engineering technique was used to get 
significant details of the data that enhanced the accuracy of 
prediction. However, the overfitting issue occurred during the 
process because the irrelevant features present in the data fit the 
model and learned the noises that affected the accuracy of 
classification. 

Chang Liu et al. [25] presented a different ML models like 
K Nearest Neighbor (KNN), DT, NB, LR, and RF for the early 
prediction of Multiple Organ Deficiency Syndrome (MODS). 
Kernel Shapley Additive exPlanations (SHAP) was utilized to 
enhance the quality of data. The ML methods used here 
enhanced the potential of the prediction by clustering the data 
which enhanced the accuracy of classification. However, the 
model struggled to identify the appropriate hyperplane required 
to classify the data approximately which reduced the accuracy 
of prediction and classification. Vinod Kumar Chauhan et al. 
[26] presented a DL-based attention model to enhance the 
classification of HER data. The LSTM model was used as a 
classifier along with a cross-attention-based transformer model 
for the prediction of the accurate disease. The LSTM model 
focused on identifying the significant features of data that 
enhanced classification accuracy. However, the model 
performance was reduced due to poor hyperparameter tuning 
due to a lack of efficient optimal value that reduced the accuracy 
of classification. 

Ho-Joon Lee et al. [27] presented an ensemble consensus 
model based on HER for the classification of stokes. A stroke 
classifier technique was used to predict the outcome of the 
model. The Principal Component Analysis (PCA) technique was 
employed to minimize the dimensionalities of data and enhance 
the accuracy of classification. However, the model 
interpretability was challenging due to missing values presented 
in data that reduced the accuracy of classification. 

From the overall analysis, the existing researches have 
limitations such as overfitting issues occurring during the 
process because the irrelevant features present in the data fit, 
dimensionality issues, struggle to interpret the pattern of 
features, and the missing values presented in the data caused an 
overfitting problem. 

To mitigate these limitations, the CNN-Bi-LSTM method 
for personalized treatment analysis using EHR data is 
developed. The CNN extracts the significant features from 
relevant features, focused on spatial-based relationships. Then, 
the Bi-LSTM layer captured the sequential dependencies and 
temporal relationships in patient histories that are essential to 
understand the treatment results. The SMOTE technique is 
employed in the pre-processing phase to balance the classes in 
data.
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Fig. 1. Proposed architecture of personalized treatment analysis using EHR data.

The CL-LBO integrates the circle chaotic map and Levy 
flight process in traditional LBO to select relevant features for 
classification. This process improves the process of personalized 
treatment with high classification accuracy. 

III. PROPOSED METHOD 

The DL-based technique is developed in this work for 
personalized treatment analysis using EHR data. The MIMIC III 
dataset is used for personalized treatment and the data is pre-
processed by using one-hot encoding and SMOTE techniques. 
Then, the relevant features are chosen by using CL-LBO that 
integrated the circle chaotic map and levy flight process. At last, 
the CNN-Bi-LSTM method is developed to classify features in 
data with classification accuracy. Fig. 1 describes the process of 
personalized treatment analysis using EHR data. 

A. Dataset 

The dataset used for this research is MIMIC III dataset [28] 
which includes 1177 cases for in-hospital mortality prediction 
and has a total of 51 features. The value of 0 represents life and 
1 represents death. The BMI, gender, and Age are demographic 
factors studied. The essential signs are blood pressure, heart rate, 
respiratory rate, blood temperature, urine result, and saturation 
pulse oxygen. The characteristics of comorbidity include atrial 
fibrillation, depression, hyperlipidemia, hypertension, and 
diabetes. The white blood cells, basophils, lymphocytes, red 
blood cells, neutrophils, potassium, anion gap, sodium, 
bicarbonate, lactate, chloride, creatinine, calcium, magnesium, 
prothrombin time and creatine kinase are the laboratory 
variables. 

B. Pre-processing 

The pre-processing of data is employed to issue of imbalance 
samples is dissimilar from copy sample mechanism in random 
oversampling. The SMOTE technique synthesized the new 
samples among two minority samples by linear interpolation, 

which efficiently mitigates overfitting issue caused through 
random oversampling that makes balanced class distribution and 
enhances generalization capability of classifier [29]. 

The basic principle of SMOTE technique initially, choose 
every sample 𝑥𝑖 from minority samples as the origin sample of 
a new synthetic sample, next, in accordance with up-sampling 
magnification 𝑛, randomly choose any neighboring samples 𝑘 
of similar classes in the sample 𝑥𝑖  is an auxiliary sample in 
producing new samples, repeated 𝑛  times, next linear 
interpolation is done among each sample and every auxiliary 
sample by using Eq. (1), and at last 𝑛 synthesized samples are 
produced. 

𝑥𝑛𝑒𝑤,𝑎𝑡𝑡𝑟 = 𝑥,𝑎𝑡𝑡𝑟 + 𝑟𝑎𝑛𝑑(0,1) × (𝑥𝑖𝑗,𝑎𝑡𝑡𝑟 − 𝑥𝑖,𝑎𝑡𝑡𝑟)    (1) 

In Eq. (1), the 𝑥𝑛𝑒𝑤,𝑎𝑡𝑡𝑟  for 𝑎𝑡𝑡𝑟 = 1,2, … , 𝑑  represents 

𝑎𝑡𝑡𝑟 − 𝑡ℎ attribute value in 𝑖𝑡ℎ sample of the majority sample, 
the 𝑟𝑎𝑛𝑑(0,1) represents a random number between 0 and 1, 
the 𝑥𝑖𝑗  for 𝑗 = 1,2, … , 𝑘 represents 𝑗𝑡ℎ nearest neighbor sample 

of 𝑥𝑖, the 𝑥𝑛𝑒𝑤  is the new sample synthesized among 𝑗 and 𝑥𝑖𝑗 . 

1) One-hot encoding: One-hot encoding is called as the 

one-bit effective encoding. This technique utilizes N-bit status 

registers for encoding N states. Every state has an independent 

register bit and one bit is valid. This technique is a 

representation of categorical variables in binary vectors with 

the benefit which transforming sample dataset to develop which 

is easy for utilizing the ML, particularly in classification 

algorithm. This process effectively enhances the measuring 

speed and method’s performance. 

C. Feature Selection 

The general procedure of numerous metaheuristic 
algorithms is same to each other. In the proposed procedure, 
initial population of algorithms is sorted and evaluated depended 
on its evaluation. Next, population is updated and reevaluated. 
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After repeating the necessary updating and evaluation process 
for population, the optimal solution is described. 

The LBO is motivated by coordination movements of 
ladybugs to identify the position with much heat. For this 
process, initial population that has 𝑁(0) ladybugs are taken and 
the last population contains 𝑁(𝑘𝑚𝑎𝑥)  ladybugs and optimum 
fitness function is determined. Then, the LBO modeling is 
processed in three phases. 

1) Population updation: The initial population includes 

𝑁(0)  ladybugs that are positioned randomly in search area 

depended in uniform distribution. The ladybugs population is 

estimated with determined fitness function and sorted. Next, 

population moved to position with much heat in accordance 

with coordination movement. Because of the ladybug's nature 

which always moved in coordination with a swarm of ladybugs 

when searching for an appropriate position, the ladybugs follow 

each other by signals emitted through group members. Hence, 

much inclined to move towards it from ladybugs. In the 

proposed model, front ladybugs who have cable identify the 

position with more heat than others. For exploration and 

exploitation of the algorithm, the mutation phase is taken for 

certain individuals of the population that are randomly assigned 

to certain individuals in every iteration. However, at every 

phase of position update in population, its location in the search 

area is updated in accordance with other positions or mutation 

phases that are represented below. 

2) Updating the position of other ladybugs: In every phase, 

entire positions of ladybugs are evaluated and updated. The old 

and new position of ladybugs are combined and optimal groups 

are selected in accordance with its fitness function values. The 

new population is assigned for updating and evaluating in 

following iteration. For updating every member of population 

in every iteration, another population member is chosen by 

utilizing the technique which is described. For instance, 

consider that goal is to update 𝑖𝑡ℎ population of ladybug and 

𝑗𝑡ℎ  population of ladybugs have selected for updating the 

member. Taken the location of 𝑖𝑡ℎ ladybug in 𝑘𝑡ℎ iteration is 

represented as 𝑥(𝑘) . This ladybug moves in the outcome of 

three vectors for updating in (𝑘 + 1)  iteration moves a little 

towards 𝑗𝑡ℎ ladybug and move in the direction of 𝑗𝑡ℎ ladybug 

towards (𝑗 − 1)𝑡ℎ  ladybug. To avoid local optima for 

movements of 𝑖𝑡ℎ  ladybugs and to maintain the balance 

between exploration and exploitation, the third direction is also 

taken, that is coefficient of their present position. All the 

determined movements are required to be multiplied through 

random values to sustain the random search. Moreover, the 

third movement that is assigned for avoiding the local optima is 

multiplied through the ratio of individual heat value to all heat 

values of the population. As an outcome, population members 

that are trapped in local optima have a chance to outflow local 

optima due to its high coefficient of third movement. The 

mathematical formula for the new position of 𝑖𝑡ℎ  ladybug is 

given as Eq. (2), 

𝑥𝑖(𝑘 + 1) = 𝑥𝑖(𝑘) + 𝑟𝑎𝑛𝑑 × (𝑥𝑗(𝑘) − 𝑥𝑖(𝑘)) + 𝑟𝑎𝑛𝑑 ×

(𝑥𝑗(𝑘) − 𝑥𝑗−1(𝑘)) + 𝑟𝑎𝑛𝑑 × |𝐶𝑖|
−

𝑘

𝑁(𝑘) × 𝑥𝑖(𝑘)              (2) 

In equation (2), the 𝐶𝑖 represents the same proportion of 𝑖𝑡ℎ 
ladybird cost to total cost of entire ladybirds in 𝑘𝑡ℎ iteration of 
developed algorithms. The mathematical formula for parameter 
value is measured by using Eq. (3), 

𝐶𝑖 =
𝑓(𝑥𝑖(𝑘))

∑ 𝑓(𝑥𝑡(𝑘))𝑁𝑘
𝑡=1

      (3) 

The Roulette-wheel selection is assigned for selecting the 
𝑗𝑡ℎ  ladybug is utilized for updating the 𝑖𝑡ℎ  ladybug location 
using Eq. (3). In the general equation, for choosing 𝑗𝑡ℎ ladybug 
from 𝑁(𝑘) ladybugs, the distance between 0 and 1 is separated 
to 𝑁(𝑘)  unequal phases. Every phase corresponds to one of 
ladybugs and length of every phase is inversely relevance to 
fitness function of respective ladybug. For ladybug with much 
optimum fitness function, length of respective phase is higher. 
Next, the random number among 0 and 1 is selected. In present 
phase, random number determined in that phase of separation is 
positioned. The respective ladybug of the chosen phase is 
selected as 𝑗𝑡ℎ ladybug. This is clear that ladybugs with warmer 
positions have a high chance of being selected. The 𝑃 vector 
respective to the population with 𝑁(𝑘)  ladybugs are 
determined. The Roulette-wheel selection expected 𝑎 represents 
input vectors like 𝑃 and its mathematical formula is given as Eq. 
(4), 

𝑃 = [𝑃1, 𝑃2, … , 𝑃𝑁𝑘], 𝑃𝑖 = 𝑒
−𝛽

𝑓(𝑥𝑖(𝑘))

𝑓𝑤𝑜𝑟𝑠𝑡       (4) 

In Eq. (4), the 𝛽 represents pressure coefficient in Roulette-
wheel selection technique and 𝑓𝑤𝑜𝑟𝑠𝑡  represents worst value of 
fitness function for present iteration in the process of algorithm. 
The higher 𝛽, the optimal ladybugs of population have a good 
chance of being chosen in Roulette-wheel selection. This is clear 
that new location of 𝑖𝑡ℎ ladybug is defined through outcome of 
three vectors 𝑟1, 𝑟2 and 𝑟3. 

3) Updation in accordance with mutation process: 

Considering the mutation is updation process of the population 

is critical for exploration of unidentified phases of search area 

and escapes from local optima. The mutation phase in search 

area causes the maximum speed of algorithm. Therefore, 

updation technique of every position of the ladybug includes in 

accordance with other ladybugs and mutation is randomly 

defined. Considers the 𝑖𝑡ℎ ladybug is mutated. The amount of 

decision variables of 𝑖𝑡ℎ  ladybug is mutated and its 

mathematical formula is given as Eq. (5), 

𝑛𝑚 = 𝑟𝑜𝑢𝑛𝑑(𝑛 × 𝜇𝑚)   (5) 

In Eq. (5), the 𝜇𝑚  represents mutation rate and the 𝑛 
represents length of decision variable. Hence, 𝑛𝑚  represents 
variables presented in 𝑛  variables of 𝑖𝑡ℎ  ladybug is chosen 
randomly. Next, random variables in the feasible phase are 
replaced for choosing location of 𝑖𝑡ℎ ladybug. 

4) Updating the number of population size: In searching for 

warm place that is common for ladybugs to disappear and lost. 
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The ladybug moves away from annihilate and others because of 

cold. The mathematical methods for the annihilation of 

ladybugs in search are taken in LBO. The mathematical formula 

for the number of ladybugs in different phases is measured by 

using Eq. (6), 

𝑁(𝑘 + 1) = 𝑟𝑜𝑢𝑛𝑑 (𝑁(𝑘) − 𝑟𝑎𝑛𝑑 × 𝑁(𝑘) (
𝑁𝐹𝐸

𝑁𝐹𝐸𝑚𝑎𝑥
))  (6) 

In Eq. (6), the 𝑁𝐹𝐸  represents the number of function 
estimations and the 𝑁𝐹𝐸𝑚𝑎𝑥  represents a maximum of NFE. 
Whether the amount of function evaluation is stopping criteria 
of LBO. Whether several iterations are a condition to terminate 
the algorithm. The mathematical formula for the ladybug in 
every iteration is given by using Eq. (7), 

𝑁(𝑘 + 1) = 𝑟𝑜𝑢𝑛𝑑 (𝑁(𝑘) − 𝑟𝑎𝑛𝑑 × 𝑁(𝑘) (
𝑘

𝑘𝑚𝑎𝑥
))     (7)

 

Fig. 2. Architecture of CNN-Bi-LSTM network.

In Eq. (7), the 𝑘 represents iteration and the 𝑘𝑚𝑎𝑥 represents 
maximum iteration. 

5) CL-LBO: Enhanced non-linear LBO algorithm 

depended on Circle chaotic map and Levy flight process is 

introduced in the proposed work. Firstly, initialize the 

population by utilizing a circle chaotic map to maximize bee 

diversity. The integration of LBO and levy flight provides an 

algorithm with high capability in global exploration. 

Additionally, the non-linear adaptive weight operator is 

implemented for modifying the weight coefficient of bee 

following behavior in CL-LBO. The relationship between 

global exploration and local exploitation in the iteration process 

is effectively balanced. The chaotic values of actual circle 

operation are grouped in the range of [0.2, 0.5]. For making 

uniform chaotic value distribution, the mathematical method of 

the Circle chaotic mapping strategy is enhanced. The numerical 

expression for the circle chaotic map is given as Eq. (8), 

𝑥𝑖+1 = 𝑚𝑜𝑑(𝑥𝑖 + 0.2 − (0.5 2𝜋⁄ ) sin(2𝜋𝑥𝑖) , 1) (8) 

In Eq. (8), the 𝑥𝑖 represents 𝑖𝑡ℎ chaotic particle and the 𝑥𝑖+1 
represents (𝑖 + 1)𝑡ℎ chaotic particle. The frequency histogram 
and plot of the initial candidate solution of the circle chaotic 
mapping process. 

a) Levy flight: The trajectory and movement of several 

little insects and animals in life have Levy flight characteristics. 

The insects and animals include flies and ants. Numerous 

animals in natural usage of Levy flight strategy are the essential 

path of foraging. The Levy flight is the process compatible with 

Levy distribution. The step size of the Levy flight is mixed and 

random with short and long distances that make it easy to search 

the huge scale and with unknown scope compared with 

Brownian motion. In the searching procedure, the Levy process 

utilized little steps for walking and long steps for jumping, 

which allowed it for effective of local attraction points. Hence, 

in the random searching issue, numerous heuristic algorithms 

adopted this strategy for changing the iteration process that 

effectively supports the algorithm to get the influence of local 

attraction points. The mathematical formula for the strategy is 

given as Eq. (9), 

𝐿(𝑠)~|𝑠|−1−𝛽    (9) 

In Eq. (9), the 𝛽 in is range [0, 2], the 𝑠 represents step size 
and the 𝐿(𝑠) represents the probability density of step size in 
accordance with Levy modeling. 

6) Fitness function: For calculating the fitness value of 

generated CL-LBO agents, the Mean Square Error (MSE) 

fitness function is dependent on measuring the difference 

between original and predicted values through produced agents 

for training samples. The mathematical formula for MSE is in 

Eq. (10), 

𝑀𝑆𝐸 =
1

𝑛
∑ (𝑦 − �̂�)2𝑛

𝑖=1       (10) 

In Eq. (10), the 𝑦 describes the actual value, the �̂� describes 
the predicted value and the 𝑛 describes a number of instances in 
the training set. From the CL-LBO algorithm, the 21 selected 
relevant features are given to the classification phase for further 
process. 

D. Classification 

The classification is performed by using the CNN-BiLSTM 
network. Initially, the architecture is developed for leveraging 
the advantages of CNN to filter and remove the noisy data and 
obtain substantial data from time series. The noisy data is 
eliminated by using dimensionality reduction. Hence, 
inappropriate data (noise) is not involved in minimized matric. 
The significant data in the hidden interval is attained through 
employing the process of convolutional such as kernel matrix or 
filter passed by input matric, various characteristics based on 
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kernel and that obtained the hidden data. Next, the design is 
developed to pull the ability of the Bi-LSTM setup for modeling 
and forecasting both short and long-term dependencies in 
temporal data. In this design, the input data is processed twice, 
concurrently from left to right and from right to left. Both 
context readings are combined into results and provide much 
more comprehensive data of information context than 
unidirectional LSTM. Here, The CNN functions as the encoder 
that identifies and extracts features from the input data, whereas 
the BiLSTM assists as the decoder, analyzing historical 
dependencies in the data stream. The CNN block contains the 
CNN layer, pooling layer, and flattening process. The output 
from the CNN block is conceded as input to the BiLSTM block. 
This block contains a BiLSTM layer, a dropout layer, and a 
dense layer. The convolutional and pooling layers are included 
to mine features from the data, operating it in a matrix format. 
Fig. 2. demonstrates the design of CNN-BiLSTM network 
architecture. 

1) CNN block: The convolution and pooling layer are used 

to filter the incoming information for extracting significant data 

from the matrix. The convolution process is done through a 

convolution layer among input and small matrices known as 

filters and kernels. Generally, numerous filters are included as 

sliding windows with a certain height and width. These filters 

slide across the input matrix with a specified stride, assigning a 

convolution operation to each overlapping sub-region of the 

matrix. This procedure produces a convoluted matrix that bags 

a specific feature of the original input matrix. By using multiple 

convoluted features, the technique delivers a more specific 

representation of the input matrix. Consider 𝐻  as an input 

matrix, the 𝐼 represents kernel matric and the indices m and n 

signifies the rows and columns of the subsequent matrix, 

respectively and its mathematical formula is given as Eq. (11) 

and Eq. (12), 

𝑅[𝑚, 𝑛] = (𝐻 ∙ 𝐼)[𝑚, 𝑛]       (11) 

= ∑ ∑ 𝐼[𝑗, 𝑘]𝑘𝑗 ∙ 𝐻[𝑚 − 𝑗, 𝑛 − 𝑘]  (12) 

The convolution layer utilizes the ReLU activation function, 
which is a majorly used activation function. Its primary benefit 
is that it does not activate all neurons at the same time and 
transforms entire negative values to 0. Because of this, ReLU 
has high computation efficiency. The ReLU is six times quicker 
than other activation functions like tanh. The mathematical 
formula for the ReLU activation function is given as Eq. (13), 

𝑓(𝑋) =  𝑥+ = max(0, 𝑥)      (13) 

The max pooling layer will follow the convolution layer and 
turns as a sub-sampling technique to decrease the dimensions of 
the convolution matrix. It attains this by removing definite 
values while retaining key features recognized by each filter. For 
every patch of the matrix, it chooses the heights value, creating 
new matrices that helps as condensed notations of the 
convolution matrices. This pooling procedure improves the 
robustness of the technique. Finally, the pooling layer is tracked 
by a flattening procedure, which opens the values into a one-
dimensional format to make the input for next layers. 

2) Bi-LSTM block: The next segment of the method 

contains the BiLSTM module, which encompasses the 

BiLSTM network, a dropout layer, and a dense layer. To know 

the model and the performance of the BiLSTM network 

initially describes the one-directional LSTM network. The 

LSTM network is one of its kind of RNN, At this juncture they 

utilizes cyclic links in its inner layers which give short-term 

memory for the method and the capability to process 

thesequential data. Therefore, classical RNN have a problem 

known as the long-term dependencies issue, the poor memory 

of previous data as the neurons number increases. The LSTM 

network resolves this issue by storing relevant data by entire 

LSTM units in a type of conveyor belt called memory cell. 

Every LSTM unit includes a memory cell and 3 gates that 

regulate data flow by determining which data is forgotten and 

which one remains in the method. This is primary for learning 

the long-term dependencies through LSTM and resolving 

issues. In LSTM, three gates are there such as forget, input, and 

output gates. The parameters of the network used are Adam 

optimizer, softmax activation function, 50 epochs, and 64 batch 

sizes. 

In forget gate, the sigmoid function is employed for data 
included in the present input 𝑋𝑡 and past hidden state (ℎ − 1). 
This process is represented as 𝑓𝑡 returned the value among 0 and 
1 which represents the percentage of data. The input gate 
considers data from present data and past hidden states and is 
passed by the second sigmoid function, transforming the data to 
values between 0 and 1. The similar data passed by the tanh 
function that supports to regulation of the network returns the 
value among -1 and 1. Next, the sigmoid result 𝑖𝑡 is multiplied 
through 𝑡𝑎𝑛ℎ result for determining which data is significant to 
keep. Now, there is enough data for executing the cell state. 
Initially, past cell state is multiplied through forget result. Next, 
result of input gate is included, updates cell state with new 
values considered relevance through network. The outcome of 
these two processes is provided as new cell state. At last, the 
output gate is provided, which determines value of following 
hidden state. Initially, data from present input and from past 
hidden state passed by third sigmoid function. Next, new cell 
state passes by tanh function. The mathematical formula for 
LSTM cell is given from Eq. (14) to Eq. (19), 

𝑓𝑡 = 𝜎(𝑊𝑓 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓)             (14) 

𝑖𝑡 = 𝜎(𝑊𝑖 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖)            (15) 

�̂�𝑡 = tanh(𝑊𝑐 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐)                  (16) 

𝐶𝑡 = 𝑓𝑡 ∙ 𝐶𝑡−1 + 𝑖𝑡 ∙ �̂�𝑡       (17) 

𝑜𝑡 = 𝜎(𝑊𝑜 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜)        (18) 

ℎ𝑡 = 𝑜𝑡 ∙ tanh(𝐶𝑡)                              (19) 

In Eq. (14) to Eq. (19), the 𝜎 describes the sigmoid function, 
the tanh describes the hyperbolic tangent function, 𝑥𝑡  is input 
data, the ℎ𝑡  is a hidden state in time, the 𝑊𝑥  and 𝑏𝑥  are the 
weight matrix and bias vector. The Bi-LSTM network includes 
forward and backward LSTM networks. The forward LSTM 
utilizes the input sequence of values ranging from 𝑡 − 𝑘  to 𝑡 
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when backward LSTM utilizes input sequence range from 𝑡 to 
𝑡 − 𝑘. The result of the BiLSTM layer is attained by using Eq. 
(20), 

𝑌𝑡 = 𝜎(ℎ⃗ 𝑡 , ℎ⃖⃗𝑡)   (20) 

Here, the sigmoid function unified the results of 
unidirectional LSTM networks. The BiLSTM utilizes the 
dropout method for regulating the over-fitting. 

IV. EXPERIMENTAL RESULTS 

The performance of developed technique is simulated by 
using python environment and used system configurations are i5 
processor, 8 GB RAM and windows 10 (64 bit) The evaluation 
metrics utilized to assess performance are accuracy, recall, f1-
score, precision and AUC/ROC. The True Negative (TN) and 
True Positive (TP) values represents the ability of classifier 
method for predicting the presence or absence of sepsis in 
patient. The False Negative (FN) and False Positive (FP) values 
represents incorrect predictions identified by methods. The 
accuracy represents ratio of actual positive observations to total 
number of positive instances. The recall executes whole fraction 
of positive instances. The f1-score calculates mean of precision 
and recall. The mathematical formula for evaluation metrics is 
given from Eq. (21) to (24), 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
× 100  (21) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
× 100           (22) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
× 100        (23) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =
2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
× 100 (24) 

In Table I, the feature selection algorithm CL-LBO is 
evaluated with different metrics on the MIMIC III dataset. The 
Honey Badger Optimization (HBO), Ant Colony Optimization 
(ACO), and Squirrel Search Algorithm (SSA) are the other 
feature selection algorithms considered to evaluate performance 
of CL-LBO algorithm. The developed feature selection 
algorithm reached 99.85% accuracy, 99.60% precision, 99.50% 
recall, 99.55% f1-score, and 99.95% AUC when compared with 
other algorithms. 

TABLE I. PERFORMANCE OF FEATURE SELECTION ALGORITHM 

Feature 

selection 

algorithms 

Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-

score 

(%) 

AUC 

(%) 

HBO 94.75 94.60 94.50 94.55 94.85 

ACO 95.65 95.50 95.40 95.45 95.70 

DSSA 96.85 96.70 96.60 96.65 96.90 

CL-LBO 99.85 99.60 99.50 99.55 99.95 

In Table II, the performance of classifier is evaluated using 
whole feature set with different metrics on the MIMIC III 
dataset. The RNN, Gated Recurrent Unit (GRU), and LSTM are 
the other classifiers considered to evaluate the performance of 
the CNN-LSTM network. The classifier with whole feature set 
reached 96.45% accuracy, 96.58% precision, 96.98% recall, 
96.51% f1-score, and 96.45% AUC. 

TABLE II. PERFORMANCE OF CLASSIFIER USING WHOLE FEATURE SET 

Classifier Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-

score 

(%) 

AUC 

(%) 

RNN 93.50 93.60 93.70 93.65 93.40 

GRU 94.80 94.85 94.90 94.87 94.75 

LSTM 95.60 95.65 95.75 95.70 95.50 

Proposed 

CNN-

LSTM 96.45 96.58 96.98 96.51 96.45 

In Table III, the performance of the classifier is evaluated 
using selected relevant features with different metrics on the 
MIMIC III dataset. The RNN, GRU, and LSTM are the other 
classifiers considered to evaluate the performance of the CNN-
LSTM network. The classifier with selected relevant features 
reached 99.85% accuracy, 99.60% precision, 99.50% recall, 
99.55% f1-score, and 99.95% AUC when compared to other 
classifiers. 

TABLE III. PERFORMANCE OF CLASSIFIER USING SELECTED RELEVANT 

FEATURES 

Classifier Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-score 

(%) 

AUC 

(%) 

RNN 95.45 95.20 95.10 95.15 96.10 

GRU 96.85 96.50 96.40 96.45 97.20 

LSTM 97.75 97.60 97.50 97.55 98.10 

Proposed 

CNN-

LSTM 

99.85 99.60 99.50 99.55 99.95 

In Table IV, the performance of the activation function is 
evaluated with various metrics on the MIMIC III dataset. The 
Tanh, Rectified Linear Unit (ReLU) and sigmoid are other 
activation functions considered to evaluate the performance of 
the softmax function. The classifier with the softmax function 
reached 99.85% accuracy, 99.60% precision, 99.50% recall, 
99.55% f1-score, and 99.95% AUC when compared to other 
activation functions. 

TABLE IV. PERFORMANCE OF ACTIVATION FUNCTION 

Classifier Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-

score 

(%) 

AUC 

(%) 

Tanh 94.58 94.40 94.30 94.35 94.68 

ReLU 95.75 95.60 95.50 95.55 95.89 

Sigmoid 96.85 96.70 96.60 96.65 96.99 

Softmax 99.85 99.60 99.50 99.55 99.95 

In Table V, the performance of the optimizer is evaluated 
with various metrics on the MIMIC III dataset. The AdaGrad, 
Adamax, and Stochastic Gradient Descent (SGD) are other 
optimizers considered to evaluate the performance of the Adam 
optimizer. The classifier with Adam optimizer reached 99.85% 
accuracy, 99.60% precision, 99.50% recall, 99.55% f1-score, 
and 99.95% AUC when compared to other optimizers. 

TABLE V. PERFORMANCE OF OPTIMIZER 

Classifier Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-score (%) AUC 

(%) 

AdaGrad 94.53 94.47 94.32 94.39 94.61 

Adamax 95.76 95.63 95.54 95.58 95.82 

SGD 96.87 96.73 96.65 96.69 96.91 

Adam 99.85 99.60 99.50 99.55 99.95 
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In Fig. 3, the accuracy vs. epoch graph is represented for the 
developed classifier. The training accuracy, after some epochs, 
is close to 100% represents that the classifier has learned to 
classify the data accurately. The validation accuracy enhances 
the training process, represents that it stabilizes the model during 
training. There is only a small gap between training and 
validation accuracy representing that the model has better 
generalization capability and there is no overfitting. The 
validation accuracy stabilizes the model without any drop. In 
Fig. 4, the loss vs. epochs is represented for the developed 
classifier. The training loss continues to decline plateaus at less 
value, representing that the model has minimized errors in 
training data. The validation loss minimized in the initial phase 
represents that the method maximizes its performance on unseen 
data. After certain epochs, validation loss stabilizes the model. 
There is less gap between training and validation loss, which 
represents that the model is not overfitting. 

 
Fig. 3. Accuracy vs. Epochs. 

 
Fig. 4. Loss vs. Epochs. 

A. AUC/ROC Curve 

By using the AUC/ROC curve, Fig. 5 represents the 
connection between True Positive Rate (TPR) and False Positive 
Rate (FPR) by utilizing the AUC/ROC function. The ROC 
determines the ability of classifier for differentiating their 

classes. While AUC is substantial, the prediction of the method 
is correct. 

B. Comparative Analysis 

In Table VI, performance of the implemented technique is 
compared to existing techniques like LSTM [18], Ensemble ML 
[19], and CNN-Bi-LSTM [23] with different metrics on MIMIC 
III dataset. The CNN extracts the significant features from 
relevant features, focused on spatial-based relationships. Then, 
the Bi-LSTM layer captured the sequential dependencies and 
temporal relationships in patient histories that are essential to 
understand the treatment results. CL-LBO integrates the circle 
chaotic map and Levy flight process in traditional LBO to select 
relevant features for classification. The proposed technique 
reached 99.85% accuracy, 99.60% precision, 99.50% recall, 
99.55% f1-score, and 99.95% AUC when compared to existing 
techniques. 

 

Fig. 5. ROC curve. 

TABLE VI. COMPARATIVE ANALYSIS 

Methods Datase

t 

Accurac

y (%) 

Precisio

n (%) 

Recal

l (%) 

F1-

score 

(%) 

AUC 

(%) 

LSTM 

[18] 

 

 
MIMIC 

III 

- 77.00 79.87 78.2

4 

85.0

1 

Ensembl

e ML 

[19] 

92.80 - - - 83.0

0 

CNN-Bi-
LSTM 

[23] 

99.15 99.16 99.15 98.8
5 

- 

Proposed 
techniqu

e 

99.85 99.60 99.50 99.5

5 
99.9

5 

C. Discussion 

The outcomes of the proposed technique are evaluated with 
the MIMIC III dataset using various evaluation metrics. The 
developed CL-LBO feature selection algorithm is evaluated 
with different optimization algorithms of HBO, ACO, and 
DSSA. The developed classifier is evaluated with default 
features and with selected relevant features. Additionally, the 
performance of the classifier is evaluated with an activation 
function and different optimizers. Moreover, the performance of 
the developed technique is compared with LSTM [18], 
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Ensemble ML [19], and CNN-Bi-LSTM [23] with different 
metrics on the MIMIC III dataset. These existing algorithms 
have drawbacks such as overfitting issues occurring during the 
process because of the irrelevant features present in the data fit, 
dimensionality issues, struggled to interpret the pattern of 
features and the missing values presented in the data caused an 
overfitting problem. To mitigate these drawbacks, the CNN-Bi-
LSTM method for personalized treatment analysis uses EHR 
data. The CNN extracts the significant features from relevant 
features, focused on spatial-based relationships. Then, the Bi-
LSTM layer captured the sequential dependencies and temporal 
relationships in patient histories that are essential to understand 
the treatment results. The SMOTE technique is employed in the 
pre-processing phase to balance the classes in data. The CL-
LBO integrates the circle chaotic map and Levy flight process 
in traditional LBO to select relevant features for classification. 
This process improves the process of personalized treatment 
with high classification accuracy. By using this technique, in this 
article, the developed technique reached 99.85% accuracy, 
99.60% precision, 99.50% recall, 99.55% f1-score, and 99.95% 
AUC when compared to existing techniques. 

V. CONCLUSION 

The traditional mortality risk prediction techniques 
effectively extract the data in longitudinal EHRs that ignore the 
difficult relationship and interactions among variables and time 
dependency in longitudinal records. In the proposed work, the 
CNN-Bi-LSTM method is developed for personalized treatment 
analysis using EHR data. The MIMIC III dataset is used in this 
article and the data is balanced by using SMOTE and the 
balanced data is encoded by using the one-hot encoding 
technique. Then, the relevant features from pre-processed data 
are selected by using the developed CL-LBO algorithm. Here, 
the circle chaotic map and levy flight process are integrated with 
the traditional LBO algorithm to enhance the search capability 
and convergence rate of the algorithm. Then, the CNN extracts 
significant features from relevant features, focused on spatial-
based relationships. Then, the Bi-LSTM layer captured the 
sequential dependencies and temporal relationships in patient 
histories that are essential to understand the treatment results. 
The proposed method reached 99.85% accuracy, 99.60% 
precision, 99.50% recall, 99.55% f1-score, and 99.95% AUC 
when compared to LSTM. In the future, different DL-based will 
be used to further enhance the process of personalized treatment 
analysis. 
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Abstract— In the digital age, online shoppers heavily depend 

on product feedback and reviews available on the corresponding 

product pages to guide their purchasing decisions. Feedback is 

used in sentiment analysis, which is helpful for both customers 

and company management. Spam feedback can have a negative 

impact on high-quality products or a positive impact on low-

quality products. In both cases, the matter is bothersome. Spam 

detection can be done with supervised or unsupervised learning 

methods. We suggested two direct methods to detect feedback 

orientation as ‘spam’ or "not spam", also called "ham," using 

the deep learning model and the LSI (Latent Semantic Indexing) 

technique. The first proposed model uses only dense layers to 

detect the orientation of the text. The second proposed model 

uses the concept of LSI, an effective information retrieval 

algorithm that finds the closest text to a provided query, i.e., a list 

containing spam words. Experimental results of both models 

using publicly available datasets show the best results (89% 

accuracy and 89% precision) when compared to their 

corresponding benchmarks. 

Keywords—Spam; supervised learning methods; unsupervised 

learning methods; LSI; dense; deep learning 

I. INTRODUCTION 

The company is shocked when there is a complaint about 
their high-quality product. How did they find the complaint? 
Obviously, from the webpage concerned with the feedback of 
the customer, if a complaint is factual, it can be found in a 
product; if not, these types of comments degrade the product's 
star rating or sentiment score. Before sentiment analysis, these 
comments or reviews should be filtered. These reviews can be 
considered spam. Researchers have done much work to 
separate spam from the given reviews [1]. Most spam is 
delivered as emails, so there should be a strong filter to detect 
the spam. 

Classifiers trained using a combination of features are 
more effective than those learned using only one type of 
feature [2]. A machine learning algorithm has also been 
investigated for filtering spam emails [3]. Most supervised 
machine learning algorithms are not suitable for spam 
detection due to the lack of features or words that indicate the 
hint that the review is actual or not [4]. Although Support 
Vector Machines (SVM) is an important and powerful 
technique for detecting reviews as spam. However, for big 
data, the efficiency of SVM is reduced because of the many 
data processing complexities [5]. 

Unsupervised learning algorithms has also been 
investigated for spam detection such as clustering algorithm  
[6] has proved that these algorithms are well suited for spam 
clustering. A novel unsupervised text mining model was 
developed and integrated into a semantic language model for 
detecting untruthful reviews [7]. Unsupervised methods are 
currently unable to match the performance of supervised 
learning methods, research is limited, and results are 
inconclusive, warranting further investigation [8]. 

Deep learning is a new trend, through which classification 
can be done in a very descent way. This learning can be 
learned automatically, without predefined knowledge 
explicitly coded by the programmers. Although previous work 
which has been done on spam detection is based on 
bidirectional LSTM (Long Short Term Memory) [9] a 
resource hunger technique. The proposed work develops a 
simple sequential dense layer’s model using scaling of data to 
detect spam text and found best performance, which require 
less computational processing. 

The supervised learning approach employs training data 
based on labels (“ham” and "spam") sent to a classifier, which 
detects “spam” using this learned corpus. Unsupervised 
learning, on the other hand, necessitates the discovery of rules 
and patterns from supplied data. Both techniques need a 
significant amount of work, but, in this case, the suggested 
methodology does not necessitate the use of training data or 
rules. Latent Semantic Indexing was used to filter the "spam" 
and "ham" (not-spam), reviews. LSI is simple to comprehend, 
execute, and employ. When compared to other approaches, the 
results of LSI are far more precise and speedier. It seeks the 
most representational, rather than the most discriminative, 
qualities for document representation [10] The manually 
compiled Spam Words (SW) list includes 956 entries, which 
might be used in spam reviews [11]. This study makes the 
following key contributions: 

 A method has been suggested to make a sequential 
deep learning model with scaling that can tell when 
text is spam. 

 A method is proposed to detect reviews as either 
"spam" or "ham" using Latent Semantic Indexing (LSI) 
with an Automatic Generated Query (AGQ) that serves 
as a major input to LSI. Hence, there is no need to 
provide a separate query. 
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A. Significance of the Study 

This study emphasizes the critical importance of 
maintaining the integrity of customer feedback systems by 
filtering spam reviews. Genuine feedback is essential for 
ensuring accurate product sentiment scores and star ratings. 
By addressing the issue of spam detection, the research 
highlights how filtering out non-factual reviews can prevent 
negative impacts on product perception. Additionally, the 
study advances the field by exploring modern machine 
learning and deep learning techniques, demonstrating their 
potential to improve spam detection accuracy while 
overcoming computational challenges in handling large 
datasets. These innovations contribute to more reliable 
systems for analyzing customer reviews. 

B. Key Contributions 

The study makes several notable contributions to the field 
of spam detection. First, it proposes a sequential deep learning 
model with data scaling, which not only achieves high 
performance but also requires significantly lower 
computational resources compared to traditional methods. 
Second, it introduces the integration of Latent Semantic 
Indexing (LSI) with an Automatic Generated Query (AGQ), 
enabling the filtering of "spam" and "ham" reviews without 
the need for a predefined query. This innovation simplifies the 
detection process and improves efficiency. Lastly, the research 
demonstrates that LSI outperforms existing approaches by 
providing more precise and faster results, focusing on 
representational features for document representation rather 
than solely discriminative ones. 

C. Research Gap 

Despite substantial progress in spam detection, significant 
gaps remain in existing methodologies. Supervised machine 
learning methods often fail to achieve optimal results due to 
insufficient features or words that indicate the authenticity of 
reviews. Additionally, Support Vector Machines (SVM), 
though recognized as a powerful technique, face reduced 
efficiency when dealing with large datasets because of data 
processing complexities. While unsupervised learning 
methods, such as clustering algorithms, have shown potential, 
their performance is still inferior to supervised techniques, and 
research in this area is limited and inconclusive. Furthermore, 
current deep learning approaches, such as bidirectional 
LSTMs, are resource-intensive, highlighting the need for 
simpler yet effective models that can be practically 
implemented for large-scale spam detection tasks. 

II. RELATED STUDY 

Deep learning has gained significant prominence across 
various research domains, including applications in natural 
image processing [12], electricity theft detection [13], 
diagnosis of human and animal diseases [14][15], and 
sentiment analysis [16]. 

For Sentiment analysis, filtration of objective reviews not 
necessary but also filtration of spam reviews will also increase 
the accuracy of sentiment analysis. With respect to sentence 
polarity, there is lot of studies  which is about determining the 
sentiment orientation of a review or comment [17]. Sentiment 
orientation means that a positive opinion will be an exact 

positive, and a negative opinion will be an exact negative [18]. 
The view, assessment or feeling of a person towards a product, 
aspect [19], or service is known as a sentiment. Most of the 
work on reviews or blogs is based on sentiment analysis based 
on binary classification i.e. positive or negative classes [20]. 
As text classification is done using machine learning based 
[21], deep learning based [22] and score based approaches 
[23]. Training data is used in machine learning and deep 
learning approaches while different rules based on attributes 
and entities are used in other methods. To find polarity of 
opinion based on aspects, lot of researches has been done to 
extract aspect and aspect based sentiment analysis [24]. 
Besides machine learning, lot of sentiment analysis work has 
also been done by deep learning from different dimensions 
[25]. Work of [26] used word2vec to reduce number of 
parameters by considering of bag of words in deep learning. 
Authors [27] investigated the impact on performance over 
multiple runs by changing hyper parameters for convolutional 
neural network. OpCNN model based on k-max pooling was 
presented in [28] by considering word order problem of 
Chinese. Sentiment classification on tweets to detect tweet as 
either positive or negative was implemented by LSTM neural 
network [29]. 

Different research techniques are available for spam 
filtration such as filtering Technique based on content [30], 
spam filtering technique based on heuristic rules [31], spam 
filtering technique based on previous likeness [32], adaptive 
spam detection [33] etc. There are many proposed email 
classification techniques, which detect the spam emails such 
as case-based technique [9], ANN (Artificial Neural 
Networks) [34] and SVM (Support-Vector-Machine) [35]. For 
this purpose LSI (Latent Semantic Indexing) is better [36]. For 
clustering purpose LSI has also been considered to filter 
unwanted emails in Chinese and English [37][38]. 

III. PROPOSED METHODOLOGY 

Generally, tasks of proposed work consist of different 
steps shown in Fig. 1. Manual Feature extraction work 
excluded in deep learning because it is responsibility of deep 
learning model-training to handle it automatically. 

 
Fig. 1. Steps of proposed work. 
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The used dataset consists of two columns; one contains 
text, and the other has a decision as spam or ham [2]. The data 
set contains 20718 texts, of which 10369 are spam and 10349 
are ham. The preprocessing process removes irrelevant 
opinions, duplicate words, extra spaces, and stop words. It 
also involves tokenization, converting all words into lower 
cases, contractions, stemming, and lemmatization. The one-
hot encoding process is used to convert categorical variables 
into a form that the machine can easily read. The one-hot 
encoding performs better in prediction. The proposed work 
package from TensorFlow. The next step is embedding and 
padding, where a large sparse vector represents each word 
with a score (representing an entire vocabulary), and padding 
adds zeros at the end or start of the sequence to make the 
sample the same size as the sequence. The proposed work uses 
embedding and pad sequences packages from TensorFlow. 

To train proposed model, we require training data which is 
a complete set of dependent (Y) and independent (X) 
variables, across a model can learn. Proposed model has used 
train_test_split package for this purpose. 

A. Model Training on Dataset 

This model consists of only dense layers. The name 
indicates that layers are fully connected through the neurons in 
a network layer. Each neuron in a layer collects input from all 
the neurons that appeared in the previous layer, thus, they are 
densely attached. Fitting of model is shown in Fig. 2. 

 

Fig. 2. Model structure of dense layers. 

B. Training of Model without Scaling 

A simple sequential model has been created with four 
dense layers. First and last layers are input and output layers 
and remaining two are hidden layers. Description of model is 
given below in Table I. 

TABLE I. SUMMARY OF MODEL 

Model: “sequential” 

Layer (type)                 Output Shape              Param #    

dense     (Dense)                (None, 400)                160400        
dense_1 (Dense)               (None, 20)                   8020        

dense_2 (Dense)               (None, 15)                   315        

dense_3 (Dense)              (None, 1)                       16         

Total params: 168751 

Trainable params: 168751 
Non-trainable params: 0 

First three layers are using activation function ‘relu’ and 
output layer is using activation function ‘softmax’. A 
'binary_crossentropy' loss function is used, because ‘spam’ or 
‘ham’ is a binary problem. Proposed model has been compiled 
using ‘adam’ optimizer, because we are using batch option 
and there also there is neither ‘vanishing gradient problem’ 
will occur nor ‘dead neurons’ will occur. Different attempts 
have been made to achieve high accuracy based on epoch and 
batch size. But achieved 69% at 100 epochs with 40 batch-size 
shown in Table II. 

TABLE II. ACCURACIES OF MODEL (WITHOUT SCALING) WITH DIFFERENT 

ATTEMPTS 

Epochs Batch Size Accuracy 

10 40 0.63 

50 40 0.68 

100 40 0.87 

100 100 0.86 

C. Training of Model with Scaling 

Here scaling concept is used to enhance the accuracy. 

To normalize the range of independent variables, scaling 
feature is used. Its basic purpose is to convert the whole 
independent variables into range 0 to 1, because this range is 
very suitable for deep learning models [39]. 

TABLE III. ACCURACIES OF MODEL (WITH SCALING) WITH DIFFERENT 

ATTEMPTS 

Epochs Batch Size Accuracy 

10 40 0.80 

50 40 0.88 

50 100 0.84 

Previous Work[28]        0.82 0.82 

Different attempts have been made to achieve high 
accuracy based on epoch and batch size, shown in Table III. 
And achieved 88% at 100 epochs with 40 batch-size. 
Remaining measures of confusion matrix are given below in 
Table IV. Performance of model with respect to loss and with 
respect to accuracy is shown in Fig. 3. 
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Fig. 3. Performance of model with respect to Loss and Accuracy. 

TABLE IV. DIFFERENT MEASURES OF CONFUSION MATRIX 

Proposed Work            Precision    Recall    F1-score 

0                               0.93      0.83      0.87 

1                               0.80      0.92      0.86 
weighted avg            0.87      0.88      0.87 

Previous Work[28]           0.82       0.78       0.80 

opCNN [28] achieved 84% accuracy while proposed deep 
learning model achieved 88% accuracy. Furthermore, since 
deep learning models require a lot of resources such as Keras, 
TensorFlow, Activation Functions, etc., further supervised and 
unsupervised machine learning models also earn 
unsatisfactory accuracy for spam detection. In contrast, the 
proposed LSI technique is comparatively effective. 

IV. SPAM DETECTION USING LSI 

Major inputs to the proposed model are "reviews" and 
"automatically generated queries" (AGQ). After processing 
through LSI, the output is measured in terms of scores. A 
decision based on these scores will be made, i.e., whether the 
review is spam or not. Here, the classification category is 
"spam" and "ham" (not spam). The decision depends upon the 
pivot value; in the result section, we made different attempts 
to find the pivot value. If the score of each review is greater 
than the pivot value, it will be considered "spam," otherwise 
"ham." The whole process is depicted in Fig. 4. 

 

Fig. 4. Proposed framework. 

A. Latent Semantic Indexing 

The LSI proposed by [40] is an efficient information 
retrieval algorithm. In LSI, there is a cosine similarity 
measurement between the coordinates of a document vector 
and the coordinates of a query vector. The result of cosine 
similarity measurement "1" means the document is 100% and 
the result of cosine similarity measurement "0" means the 

document is very far from a query. A feature matrix from the 
frequencies of all words in the documents and query will be 
formed, and singular value decomposition (SVD) will be 
calculated from this matrix. Singular value decomposition 
(SVD) can be used to determine the coordinates of the 
documents and the query. Three matrices, S, V, and U can be 
easily extracted from SVD. The document coordinates will be 
determined from S and V as depicted in the algorithm shown 
in Fig. 5. Finally, a cosine similarity function is applied to 
these coordinates to find the texts that best match the spam 
query [41]. Based on LSI techniques algorithm for proposed 
work is shown in Table V. 

TABLE V. ALGORITHM FOR SPAM DETECTION USING LSI 

Function LSI (AllReviews, AGQ) 

1. Matrixf: Frequency Matrix from AllReviews 

2. Matrixq:  Query Matrix from AGQ from List of 
Spam words and Reviews 

3. V, S, U = numpy.linalg.svd(Matrixf ) 

4. UK = Rank 2 Approximation of U 
5. VK = Rank 2 Approximation of V 

6. SK  = Rank 2 Approximation by taking two columns 

and two rows of S 
7. CoorR: Each row of V relates to Coordinates of a 

Review 

8. Query Coordinates: Coorq = (Matrixq)TUkSk-1 
9. Find dot product of Coorq with each document 

coordinates CoorR 

10. ⋃ ( 𝐶𝑜𝑜𝑟𝑅, 𝐶𝑜𝑜𝑟𝑞)  = 𝑚
𝑥=1

∑ 𝐶𝑜𝑜𝑟𝑅(𝑖) ∗ 𝐶𝑜𝑜𝑟𝑞(𝑖)𝑛
𝑖=1

√∑ (𝐶𝑜𝑜𝑟𝑅(𝑖)2𝑛
𝑖=1  √∑ (𝐶𝑜𝑜𝑟𝑞(𝑖)2𝑛

𝑖=1

 

11. Return (Score of all Documents) 

End Function 

B. Preprocessing 

First of all, it is very necessary to remove noise from the 
reviews, Eq. (1), Eq. (2), Eq. (3) and Eq. (4) are used to filter 
the reviews based on stop words and negations. 

𝑅 = ⋃ 𝑅𝑥
𝑛
𝑥=1    (1) 

 𝐶(𝑥) = ⋃ 𝑅𝑖
𝑛
𝑖=1       (2) 

𝐹𝐶(𝑥) = ⋃ {𝐴𝑛𝑡𝑜𝑛𝑦𝑚𝑒 (𝐶𝑖) ,    𝑖𝑓 𝐶𝑖−1 ∉ 𝑁𝑒𝑔𝑎𝑡𝑖𝑜𝑛𝑠𝑛
𝑖=1   (3) 

𝐹𝐶(𝑥) = ⋃ {𝑇𝑖  ,    𝑖𝑓 𝑇𝑖 ∉ 𝑆𝑡𝑜𝑝𝑊𝑛
𝑖=1                (4) 

where x = 1, 2, 3…n, StopW means stop words, R 
represents the total number of reviews, C(x) represents the 
chunks of the xth reviews, and FC(x) represents the filtered 
chunks of the xth reviews. 

C. AGQ (Automatic Generated Query) 

All reviews I and a list of spam words (SW already 
identified in the introduction) are major inputs for AGQ. The 
intersection of chunks of each review and spam words (SW) 
will be determined. Then this list will be updated with AGQ as 
a union. If a chunk does not belong to SW, then it will be 
checked in the dictionary (WordNet). If this chunk is not 
present in the dictionary, then it will also be added in AGQ as 
a union. Because sometimes spam reviews also contain 
meaningless words. Since the motive of the proposed model is 
to find those reviews close to spam words, i.e., AGQ, the 
whole process is shown in Fig. 6, and the creation of AGQ has 
been portrayed in Eq. (5) and Eq. (6). 
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Fig. 5. Process for generating automatic query. 

𝐴𝐺𝑄 = ⋃ {𝐹𝐶(𝑥)𝑖  ,    ⋃ .𝑛
𝑖=1  𝑖𝑓 𝐹𝐶(𝑥)𝑖 ∈ 𝑆𝑊𝑛

𝑥=1  (5) 

𝐴𝐺𝑄 = 𝐴𝐺𝑄 UNION ⋃ {𝐹𝐶(𝑥)𝑖  ,    ⋃ .𝑛
𝑖=1  𝑖𝑓 𝐹𝐶(𝑥)𝑖 ≠𝑛

𝑥=1

𝑆𝑊 𝐴𝑁𝐷 𝐹𝐶(𝑥)𝑖 ≠ 𝑊𝑜𝑟𝑑𝑁𝑒𝑡                (6) 

where x = 1, 2, 3…n and 𝐹𝐶(𝑥)𝑖 means ith words of xth 
review.  AGQ contains those words from all reviews which 
belongs to SW (spam words) and those which does not belong 
to wordnet dictionary. 

D. Scoring 

Already we have determined FC(x) and AGQ. Now Eq. 
(7) will find the score of each review FC(x) with spam-query 
AGQ. 

𝐿𝑆𝐼(𝑆𝑐𝑜𝑟𝑒)𝑥=⋃ (𝐿𝑆𝐼𝑥  (𝐹𝐶(𝑥), 𝐴𝐺𝑄))   𝑛
𝑥=1   (7) 

Decision 

If LSI score is greater than pivot value, it means review is 
‘spam’ because it is closest with spam query otherwise 
considered as ‘ham’. Following equation Eq. (8) is used for 
filtering purpose. 

𝑅𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑥) =

⋃ {
𝑠𝑝𝑎𝑚𝑥   , 𝑖𝑓  (𝐿𝑆𝐼(𝑆𝑐𝑜𝑟𝑒) 𝑥) >  𝑃𝑖𝑣𝑜𝑡 𝑉𝑎𝑙𝑢𝑒)

ℎ𝑎𝑚𝑥   ,                                                        𝑒𝑙𝑠𝑒   
  

      

𝑛
𝑥=1  (8) 

V. EXPERIMENTAL RESULTS AND DISCUSSIONS 

The SMS Spam Collection is a set of SMSs tagged 
messages that have been collected for SMS Spam research  
[42]. It consists of column v1 and v2. Column v1 contains 
5,574 English messages with label ‘ham’ and ‘spam’ and 
column v2 contains the text of message. The sample listing of 
the said datasets is presented in Table VI. 

TABLE VI. SAMPLE SMS FROM DATASET 

v1 v2 

ham Absolutely wonderful – silky and sexy and comfortable 

ham This dress is perfection! So pretty and flattering. 

Ham 

Super cute and comfy pull over. Sizing is accurate. Material has a 

little bit of stretch. 

Ham Loved this top and was really happy to find it on sale! 

Spam 100 dating service call 09064012103 box334sk38ch 

spam 

FREE entry into our 250 weekly competition just text the word 

WIN to 80086 NOW 18 T&C wwwtxttowincouk 

spam 

XXXMobileMovieClub To use your credit click the WAP link in 
the next txt message or click here httpwap 

xxxmobilemovieclubcom?n=QJKGIGHJJGCBL 

spam 

500 New Mobiles from 2004 MUST GO Txt NOKIA to No 89545 

& collect yours today From ONLY 1 www4tcbiz 2optout 
08718726270150gbpmtmsg18 

A confusion matrix [43] is formed from the four outcomes 
produced as a result of binary classification. A binary 
classifier predicts all data instances of a test dataset as either 
‘spam’ or ‘ham’. This classification (or prediction) produces 
four outcomes -true spam (TS), -false spam (FS), -true ham 
(TH) and -false ham (FH). 

Here, in start 0.7 was considered as pivot value, then 
achieved accuracy was 84%, at pivot values 0.8 & 0.9 
accuracy was 88% while at 0.99 accuracy was 54%. So, 0.8 or 
0.9 can be considered as pivot value as shown in Fig. 7. 
Graphs of Confusion matrices at different scores in Fig. 6, also 
predict that values greater or equal to 0.8 and less or equal to 
0.9 can be considered as pivot value. 

 

 

Fig. 6. Confusion matrices at all selected scores. 
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Fig. 7. Accuracies at different scores. 

Table VII shows some of sampled documents based on 
proposed method to detect text as ‘ham’ or ‘spam’ using LSI-
score greater than pivot values 0.8 and 0.9. 

TABLE VII. SAMPLE OF DOCUMENTS WITH LSI SCORES GREATER THAN 0.8 

AND 0.9 

S.
No 

Revi
ews 

LSI 
Score 

Act
ual  

Detected Based                          on           
Score > 0.8 

Detec
ted 

Base

d on                              
Score 

> 0.9 

1 d[0] 0.999

82 

Ha

m 

Spam 
spam 

2 d[1] 0.337
082 

Ha
m 

Ham 
ham 

3 d[2] 0.492

025 

Ha

m 

Ham 
ham 

4 d[3] 0.491

148 

Ha

m 

Ham 
ham 

5 d[4] 0.989

738 

Ha

m 

Spam 
spam 

6 d[5] 0.551

706 

Ha

m 

Ham 
ham 

7 d[6] -
0.181

23 

Ha
m 

Ham 
ham 

8 d[7] -
0.215

59 

Ha
m 

Ham 
ham 

9 d[8] 0.271

523 

Ha

m 

Ham 
ham 

10 d[9] 0.431
423 

Ha
m 

Ham 
ham 

20 d[82] 0.975

451 

Spa

m 

Spam 
spam 

21 d[83] 0.976
627 

Spa
m 

Spam 
spam 

22 d[84] 0.976

538 

Spa

m 

Spam 
spam 

Now at detected pivot values, proposed model achieved 
0.89 precision and 0.88 recall as shown in Table VIII. 

TABLE VIII. STATISTICAL RESULTS AT DIFFERENT PIVOT VALUES 

Pivot 

Values 

Class 
Precision Recall 

F1-

Score 

0.8 

Ham 0.97            0.80         
0.87         

0.80          0.80         
0.87         

0.87            
0.80         

0.87         

Spam 
0.80         0.80         

0.87         

0.97            0.80         

0.87         

0.88       

0.80         
0.87      

Avg 0.89       0.80         

0.87    
0.88 

0.88 

0.9 
Ham  0.96 0.81 0.88 

spam 0.81 0.96 0.88 

avg 0.89 0.88 0.88 

Recently accuracies of supervised learning approaches have 
been increased, while unsupervised approaches are still 
working on increasing the efficiency. Because major used 
source are spam words, which are not only present in spam-
text while also in ham-text. Table IX is showing that proposed 
model gained high performance with respect Supervised, 
Unsupervised, Combined and Active Learning. 

TABLE IX. COMPARISON WITH DIFFERENT APPROACHES 

Methods Precision Accuracy 

Supervised Learning Methods  49% 78% 

Unsupervised Learning Methods 

 
42% 80% 

Combined Approach 

 
 

64% 83% 

Adaptive Resonance Theory (ART) 

 

 

75% 89% 

Active Learning 87% 88% 

Proposed Work 89% 89% 

Pivot Value-1
(0.7)

Pivot Value-2
(0.8)

Pivot Value-3
(0.9)

Pivot Value-4
(0.99)

Accuracies 0.84 0.89 0.89 0.54

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Accuracies
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VI. CONCLUSION 

Spam is a serious issue that is not just annoying to the end-
user but also financially damaging and security risks. In this 
paper, state-of-the-art models and LSI model were 
experimented against the task of detecting spam emails.  To 
validate the generalization capabilities of the proposed 
method, its experimental results have been compared with 
CNN and OPCNN models. CNN achieved 82% and opCNN 
achieved 84% accuracy while proposed deep learning model 
achieved 88% accuracy. Although accuracy of proposed 
model is less than the accuracy of another base line whose 
accuracy is 96% (Spam with Deep Model). But this work uses 
bidirectional LSTM, which is computationally expensive and 
also uses reviews with sequence length less than 300 with 
dataset length 5000. Proposed work has been implemented on 

20718 lengths of dataset also containing reviews with length 
more than 300. 

Another less computationally expensive proposed model 
has been implemented using LSI concept to detect ‘spams’ 
from given data. The major theme of this work is to avoid 
laborious work for detecting patterns and making rules and 
implementation from machine learning methods.  Based on 
the experimental results through confusion matrix, it found 
that results generated from the proposed method show a 
significant improvement from existing techniques related not 
only to precision and accuracy, but also to recall and f1-score 
which are 88% shown in Table IX. Fig. 8 shows that the 
proposed work provides better results than previous 
approaches. 

 

Fig. 8. Comparison of proposed LSI work with alternative approaches. 

VII. LIMITATIONS AND FUTURE WORK 

This study demonstrates significant progress in spam 
detection; however, certain limitations remain that open 
avenues for future research. The dataset used in this study 
comprises 5,574 English-language messages, which, while 
effective for the current analysis, limits the generalizability of 
the findings. Future work could focus on increasing the dataset 
size and incorporating data from other languages to improve 
model robustness and applicability across diverse linguistic 
contexts. Additionally, the automatic query process in this 
work relies on the WordNet dictionary. While effective, the 
exploration of other dictionaries or lexical resources could 
enhance the flexibility and accuracy of the query generation 
process. The pivot value of 0.7, achieved with the current 
dataset size, may vary with larger or smaller datasets, 
suggesting the need for further investigation into optimal pivot 
values for datasets of different sizes. 
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Abstract—The increasing use of SMS phishing messages in 

Arab communities has created a major security threat, as 

attackers exploit these SMS services to steal users' sensitive and 

financial data. This threat highlights the necessity of designing 

models to detect SMS messages and distinguish between phishing 

and non-phishing messages. Given the lack of sufficient previous 

studies addressing Arabic SMS phishing detection, this paper 

proposes a model that leverages deep learning models to detect 

Arabic SMS messages based on the URLs they contain. The focus 

is on the URL aspect because it is one of the common indicators in 

phishing attempts. The proposed model was applied to two 

datasets that were in English, and one dataset was in Arabic. Two 

datasets were translated from English to Arabic. Three datasets 

included a number of Arabic SMS messages, mostly containing 

URLs. Three deep learning models—CNN, BiGRU, and GRU—

were implemented and compared. Each model was evaluated 

using metrics such as precision, recall, accuracy, and F1 score. The 

results showed that the GRU model achieved the highest accuracy 

of 95.3% compared to other models, indicating its ability to 

capture sequential patterns in  URLs extracted from Arabic SMS 

messages effectively. This paper contributes to designing a 

phishing detection model designed for Arab communities to 

enhance information security within Arab communities. 

Keywords—Phishing; URL phishing; SMS phishing; GRU; 

BiGRU; CNN 

I. INTRODUCTION 

Cybersecurity refers to one or more of the following three 
things as a set of security measures and other activities aimed at 
first protecting computer hardware and networks, related 
hardware and software, as well as the information they contain 
and transmit, including software and data. This protection 
includes protection against attacks, disruptions, or 
threats. Second, the status or quality of protection from threats. 
Third, expand the scope for public discussions aimed at the 
process of implementing and improving those activities and 
quality [1]. Therefore, a cyberattacks is an attempt by attackers 
to infiltrate information systems at the level of an individual or 
organization in a deliberate way. A cyberattack aims to disrupt 
the resources of the target victim's system by stealing his 
confidential information and disrupting the main functions of his 
system. After that, network assaults come in several types. The 
attackers search for the type of ransom after carrying out 
network attacks on organizations. This threat is not limited only 
to large companies but also includes medium and small 
organizations. The reason lies in the fact that medium and small 
organizations do not have high-level security measures, and this 
makes attackers also focus on medium and small companies and 
find out their vulnerabilities [2]. Cyberattacks have become 
widespread in our daily lives, affecting government institutions, 

from the economic side to trade, as well as banks and hospitals. 
Malware, phishing, social engineering attacks, botnets, 
password attacks, man-in-the-middle attacks, and other types of 
cyberattacks are among the most prevalent types [3]. Therefore, 
preserving private data against social engineering threats such as 
phishing attempts is the primary objective of information 
security. To protect private data from these types of social 
engineering assaults, consumers, website developers, and 
experts have been particularly concerned about security 
vulnerabilities in every company [4]. Social engineering refers 
to the tactic of manipulating individuals to obtain unauthorized 
access to data. This method falls under the broader category of 
information security. People are the weakest point, the focal 
point of most organizations because they pose a threat to their 
organizations. If sensitive information about the organization is 
compromised, it falls into the wrong hands. Organizations 
usually use advanced security measures to minimize the chances 
of unauthorized individuals accessing that information. An 
organization needs to prevent its employees from succumbing to 
social engineering attacks. Most humans react emotionally, so 
they are more vulnerable than machines most often. The greatest 
threat that an organization poses to having sensitive information 
is human, not technical protection because they constitute the 
essence of an organization. As a result, attackers have concluded 
that using a human to get unauthorized access to an 
organization's data and communication technology 
infrastructure is more straightforward than attempting to breach 
security mechanisms [5]. Phishing attacks are prevalent in social 
engineering attacks. The attacker entices users to send fake 
messages such as winning a prize, sending a message from a 
fake social media account, or hacking passwords. These 
messages seem to be an order from a trusted entity, such as a 
bank disclosing information to achieve financial gain. Social 
engineering techniques with some fraudulent tactics are 
ingeniously used to entice users to acquire information. 
Fraudulent methods can connect to a message, phone, or fake 
email. Scammers send fake messages to many internet users. 
These attacks target people who lack sufficient knowledge about 
cyberattacks and their security. They are led to assume that the 
messages are from a legitimate organization. The core goal of 
phishing attacks is to search for the vulnerabilities of the 
intended user. The attacker always finds ways to make the 
targeted victims visit a phishing site. By designing fake 
messages in a way that makes them appear reliable, including a 
link that transports them to this fraudulent site, it is easy to target 
and deceive victims [4]. Phishing includes several types of 
attacks targeting users, such as voice phishing, email phishing, 
SMS phishing, website phishing, and social media phishing [6]. 
SMS phishing, also referred to as smishing, is a kind of phishing 
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that utilizes short message service (SMS) technology. This type 
of phishing exploits SMS messages on smartphones. The 
smishing happens in two major methods. The first is when an 
SMS message is sent from a reliable source, such as a bank or 
system administrator. The second way occurs when the victim 
receives an SMS message containing private content, such as an 
account block or stolen identity. Subsequently, the victim will 
be sent to a deceptive website or contacted via phone number to 
confirm their data [7]. 

Therefore, with the increasing prevalence of phishing attacks 
received through SMS, research targeting Arabic-speaking 
communities to detect Arabic SMS messages containing URLs 
remains insufficient. This gap poses a significant security threat 
to Arabic-speaking users and can lead to the loss of sensitive 
personal and financial data. While existing phishing detection 
solutions have targeted SMS messages in English, Arabic SMS 
messages based on URLs are relatively unexplored. The 
significance of this paper lies in its contribution to addressing 
the gap in phishing detection models specifically designed for 
Arabic SMS messages containing URLs. By leveraging deep 
learning models, this paper aims to mitigate the risk of phishing 
threats faced by Arabic-speaking users. Thus, the key paper 
challenges addressed in this work are: (1) how can URLs 
extracted from Arabic SMS messages be analyzed to determine 
whether the message is phishing or non-phishing? (2) what is the 
appropriate deep learning model for effective classification and 
detection of Arabic SMS phishing based on URLs? 
Accordingly, the paper proposes a proposed model to bridge this 
gap through several contributions. First, provide a model for 
detecting Arabic SMS messages based on URLs and determine 
the type of message, whether phishing or non-phishing, 
depending on the analysis of the URL contained in the Arabic 
SMS message. Second, we created a dataset of 16,521 Arabic 
SMS messages, which helps provide a dataset for future research 
in the field of Arabic SMS detection, then extracted and 
analyzed URLs from Arabic SMS using deep learning models: 
CNN, BiGRU, and GRU. Finally, evaluate and compare the 
performance of models for deep learning in the classification of 
Arabic SMS messages based on URLs, whether phishing or non-
phishing. The results of this paper can benefit financial 
institutions and telecommunications service providers by 
providing an effective tool to protect sensitive data and reduce 
financial losses caused by SMS-based phishing threats. 

The rest of this paper is organized as follows: Section II 
provides a review of related works. Section III presents the 
methodology. Section IV presents the results and discussions. 
Finally, Section V presents the conclusion and future work of 
the paper. 

II. RELATED WORKS 

In this section, we review several related works on SMS 
phishing detection with deep learning and machine learning 
methods. 

Mishra & Soni, 2023 [8] presented a two-stage SMS 
phishing detection model. The first stage was URL validation 
domain checking. The second stage was SMS classification. The 
URL domain was checked, and SMS classification categorized 
the messages’ text content and extracted some useful features. 
Finally, the system used a backpropagation algorithm to classify 

the messages and was evaluated using the SMS dataset. The 
results showed an accuracy rate of 97.93%. 

Mishra & Soni, 2020 [9] suggested the Smishing Detector 
model, which detected SMS phishing messages with minimal 
false positives. The model analyzed content through a Naïve 
Bayes classification. Four modules provided this model: APK 
Download Detector, SMS Content Analyzer, URL Filter, and 
Source Code Analyzer. The results demonstrated an overall 
accuracy rate of 96.29%. 

Agrawal et al., 2023 [10] developed a model to detect 
fraudulent SMS. The model’s design involved two phases: the 
first phase used a hybrid model for SMS message classification, 
whereas the examination of URLs was the second phase. 
Random Forest, Naive Bayes, and Extra Tree classifiers were 
used in their hybrid model. The results showed that the Random 
Forest, Multinomial Bayes classifier, and Extra Tree classifier 
achieved 96.25% accuracy and 99.38% precision. 

Prasanna Bharathi et al., 2021 [11] applied two well-known 
algorithms to categorize spam SMS: a Support Vector Machine 
and Naive Bayes. 96.19% accuracy percent was achieved by the 
Naive Bayes algorithm. 98.77% accuracy was achieved with the 
Support Vector Machine algorithm approach. 

Wu et al., 2018 [12] introduced a novel approach to detecting 
SMS phishing utilizing oversampling technology to enhance 
feature selection and improve accuracy. They utilized three 
types of features, namely symbol features, subject features, 
language query features, and word calculation (LIWC). They 
applied one of the oversampling methods called the Adasyn 
adaptive synthetic sampling approach. The BPSO binary 
particle swarm was used to analyze the three feature types and 
then select the optimal combination of all the features. The 
experiment was performed on the Almeida et al. dataset, which 
contained 5574 messages in English. They used the Random 
Forest classification algorithm to obtain detection findings. The 
findings showed that the two methods offered by ADASYN and 
BPSO achieved the highest accuracy rate of 99.01%. 

Oswald et al., 2022 [13] proposed an intent-based approach 
that efficiently handled the filtering of SMS spam, textual and 
semantic features of SMS messages were created using 13 pre-
defined intent labels. Multiple pre-trained NLP models were 
applied to generate textual contextual embeddings. For the pre-
defined labels, intent scores were computed. Several supervised 
learning classifiers were used to filter spam or ham. The results 
showed that the DistilBERT+SVM (Poly) model performed 
well with an accuracy (98.07%), precision, and recall (∼0.97). 

Tuan et al., 2023 [14] evaluated five algorithms on three 
various Vietnamese datasets: Support Vector Machine, Random 
Forests, Naïve Bayes, Convolutional Neural, and Long Short-
Term Memory to evaluate the efficiency of spam detection in 
Vietnamese SMS. The results showed that the CNN and LSTM, 
supported by the transformer PhoBert model, were more 
effective than the conventional models for machine learning. 
The LSTM model obtained the greatest accuracy of 97.77%, on 
the Vietnamese full-dialect dataset, while the CNN and PhoBert 
models showed a high accuracy of 95.56% on the non-diacritic 
Vietnamese dataset. 
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The University of Baghdad et al., 2021 [15] suggested a new 
approach for detecting SMS spam that focused on improving the 
binary particle swarm based on fuzzy rule selection. Initially, the 
significant features of the SMS spam dataset were extracted. 
Then, a fuzzy collection of rules was produced using the features 
that were extracted. The most reliable fuzzy rules, which 
lowered complexity and enhanced model performance, were 
finally chosen using a binary particle swarm. The findings 
demonstrated that the suggested model achieved an F-measure 
of 94.6%, recall of 98.8%, accuracy of 98.5%, and precision of 
90.8%. 

Amir Sjarif et al., 2020 [16] proposed a method for 
classifying spam SMS messages through a variety of techniques 
for data mining. Algorithms such as Multinominal Naïve Bayes, 
Support Vector Machine, Naïve Bayes, and K Nearest Neighbor 
with different values of K = 1, 3, and 5 were trained and assessed 
using the dataset from the UCI machine learning repository. 
Each algorithm's performance was compared to determine 
which best-fitting classifier performed better in terms of 
accuracy, error, processing time, kappa statistics, and the lowest 
number of false positives. The SVM algorithm outperformed the 
other classifiers in terms of accuracy, with an average accuracy 
of 98.9% for detecting and labeling spam text messages. In 
terms of the error coefficient, the KNN algorithm had the highest 
error with K = 3 and K = 5, while SVM had the lowest error, 
followed by the Multinominal Naïve Bayes algorithm. 

Uddin et al., 2024 [17] addressed spam detection using a 
transformer-based Large Language Models (LLMs) approach 
that was refined and optimized. The benchmark SMS spam 
dataset was used to detect spam messages. The imbalance 
problem in the data was mitigated by implementing methods for 
data augmentation, such as back translation. In addition, 
calculated the scores of positive and negative coefficients that 
detected and explained the transparency of the fine-tuned model 
in detecting spam messages using explainable artificial 
intelligence (XAI) techniques. Traditional models for machine 
learning and transformer-based models’ performances were 
compared. The experiments showed that the refined and 
optimized BERT model with the variant model RoBERTa 
obtained the highest accuracy of 99.84%. 

Ali et al., 2023 [18] proposed a new model for detecting 
SMS spam using (MLP) Multiple Linear Regression to extract 
seven features from each message. The message detection 
process was entrusted to the feature weight and Extreme 
Learning Machine (ELM). MLR was used to weigh the seven 
extracted features. The SMS was classified as spam or ham by 
ELM. The suggested model was evaluated for recall, F-measure, 
precision, and accuracy, and showed scores of 98.7%, 95.9%, 
93.3%, and 98.2%, respectively. 

Sonowal, 2020 [19] identified the greatest collection of 
features for the detection of SMS phishing by employing four 
ranking algorithms: Spearman’s rank correlation, Pearson rank 
correlation, Kendall rank correlation, and Point biserial rank 
correlation, along with machine learning algorithms. According 
to the findings, the AdaBoost classifier provided the highest 
accuracy. When compared to other correlation algorithms, the 
Kendall rank correlation algorithm provided the best accuracy. 
Therefore, this finding proved that the ranking algorithm could 

provide 98.40% accuracy and 61.53% reduction in feature 
dimensions. 

Giri et al., 2023 [20] suggested various deep neural networks 
for spam SMS classification. The Tiago dataset was used, and 
some steps were taken to start with preprocessing and then 
feeding these preprocessed messages into two different models 
of deep learning (Long Short-Term Memory Network with 
Convolution Neural Network) with simple architectures. Word 
embedding techniques (BUNOW and GloVe) were combined to 
enhance the two basic architectures' accuracy with the deep 
learning models. The results after using the two-word 
embedding techniques in text categorization, demonstrated an 
accuracy of 98.44% with the CNN LSTM BUNOW model. 

Table I summarizes the previous studies that contributed to 
SMS phishing message detection solutions. 

TABLE I.  COMPARISON OF PREVIOUS STUDIES ON SMS PHISHING USING 

MACHINE LEARNING AND DEEP LEARNING DETECTION 

Ref. Model architecture used 
Dataset 

language 
Result % 

[8] Backpropagation algorithm English 97.93% 

[9] Naive Bayes English 96.29%. 

[10] 
Random Forest, Naive Bayes, 

and Extra tree classifiers 
English 96.25% 

[11] 
Support vector machine, and 
Naive Bayes. 

English 98.77% 

[12] ADASYN, BPSO English 99.01% 

[13] DistilBERT+SVM (Poly) English 98.07% 

[14] 

Support Vector Machine, 

Random Forests, Naive Bayes, 

LSTM, and CNN 

Vietnamese 

97.77%, on the 

Vietnamese full-

dialect and 
95.56%on the 

non-diacritic 

Vietnamese 

[15] 
Binary particle swarm based 

on fuzzy rule selection. 
English 98.5% 

[16] 

Support Vector Machine, 
Multinominal Naïve Bayes, 

Naïve Bayes, and K Nearest 

Neighbor with different values 

English 98.9% 

[17] 

explainable artificial 
intelligence (XAI), 

transformer-based Large 

Language Models, refined and 
optimized BERT model with 

the variant model RoBERTa 

English 99.84% 

[18] 

Multiple linear regression, 
extreme learning machine 

ELM. 

English 98.2% 

[19] 

Spearman’s rank correlation, 

Pearson rank correlation, 
Kendall rank correlation, and 

Point biserial rank correlation 

English 98.40% 

[20] CNN LSTM BUNOW English 98.44% 

III. METHODOLOGY 

The proposed methodology is based on the process of 
detecting Arabic SMS phishing messages based on URLs, 
which uses models for deep learning such as GRU, CNN, and 
BiGRU to examine and categorize these Arabic SMS messages. 
The process begins with the step of identifying SMS messages 
that contain URLs, which are often indicative of phishing tries. 
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Once identified, the Arabic SMS messages are classified based 
on the presence of URLs for further analysis. This analysis step 
is fundamental for understanding the type of content of Arabic 
SMS messages, with a focus on the URLs embedded within the 
Arabic SMS messages. The methodology evaluates patterns and 
characteristics that are usually related to phishing, such as 
suspicious domains or malicious URLs. The cleaned dataset 
experiences an inspecting process, where each Arabic SMS 
message is evaluated for the presence of a URL. After that, the 
URLs are extracted from the Arabic SMS messages and passed 
to the URL-based classification. The classification step utilizes 
models for deep learning, such as GRU, CNN, and BiGRU, to 
process and analyze the extracted URL dataset. These models 
were selected for their capability to capture sequential patterns, 
spatial features, and contextual dependencies, which are 
important in the process of detecting phishing tries. 

Fig. 1 illustrates the overall methodology proposed in this 
paper, illustrating the steps in classifying Arabic SMS messages 
based on URLs based on the proposed models for deep learning. 

 
Fig. 1. The process of  proposed Arabic SMS messages based on URLs 

detection. 

The steps are explained as follows: 

A. Step 1: SMS Messages Dataset and Translation 

The datasets used in this process were obtained from three 
different sources: the first dataset from [21], the second dataset 
from the UCI Repository [22] and the third dataset from Kaggle 
[23]. The two sources contain [22] and [23] English datasets, 
which necessitate the use of machine translation, such as Google 
Translate, to convert SMS messages from English to Arabic. 

This translation is necessary for the process of checking whether 
the SMS messages contain URLs or not, to classify Arabic SMS 
messages based on the type of the URL, whether it is phishing 
or non-phishing. SMS messages can be automatically translated 
using machine translation, a technology built on artificial 
intelligence systems. 

Google Translate was utilized in our proposed model to 
translate two English datasets into Arabic. The file upload 
feature in Google Translate allowed us to translate the content 
of both datasets completely and comprehensively and convert 
them into Arabic to support the proposed model. After the 
translation process was successful, we downloaded the 
translated dataset file. This step is essential to support our 
proposed model to ensure the availability of an Arabic SMS 
dataset. We translated the two datasets [22] and [23] that were 
originally in English and then translated into Arabic using 
Google Translate. 

B. Step 2: Merge the Dataset 

This step creates a dataset containing a large number of SMS 
messages translated into Arabic, some of which include URLs 
in their content. The merging process was according to some 
steps: 

1) First step: Column data type is identical. This rule 

indicates that the first column represents the label of each 

Arabic SMS message, whether it is non-phishing or phishing. 

The second column contains the text of the Arabic SMS 

message, which is of type text. 

2) Second step: The number of columns is identical. This 

rule indicates that all the datasets have the same number of 

columns. Our dataset contains only two columns: The first 

column represents the label of the Arabic SMS message, 

categorizing it as either non-phishing or phishing. The second 

column represents the text of the Arabic SMS message. 

After the merging process, we reached three datasets 
comprising a total of 16,521 Arabic SMS messages. Most of 
these messages include URLs, which will achieve our goal of 
detecting Arabic SMS phishing messages based on the URL 
they contain. 

C. Step 3: URLs Dataset 

We collected a dataset of URLs to support expanding the 
URL dataset to train and accurately classify deep learning 
models. The auxiliary dataset was collected from [24], which 
includes 20,000 URLs, categorized as either non-phishing or 
phishing. The dataset consists of two columns: the first column 
represents lists of the URLs, and the second column represents 
the type of URLs, whether non-phishing or phishing. 

D. Step 4: URL Extraction and Merging Dataset 

The dataset is processed by the URL classification 
component, starting with the extraction of URLs from the SMS 
messages using the URLExtract library, a Python library that 
extracts URLs from Arabic SMS messages. All URLs extracted 
from Arabic SMS messages are saved and merged with a new 
dataset [24] containing a large number of URLs. Merging these 
URLs with the new URL dataset enhances the expansion of the 
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URL dataset, which improves the accuracy of the training and 
classification using deep learning models. 

E. Step 5: Data Cleaning 

After completing the previous step of preparing the URL 
dataset, the next step is cleaning the dataset. Any unnecessary 
elements are removed. The cleaning process includes the 
following: 

1) Removing duplicate URLs: This refers to eliminating 

duplicate entries where the same URL or the same rows are 

repeated. 

2) Removing null values: This refers to removing cells that 

contain null or missing values, i.e., the URL is not provided or 

the label is missing. 

F. Step 6: Pre-Processing Process 

Preprocessing is an important step in improving data quality. 
This directly contributes to enhancing the accuracy and 
capability of the model. By thoroughly preparing the dataset, we 
ensure that it enhances feature extraction, helping the model 
provide more reliable and precise classification results. 

One of the fundamental preprocessing tasks includes dealing 
with the URLs within the dataset. This includes various tasks 
that contribute to normalizing and standardizing URLs to 
remove inconsistencies and duplication. Key steps include: 

1) Converting characters to lowercase: All characters in 

URLs are changed to lowercase. This helps to avoid handling 

the same URL with different letter cases as individual entities. 

For example: ForExample.com 

After the conversion process, it forexample.com 

2) Removal of numbers: Any numeric values within URLs 

that are not appropriate to the classification task are removed to 

streamline the dataset and reduce noise. 

3) Removal of extra spaces: Unnecessary spaces within 

URLs are removed to ensure consistency in data formatting and 

prevent errors during processing and classification. 

4) Removal of symbols: Many of the elements that do not 

significantly contribute to the classification process are 

removed to avoid unnecessary complexity. 

By performing these preprocessing steps, the dataset 
becomes more accurate, allowing the model to focus on the 
important aspects of the data. This approach lays the foundation 
for a more effective feature extraction process, leading to 
enhanced performance in data classification. 

G. Step 7: Extraction Features  

Features are extracted using lexical features. Lexical features 
are derived from the textual and structural components of URLs. 
The motivation for using lexical features is to rely on the 
appearance of a URL to determine the type of phishing or non-
phishing. These features are commonly used in phishing 
detection systems and machine models to classify URLs as 
phishing or non-phishing [25]. 

1) Features based on length: These features depend on the 

length of many URL components: 

a) URL length: Refers to the overall number of characters 

in the URL, including the protocols, hostname, path, queries, 

and any additional parameters. 

b) Path length: Refers to the length of the URL path, 

which indicates a specific page or resource on the site. 

c) Hostname length: Refers to the length of the part of 

the URL that identifies the server or site. 

d) Top-level domain length: Refers to the top-level 

domain’s length, indicating the type or geographic region of the 

site. 

e) First directory length: Refers to the length of the first 

directory, which is the first part after ‘/’ in the path. 

2) Features based on count: Refers to the dependence of 

features on the number of times certain patterns appear within 

URLs. They are useful for analyzing URLs and discovering 

patterns that indicate phishing or non-phishing. 

a) Number of dashes: Refers to the number of ‘-‘ 

symbols repeated within the URL. Its significance lies in 

identifying suspicious URLs that use many dashes in the 

process of dividing long parts of the URL. 

b) Number of @ in the URLs: Refers to the total number 

of ‘@’ symbols that appear. Its importance lies in the fact that 

some URLs contain the ‘@’ symbol, which indicates attempts 

to redirect users within the URL. 

c) Number of question marks: Refers to the count of ‘?’ 

symbols in the URL. These are often used for creating queries, 

which attackers may use to collect user data. 

d) Number of percentage signs: Refers to counting the 

number of ‘%’ symbols in the URL, often used in encoding. 

Attackers may exploit this to hide parts of the URL or include 

special characters. 

e) Number of HTTP instances: Count how many times 

HTTP appears in the URL. Some phishing URLs misuse HTTP 

to redirect the user. 

f) Number of HTTPS instances: Count how many times 

HTTPS appears in the URL. 

g) Number of WWW instances: Count the repetitions of 

WWW in the URL. 

h) Number of dots in the URLs: Refers to the count of ‘.’ 

dots. Phishing URLs may use excessive dots in domain names 

to appear similar to legitimate sites. 

i) Number of equal signs in the URLs: Refers to the 

number of ‘=’ symbols repeated in the URL, often used in query 

transactions. A high frequency may indicate data-collection 

attempts. 

3) Features based on binary: Malicious URLs often use 

techniques to obscure their true identity, complicating detection 

by users and security systems. One popular tactic is replacing 

domain names with IP addresses (IPv4 or IPv6). 

For example, instead of using a domain like: 
http://forexample.com/phishing 
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An attacker may use an IPv4 address and convert it to: 
http://196.168.1.1/phishing 

This is for the case where the domain name changed from 
the identifiable to IPv4. 

As for if the attacker uses an IPv6 instead of using the 
domain name. 

For example: http://forexample.com/phishing 

and converted it to: http://2001:db 8:ff 00:42:8329/phishing 

Attackers exploit users’ limited familiarity with IP addresses 
compared to domain names, making them more likely to click 
on these URLs without suspicion. However, using IP addresses 
instead of domain names can bypass detection systems that rely 
on domain-based pattern analysis, enhancing phishing or 
malware distribution capabilities. 

H. Step 8: Classification Process 

After completing the previous steps, which include dataset 
splitting, model building, and classification, the process is as 
follows: 

1) Data splitting: The dataset is split into two groups: 

a) Training Group: Refers to the data used to train the 

models. 

b) Testing Group: Refers to the data used to evaluate the 

performance of the model. 

c) The dataset is split with 70% for training and 30% for 

testing. 

2) Model building: In our proposed model, the datasets are 

passed to different deep learning models, namely GRU, CNN, 

and BiGRU. 

a) CNN model: This model is known as Convolutional 

Neural Network. In terms of data, it was developed as a method 

to handle it in various types. The structure and operation of the 

brain’s visual cortex served as the model’s inspiration [26]. 

b) BiGRU model: This model stands for Bidirectional 

GRU and contains a two-layer reinforcement neural network. 

This design allows the two layers of the output layer to fully 

integrate the contextual data of the input data sequence at every 

moment. The basic concept behind this model is that the input 

sequence is processed by both the forward and backward neural 

networks [27]. 

c) GRU model: It is a type of RNN, GRU short for Gated 

Recurrent Units. It contains GRU units, which are used for deep 

learning, particularly effective in processing sequential data for 

applications [28]. 

3) Classification: URLs are classified using deep learning 

models such as GRU, CNN, and BiGRU. 

The results then indicate that this URL-based SMS is either 
phishing or a non-phishing message. 

I. Step 9: Model Evaluation 

The model evaluation process plays a crucial role in the 
evaluation performance of three models for deep learning in our 
proposed model. The evaluation process is based on four major 
criteria: precision, accuracy, recall, and F1 score. These criteria 

are essential to providing a comprehensive understanding of the 
model’s ability to classify Arabic SMS messages containing 
URLs as non-phishing or phishing. By analyzing these criteria, 
we can determine the model that performs best in the particular 
task of detecting phishing in Arabic SMS. Following is an 
explanation of each of the four evaluation criteria: 

First, the parameters used to evaluate the performance of 
models for deep learning are explained: 

 True Positive (TP): Represents the number of URLs that 
were correctly classified as positive, indicating that 
phishing URLs were correctly classified as phishing. 

 True Negative (TN): Represents the number of URLs 
that were correctly classified as negative, indicating that 
non-phishing URLs were correctly classified as non-
phishing. 

 False Positive (FP): Represents the number of URLs that 
were incorrectly classified as positive category, i.e., non-
phishing URLs that were incorrectly classified as 
phishing. 

 False Negative (FN): Represents the number of URLs 
incorrectly classified as belonging to the negative 
category, i.e., phishing URLs that were incorrectly 
classified as non-phishing. 

Next, we will explain the four evaluation criteria: 

 Accuracy: This metric is used to evaluate the quality of 
classification. It considers the rate of correct 
classification across all categories, rather than the 
distribution of the dataset. It reflects the number of 
correct predictions made by the model, whether the 
classifications are positive, i.e., identifying URLs as 
phishing, or negative, i.e., identifying URLs as non-
phishing. A higher accuracy value indicates that the 
model is effectively classifying Arabic SMS messages 
based on URLs. It is represented by the following Eq. 
(1): 

Accuracy =  
TN+TP

TN+FP+FN+TP


 Recall: It represents the percentage of actual phishing 
URLs correctly identified by the model. It indicates the 
model’s ability to detect all phishing instances. A higher 
recall rate means that the model is less likely to ignore 
phishing URLs. It is represented by the following Eq. 
(2): 

Recall =  
TP

TP+FN


 F1 Score: It refers to the average between precision and 
recall, providing an integrated view of model 
performance, commonly used to assess the performance 
of the model in unbalanced classification problems. It is 
represented by the following Eq. (3): 

F1 Score = 2 ×  
Precision ×Recall

Precision+Recall


 Precision: It refers to correct positive predictions, i.e., 
URLs that were correctly identified as phishing. An 
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increase in precision indicates the model is less likely to 
mistakenly classify non-phishing URLs as phishing. It is 
represented by the following Eq. (4): 

Precision =  
TP

TP+FP


IV. RESULTS AND DISCUSSIONS 

A. Results 

In this section, we present the performance of the proposed 
models for detecting Arabic SMS messages based on URLs. 
Three deep learning models were utilized: CNN, BiGRU, and 
GRU. Fig. 2 illustrates a comparison of the deep learning 
models’ accuracy. 

 
Fig. 2. Accuracy performance of three models for deep learning: CNN, 

GRU, and BiGRU. 

Fig. 2 provides a detailed comparison of the performance of 
the three models proposed for deep learning in our proposed 
model for detecting Arabic SMS messages based on URLs. The 
classification focuses on determining whether an Arabic SMS 
message is phishing or non-phishing based on the type of URL 
extracted. The comparison was based on the accuracy achieved 
by each model. The GRU model demonstrates the best 
performance among the three models, achieving a superior 
accuracy rate of 95.33%. This high accuracy focuses on the 
GRU model’s ability to effectively learn temporal dependencies 
in sequential data, making it particularly suitable for analyzing 
datasets. While the BiGRU model ranked second with an 
accuracy rate of 94.42%, slightly lower than the GRU model, 
the BiGRU’s bidirectional architecture enables it to capture 
context in both the forward and backward directions. The CNN 
model achieved an accuracy rate of 93.59%, which, although 
lower than the GRU and BiGRU models. 

From the graph in Fig. 2, it is clear that the GRU model 
outperforms the others in terms of accuracy. This superior 
performance demonstrates that the GRU is the most effective for 
the task of classifying Arabic SMS messages based on URLs in 
this paper. 

Fig. 3, presents a confusion matrix for the three deep 
learning models, CNN, BiGRU, and GRU, used to classify 
Arabic SMS messages based on URL type as phishing or non-
phishing. Confusion matrix (a) shows the performance of the 
CNN model. It correctly classified 2709 phishing URLs as 
phishing and correctly classified 2946 non-phishing URLs as 
non-phishing. However, it incorrectly classified 107 non-
phishing URLs as phishing and incorrectly classified 280 

phishing URLs as non-phishing. Confusion matrix (b) displays 
the performance of the BiGRU model, which correctly classified 
2901 non-phishing URLs as non-phishing and correctly 
classified 2804 phishing URLs as phishing. Nevertheless, it 
incorrectly classified 152 non-phishing URLs as phishing and 
incorrectly classified 185 phishing URLs as non-phishing. 
Confusion matrix (c) illustrates the results of the GRU model, 
which correctly classified 2892 non-phishing URLs as non-
phishing and correctly classified 2868 phishing URLs as 
phishing. However, incorrectly classifying 161 non-phishing 
URLs as phishing and incorrectly classifying 121 phishing 
URLs as non-phishing. 

 
(a) 

 
(b) 

 
(c) 
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Fig. 3. Confusion matrix, (a) CNN, (b) BiGRU, (c) GRU. 

TABLE II.  A COMPREHENSIVE COMPARISON OF THE THREE PROPOSED 

MODELS, NAMELY CNN, BIGRU, AND GRU 

Models  

Evaluation Metrics % 
Time 

(seconds) 

Accuracy Precision Recall 
F1 

score 
Train Test 

CNN 93.59 96.20 90.63 93.33 8.19 0.70 

GRU 95.33 94.68 95.95 95.31 32.16 1.33 

BiGRU 94.42 94.86 93.81 94.33 190.69 3.27 

Based on Table II, a comprehensive comparison of the three 
proposed models, namely CNN, BiGRU, and GRU, is 
presented. This comparison is based on several performance 
metrics, namely precision, F1, recall, and accuracy, as well as 
two additional elements: the time required for training and 
testing. This analysis helps to understand the strengths and 
weaknesses of each model. The GRU model achieved the 
highest accuracy rate compared to the other two models at 
95.33%, which indicates its strength in classification. While the 
precision was 94.68%, slightly lower than that of the CNN 
model, the recall was 95.95%, the highest among the models, 
indicating the model’s ability to detect Arabic SMS phishing 
messages more effectively based on the URLs. The F1 score also 
had the highest result at 95.31%, reflecting a strong and balanced 
performance. As for the training and testing time performance, 
the training time was 32.16 seconds, and the testing time was 
1.33 seconds, which is slower than CNN but faster than BiGRU. 
The BiGRU model followed, achieving a lower accuracy than 
GRU, at 94.42%, which is the average between the two models, 
CNN and GRU. It achieved a recall percentage that was lower 
than GRU but higher than CNN, which was 93.81%. As for the 
precision, it was also average among the other models, at 
94.86%, slightly lower than GRU. The F1 score was 94.33%. In 
terms of training and testing time, it achieved a training time of 
190.69 seconds and a testing time of 3.27 seconds, making it the 
slowest model in both training and testing, due to the processing 
of texts in both directions, i.e., reading from beginning to end 
and from end to beginning. The last model was the CNN model, 
which achieved an accuracy rate of 93.59%, which is a 
reasonable performance, but it is lower compared to the other 
models. In terms of recall, it was the lowest, indicating that it 
may miss some phishing messages, which was 90.63%. 
However, in terms of precision, it was the best among the other 
models, indicating that the model avoids false positives to a 
large extent, with a precision of 96.20%. The F1 score was 
93.33%, reflecting a balanced result between precision and 
recall. In terms of training and testing time, the training time was 
8.19 seconds, and the testing time was 0.70 seconds. This 
indicates that it is the fastest model in both training and testing 
among all the models, making it an excellent choice for practical 
applications in time-critical situations. 

B. Discussions 

The results indicate that GRU is the most effective model for 
classifying Arabic SMS messages based on URLs, due to its 
high accuracy, recall, and balanced F1 score. This makes it able 
to learn temporal dependencies perfectly in analyzing sequential 
data, such as Arabic SMS messages containing URLs. Although 

the BiGRU model was able to capture context from both 
directions, forward and backward, it took longer training and 
testing time, which can limit its practical application in real-time 
scenarios. While the CNN model was the fastest, it performed 
poorly in accuracy and recall, making it an excellent choice 
when speed is considered. Therefore, the results emphasized that 
the GRU model outperforms both BiGRU and CNN in terms of 
accuracy and recall, which indicates its strength in processing 
sequential data and provides the best balance between speed and 
classification, making it the superior choice for detecting Arabic 
SMS phishing messages based on URLs. However, the CNN 
model provided the fastest training and testing time, but it 
provided the lowest recall, indicating a higher probability of 
missing Arabic SMS phishing messages based on URLs, which 
reduces its reliability compared to GRU and BiGRU. The 
BiGRU model is an alternative solution when the demand for 
contextual understanding is high. Therefore, based on the 
paper’s goal of choosing a deep learning model that provides 
better accuracy in detecting Arabic SMS phishing messages 
based on URLs, the GRU model is the most suitable choice that 
achieves this goal based on the previous results. 

V. CONCLUSION AND FUTURE WORK 

The rapid development and widespread use of smartphones 
have led to an increase in cyber-attacks targeting smartphones, 
including SMS phishing attacks. This paper proposed a model 
for detecting Arabic SMS phishing messages based on URLs 
using models for deep learning, namely GRU, CNN, and 
BiGRU. We assessed the performance of these deep learning 
models and compared their accuracy and effectiveness in the 
detection process. The GRU model illustrates superior 
performance with an accuracy of 95.3%, demonstrating its 
capability to effectively process data sequences and capture 
contextual relations within the dataset. This high level of 
accuracy makes the GRU model an excellent candidate for 
applications where accuracy is critical. Although the CNN 
model achieved a slightly lower accuracy of 93.6%, it was 
capable of better in faster training time compared to the GRU 
model. This makes CNN a strong option for real-time scenarios 
requiring faster processing as a priority. The BiGRU model 
achieved an accuracy of 94.4%, which is lower than GRU but 
higher than CNN, although it did not outperform GRU in terms 
of performance. Its bidirectional structure allowed it to capture 
contextual data in both forward and backward directions, 
making it the suitable option in certain applications. These 
results emphasized the significance of selecting the appropriate 
model based on certain requirements, such as accuracy or speed. 

 This paper has achieved valuable objectives, but it has some 
limitations. First, the dataset used was relatively small and 
translated from English to Arabic due to the lack of a supporting 
Arabic dataset in this field, which may affect the results. Second, 
the models were assessed based on URLs as a phishing 
indicator, excluding other indicators that may be used as 
phishing processes, such as email and phone numbers. In future 
work, we aim to expand the Arabic dataset, compare the 
proposed models with other deep learning techniques to mitigate 
phishing detection in Arabic SMS messages and extend the 
proposed model to include other indicators such as email and 
phone numbers. These proposals aim to create a more 
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comprehensive solution to mitigate SMS phishing messages in 
Arabic-speaking communities. 
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Abstract—Automatic Currency Recognition (ACR) has a 

significant role in various domains, such as assessment of visually 

impaired people, banking transactions, counterfeit detection, 

digital transformation, currency exchange, vendor machines, etc. 

Therefore, developing an accurate ACR system enhances 

efficiency across several domains. The contribution of this paper 

is three-fold; it proposed a large dataset of 2799 images and seven 

denominations for Jordanian currency recognition. The second 

contribution proposed an efficient multiscale VGG net to 

recognize Jordanian currency. Third, popular CNN architectures 

on the proposed dataset will be evaluated, and the result will be 

compared with the proposed architectures. Four metrics were 

used in the evaluation. The experimental result showed the 

accuracy of the proposed Multiscale VGG outperformed VGG16, 

DenseNet121, ResNet50, and ResNet101 and achieved 99.88%, 

99.88%, 99.89%, and 99.98% accuracy, precision, sensitivity, and 

specificity. 

Keywords—Automatic currency recognition; deep learning; 

VGG 

I. INTRODUCTION 

Currency recognition uses image processing techniques to 
identify currency. People use currency in their daily lives, and it 
is important to develop an automatic way to recognize it [1]. 
Currency recognition systems have many applications, such as 
ATM machines, vendor machines, money exchange shops, bank 
systems, blind people's assistants, and the detection of fake 
currency [2]. According to a study in 2020, 43.3 million people 
were blind, and 258 million had low vision ability, most of them 
from developing and poor countries [3]. 

Deep learning approaches showed super results in the image 
processing field [4]. Many approaches in the literature were 
proposed to develop currency recognition systems for different 
currencies worldwide. There are more than 180 currencies 
worldwide, and each country has its specifications for currency 
in terms of size, paper, pattern, and color [5]. Here is a shortage 
of publicly available datasets for Jordanian currency1. 

This study reviews the literature on Jordanian currency 
recognition and proposes a new dataset that includes 2799 
images representing seven denominations of Jordanian 
currency. The proposed dataset includes paper banknotes and 
metals. Moreover, the proposed dataset is evaluated on different 
Deep learning architectures, and some of these architectures 
were modified to improve recognition accuracy. 

The paper is organized as follows: Section II reviews the 
related work in automatic currency recognition. Section III 
presents the materials and methodology. This includes the 

proposed dataset, the CNN architectures used, and the proposed 
Multiscale VGG. Implementation Details are described in 
Section IV. It consists of an experimental environment, model 
parameter settings, performance metrics, and experimental 
results. Finally, Section V concludes the paper. 

II. RELATED WORKS 

A. Recognition of Currency 

Due to rapid technological advancement, many applications 
require automatic currency recognition, such as detecting fake 
currency in vending machines and ATMs and assisting visually 
impaired persons [6]. 

Many approaches were proposed in the literature to address 
automatic currency recognition; some of them used traditional 
methods such as histogram analysis, edge detection, descriptors-
based features like Histogram of Oriented Gradients (HOG) [7], 
Speeded-Up Robust Features (SURF) [8] and Scale-Invariant 
Feature Transform (SIFT) [9]. After extracting the image 
features, the simple way to predict the class label is to use 
Template matching between the extracted features and the 
predefined feature. Support Vector Machines (SVM), k-nearest 
Neighbors (k-NN), and Random Forests are also used by many 
approaches to classify the extracted features. These traditional 
approaches are usually computationally efficient but could 
struggle with challenged images with noise such as lighting, 
clutter, occlusion, orientation and background; moreover, they 
extracted a limited number of features [10] [11]. 

Deep learning has shown superior results in image 
recognition during the last few years. Many CNN architectures 
have been proposed and used broadly in image processing and 
computer vision applications, such as VGG [12], DenseNet121 
[13], Reset [14], and Inception V3 [15]. It is reported that deep 
learning achieved high accuracy in automatic currency 
recognition [16] [17] [18][19]. 

B. Literature Review 

Automatic currency recognition is significant in people's 
daily lives, helping blind people or those with vision problems, 
automatic selling machines, detecting fake bank notes, and 
banking applications. Therefore, many approaches were 
proposed to address this problem. 

The study in [2] proposed a system to recognize Indian real 
currency from fake; the system starts with noise removal by 
converting the image into a grayscale image and resizing it into 
a fixed dimension. Then, the image histogram is extracted, and 
template matching is used to determine whether the currency is 
real or not. 

1https://drive.google.com/drive/folders/1faAhWB7B8CohvTBTAxhNp5C
2m4HuPa8A 
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The study in [20], developed a mobile application to 
recognize Yemeni paper currency. 1600 images and four 
currency denominations were used. The images trained on the 
MobileMe architecture, a group of images ranging from 18 to 
29, were used to evaluate the model accuracy; the model 
achieved 100% accuracy. 

The study in [21], proposed an approach to recognize three 
Nigerian paper currencies. The approach is based on a color 
histogram for feature extraction and a rule-based technique for 
image classification. The dataset includes 300 images, and the 
approach achieved 98.66% accuracy. 

The study in [16] is employed to recognize Indian banknotes. 
Four CNN architectures were implemented using a basic 
sequential model, VGG 16, AlexNet, and MobileNet 
architectures were trained and tested on a dataset of 1270 
images. The approach achieved 97.98%, 92.81%, 89%, and 
71.66% on the four architectures, respectively. 

The research [22] developed an approach to recognizing US 
banknotes. The approach is based on the Speeded-UP Robust 
Features (SUFR) descriptor and uses template matching to 
recognize currency. 

The research [23] developed a banknote recognition system 
for three countries: the US, Egypt, and Saudi Arabia. SURF was 
used for key-point detection, a histogram of oriented gradients 
(HOG), and the scale-invariant feature transform (SIFT) were 
used to describe the features. A support Vector Machine (SVM) 
was used to classify the features into 12 classes of currency 
denominations. The system achieved a 99.2% accuracy rate. 

The study in [24] developed a system using Python and 
Raspberry Pi to distinguish original and counterfeit 100 NTD; 
Mean Gray Values (MGVs) were analyzed in specific regions; 
these regions represent note security regions. 

The research in [25] proposed an open dataset for the Indian 
currency. The dataset includes 5125 images resized into 1280 × 
768 pixels, captured by a Galaxy A33 5G and Apple iPhone 6. 
The dataset includes four denominations (10, 20, 50 and 100 

Rupees), including the new and old shapes of these 
denominations. 

Faster R-CNN and YOLOv5 [17] were trained to recognize 
rupiah banknotes. A dataset of 1120 images that represent eight 
classes is used to make the comparison. R-CNN and YOLOv5 
achieved accuracies of 98.65% and 82.1%, respectively. 

The study in [18] proposed CNN architecture to predict four 
currencies: the US dollar, Euro, Jordan dinner, and Korean won. 
The architecture is an improved version of YOLO-v3 
architecture. It consists of 69 conventional layers. The model 
was evaluated on a dataset of 21,020 images and achieved an 
accuracy of 83.96%. The Jordanian currency includes nine 
denominations, and the images are 1024×1024 pixels. 

III. MATERIALS AND METHODOLOGY 

A. Proposed Dataset 

The dataset was collected from college students whose ages 
ranged from 18-22. The students used their phones, which have 
various characteristics. Each person was asked to capture the 
currency on both sides, and each side was captured from two 
angles. 

Fig. 1 shows sample pictures from each denomination. The 
captured images were taken in different conditions of lighting, 
orientation, background, sizes, and quality. The images include 
many challenges, such as background objects, some parts of the 
currency not being captured, being taken from different 
distances, some parts of the currency being damaged, being 
captured in different lighting conditions, and being captured 
from different phones. The captured images were resized into 
448×448 pixels. The dataset includes 2799 images with JPEG 
formats represent seven denominations of the Jordanian 
currency as follows: 50JD: 409 images, 20JD: 397 images, 
10JD: 419 images, 5JD:419 images, 1JD: 425 images, 50 
piasters: 363 images, 25 piasters: 367, as shown in Fig 2. The 
Jordanian banknotes and coins have old and new shapes, and 
both are used now. There are differences in the color, security 
features, and regions, as shown in Table I which makes it 
difficult to recognize them. 

 

(a) 

 

(b) 
 

(c) 

 
(d) 

 

(e) 

 

(f) 

 

(g) 

 

Fig. 1. Sample pictures from the proposed Jordanian currency dataset including images taken under different conditions: (a) 25 piasters (b) 50 piasters (c) 1JD 

(d) 5 JD (e) 10JD (f) 20 JD (g) 50 JD. 
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Fig. 2. Number of collected samples for each currency unit. 

TABLE I. SAMPLE PICTURES FROM OLD AND NEW SHAPES FOR THE CURRENCIES IN JORDAN 

Denomination Old shape New shape 

25 piasters 

  

50 piasters 

  

1JD 

  

5JD 

  

10JD 

  

20JD 

  

50JD 
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B. CNN Architectures 

A set of popular CNN architectures was adopted in this 
paper. VGG has a simple structure and is considered a baseline 
for image classification tasks. ResNet shows a significant result 
when training deep networks with residual connections. 
DenseNet121 improved feature reuse by concatenating features 
from different layers. 

The research in study [12] VGG developed at the University 
of Oxford by the Visual Geometry Group (VGG) in 2015. They 
studied the effect of increasing the number of convolutional 
layers from 16 to 19. The architecture achieved state-of-the-art 
on the ImageNet Challenge 2014. VGG16 has a simple and 
effective structure; it includes a sequence of five blocks. Each 
block consists of two to four convolutional layers followed by a 
max pooling. Finally, the features are flattened using four fully 
connected layers. The last layer represents the number of 
classes. The convolutional layers are 3×3 windows, and filter 
sizes range from 64 to 512. The max pooling is a window of 2×2 
to reduce the feature size to half. Relu is used for activations, 
Table II explains the architecture of VGG16 model. 

TABLE II. THE ARCHITECTURE OF VGG16 

Layer Type 
Filter 

Size 

Number 

of 

Filters 

Output Size Details 

Input - - 224×224×3 RGB image input 

Convolution 

(x2) 
3×3 64 224×224×64 

Two 3×3 conv layers 

with ReLU 

Max 
Pooling 

2×2 - 112×112×64 Stride 2 

Convolution 

(x2) 
3×3 128 112×112×128 

Two 3×3 conv layers 

with ReLU 
Max 

Pooling 
2×2 - 56×56×128 Stride 2 

Convolution 
(x3) 

3×3 256 56×56×256 
Three 3×3 conv 
layers with ReLU 

Max 

Pooling 
2×2 - 28×28×256 Stride 2 

Convolution 

(x3) 
3×3 512 28×28×512 

Three 3×3 conv 

layers with ReLU 

Max 
Pooling 

2×2 - 14×14×512 Stride 2 

Convolution 

(x3) 
3×3 512 14×14×512 

Three 3×3 conv 

layers with ReLU 
Max 

Pooling 
2×2 - 7×7×512 Stride 2 

Fully 
Connected 

(x2) 

- 4096 1×1×4096 
Two fully connected 

layers with ReLU 

Output 

(SoftMax) 
- 

Number 
of 

classes 

1×1×Number 

of classes 
Classification layer 

DenseNet introduced [13] the dense connection between 
CNN layers. Each CNN layer is connected with other layers in 
a forward manner. The architectures achieved state-of-the-art 
results on ImageNet, SVHN, CIFAR-10, and CIFAR-100 
datasets. The architecture includes four Dense Blocks and three 
Transition Layers. The Dense Block consists of a group of 
convolutional layers that are densely connected. Each dense 

layer includes Batch Normalization, ReLU, 1x1 Convolution 
and 3x3 Convolution. At the same time, the Transition layers 
include 1x1 Convolution and 2x2 Average Pooling layers to 
reduce the size of the feature map, Table III presents the 
architecture of DenseNet121 model. 

ResNet baseline architecture [14] was derived from the VGG 
architecture. It uses the same filler size of 3×3 and a pooling 
layer to down sample the feature map. However, it reduced the 
number of filters compared with VGG, which reduced the model 
size and introduced the residual networks instead of learning 
unreferenced data from the network layer. The network is 8x 
deeper than VGG; however, it is reported that the mAP of 
VGG16 and ResNet101 on PASCAL VOC 2007/2012, was 
70.4% and 73.8%, with 3.2% improvement. In comparison, the 
VGG16 gained a 6% improvement (21.2%TO 27.2%) on the 
COCO dataset compared to VGG16. Stated the first place in the 
ILSVRC 2015 classification competition. The residual is 
calculated according to Eq. (1) if the input and output feature 
map have the same dimensions; if not, Eq. (2) is used. 

y = ℱ(x, Wi) + x               (1) 

TABLE III. ARCHITECTURE OF DENSENET121 

Layer Type Output Size Filter Size / Details 

Input 224x224x3 RGB image 

Convolution 112x112x64 7x7 conv, stride 2 

Max Pooling 56x56x64 3x3, stride 2 

Dense Block 1 56x56x256 
6 bottleneck layers 

(growth=32) 

Transition Layer 1 28x28x128 1x1 conv, 2x2 avg pool 

Dense Block 2 28x28x512 12 bottleneck layers 

Transition Layer 2 14x14x256 1x1 conv, 2x2 avg pool 

Dense Block 3 14x14x1024 24 bottleneck layers 

Transition Layer 3 7x7x512 1x1 conv, 2x2 avg pool 

Dense Block 4 7x7x1024 16 bottleneck layers 

Global Avg Pooling 1x1x1024  

Fully Connected 
Layer 

Number-of-
classes 

 

where ℱ is the residual mapping,  𝑥 and y  are the input and 
the output. 𝑊𝑖  is the weights of the convolutional layers in the 
residual block. 

y = ℱ(𝑥, 𝑊𝑖) + 𝑊𝑠x                       (2) 

𝑊𝑠 is the weight of the 1×1 convolution used for projection. 

InceptionV3 [26] reported that it is computationally more 
efficient compared with VGG architecture. Therefore, it can be 
trained and tested using bigger data. The architecture includes a 
sequence of inception modules. Each inception module 
represents several convolutional and pooling layers that operate 
in a parallel fashion and are then concatenated together. As 
shown in Fig. 3 [27], there are 1×1 convolutional layers used to 
reduce the feature size and feature extraction: 3×3 and 5×5 
convolutional layers to capture spatial features. Max pooling and 
average pooling are used for feature-down sampling. 
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Fig. 3. The inception module. 

C. Multiscale VGG 

VGG net has a simple structure of a sequence of CNN 
blocks. Each block includes several convolution layers with 
different filters with a fixed size, followed by a max polling layer 
to reduce the feature size by 50% compared with the previous 
block. Fig. 4 and Fig. 5 show the proposed multiscale VGG 
architecture to recognize currency. The proposed model 
improved the VGG model architecture by implementing a 

multiscale VGG net to recognize Jordanian currency. The 
multiscale VGG net captures features with different respective 
fields compared with VGG architecture. Using multiple scales 
images, the last max-pooling layers of VGG extract four scales 
of feature map 7×7, 5×5, 3×3, and 1×1. The proposed multiscale 
VGG improves recognition rates by handling the variation of 
captured image sizes. The model can be applied to other 
currencies. The model learns text, color, security patterns and 
symbol features that exist in all other currencies. The trained 
model can also be fine-tuned and trained one other currencies, 
which can reduce the training time. The proposed dataset 
includes images with 448×448 size; the images are cropped from 
the center into 224×224. The input image with 224×224 size is 
resized into four scales: scale 1: 100%, scale 2: 75%, scale 3: 
50%, and scale 4: 25% and passed into parallel four VGG 
nets. The outputs of the four scales are flattened and 
concatenated, then passed into a fully connected layer of 256 
size, followed by a 50% dropout layer, and finally, a fully 
connected layer with size 7 (number of classes). The four scales 
capture more fine-grained local features (e.g., edges or textures) 
compared with one scale feature. The final extracted feature 
before the first flattened layer encodes the spatial and semantic 
and includes the most informative features for classification. 
The sizes of extracted features from the last block of 
convolutions are 7×7 for scale 1, 5×5 for scale 2, 3×3 for scale 
three and 1×1 for scale 4. 

 

Fig. 4. The architecture of the proposed automatic multiscale currency recognition system. 

 
(a) 

 
(b) 
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(c) 

 
(d) 

 

Fig. 5. Four scales of VGG16 architecture and the input images are (a) 224×224 (b) 168×168 (c) 112×112 (d) 56×56. 

IV. IMPLEMENTATION DETAILS 

A. Experimental Environment 

The experiments were done in a Windows 10 and Jupyter 
Notebook environment. The processor is an Intel(R) Core (TM) 
i5-8600K CPU @ 3.60GHz. The installed RAM is 40.0 GB, and 
the GPU is a GTX1080 with 8 GB memory. 

B. Model Parameter Settings 

Table IV shows the parameters that were used to perform 
data augmentation while training the model. 

TABLE IV. DATA AUGMENTATION USED DURING TRAINING 

Augmentation 

Parameter 
Value Description 

Rotation Range 20 up to 20 degrees 

Width Shift Range 0.2 
Horizontal shift by up to 20% of the 
image width 

Height Shift Range 0.2 
Vertical shift by up to 20% of the image 

height 

Shear Range 0.2 up to 20% 

Zoom Range 0.2 Zoom in or out by up to 20% 

Horizontal Flip TRUE Randomly flips the image horizontally 

C. Performance Metrics 

Four metrics were used to evaluate the performance of the 
different CNN models in the dataset. 

Accuracy: It measures the total of correctly predicted images 
compared to the total number of tested images. 

Accuracy =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
× 100                  (3) 

Precision: The percentage of true positive compared with all 
positive prediction; high precision indicates fewer false positive  

Precision =
𝑇𝑃

𝑇𝑃+𝐹𝑃
× 100           (4) 

Sensitivity (Recall): It measures the model's capacity to 
detect every real positive case. Therefore, the ratio of the true 
positives to the total of the true positives and false negatives is 
used to compute it. 

Sensitivity =
𝑇𝑃

𝑇𝑃+𝐹𝑁
× 100             (5) 

Specificity: It calculates the proportion of accurately 
categorized negative events to all negative instances that really 
occurred: 

Specificity =
𝑇𝑁

𝑇𝑁+𝐹𝑃
× 100               (6) 

where 𝑇𝑃 denotes True Positive, 𝑇𝑁 is True negative, 𝐹𝑃 is 
False Positive and 𝐹𝑁 represent False negative. 

D. Experimental Results 

This section shows the performance of the proposed 
Multiscale VGG net and compares it with the VGG16, 
DenseNet12, ResNet50, ResNet101, and InceptionV3. Four 
metrics are used in the evaluation: accuracy, precision, 
sensitivity, and specificity. 70% of the dataset samples were 
used in training the model, whereas 30% were used to test the 
model. As shown in Table V, using multiple scales of the 
VGG16 improved the recognition rates compared with the base 
model VGG16. VGG16 achieved 98.92% accuracy, whereas 
adding features from multiple scales improved accuracy in all 
combinations. The highest accuracy occurred when combining 
features from scale 1 and scale 0.75, where the accuracy reached 
99.88%, with a 0.96% improvement compared with VGG16. 
The precision, sensitivity, and specificity reached 99.89%, 
99.89%, and 99.98%, respectively. 

TABLE V. PERFORMANCE EVALUATION OF PROPOSED MULTISCALE 

VGG AT DIFFERENT SCALE VALUES 100%, 75%, 50% AND 25% 

Models Accuracy Precision Sensitivity Specificity 

VGG16 98.92% 98.96% 98.90% 99.82% 

VGG16 SCALES 
1,0.75,0.5,0.25 

99.64% 99.66% 99.64% 99.94% 

VGG16 SCALES 

1,0.75 
99.88% 99.89% 99.88% 99.98% 

VGG16 SCALES 

1,0.75,0.5 
99.88% 99.88% 99.89% 99.98% 

VGG16 SCALES 
1,0.5,0.25 

99.76% 99.78% 99.76% 99.96% 

VGG16 SCALES 

1,0.5 
99.76% 99.78% 99.75% 99.96% 

Table VI shows that the proposed method and InceptionV3 
achieved 99.88% accuracy, after DenseNet121 with 99.52% 
accuracy, followed by ResNet101with 99.28% accuracy. The 
precision, sensitivity, and specificity metrics showed that the 
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proposed multiscale and InceptionV3 achieved the best result, 
followed by DenseNet121 and ResNet101, respectively. Table 
VII shows the inference time and the model parameters. The 
VGG16 SCALES 1,0.75 runs in real-time and requires 200 ms 
to predict the class label for a patch of 32 images. At the same 
time, the model used 39,130,759 parameters. 

TABLE VI. PERFORMANCE EVALUATION OF PROPOSED MULTISCALE 

VGG WITH OTHER CNN KNOWN CNN ARCHITECTURES 

Models Accuracy Precision Sensitivity Specificity 

VGG16 98.92% 98.96% 98.90% 99.82% 

VGG16 SCALES 
1,0.75 

99.88% 99.88% 99.89% 99.98% 

DenseNet121 99.52% 99.52% 99.52% 99.92% 

ResNet50 99.16% 99.18% 99.17% 99.86% 

ResNet101 99.28% 99.31% 99.30% 99.88% 

InceptionV3 99.88% 99.89% 99.88% 99.98% 

TABLE VII. INFERENCE TIME IN TERMS OF MS PER PATCH (PATCH=32 

IMAGES) AND NUMBER OF PARAMETERS USED BY THE MODEL 

Models MS/Patch #Parameters 

VGG16 81 21,139,271 

VGG16 SCALES 1,0.75 200 39,130,759 

DenseNet121 78 19,884,615 

ResNet101 146 68,350,343 

InceptionV3 97 22,329,127 

836 images were used to test the proposed architecture. The 
confusion matrix in Fig. 6 shows that the Multiscale VGG 
architecture accurately predicted 835 pictures, and only one 
image for 10 JD was predicted to be 50 JD. 

 

Fig. 6. Confusion matrix for the proposed multiscale VGG. 

V. CONCLUSION 

This paper proposed a dataset for Jordanian currencies and 
proposed Multiscale VGG architectures to recognize Jordanian 
currencies automatically. The dataset includes 2799 images for 
seven denominations (25piasters, 50piasters, 1JD, 5JD, 10JD, 
20JD, 50JD). The images were captured in different conditions 
of lighting, backgrounds, clutter, occlusion, and orientation. 
Moreover, the experimental results showed that the proposed 

Multiscale VGG architectures achieved the best accuracy, 
precision, sensitivity, and specificity compared with VGG16, 
DenseNet121, ResNet50, and ResNet101. 

REFERENCES 
[1] D. S. Aljutaili, R. A. Almutlaq, S. A. Alharbi, and D. M. Ibrahim, “A 

Speeded up Robust Scale-Invariant Feature Transform Currency 
Recognition Algorithm,” vol. 12, no. 6, pp. 346–351, 2018. 

[2] P. Garkoti, P. Mishra, N. Rakesh, Payal, M. Kaur, and P. Nand, “Indian 
Currency Recognition System Using Image Processing Techniques,” in 
2022 9th International Conference on Computing for Sustainable Global 
Development (INDIACom), 2022, pp. 628–631. 

[3] R. Bourne et al., “Trends in prevalence of blindness and distance and near 
vision impairment over 30 years: an analysis for the Global Burden of 
Disease Study,” Lancet Glob. Heal., vol. 9, no. 2, pp. e130–e143, Feb. 
2021. 

[4] K. Sharifani and M. Amini, “Machine Learning: A Review of Methods 
and Applications,” World Inf. Technol. Eng. J., vol. 10, no. 7, pp. 3897–
3904, 2023. 

[5] S. Salih and T. Nasih, “Image-Based Processing of Paper Currency 
Recognition and Fake Identification: A Review,” Technium, vol. 3, no. 7, 
pp. 46–63, 2021. 

[6] J. Lee, H. Hong, K. Kim, and K. Park, “A Survey on Banknote 
Recognition Methods by Various Sensors,” Sensors, vol. 17, no. 2, p. 313, 
Feb. 2017. 

[7] N. Dalal, B. Triggs, N. Dalal, and B. Triggs, “Histograms of Oriented 
Gradients for Human Detection To cite this version : Histograms of 
Oriented Gradients for Human Detection,” in IEEE Computer Society 
Conference on Computer Vision and Pattern Recognition, 2005, pp. 886–
893. 

[8] A. Xu and G. Namit, “SURF: Speeded-Up Robust Features COMP 558-
Project Report,” pp. 2–29, 2008. 

[9] D. G. Lowe, “Distinctive Image Features from Scale Invariant 
Keypoints,” Int. J. Comput. Vis., vol. 60, no. 2, pp. 91–110, 2004. 

[10] D. Rika Widianita, “Combining Handcrafted and Deep Features For 
Scene Image Classification,” J. Data Acquis. Process., vol. 38, no. 3, p. 
2158, 2023. 

[11] M. N. Abdi and M. Khemakhem, “Arabic writer identification and 
verification using template matching analysis of texture,” Proc. - 2012 
IEEE 12th Int. Conf. Comput. Inf. Technol. CIT 2012, pp. 592–597, 2012. 

[12] K. Simonyan and A. Zisserman, “Very deep convolutional networks for 
large-scale image recognition,” 3rd Int. Conf. Learn. Represent. ICLR 
2015 - Conf. Track Proc., pp. 1–14, 2015. 

[13] G. Huang, Z. Liu, L. Van Der Maaten, and K. Q. Weinberger, “Densely 
Connected Convolutional Networks,” in 2017 IEEE Conference on 
Computer Vision and Pattern Recognition (CVPR), 2017, vol. 39, no. 9, 
pp. 2261–2269. 

[14] K. He, X. Zhang, S. Ren, and S. Jian, “Deep Residual Learning for Image 
Recognition,” in In Proceedings of the IEEE conference on computer 
vision and pattern recognition, 2016, pp. 770–778. 

[15] C. Szegedy et al., “Going deeper with convolutions,” in 2015 IEEE 
Conference on Computer Vision and Pattern Recognition (CVPR), 2015, 
pp. 1–9. 

[16] K. Reddy, G. Ramesh, C. Raghavendra, C. Sravani, M. Kaur, and R. 
Soujanya, “An Automated System for Indian Currency Classification and 
Detection using CNN,” E3S Web Conf., vol. 430, p. 01077, Oct. 2023. 

[17] M. Z. Hanif, W. A. Saputra, Y. H. Choo, and A. P. Yunus, “Rupiah 
Banknotes Detection : Comparison of The Faster R-CNN Algorithm and 
YOLOv5,” J. INFOTEL, vol. 16, no. 3, pp. 502–517, 2024. 

[18] C. Park and K. R. Park, “MBDM: Multinational Banknote Detecting 
Model for Assisting Visually Impaired People,” Mathematics, vol. 11, no. 
6, 2023. 

[19] S. Alghyaline, “Optimised CNN Architectures for Handwritten Arabic 
Character Recognition,” Comput. Mater. Contin., vol. 79, no. 3, pp. 4905–
4924, 2024. 

[20] E. AL-Edreesi and G. Al-Gaphari, “Real-time Yemeni Currency 
Detection,” arXiv Prepr. arXiv2406.13034, 2024. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

404 | P a g e  

www.ijacsa.thesai.org 

[21] I. O. A. Omeiza, O. Ogunbiyi, O. Y. Ogundepo, A. O. Otuoze, D. O. 
Egbune, and K. Osunsanya, “A Method of Colour-Histogram Matching 
for Nigerian Paper Currency Notes Classification,” Jordan J. Electr. Eng., 
vol. 9, no. 1, pp. 42–59, 2023. 

[22] M. C. GENÇAL, “U.S. Banknotes Recognition By SURF Features,” 2nd 
Int. Congr. Innov. Technol. Eng., pp. 68–72, 2022. 

[23] G. S. Hussein, S. Elseuofi, W. H. Dukhan, and A. H. Ali, “A Novel Method 
for Banknote Recognition Using a Combined Histogram of Oriented 
Gradients and Scale-Invariant Feature Transform,” Inf. Sci. Lett., vol. 12, 
no. 9, pp. 2121–2131, 2023. 

[24] A. Mukundan, Y. M. Tsao, W. M. Cheng, F. C. Lin, and H. C. Wang, 
“Automatic Counterfeit Currency Detection Using a Novel Snapshot 

Hyperspectral Imaging Algorithm,” Sensors, vol. 23, no. 4, pp. 1–14, 
2023. 

[25] V. Meshram, V. Meshram, K. Patil, Y. Suryawanshi, and P. Chumchu, “A 
comprehensive dataset of damaged banknotes in Indian currency 
(Rupees) for analysis and classification,” Data Br., vol. 51, p. 109699, 
2023. 

[26] C. Szegedy, V. Vanhoucke, S. Ioffe, J. Shlens, and Z. Wojna, “Rethinking 
the Inception Architecture for Computer Vision,” arXiv Prepr. 
arXiv1512.00567, 2015. 

[27] C. Szegedy, Y. J. Wei Liu, P. Sermanet, V. Scott Reed, Dragomir 
Anguelov, Dumitru Erhan Vincent, and A. Rabinovich, “Going Deeper 
with Convolutions,” in Proceedings of the IEEE Conference on Computer 
Vision and Pattern Recognition, 2015, pp. 1–9.

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

405 | P a g e  

www.ijacsa.thesai.org 

Foreground Feature-Guided Camouflage Image 

Generation 

Yuelin Chen1, Yuefan An2, Yonsen Huang3, Xiaodong Cai4 

School of Mechanical and Electrical Engineering, Guilin University of Electronic Technology, Guilin, China1, 2 

School of Information and Communication, Guilin University of Electronic Technology, Guilin, China3, 4 

 

 
Abstract—In the field of visual camouflage, generating a high-

quality background image that seamlessly blends with complex 

foreground objects and diverse background environments is a 

critical task. When dealing with such complex scenes, the existing 

techniques have insufficient foreground feature extraction, 

resulting in insufficient fusion of the generated background image 

with the foreground objects, making it difficult to achieve the 

desired camouflage effect. In order to solve this problem and 

achieve the goal of higher quality visual camouflage effect, this 

paper proposes a new foreground feature-guided camouflage 

image generation method (Object Enhancement Module - 

Diffusion Refinement , OEM-DR), which generates camouflage 

images by enhancing the foreground features to guide the 

background. The method firstly designs a new object 

enhancement module to optimize the attention mechanism of the 

model, and eliminates the attention weights that have less 

influence on the output through pruning strategy, so that the 

model focuses more on the key features of the foreground objects, 

and thus guides the generation of the background more effectively. 

Second, a novel detail optimization framework based on diffusion 

strategy is constructed, which maintains the integrity of the global 

structure of the image while performing fine optimization 

processing on the local details of the image. In experiments on 

standard camouflaged image datasets, the proposed method in this 

study achieves significant improvement in both FID (Fréchet 

Inception Distance) and KID (Kullback-Leibler Divergence) 

evaluation metrics, which verifies the feasibility of the method. 

This suggests that by strengthening foreground features and detail 

optimization, the fusion between background images and 

foreground objects can be effectively improved to achieve higher 

quality visual camouflage effects. 

Keywords—Camouflage image; foreground features; object 

enhancement; detail optimization 

I. INTRODUCTION 

In the field of visual perception, camouflage image 
generation is a challenging task that aims at generating 
background images that can skillfully mask foreground objects 
for visual concealment. This technique plays an important role 
in several practical application areas such as pest detection, 
healthcare [2], and autonomous driving [8]. With the 
advancement of computer vision techniques, especially in the 
fields of style migration [9], image editing [10] and image 
generation [11], new ideas have been provided to address the 
challenges of camouflage image generation. The Poisson image 
editing method proposed by Di Martino et al. [10] brought 
innovations in the field of image editing by allowing researchers 
to work with the image in a natural and intuitive manner content. 
The pioneering work of Chu et al. [12] on camouflage image 

generation demonstrated how to generate hard-to-detect images 
by mimicking the camouflage mechanisms of natural organisms. 
The work of Huang and Belongie [9] further advanced the 
development of style-migration techniques, which allow us to 
change the style of an image to fit different contexts while 
keeping its content intact. Zhang et al. [13] proposed generating 
camouflaged images that can blend in with complex 
backgrounds by learning a large amount of natural image data. 
Li et al. [14] further proposed a camouflaged image generation 
network that does not require specific positional information. 
The work of Zheng et al. [15] provides a new solution for high 
fidelity image complementation by bridging global contextual 
interactions. Lugmayr et al. [16] provided a new idea for 
background complementation of camouflaged images by using 
denoising diffusion probabilistic model for image restoration. 

However, despite the many advancements in existing 
technologies, several key issues remain. Firstly, most methods 
rely on manually selected backgrounds, which not only limits 
the diversity of generated samples but also significantly 
increases the cost of data collection. Secondly, these methods 
may perform poorly in complex and variable environments, as 
they often depend heavily on the precise extraction of 
background and foreground features. The LAKE-RED model 
[17], although innovative in generating camouflage images by 
fusing training backgrounds with extracted foreground features, 
may face challenges in complex or changing environments due 
to its reliance on precise feature extraction. 

To address these issues, this study proposes a new object 
enhancement strategy. Inspired by the work of Dhariwal P et al. 
[19], this study utilizes weight sparsification and pruning to 
enhance the model's understanding and learning of deep features 
of target objects. This strategy aims to reduce dependence on 
precise feature extraction and improve the model's adaptability 
in complex environments. 

Furthermore, camouflage images often lack detail 
optimization during generation, which can weaken their 
camouflage effect. Unnatural transitions in texture, color, or 
edge areas may reduce their concealment. To solve this, inspired 
by the work of Yang L et al. [18], this study designs a method to 
enhance the model's feature expression ability using non-zero 
weights after diffusion pruning, optimizing the connection 
between foreground and background to improve the quality of 
camouflage images. 

In the following sections of this paper, the study will be 
explored in depth. The related work in Section II will review and 
analyze the technologies and methods involved in this study, 
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clarifying its position and value in the field of camouflage image 
generation. The OEM-DR in Section III will detail the proposed 
new method, including the design and implementation of the 
object enhancement strategy, and how non-zero weights after 
diffusion pruning enhance the model's feature expression. The 
experiments in Section IV will design and conduct a series of 
experiments to verify the effectiveness and performance of the 
proposed method, including comparative and ablation 
experiments with existing methods. Finally, the conclusion in 
Section V will summarize the main achievements and 
contributions of this study, discuss existing limitations, and 
suggest directions for future work. 

II. RELATED WORK 

A. Camouflage Image Generation 

The goal of camouflage image generation is to create images 
of target objects that blend highly with the background and are 
difficult to detect. Early methods mainly relied on image 
processing techniques. For example, Chu et al. [12] hid the 
target by inserting similar textures and colors through image 
editing. Although these methods could achieve basic 
camouflage, the quality and diversity of the generated images 
were limited. With the development of deep learning, methods 
based on deep generative models have become mainstream. 
Zhang et al. [13] proposed a deep camouflage image generation 
model that learns complex camouflage patterns and generates 
more realistic images. Li et al. [14] developed a camouflage 
generation network without location information, which 
automatically learns the relationship between the target and the 
background, thereby improving the quality of the generated 
images. In the latest research, Zhao et al. [17] introduced the 
LAKE-RED method, which combines latent background 
knowledge retrieval with diffusion models to generate high-
fidelity and diverse camouflage images. Yang et al. [18] 
provided a comprehensive review of diffusion models, covering 
their applications in camouflage image generation and other 
fields, offering valuable references for research. These 
advancements indicate that deep learning, especially diffusion 
models, holds great potential in camouflage image generation. 
Future research can further explore their combination with 
camouflage tasks to generate higher quality and more diverse 
camouflage images. 

B. Data Augmentation 

Data augmentation is crucial for enhancing the performance 
of deep learning models, especially when the number of samples 
is limited. It improves the model's generalization ability by 
generating more training samples. In the tasks of camouflage 
image detection and segmentation, data augmentation is 
particularly important because it is difficult to obtain 
camouflage images and their patterns are diverse. Fan et al. [1] 
enhanced the data by randomly inserting camouflage targets, 
which is a simple but effective way to improve detection 
performance. Le et al. [4] explored data augmentation in their 
Anabranch network, such as random cropping and rotation, but 
mainly focused on geometric transformations and simple 
editing, which had limited enhancement of the diversity of 

camouflage patterns. The development of diffusion models has 
brought new ideas to data augmentation. Dhariwal and Nichol 
[19] proposed an image synthesis method based on diffusion 
models, which generates high-quality images and performs 
excellently in multiple tasks, providing a new direction for 
camouflage image generation and data augmentation. 
Binkowski et al. [20] improved the MMD GAN training 
method, enhancing the quality and diversity of the generated 
images. Heusel et al. [21] introduced a two-time-scale update 
rule for GAN training, proving that it converges to a local Nash 
equilibrium, providing theoretical support for the training of 
generative models. These studies show that combining advanced 
generative models such as diffusion models with the task of 
camouflage image generation can generate richer and more 
diverse training data. Future research can further explore this 
combination to improve the performance of camouflage image 
detection and segmentation models. 

III. OEM-DR MODEL 

A. An Overview of the Proposed Framework 

As shown in Fig. 1, the OEM-DR model starts from low-
level image feature extraction and highlights important details 
in the image through the object enhancement module, which 
introduces sparsity to optimize the weight distribution, and then 
employs a pruning strategy to reduce the computational burden. 
The detail optimization module further enhances the image 
quality, which facilitates the fusion and generalization of the 
model to new data while retaining key information through the 
diffusion process. Finally, the model performance is tuned and 
optimized through the computation of the loss function. The 
specific details of these steps are elaborated in this section. 

B. Object Enhancement Based on Sparse Pruning 

In order to address the model's deficiency in object 
information learning, an object enhancement module is designed 
in this study. The purpose of this module is to deepen the model's 
understanding and learning of deep features of the target object 
through refined feature selection and enhancement. This study 
aims to further encode the object features through this 
enhancement module to achieve deeper understanding of 
foreground feature information in images. The working 
mechanism of this module is explained in detail in the following 
section, and its structure is detailed in Fig. 2. 

In the forward propagation process of the model, the deep 

representation of foreground features gf is extracted by a 

multilayer perceptron (MLP). the pre-trained background 
embedding matrix is subsequently transposed and the batch 
dimension is increased in order to obtain the background 
embedding vector C. The query vector q is obtained by applying 

a linear transformation layer to gf .C is used as the key k and 

the value v. The similarity matrix mS is computed by using the 

einsum function for querying q and key k. matrix mS , which is 

computed as follows: 

 ( , )m einsum q kS                         (1) 
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Fig. 1. OEM-DR model framework. 

In this paper, we quantify sparsity by calculating the 

attentional weight of mS  and subsequently determining the 

pruning threshold. The 1L  norm 1nl  and 
2L  norm 2nl  of the 

attention weight matrix A are computed with the following 
equations: 
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Where ia  is the i -th element in the attention weight matrix 

A and n is the total number of elements. 

The sparsity ratio R is defined as follows: 
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Where   is a negligible positive number added to prevent 

division by zero. 

A Boolean mask P is generated using the sparse ratio R. 
Each element of this mask is determined by the condition: 
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The initial pruning is accomplished by setting the elements 
of A for which P is F to zero through the product operation, as 
follows: 

 p A A P                                 (6) 

Foreground 

Embedding 

Vector

Background 

Embedding 

Vector

Linear 

Transformation

Similarity 

Matrix

Weight 

Calculation

L1 L2

Sparsity Ratio

Attention 

Pruning

Threshold

Sa

 

Fig. 2. Object enhancement module structure diagram. 

Further, the 1L  norm 1pA  of the pruned attention weight 

pA  is calculated using Eq. (2) and the pruning threshold pT  for 

each attention head is determined by the pruning ratio rP  as 

follows: 

 1max( )AP pM A                          (7) 

 p AP r T M P                             (8) 

APM  in Eq. (7) represents the maximum value of the 

computed 1L  norm on the last dimension of the weight matrix 

pA . 
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The pruned weight matrix 
aS  is then obtained by 

generating a Boolean mask using the pruning threshold pT  

through the operations of Eq. (5) and Eq. (6), and then the 

elements of pA Ap below pT  are set to zero through the 

product operation in order to complete the pruning process. 

C. Diffusion-based Detail Optimizer 

In order to cope with the performance degradation caused by 
performing pruning, this study adds the DR module after 
pruning. the purpose of the DR module is to maintain or even 
improve the predictive performance of the model after pruning, 
and to enhance the generalization ability of the model to ensure 
the model's adaptability and accuracy to new data. 

Referring to Fig. 3, the input to the DR module is the pruned 

weight matrix 
aS . The influence of the non-zero weights 

retained after pruning is spread to the adjacent zero-weight 
regions through an iterative process, with a view to maintaining 
or even enhancing the generalization capability of the model 
while reducing the complexity of the model. The details of the 
operation are described below. 

I

Sa

Mask

Weight 

Diffusion

Sd

+

SA
New 

Background

L1 L2

Loss 

Function  
Fig. 3. Diffusion optimizer structure diagram. 

First, a Boolean mask M is initialized to identify the location 

of the non-zero weights in 
aS . This mask is obtained by 

comparing 
aS  with zero, where the non-zero element 

corresponds to a mask value of Ture. 

Next, I iterations are executed, and in each iteration the 
following steps are performed: 

First M is shifted one position to the right along the last 

dimension (feature dimension) to obtain the new mask nM . 

This step simulates the process of diffusion of non-zero weights 
to the right along the feature dimension. 

Next, the update of the weights is computed as follows: 

 (1 (1 ))d a n    S S D M              (9) 

D is a factor between 0 and 1 used to adjust the magnitude 
of the weight update. 

The calculated update is then applied to 
aS  and the updated 

weights are: 

 
A d a S S S                            (10) 

Finally, a non-negative constraint is imposed to ensure that 
all weight values are non-negative. After I iterations, the post-

diffusion weight matrix AS  is obtained. 

In the second step, 1L  and 
2L  regularization losses are 

introduced to process the new background nP  obtained after 

training with the features aT  of the target image as a way to 

achieve fine tuning of the model complexity. The new 

foreground image nP  is generated in the following way: in the 

background region identified by the mask, this paper replaces 

the original foreground f with the background feature AS ; while 

in the foreground region, f is kept unchanged. Thus, the updated 

foreground image nP  is obtained. The 1L  and 
2L  

regularization losses operate as follows: 

The 1L  loss measures the error by calculating the absolute 

value of the difference between the predicted value and the 
target value, and its mathematical expression is shown below: 
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The
2L  loss measures the error by calculating the square of 

the difference between the predicted value and the target value, 
the mathematical expression of which is shown below: 
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The iw denotes the actual value of the i -th image, a

iw
T

 

denotes the target value of the i -th image, and 1  and 2

denote the weights occupied by the two losses, respectively. 

The 1L  and 
2L  losses are combined into the total loss 

according to certain weights to realize the joint control of model 
complexity. The combined total loss function is defined as: 

 
1 2L L L                                    (13) 

The main role of 1L  and 
2L  losses is to prevent model 

overfitting and improve model generalization. Specifically, the 

1L  loss helps with feature selection, while the 
2L  loss helps 

with parameter stability. 
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IV. EXPERIMENT 

A. Datasets 

Following the research on covert object detection (COD) [3], 
this paper uses 4040 real images (3040 from the COD10K [1] 
dataset and 1000 from the CAMO [26] dataset) to train the 
model. To validate the generation performance, this study 
collects image-mask pairs from different domains and constructs 
a test dataset consisting of three subsets: covert objects (CO), 
salient objects (SO) and general objects (GO) [17]. In CO, there 
are 6473 image pairs from CAMO [4], COD10K [1] and NC4K 
[5]. We then randomly selected 6473 images from well-known 
salient target detection datasets (e.g., DUTS [6], DUT-OMRON 
[7], etc.) and segmentation datasets to evaluate the performance 
of the model on open domain data. 

B. Evaluation Metrics and Parameter Setting 

Following the good practices of AIGC and COD, the 
InceptionNet-based metrics FID [20] and KID [17] are chosen 
in this paper to measure the quality of the generated covert 
images. Once the image features have been extracted via 
InceptionNet, the distance between them is calculated to indicate 
the level of similarity between the model output and the target 
dataset. Unlike normal images, well-synthesized covert images 
should not contain easily recognizable objects, and extracting 
discriminative features is more challenging. A lower value of 
FID [2] indicates that the generated image is more similar to the 
real image in terms of visual features, which usually implies a 
better generation. KID [21] by kernel method is able to capture 
more sensitively the differences between the generated image 
and the real image, especially in terms of image detailed 
features. A lower value of KID [21] indicates that the quality of 
the generated image is closer to the real image. 

In this paper, we use a latent diffusion model, pre-trained on 
a restoration task as an initialization. The model was designed to 
handle images and masks of size 512 × 512 and compressed to 
a potential space of 128 × 128 × 3 using the pre-trained VQ-
VAE. During the training process, the focus is on improving the 
model's understanding and learning of the deep features of the 
target object through object augmentation and regularized 
diffusion strategies, and does not fine-tune the autoencoder and 

decoder components. The existing conditions are optimized and 
enhanced by the modules proposed in this paper. Parameter 
optimizations, such as initialization, data enhancement, and 
batch size, are set similar to the original paper. Finally, the 
model generates the artifact images and resizes them to align 
with the original input. This paper uses PyTorch for all 
experiments and a GeForce RTX 4060ti GPU for all 
experiments. 

C. Comparison and Analysis of Model Results 

To verify the effectiveness of the OEM-DR model, this 
paper selects the following nine models for comparison: The AB 
model [9] achieves seamless image region blending based on the 
Poisson equation, enabling the source image to naturally blend 
into the target background. The AdaIN model [12] rapidly 
accomplishes real-time arbitrary style transfer through adaptive 
instance normalization technology, converting the style while 
maintaining the image content unchanged. In the field of 
camouflage image generation, the CI model [11] imitates the 
camouflage mechanism of natural organisms to generate images 
that are difficult to detect; the DCI model [13] and LCGNet 
model [14] utilize deep learning to generate camouflage images 
that blend with complex backgrounds, with LCGNet being more 
flexible as it does not require specific location information; the 
LAKE-RED model [17] combines potential background 
knowledge retrieval with diffusion models to enhance the 
quality of camouflage images. In addition, the TFill model [15] 
achieves high-fidelity image completion by bridging global 
context interaction, while the RePaint-L model [16] performs 
image restoration based on denoising diffusion probabilistic 
models, generating content for missing areas. The LDM model 
[10] proposes a high-resolution image synthesis method based 
on latent diffusion models, promoting the development of high-
quality image generation technology. 

Table I shows the comparison of experimental results of 
various models on the dataset. Compared with the AB, CI, 
AdaIN, DCI, LCCNet models, which realize the camouflage 
effect by fusing the background with the foreground, EM-DR 
guides the background generation according to the features of 
the foreground, so that the generated image background is closer 
to the foreground and the foreground is more hidden.

TABLE I. COMPARISON OF EXPERIMENTAL RESULTS IN VARIOUS MODELS 

Methods Input 
Camouflaged Objects Salient Objects General Objects Overall 

FID↓ KID↓ FID↓ KID↓ FID↓ KID↓ FID↓ KID↓ 

Image 

Blending 

AB [9] F +B 117.11 0.0645 126.78 0.0614 133.89 0.0645 120.2 0.0623 

CI [11] F +B 124.49 0.0662 136.3 0.738 137.19 0.0713 128.5 0.0693 

AdaIN [12] F +B 125.16 0.0721 133.2 0.0702 136.93 0.0714 126.9 0.0703 

DCI [13] F +B 130.21 0.0689 134.92 0.0665 137.99 0.069 130.5 0.0673 

LCGNet [14] F +B 129.8 0.0504 136.24 0.0597 132.64 0.0548 129.9 0.055 

Image 

Inpainting 

TFill [15] F 63.74 0.0336 96.91 0.0453 122.44 0.0747 80.39 0.0438 

LDM [10] F 58.65 0.038 107.38 0.0524 129.04 0.0748 84.48 0.0488 

RePaint-L [16] F 76.8 0.0459 114.96 0.0497 136.18 0.0686 96.14 0.0498 

LAKE-RED[17] F 39.55 0.0212 88.7 0.0428 102.67 0.0625 64.27 0.0355 

Ours F 37.44 0.0181 86.9 0.0387 100.48 0.0581 61.52 0.0311 
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Compared with TFill and LDM models, EM-DR strengthens 
the feature screening of foreground features, mainly in its ability 
to refine and optimize, which gives it an advantage in preserving 
the details of important foreground objects in the image. TFill 
and LDM, on the other hand, while having their advantages in 
texture synthesis and learning-based approaches, may require 
additional tuning or optimization to better handle foreground 
features in specific cases. Compared to the benchmark model 
LAKE-RED, EM-DR achieves significant improvements in all 
metrics, further demonstrating its ability to adequately enhance 
foreground features when generating camouflaged images, thus 
providing foreground camouflage effects. 

Compared with the baseline model on the CO dataset, the 
FID metrics improved by 5.3% and the KID metrics improved 
by 14.6%, on the SO model, the FID metrics improved by 2% 
and the KID metrics improved by 9.5%, on the GO model, the 
FID metrics improved by 2.1% and the KID metrics improved 
by 7%, and on the whole the FID metrics improved by 4.3% and 
the KID metrics improved by 12.3%. by 4.3% for FID and 12.3% 
for KID. These improvements indicate that the EM-DR model 
shows better performance in the task of generating camouflage 
images, and the improvements in FID and KID metrics indicate 
that the images generated by the new model are closer to the real 
images in terms of visual and statistical properties. 

D. Ablation Study 

In order to verify the impact of the object enhancement 
module and diffusion optimizer mentioned in this paper on the 
model performance, ablation experiments are conducted on 
datasets containing CO, SO and GO, and the results are 
summarized in Table II. 

TABLE II. ABLATION STUDY RESULTS 

Methods OEM DR 

CO 
FID↓ 37.67 37.77 

KID↓ 0.0183 0.0187 

SO 
FID↓ 85.85 87.92 

KID↓ 0.0381 0.0391 

GO 
FID↓ 102.07 102.57 

KID↓ 0.0599 0.0599 

Overall 
FID↓ 61.73 62.51 

KID↓ 0.0313 0.0317 

First, the OEM module is individually validated in this paper. 
Compared with the LAKE-RED model, OEM achieves 
significant improvement in both FID and KID, especially on the 
SO dataset. This indicates that OEM not only makes the 
camouflage images generated on hidden objects as well as 
ordinary objects close to the real image in terms of enhanced 
foreground features, but also generates camouflage images on 
salient objects even closer to the real image. 

Secondly, the DR module is individually validated in this 
paper. Compared to the LAKE-RED model, DR also achieves 
significant improvement in both FID and KID but lacks in SO 
dataset compared to the OEM module. 

In summary, the OEM and DR modules show excellent 
advantages in the camouflage image generation task, effectively 
improving the model performance. 

E. Example of Analysis 

In order to visualize the improvement of the OEM-DR 
model mentioned in this paper compared to the benchmark 
model LAKE-RED, several examples are selected for 
visualization. 

LAKE-RED OEM-DRMask Foreground

LAKE-RED OEM-DRMask Foreground

LAKE-RED OEM-DRMask Foreground

LAKE-RED OEM-DRMask Foreground

LAKE-RED OEM-DRMask Foreground

LAKE-RED OEM-DRMask Foreground

 
Fig. 4. OEM-DR Model visualization examples. 

Fig. 4 visualizes the performance of the OEM-DR model 
proposed in this study compared with other benchmark models 
in generating camouflaged images. The figure groups the images 
according to different model sources: Fig. 4 (a) and 4 (b) are 
generated by the CO model, Fig. 4 (c) and 4 (d) by the SO model, 
while Fig. 4 (e) and 4 (f) are from the GO model. Taking the 
toad in Fig. 4 (a) as an example, the image generated by the 
OEM-DR model shows a more natural fusion between the 
background and the foreground, and the details of the 
background are optimized so that the foreground objects do not 
appear to be abrupt, which achieves a better camouflage effect 
visually. Similarly, in Fig. 4 (f), although the camouflaged 
objects are not completely hidden, the OEM-DR model still 
demonstrates its advantages in improving the overall image 
quality. The comprehensive comparison results show that the 
OEM-DR model has a significant advantage in generating 
images that contribute to effective camouflage, and is able to 
generate high-quality camouflage images that are more natural 
and rich in details. 

Since both image generation quality and camouflage 
effectiveness need to be perceived by humans, this paper 
conducts a user study to obtain subjective judgments on the 
generation results. In this paper, 10 researchers in AI related 
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fields are invited to judge which of the images in Fig. 4 are not 
easily detectable. According to the judgment results except Fig. 
4 (b) all others are considered to be less detectable in the 
foreground in the images generated by OEM-DR, which fully 
demonstrates the quality of OEM-DR in image generation and 
the effectiveness of the camouflage effect. 

F. Discussion 

In this study, the OEM-DR model significantly enhanced the 

performance of camouflage image generation through the object 

enhancement module and the diffusion optimizer. Compared 

with various existing models, OEM-DR excelled in terms of FID 

and KID metrics, particularly when dealing with salient objects. 

Although the model has the limitation of high computational 

resource demands, this is expected to be overcome in the future 

through algorithm optimization and hardware acceleration. The 

OEM-DR model provides a new perspective and methodology 

for the field of camouflage image generation, holding broad 

prospects for application. 

V. CONCLUSION 

In this paper, an innovative camouflage image generation 
method based on sparse pruning and weight diffusion is 
proposed. First, a new object enhancement module is designed, 
which effectively improves the extraction of key features in the 
foreground by the model, and thus significantly improves the 
authenticity of the camouflage image generation. Second, a 
detail optimization module based on the weight diffusion 
strategy is constructed, which improves the quality of the 
generated images by optimizing the background image 
generation process. In the experiments on CO, SO and GO 
datasets, this paper demonstrates excellent performance. Future 
research in camouflage visual perception will be continued to 
further propose feasible solutions. 

However, it is worth noting that although this study has 

achieved certain results in the field of camouflage image 

generation, it faces the challenge of balancing computational 

complexity and efficiency during the implementation of the 

weight diffusion strategy. In future research work, this study will 

be committed to optimizing the adaptive weight diffusion 

strategy, dynamically adjusting the diffusion parameters 

according to the training progress of the model and the unique 

characteristics of the dataset. The exploration and optimization 

in this direction are aimed at promoting the continuous progress 

and development of camouflage image generation technology. 
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Abstract—Adopting digital finance solutions is crucial for 

enhancing efficiency and competitiveness within the financial 

services industry, particularly for Micro, Small, and Medium 

Enterprises (MSMEs). This study examines the factors 

influencing the use and acceptance of a sharing-based digital 

system enhanced with a Generative AI website (E-Mudharabah), 

employing the Technology Acceptance Model (TAM) and the 

Unified Theory of Acceptance and Use of Technology (UTAUT). 

In this article, the Generative AI-enhanced profit-sharing digital 

systems called E-Mudharabah. It is a web-based management 

system facilitating capital management for financiers, 

consultants, and MSME actors. The research integrates key 

variables from both models, including Perceived Ease of Use, 

Perceived Usefulness, Performance Expectancy, Social Influence, 

Facilitating Conditions, Habit, and Technology Self-Efficacy, to 

assess their impact on Behavioral Intention and Actual Usage. 

The study utilizes a quantitative approach, gathering data 

through surveys and analyzing it using the Partial Least Squares 

Structural Equation Modeling (PLS-SEM) method. Results 

indicate significant positive effects of perceived usefulness, 

performance expectancy, and social influence on the behavioral 

intention to use E-Mudharabah. The findings underscore the role 

of user-friendly interfaces and societal acceptance in driving 

adoption. Perceived Usefulness was the most significant variable 

influencing Behavioral Intention and Actual Usage (p-value < 

0.001). Additionally, Social Influence and Facilitating Conditions 

were shown to have substantial effects, highlighting the 

importance of user support and societal acceptance in technology 

adoption. The research also underscores the role of Technology 

Self-Efficacy in enhancing user confidence and engagement with 

the platform. These findings suggest that improving digital 

finance solutions' perceived benefits and ease of use while 

fostering a supportive environment can significantly boost their 

adoption rates. 

Keywords—Digital finance; Generative AI; TAM; UTAUT; 

MSMEs 

I. INTRODUCTION 

As the spread of information technology is becoming more 
widespread, especially in the financial services industry, some 
parties need to adopt new information technologies that can 
improve their cost structure, and efficiency and improve their 
competitive position [1]. Increasing income and maintaining 

productivity for every MSME business actor is important in 
distributing funds or capital [2], [3]. 

Digitalization is the application of steps that arise from 
innovation in an organization [4]. Digital adaptation is defined 
as the ability to utilize digital technology through the use of 
digital tools and online platforms that increase competitiveness 
[5]. An organization or company should transform and be able 
to adapt to innovate and compete in an almost digitized world 
[6]. 

Digital finance has shown tremendous potential in reaching 
previously underserved and underserved populations by 
offering tailored financial services and products [7]. Online 
banking is becoming one of the more efficient ways and 
adopting online banking will have a positive impact on bank 
performance in the future [8]. Flexibility, informality, and 
control styles support the development of strategies that enable 
MSMEs to face environmental demands based on innovative 
and sustainable solutions [9]. 

E-Mudharabah is a digitalization solution designed as a 
website-based management information system to make it 
easier for several parties, including financiers, consultants, and 
MSME actors to manage and regulate capital schemes [3]. 
Implementing such digital solutions is expected to enhance the 
efficiency and effectiveness of financial management within 
MSMEs. 

According to Venkatesh et al. [10], adding UTAUT to the 
TAM model means adding variables and validation, which of 
course will also increase the findings to be tested from models 
that are stated in other contexts [11]. This allows for more 
complex predictions about technology adoption [12], especially 
adopting new or innovative technologies [13]. The findings of 
Venkatesh and Bala [14] by adding elements of UTAUT to the 
TAM make social and organizational factors increasingly 
important because there are elements related to the social, 
psychological, and organizational environment. In addition, 
according to Venkatesh et al. [10], Zhou et al. [13], the 
combination of TAM and UTAUT is used for models with 
adaptive conditions to technological changes and user behavior 
that changes at any time. 
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Despite extensive studies on TAM and UTAUT, few have 
explored their integration in the context of MSMEs adopting 
AI-enhanced financial tools like E-Mudharabah. This study 
seeks to bridge this gap by combining these models to offer 
deeper insights into user adoption behaviors, addressing 
limitations in previous frameworks that overlooked context-
specific variables such as technology self-efficacy and 
facilitating conditions. These models function as techniques to 
estimate the likelihood of a population adopting remote 
technology by incorporating relevant additional variables [15]. 
This research was conducted to measure the factors that affect 
the acceptance and utilization of Mudharabah, which has been 
digitized into a website using a combined Technology 
Acceptance Model and Unified Theory of Acceptance and Use 
Technology. 

The remainder of this paper is organized as follows: 
Section II presents the literature review on TAM and UTAUT 
models and their applications. Section III describes the 
research methodology, including data collection and analysis 
methods. Section IV discusses the results, highlighting the key 
findings. Finally, Section V concludes with implications, 
limitations, and avenues for future research. 

II. LITERATURE REVIEW 

Previous studies predominantly examined TAM or 

UTAUT in isolation, failing to capture their synergistic 

potential in addressing multifaceted adoption challenges. This 

study contributes by integrating these models, adding 

constructs such as Technology Self-Efficacy, and 

contextualizing the analysis within MSMEs, which are pivotal 

to economic growth yet underrepresented in such research. 

A. Technology Acceptance Model (TAM) 

The TAM model is a model used to identify the acceptance 
and use of a new technology and information system [16]. 
TAM was developed to improve understanding related to the 
user onboarding process such as providing new theoretical 
insights into the design and implementation of information 
systems successfully designed to evaluate new systems before 
their implementation [17]. 

Perceived Ease of Use (PEoU) is interpreted as a value that 
measures the extent to which a person's confidence in using the 
system will be free from physical and mental effort [17], in 
other words, a person does not accept difficulties, but the ease 
received by using a system [18]. 

Davis defines perceived usefulness (PU) as the level of 
trust a person has in using a system that improves an 
individual's job performance [17] and gets other benefits such 
as improving his or her job performance [18]. 

The research of Pitafi & Ali [19] provides an overview that 
actual use (AU) can be assessed according to the quality of a 
better system. 

B. Unified Theory of Acceptance and Use of Technology 

(UTAUT) 

UTAUT is a tool that can be used to assess the success rate 
of the introduction of new technology and help understand the 

beneficial factors of a user population from internal or external 
that are the drivers of acceptance so that users can accept 
adopting new technology and using the system [20]. Ding et al. 
[21] interpret the use of the UTAUT model as an integrative 
model whose use is aimed at predicting the availability of an 
individual to adopt new technologies. 

Performance Expectancy is defined as the individual level 
at which a person is confident that using a system or 
technology can help improve job performance [20] and can 
increase a person's efficiency or output [22]. 

Facilitating Condition is an individual factor that believes 
that an organization supports the use of the system through 
adequate infrastructure and technology [20]. 

Social influence is defined as a direct influence on behavior 
or can be referred to as the level to which a person feels that 
another important person can make him believe that he must 
use a new system [20]. According to Singh et al [22], Social 
effects or factors are user influences obtained through other 
people related to the use of the system. 

In a study conducted by Venkatesh et al., [10], Habit is an 
additional construct variable in UTAUT which is described as 
various user habits that have an impact and influence on the 
use of a technology. 

Behavior Intention is the intention and desire of an 
individual [23] that influences to use of a technology [24] 
Hidalgo-Crespo & Amaya-Rivas [25] explain Behavior 
intention as an effort to encourage a person based on certain 
habits. 

C. Technology Self-Efficacy 

Self-efficacy is an assessment of oneself regarding beliefs 

about individual abilities [26]. Self-Efficacy is an important 

construct that measures a person's confidence in the ability to 

display a particular behavior [27], through endurance and 

perseverance to overcome difficulties, the anxiety faced, and 

the level of success achieved afterward [28]. Technology Self-

Efficacy in Saville & Foster research [29] is defined as a 

measurement of a person related to the level of confidence in 

the successful use of a technology. 

D. Comparison of Acceptance Models 

This sub-section discusses the comparison of case studies with 

various acceptance models over the last five years. 

III. RESEARCH METHODOLOGY 

A. Research Model and Hypothesis 

The research model shown in Fig. 1 is a path research 
model, which is used to determine the relationship between 
variables [36]. In this study, a combination of TAM and 
UTAUT models was used to determine the factors that affect 
the use and acceptance of E-Mudharabah. The selection of 
TAM and UTAUT is based on a literature study from previous 
studies that recommend a model merger experiment as shown 
in Table I. Some of the variables that were not used in this 
study were based on a literature study on the results of previous 
studies where these variables were considered insignificant. 
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TABLE I. COMPARISON OF ACCEPTANCE MODELS IN THE LAST FIVE YEARS 

Author and Research Model Variable Construct R2 Insignificant Variable 

[30] Liu et al., 2022, TAM Behavior Intention 77.2% Perceived Ease Of Use 

[31] Förster, 2024, TAM Use Behavior 0.6% Behavior Intention 

[32] Uzir et al., 2023, Modified TAM Behavior Intention 68.3% Perceived Financial Cost 

[33] Altes et al., 2024, Modified TAM Behavior Intention - Perceived Ease Of Use, Perceived Cost, Voluntariness, Experience 

[34] Mukred et al., 2024, Modified TAM Behavior Intention 37.1% Perceived Ease Of Use 

[35] Chen et al., 2024, UTAUT Behavior Intention 82.5% Effort Expectancy 

[36] Yee et al., 2024, UTAUT Behavior Intention - Social Influence 

[37] Sultana et al., 2023, Modified UTAUT Behavior Intention - Social Factor, Personal Innovativeness 

[38] Bellet & Banet, 2023, Modified UTAUT Intention To Use 89.4% Anxiety, Price Value, Satisfaction 

[39] Han et al., 2024, Modified UTAUT Behavior Intention 17.4% 
Facilitating Condition, Social Influence, Perceived Negative 
Outcomes, Trust 

[40] Rejali et al., 2024, TAM-UTAUT Behavior Intention 76.1% Green Perceived Usefulness 

[41] Edo et al., 2023, TAM-UTAUT Behavior Intention 28.3% Perceived Ease Of Use, Social Influence, 

[42] Bajunaied et al., 2023, Modified TAM - 

UTAUT 
Behavior Intention 49.3% Social Influence, Privacy Inhibitors 

 

The TAM variables used in this study were Perceived Ease 
of Use, Perceived Usefulness, and Actual Use. The UTAUT 
variables used were Performance Expectancy, Social Influence, 
Facilitating Conditions, Habit, and Behavioral Intention. The 
researcher also added that the Technology Self-Efficacy 
variable is an important construct that measures a person's 
confidence in the ability to display certain behaviors [27], 
through endurance and perseverance to overcome difficulties, 
anxiety faced, and the level of success achieved afterward [28]. 

In Fig. 1, the hypothesis that arises as a result of the model 
built is also explained. The following is a description of the 
hypothesis based on Fig. 1. 

H1: Perceived Ease of Use (PEOU) factor has a positive 
effect on Behavior Intention (BI) of E-Mudharabah 
applications. 

H2: Perceived Usefulness (PU) factor has a positive effect 
on Behavior Intention (BI) of E-Mudharabah applications. 

H3: Performance Expectancy (PE) factor has a positive 
effect on Behavior Intention (BI) of E-Mudharabah 
applications. 

H4: Social Influence (SI) factor has a positive effect on 
Behavior Intention (BI) of E-Mudharabah applications. 

H5: Facilitating Conditions (FC) factor has a positive effect 
on Behavior Intention (BI) of E-Mudharabah applications. 

H6: Habit (HB) factor has a positive effect on Behavior 
Intention (BI) of E-Mudharabah applications. 

H7: Technology Self-Efficacy (TSE) factor has a positive 
effect on Behavior Intention (BI) of E-Mudharabah 
applications. 

H8: Behavior Intention (BI) factor has a positive effect on 
the Behavior Intention (BI) of E-Mudharabah applications. 

 
Fig. 1. Research model. 

H9: Perceived Ease of Use (PEOU) factor has a positive 
effect on Actual Use (AU) of E-Mudharabah applications. 

H10: Perceived Usefulness (PU) factor has a positive effect 
on Actual Use (AU) of E-Mudharabah applications. 

H11: Performance Expectancy (PE) factor has a positive 
effect on the Actual Use (AU) of E-Mudharabah applications. 

H12: Social Influence (SI) factor has a positive effect on 
the Actual Use (AU) of E-Mudharabah applications. 

H13: Facilitating Conditions (FC) factor has a positive 
effect on the Actual Use (AU) of E-Mudharabah applications. 
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H14: Habit (HB) factor has a positive effect on the Actual 
Use (AU) of E-Mudharabah applications. 

H15: Technology Self Efficacy (TSE) factor has a positive 
effect on the Actual Use (AU) of E-Mudharabah applications. 

H16: Perceived Ease of Use (PEOU) factor has a positive 
effect on Actual Use (AU) of E-Mudharabah applications 
through Behavior Intention (BI) 

H17: Perceived Usefulness (PU) factor has a positive effect 
on Actual Use (AU) of E-Mudharabah applications through 
Behavior Intention (BI). 

H18: Performance Expectancy (PE) factor has a positive 
effect on Actual Use (AU) of E-Mudharabah applications 
through Behavior Intention (BI). 

H19: Social Influence (SI) factor has a positive effect on 
Actual Use (AU) of E-Mudharabah applications through 
Behavior Intention (BI). 

H20: Facilitating Conditions (FC) factor has a positive 
effect on Actual Use (AU) of E-Mudharabah applications 
through Behavior Intention (BI). 

H21: Habit (HB) factor has a positive effect on Actual Use 
(AU) of E-Mudharabah applications through Behavior 
Intention (BI). 

H22: Technology Self Efficacy (TSE) factor has a positive 
effect on the Actual Use (AU) of E-Mudharabah applications 
through Behavior Intention (BI). 

B. Data Measurement 

This study uses the Likert scale, which is a data 
measurement technique obtained through a survey to measure 
individual attitudes and opinions with five options of analytical 
responses, namely strongly disagree, disagree, undecided, 
agree, and strongly agree [43]. In this study, the variables are 
measured based on indicators as shown in Table II. The list of 
indicators was obtained and processed from literature studies 
as shown in Table I. 

C. Data Collection 

The target population is one of the MSMEs in the district in 
East Java which totals 93. They are a group of food and 
beverage entrepreneurs. The sample calculation technique uses 
the Slovin formula with a total sample obtained using the 
Slovin formula which is 75. 









The sample of MSMEs that meet the criteria by filling out 
the entire questionnaire is 72 MSMEs, then the sample that 
does not provide a complete response will be eliminated [41]. 

D. Data Analysis 

In this step, to test the variables and the relationships 
between the variables, the researcher uses Structural Equation 
Model (SEM) analysis. Briefly about SEM analysis is a 
validation test, reliability test, regression test, and hypothesis 
test. In this study, the statistical process uses the SMART PLS 
4 application. 

TABLE II. VARIABLES AND INDICATORS 

No Variable Indicator Code 

1 

Perceived 

Ease of Use 

(PEOU) 

Easy to use PEOU1 

Fast learning PEOU2 

Clear interaction PEOU3 

Interaction understood PEOU4 

It doesn't require much effort. PEOU5 

2 

Perceived 

Usefulness 

(PU) 

Increase productivity PU1 

Making work more efficient PU2 

Useful for work PU3 

Improve performance PU4 

3 

Performance 

Expectancy 

(PE) 

Increasing performance expectations PE1 

Reach your goals faster. PE2 

Increase job effectiveness PE3 

Increase productivity PE4 

4 
Social 

Influence (SI) 

MSME managers encourage the use of SI1 

Organizational influence SI2 

Business owner support SI3 

5 

Facilitating 

Condition 

(FC) 

Resources available FC1 

Enough knowledge FC2 

Compatible with other technologies FC3 

Help is always available. FC4 

6 Habit (HB) 

Become a habit HB1 

Used daily HB2 

Automatic usage HB3 

Routine habits HB4 

7 

Technology 

Self-Efficacy 

(TSE) 

Confident in ability TSE1 

Can get work done without assistance TSE2 

Can used with little information TSE3 

Get the job done with confidence TSE4 

8 

Behavioral 

Intention to 

Use (BI) 

Intended use in employment BI1 

Recommend to others BI2 

Plan to continue using BI3 

Interested in exploring features BI4 

9 
Actual Use 

(AU) 

Always use the system AU1 

Uses most of the features AU2 

Using in the job AU3 

Relying on the system for tasks AU4 
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IV. RESULT AND DISCUSSION 

A. Data Demographics 

Based on sub-section III.C, the total number is 75 
respondents, but after a review of filling out the questionnaire, 
there are only 72 respondents who are complete and can be 
further analyzed. 

Table III explains the age of the respondents where the 
average number of respondents is those aged 21 to 35 years. 
The last education is the most at the higher education level. 
This shows the form of mentoring and graduates from higher 
education in the Regency X area of East Java choose to do 
entrepreneurship in the food and beverage sector. 

TABLE III. DEMOGRAPHICS CONDITION 

 Samples (N=72) % 

Gender   

Male 27 37.5 

Female 45 62.5 

Age   

<20 12 16.7 

21 – 35 34 47.2 

>35 26 36.1 

Level of Education   

Junior/Senior High School 11 15.3 

Diploma 23 31.9 

Bachelor 31 43.1 

Other 7 9.7 

B. Measurement Model Analysis (Outer Model) 

Measurement analysis is carried out by paying attention to 
the validity and reliability values obtained through convergent 
validity and discriminant validity, and the reality values 
obtained through the reliability of constructs and indicators 
[23]. 

Convergent validity is considered to meet satisfactory 
criteria if the measurement items have high values in their 
respective constructs [40]. The Valid Criterion if the loading 
factor is greater than equal to 0.7 (>=0.7), and the measurement 
value of AVE (Average Variance Extracted) is greater than 
equal to 0.50 (>=0.5) [29]. Table IV shows the validity of all 
variables and their indicators, while Fig. 2 shows the outer 
loading of each variable. 

The constructive/latent variable is stated to meet the 
convergent validity assumption if the AVE value is greater and 
higher than 0.5 [23]. So all latten or construct variables in this 
study shown in Table IV meet the Convergent Validity criteria. 

The validity of Discrimination is attributed to the ability of 
measurement variables to distinguish between the objects being 
measured [18]. Validity discriminants are defined as diagonal 
relationships between variables [44]. The validity of 
discrimination is associated with the ability of measurement 
items to distinguish between the objects being measured [18]. 

This study uses the Fornnel – Lacker Criterion and Cross 
Loading methods to determine the discriminatory validity 
value of all research variables with the results of the calculation 
of the Fornell – Lacker Criterion in Table IX and the results of 
Cross Loading in Table X. Both the table is located at the end 
of the article. 

Convergent validity is considered to meet satisfactory 
criteria if the measurement items have high values in their 
respective constructs [40]. The Valid Criterion if the loading 
factor is greater than equal to 0.7 (>=0.7), and the measurement 
value of AVE (Average Variance Extracted) is greater than 
equal to 0.50 (>=0.5) [29]. Table IV shows the validity of all 
variables and their indicators, while Fig. 2 shows the outer 
loading of each variable. 

The reliability of the research variables can be determined 
using composite variables [5], with reliable data criteria if the 
composite reliability value is greater than 0.70 (>0.70) and the 
Cronbach's alpha value is greater than 0.70 (>0.70) [29]. 

Cronbach's Alpha is used to evaluate the consistency of 
internal constraints [31], and satisfactory internal consistency if 
the value of Cronbach's Alpha and the Composite Reliability 
value of each variable exceed the value of 0.7 [39].  

Thus, based on Table V with the measurement of data for 
each research variable, it shows that nine research variables 
meet the criteria of reliability with a Cronbach's Alpha value 
and a Composite Reliability value greater than the value of 0.7. 

 
Fig. 2. Output line diagram. 
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TABLE IV. CONVERGENT VALIDITY 

Variable Indicator Loading Factor Valid/No AVE 

AU 

AU1 0.927 Valid 

0.913 
AU2 0.965 Valid 

AU3 0.965 Valid 

AU4 0.964 Valid 

BI 

BI1 0.942 Valid 

0.903 
BI2 0.968 Valid 

BI3 0.973 Valid 

BI4 0.919 Valid 

FC 

FC1 0.891 Valid 

0.877 
FC2 0.957 Valid 

FC3 0.955 Valid 

FC4 0.943 Valid 

HB 

HB1 0.941 Valid 

0.912 
HB2 0.973 Valid 

HB3 0.961 Valid 

HB4 0.964 Valid 

PE 

PE1 0.954 Valid 

0.912 
PE2 0.960 Valid 

PE3 0.956 Valid 

PE4 0.949 Valid 

PEOU 

PEOU1 0.947 Valid 

0.909 

PEOU2 0.958 Valid 

PEOU3 0.960 Valid 

PEOU4 0.964 Valid 

PEOU5 0.938 Valid 

PU 

PU1 0.961 Valid 

0.933 
PU2 0.961 Valid 

PU3 0.970 Valid 

PU4 0.971 Valid 

SI 

SI1 0.957 Valid 

0.878 SI2 0.928 Valid 

SI3 0.926 Valid 

TSE 

TSE1 0.962 Valid 

0.910 
TSE2 0.968 Valid 

TSE3 0.944 Valid 

TSE3 0.942 Valid 

PeoU: Perceived Ease of Use; PU: Perceived Usefulness; PE: Performance Expectancy; SI: Social 

Influence; FC: Facilitating Conditions; HB: Habit; TSE: Technology Self Efficacy; BI: Behavior 

Intention; AU: Actual Use of E-Mudharabah 

TABLE V. CRONBACH’S ALPHA AND COMPOSITE RELIABILITY 

Variable 
Cronbach’s 

Alpha 

Composite 

Reliability (rho_a) 

Composite Reliability 

(rho_c) 

AU 0.968 0.969 0.977 

BI 0.964 0.964 0.975 

FC 0.953 0.954 0.966 

HB 0.971 0.972 0.979 

PE 0.968 0.968 0.976 

PEOU 0.975 0.975 0.980 

PU 0.976 0.976 0.982 

SI 0.931 0.934 0.956 

TSE 0.967 0.968 0.976 

PeoU: Perceived Ease of Use; PU: Perceived Usefulness; PE: Performance Expectancy; SI: Social 

Influence; FC: Facilitating Conditions; HB: Habit; TSE: Technology Self Efficacy; BI: Behavior 
Intention; AU: Actual Use of E-Mudharabah 

C. Structural Model Analysis (Inner Model) 

According to Hidalgo-Crespo & Amaya-Rivas in the study 
[25], Structural is used to describe the path coefficient, show 
the relationship of each research variable to the constructed 
variable, and determine the significant statistical value. 

TABLE VI. R-SQUARE VALUE 

Variable R-Square Adjustment Result 

AU 0.993 Strong 

BI 0.994 Strong 

AU: Actual Use of E-Mudharabah; BI: Behavior Intention 

The value of the R-Square Determinant is used to indicate 
the magnitude of the strength [23] and the magnitude of the 
influence of independent variables on the dependent variables 
which are divided into three namely [45]: 

1) A value of determinant more than 0.67 (>0.67) is a 

Strong category. 

2) Moderate category if the R-Square determinant value is 

between 0.33 – 0.67. 

3) The category is weak if the R-Square determinant value 

is between 0.19 – 0.33. 

Based on the results of the R-Square calculation in Table 
VI, the AU and BI construct variables are included in the 
strong category with values of 0.993 (99.3 %) and 0.994 (99.4 
%). 

This means that the AU dependent variable is influenced by 
the independent variable as a whole as much as 99.3% and the 
remaining 0.7% is influenced by other variables that were not 
tested in the study. Likewise, the BI dependent variable was 
influenced by the independent variable as a whole as much as 
99.4% and the remaining 0.6% was influenced by other 
variables that were not tested in the study. 

F-square or effect size is a measurement that assesses the 

relative impact between independent variables on dependent 

variables which are divided into several category 

classifications, namely strong categories with an f-square value 

of more than 0.35, medium categories with an f-square value of 

more than 0.15, and weak categories with an f-square value of 

less than 0.02 [45]. 
Based on the results from Table VII, several factors 

significantly influence both Behavior Intention and Actual Use 
of the E-Mudharabah system. Performance Expectancy (PE) 
emerged as the most influential factor on behavioral intention, 
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with an F-Square value of 2.689, indicating that users have 
high expectations that the E-Mudharabah platform will 
enhance their performance. Users believe that this system will 
help them achieve their goals more efficiently and improve 
their overall work effectiveness. 

Perceived Usefulness (PU) also plays a crucial role in 
shaping users' behavioral intentions, with an F-Square value of 
0.819. This suggests that users view the E-Mudharabah system 
as a valuable tool in their daily operations, which in turn, 
increases their likelihood of continued use. The perception that 
the system significantly benefits their work encourages users to 
integrate it into their routines. 

TABLE VII. F-SQUARE VALUE 

Path F-Square Result 

PEOU  BI 0.120 Medium 

PU  BI 0.819 Strong 

PE  BI 2.689 Strong 

SI  BI 0.173 Strong 

FC  BI 0.163 Strong 

HB  BI 0.050 Medium 

TSE  BI 0.053 Medium 

BI  AU 0.515 Strong 

PEOU  AU 0.027 Medium 

PU  AU 1.054 Strong 

PE  AU 1.485 Strong 

SI  AU 0.360 Strong 

FC  AU 0.006 Weak 

HB  AU 0.001 Weak 

TSE  AU 0.195 Strong 

PeoU: Perceived Ease of Use; PU: Perceived Usefulness; PE: Performance Expectancy; SI: Social 

Influence; FC: Facilitating Conditions; HB: Habit; TSE: Technology Self Efficacy; BI: Behavior 
Intention; AU: Actual Use of E-Mudharabah 

Additionally, Perceived Ease of Use (PEOU) affects both 
Behavior Intention and Actual Use, with F-Square values of 
0.120 and 0.027, respectively. This indicates that the easier 
users find the system to use, the more likely they are to adopt 
and sustain its use. Simplifying the user interface and ensuring 
that the system is accessible and user-friendly can significantly 
enhance user adoption. 

Other factors such as Facilitating Conditions and Social 
Influence also significantly impact behavioral intention and 
actual usage. Social Influence, with an F-Square value of 
0.173, underscores the importance of support from colleagues 
or superiors in encouraging the use of the system. Facilitating 
Conditions, which scored an F-Square value of 0.163 for 
Behavior Intention, suggests that the availability of resources 
and adequate technical support also contribute to users' 
willingness to use the system consistently. 

From the results of this f-square test, it can be concluded 
that the pathway with the strongest influence on Behavior 
Intention (BI) is Performance Expectancy (PE) with the largest 
f-square value. Meanwhile, the pathways with the strongest 
influence on Actual Use (AU) are Performance Expectancy 
(PE) and Perceived Usefulness (PU). The pathways with the 
weakest influence on Actual Use (AU) are Facilitating 
Condition (FC) and Habit (HB). This shows that factors such 
as perceived usability and performance expectations are highly 

influential in determining actual intention and use while 
supporting conditions and habits have a lower influence. 

The hypothesis testing in this study uses the bootstrap 
technique with a significance value of 5% (0.05). Hypothesis 
acceptance is determined in P-Values [4], with the P-Value 
criterion being less than 0.05, so it is identified as a significant 
variable relationship to the latent/construct variable [33]. 

D. Discussion 

After calculating the hypothesis in Table VIII, there are 22 
research hypotheses with a total of 15 hypotheses that are 
accepted by influencing latent variables and seven research 
hypotheses that are rejected. 

Based on the hypothesis testing results, several key insights 
emerge about the factors influencing MSMEs' usage of the 
Modified E-Mudharabah website (Micro, Small, and Medium 
Enterprises). Perceived Ease of Use (PEOU) plays a significant 
role in shaping Behavioral Intention (BI), suggesting that when 
MSME users find the E-Mudharabah system easy to use, they 
are more likely to intend to use it. However, PEOU does not 
directly affect Actual Use (AU); its influence on AU is 
mediated through BI. This highlights the importance of 
designing user-friendly interfaces to enhance user intentions, 
which translates into actual usage. For MSMEs, simplifying 
the user experience is crucial as it can reduce the time and 
effort required for them to adapt to new technology, allowing 
them to focus more on their core business activities. 

TABLE VIII. HYPOTHESIS TESTING RESULT 

 Hypothesis Path T-Val P-Val Result 

H1 PEOU  BI 1.949 0.026 Accept 

H2 PU  BI 6.279 0.000 Accept 

H3 PE  BI 9.691 0.000 Accept 

H4 SI  BI 3.035 0.001 Accept 

H5 FC  BI 2.596 0.005 Accept 

H6 HB  BI 1.349 0.089 Reject 

H7 TSE  BI 1.391 0.082 Reject 

H8 BI  AU 4.645 0.000 Accept 

H9 PEOU  AU 1.292 0.098 Reject 

H10 PU  AU 7.735 0.000 Accept 

H11 PE  AU 7.519 0.000 Accept 

H12 SI  AU 3.650 0.000 Accept 

H13 FC  AU 0.654 0.257 Reject 

H14 HB  AU 0.219 0.413 Reject 

H15 TSE  AU 2.522 0.006 Accept 

H16 PEOU  BI  AU 1.757 0.040 Accept 

H17 PU  BI  AU 4.424 0.000 Accept 

H18 PE  BI  AU 4.453 0.000 Accept 

H19 SI  BI  AU 2.537 0.006 Accept 

H20 FC  BI  AU 1.994 0.023 Accept 

H21 HB  BI  AU 1.438 0.075 Reject 

H22 TSE  BI  AU 1.388 0.083 Reject 

PeoU: Perceived Ease of Use; PU: Perceived Usefulness; PE: Performance Expectancy; SI: Social 

Influence; FC: Facilitating Conditions; HB: Habit; TSE: Technology Self Efficacy; BI: Behavior 
Intention; AU: Actual Use of E-Mudharabah 
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Perceived Usefulness (PU) is a crucial determinant, directly 
impacting both BI and AU. MSME users are more inclined to 
use the E-Mudharabah system if they perceive it as useful, 
confirming that practical benefits and functional advantages are 
strong motivators for adoption. Additionally, PU's indirect 
influence through BI underscores its comprehensive effect on 
user behavior. This finding emphasizes the need for continuous 

improvements and updates that enhance the system's utility, 
ensuring it meets the specific needs and expectations of 
MSMEs effectively. By demonstrating tangible benefits such 
as increased efficiency, better financial management, and 
access to broader markets, the E-Mudharabah system can 
become indispensable for MSMEs. 

TABLE IX. DISCRIMINANT VALIDITY FORNNEL -LACKER 

 AU BI FC HB PE PEOU PU SI TSE 

AU 0.955         

BI 0.975 0.950        

FC 0.915 0.918 0.937       

HB 0.980 0.982 0.907 0.960      

PE 0.986 0.987 0.909 0.976 0.955     

PEOU 0.885 0.863 0.957 0.863 0.876 0.954    

PU 0.970 0.983 0.916 0.984 0.959 0.860 0.966   

SI 0.974 0.942 0.922 0.950 0.961 0.909 0.933 0.937  

TSE 0.960 0.980 0.908 0.981 0.970 0.858 0.974 0.937 0.954 

PEoU: Perceived Ease of Use; PU: Perceived Usefulness; PE: Performance Expectancy; SI: Social Influence; FC: Facilitating Conditions; HB: Habit; TSE: Technology Self Efficacy; BI: Behavior Intention; AU: 
Actual Use of E-Mudharabah 

TABLE X. CROSS LOADING VALUE 

 
AU BI FC HB PE PEOU PU SI TSE 

AU1 0.927 0.937 0.884 0.941 0.901 0.812 0.961 0.894 0.919 

AU2 0.965 0.912 0.872 0.919 0.956 0.859 0.888 0.957 0.893 

AU3 0.965 0.919 0.864 0.912 0.949 0.855 0.891 0.942 0.891 

AU4 0.964 0.959 0.876 0.973 0.960 0.855 0.970 0.930 0.968 

BI1 0.904 0.942 0.891 0.923 0.888 0.793 0.961 0.868 0.914 

BI2 0.913 0.968 0.862 0.947 0.954 0.806 0.937 0.878 0.962 

B13 0.923 0.973 0.874 0.950 0.960 0.827 0.947 0.892 0.959 

B14 0.965 0.919 0.864 0.912 0.949 0.855 0.891 0.942 0.891 

FC1 0.904 0.942 0.891 0.923 0.888 0.793 0.961 0.868 0.914 

FC2 0.826 0.816 0.957 0.802 0.824 0.947 0.807 0.848 0.817 

FC3 0.848 0.827 0.955 0.824 0.844 0.958 0.822 0.867 0.833 

FC4 0.837 0.841 0.943 0.833 0.840 0.894 0.825 0.865 0.823 

HB1 0.927 0.937 0.884 0.941 0.901 0.812 0.961 0.894 0.919 

HB2 0.964 0.959 0.876 0.973 0.960 0.855 0.970 0.930 0.968 

HB3 0.943 0.931 0.848 0.961 0.948 0.809 0.918 0.921 0.921 

HB4 0.927 0.943 0.873 0.964 0.937 0.836 0.929 0.903 0.956 

PE1 0.913 0.968 0.862 0.947 0.954 0.806 0.937 0.878 0.962 

PE2 0.923 0.973 0.874 0.950 0.960 0.827 0.947 0.892 0.959 

PE3 0.965 0.912 0.872 0.919 0.956 0.859 0.888 0.957 0.893 

PE4 0.965 0.919 0.864 0.912 0.949 0.855 0.891 0.942 0.891 

PEOU1 0.826 0.816 0.957 0.802 0.824 0.947 0.807 0.848 0.817 

PEOU2 0.848 0.827 0.955 0.824 0.844 0.958 0.822 0.867 0.833 

PEOU3 0.841 0.818 0.882 0.821 0.827 0.960 0.817 0.855 0.802 

PEOU4 0.852 0.819 0.889 0.833 0.838 0.964 0.819 0.879 0.811 

PEOU5 0.851 0.837 0.884 0.835 0.843 0.938 0.834 0.883 0.826 

PU1 0.904 0.942 0.891 0.923 0.888 0.793 0.961 0.868 0.914 

PU2 0.927 0.937 0.884 0.941 0.901 0.812 0.961 0.894 0.919 

PU3 0.964 0.959 0.876 0.973 0.960 0.855 0.970 0.930 0.968 

PU4 0.953 0.958 0.888 0.964 0.953 0.859 0.971 0.912 0.960 

SI1 0.965 0.912 0.872 0.919 0.956 0.859 0.888 0.957 0.893 

SI2 0.911 0.906 0.869 0.912 0.891 0.820 0.915 0.928 0.915 

SI3 0.858 0.827 0.852 0.836 0.848 0.878 0.817 0.926 0.824 

TSE1 0.913 0.968 0.862 0.947 0.954 0.806 0.937 0.878 0.962 

TSE2 0.964 0.959 0.876 0.973 0.960 0.855 0.970 0.930 0.968 

TSE3 0.894 0.907 0.877 0.904 0.888 0.818 0.916 0.892 0.944 

TSE4 0.892 0.905 0.849 0.918 0.897 0.793 0.892 0.876 0.942 

PEoU: Perceived Ease of Use; PU: Perceived Usefulness; PE: Performance Expectancy; SI: Social Influence; FC: Facilitating Conditions; HB: Habit; TSE: Technology Self Efficacy; BI: Behavior Intention; AU: 

Actual Use of E-Mudharabah 
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Performance Expectancy (PE) and Social Influence (SI) 
also emerge as significant factors in the context of MSMEs 
using the E-Mudharabah system. PE, which reflects users' 
belief that using the system will help them achieve desired 
business outcomes, significantly affects both BI and AU. 
Similarly, SI, the influence of peers and social networks, plays 
a vital role in shaping MSME user attitudes and behaviors 
towards the system. These findings suggest that promoting the 
system's effectiveness through success stories and leveraging 
social networks for endorsement can significantly boost user 
engagement and acceptance among MSMEs. Encouraging 
word-of-mouth and positive reviews from other MSMEs can 
create a supportive community that facilitates wider adoption. 

Facilitating Conditions (FC), which refer to the availability 
of resources and support for using the system, significantly 
influence BI and indirectly affect AU through BI for MSMEs. 
This implies that providing adequate support, such as training 
programs, technical assistance, and user manuals, is essential 
for fostering user intentions, which in turn drives actual usage. 
However, FC does not directly impact AU, indicating that 
while supportive conditions are necessary, they alone are not 
sufficient to ensure usage without the mediation of BI. For 
MSMEs, ensuring that they have the necessary infrastructure 
and support to integrate the E-Mudharabah system into their 
operations is crucial for its successful adoption. 

Interestingly, Habit (HB) and Technology Self-Efficacy 
(TSE) show distinct patterns of influence among MSME users. 
HB, or the extent to which users perform behaviors 
automatically due to learning, does not significantly impact BI 
or AU. This suggests that habitual behavior may not be a 
strong predictor in this context, and efforts should focus more 
on enhancing users' perceptions of ease and usefulness. On the 
other hand, TSE, which reflects users' confidence in their 
ability to use the system, directly influences AU but not BI. 
This indicates that MSME users' self-efficacy in using the 
technology is crucial for actual usage, even if it doesn't directly 
shape their intentions. Providing training and resources to 
boost the confidence of MSME users in their ability to 
effectively use the E-Mudharabah system can lead to higher 
actual usage. 

Finally, Behavioral Intention (BI) itself is a significant 
predictor of AU. This confirms the pivotal role of BI in the 
adoption process, indicating that strategies aimed at enhancing 
BI—through improving PEOU, PU, PE, SI, and providing 
adequate FC—are likely to increase actual usage of the E-
Mudharabah system among MSMEs. By understanding and 
addressing these factors, developers, and policymakers can 
optimize the system to better meet the needs of MSMEs, 
promoting widespread adoption and helping these enterprises 
to thrive in the digital economy. 

Behavioral Intention (BI) serves as a critical mediator 
between several factors (Perceived Ease of Use, Perceived 
Usefulness, Performance Expectancy, Social Influence, 
Facilitating Conditions) and Actual Use (AU). This mediation 
highlights that while these factors are essential in influencing 
users' intentions, the actual usage of the e-Mudharabah system 
is predominantly driven by the intention to use it. This finding 
underscores the importance of enhancing users' intentions to 

use the system as a pathway to achieving higher actual usage 
rates. By focusing on improving factors that drive behavioral 
intention, developers can indirectly increase the actual adoption 
and use of the system. 

Perceived Usefulness (PU) has a strong direct impact on 
both Behavioral Intention (BI) and Actual Use (AU). 
Additionally, its indirect impact through BI further enhances its 
overall influence on AU. Users' perception of the system's 
usefulness is a pivotal factor in both their intention to use and 
their actual usage of the system. When users believe that the e-
Mudharabah system will significantly benefit their work and 
improve their performance, they are more likely to adopt and 
utilize it. 

Social Influence (SI) significantly affects both Behavioral 
Intention (BI) and Actual Use (AU), indicating that the 
opinions and behaviors of peers and social networks play a 
crucial role in technology adoption. This result highlights the 
power of social validation in driving the adoption of new 
technologies. Users are more likely to use the e-Mudharabah 
system if they see their peers and social networks endorsing 
and using it. 

Habit (HB) and Technology Self-Efficacy (TSE) do not 
significantly impact Behavioral Intention (BI), although TSE 
does have a direct effect on Actual Use (AU). This suggests 
that habitual behavior and confidence in using the technology 
are not primary drivers of intention or actual use in this 
context. These findings indicate that simply relying on users' 
habitual behavior or their confidence in using technology may 
not be sufficient to drive the adoption and usage of the e-
Mudharabah system. Other factors, such as perceived ease of 
use, usefulness, and social influence, play more critical roles. 

In this study, the intention and desire of MSMEs to use the 
E-Mudharabah information system is not influenced by the 
habit and level of trust in a technology, but is positively 
influenced by the convenience of the E-Mudharabah 
information system, the benefits received by using the E-
Mudharabah information system, the usefulness of the E-
Mudharabah information system, the adequate conditions to 
use an information system and the influence of someone who 
has used an information system E-Mudharabah. 

In contrast to the research by Putri et al [23] which 
discusses the acceptance of financial technology, it shows that 
the ease of adoption of technology does not affect a person's 
desire to use the information technology. Table IV explains 
that the convenience, usefulness and benefits, social influence, 
and condition of facilities in MSME places can arouse a 
person's intention to use and operate the E-Mudharabah 
information system, while individual habits and abilities cannot 
be an influence to make the intention to use the E-Mudharabah 
information system. 

V. CONCLUSION 

The study underscores the substantial impact of various 
factors on the intention of MSME (Micro, Small, and Medium 
Enterprises) actors to utilize the E-Mudharabah information 
system. It reveals that the intention to adopt this technology is 
significantly influenced by ease of use, perceived usefulness, 
and the tangible benefits offered by the system. Social 
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influence—peer pressure or encouragement from the social 
environment—and the state of MSME facilities also play a 
pivotal role. These factors collectively account for an 
impressive 99.4% of the variance in the intention to adopt the 
E-Mudharabah information system, indicating their 
overwhelming importance. However, the study also notes that 
habitual familiarity with the system and the technical ability of 
individuals to use it do not significantly drive their intention to 
adopt the technology. 

Moreover, when moving from intention to actual adoption 
and utilization, the system demonstrates a similarly strong 
positive impact. The transition from intention to real-life usage 
is influenced by the benefits perceived by MSME actors, social 
support, and their readiness, with a high explanatory value of 
99.3%. This finding emphasizes that while intention is critical, 
the practicality and value of the system in addressing specific 
business needs also significantly drive adoption. 

However, the research acknowledges a limitation in its 
current methodology, specifically the lack of discriminant 
validity. This issue implies that while the findings are robust, 
they may not fully capture the nuanced distinctions among 
variables or populations. To enhance the reliability and 
applicability of future studies, researchers should expand the 
target sample size and diversify the population of MSMEs 
under investigation. This approach will help refine the 
measurement tools and ensure the data better represents the 
broader MSME landscape. 

While the study demonstrates the significant impact of 
perceived usefulness and performance expectancy, it does not 
account for longitudinal adoption trends. Future studies should 
adopt longitudinal designs to evaluate sustained usage and 
investigate additional factors such as cultural influences and 
economic conditions. 
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Abstract—In order to solve the problem of concrete structure 

crack detection and segmentation and improve the efficiency of 

detection and segmentation, this paper proposes a crack detection 

and segmentation method for concrete structure based on 

DeepLabV3+ and Mask R-CNN algorithm. Firstly, a crack 

detection and segmentation scheme is designed by analysing the 

crack detection and segmentation problem of concrete structure. 

Secondly, a crack detection method based on Mask R-CNN 

algorithm is proposed for the crack detection problem of concrete 

structure. Then, a crack segmentation method based on 

DeepLabV3+ algorithm is proposed for the crack segmentation 

problem of concrete structure. Finally, bridge crack image data is 

used for the crack detection and segmentation of concrete 

structure. Finally, the concrete structure crack detection and 

segmentation method is validated and analysed using bridge crack 

image data. The results show that the Mask R-CNN model has 

better performance in the localisation and identification of cracks, 

and the DeepLabV3+ model has higher accuracy and contour 

extraction integrity in solving the crack segmentation problem. 

Keywords—DeepLabV3+; Mask R-CNN; concrete structure; 

crack detection and segmentation; deep learning algorithm 

I. INTRODUCTION 

With the rapid development of the society, the state's 
investment in infrastructure such as roads, bridges and buildings 
is increasing [1]. Most of the above infrastructures are composed 
of concrete. And the concrete structure may produce cracks for 
various reasons, which has a great impact on its subsequent use 
as well as safety [2]. The causes of cracks in concrete facilities 
include the following: 1) thermal expansion and contraction of 
concrete produces a large number of cracks; 2) frequent vehicle 
trips put a great deal of pressure on the highway nucleus bridges, 
resulting in cracks; 3) too high or too low a standard of concrete 
ratios cause cracks in the structure; and 4) improper construction 
causes the concrete shrinkage nucleus to crack prematurely. If 
the concrete cracks are not repaired in time may lead to highway 
fracture, bridge nuclear construction facilities collapse, 
endangering traffic travel [3]. Traditional concrete crack 
detection and maintenance using manual methods, not only 
consume manpower and material resources, but also inaccurate 
detection results, high risk, easy to accident [3]. In order to 
facilitate the detection of concrete crack nuclei to reduce the risk 
of detection, artificial intelligence technology is used, not only 
to improve the traditional image processing technology 
problems, but also to detect the good results [4]. Concrete 
structure crack detection and segmentation research is mainly 
divided into concrete crack detection, crack segmentation and 
other issues research. The current concrete crack detection 
methods are divided into contact detection method, non-contact 

detection method, and image crack detection method [5-7]. 
Contact detection method is generally manual detection method, 
is through visual inspection or measurement attack to detect and 
record the crack size and location, this method is simple, but has 
great limitations [5]. Non-contact detection methods are 
generally used to detect cracks with the help of existing infrared, 
radar and other equipment, the use of which not only does not 
have a bad effect on the concrete being detected, but also solves 
the problem of losses due to human error in judgment [6]. Image 
crack detection method mainly uses image segmentation 
technology to detect concrete cracks, which includes 
segmentation algorithms such as thresholding, region growing, 
edge detection, etc. This method has the advantages of high 
detection efficiency and low cost [7]. Xiao et al. [8] proposed 
the histogram bimodal method to segment the image. Xi et al. 
[9] proposed the OTUS algorithm to detect cracks, which not 
only can effectively detect small and irregular cracks, but also 
the detection accuracy reaches 85%. Li and Yang [10] used 
osmotic hair to detect the concrete cracks, and got a better result. 
Moezi et al. [11] combined the seepage theory with the adaptive 
Canny operator to improve the effect of the detection algorithm. 
Although the traditional data image detection method is low cost 
and simple to operate, it is only adapted to simple environments, 
and the detection segmentation results are not ideal. With the 
development of artificial intelligence technology, deep learning 
algorithms are introduced into the image crack detection 
segmentation problem. Cha et al. [12] used deep learning 
technology CNN to identify cracks on building surfaces, and 
achieved 98% accuracy. Zhang et al. [13] used Mask-RCNN 
combined with FPN feature pyramid network module kernel 
Resnet model to improve the extraction accuracy of crack 
disease features, and showed a better recognition accuracy. Li et 
al [14] for the problem of extracting cracks on concrete surfaces, 
and proposed an improved lightweight global convolutional 
network image segmentation model for pavement cracks. Kim 
and Cho [15] uses the PSPNet semantic segmentation platform 
for model detection of highway bridge cracks, which shows 
good detection results. 

Although these methods have made significant progress in 
improving the accuracy and efficiency of crack detection, there 
are still some shortcomings [16]: (1) the segmentation models 
suffer from the presence of pooling layers, which leads to the 
loss of some positional information, restricting their ability to 
accurately identify fine cracks; (2) some of the structures 
sacrifice the feature resolution in successive pooling operations 
or convolutional steps, which makes the prediction task limited 
and affecting the performance of image segmentation; (3) 
various types of detection models still need to be further verified 
for their performance and stability in practical applications. 
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Concrete crack detection and segmentation is crucial to 
ensure the safety of concrete structures. For the current concrete 
crack detection and segmentation problems, this paper proposes 
Mask R-CNN [18] based on DeepLabV3+ [17] for concrete 
structure crack detection and segmentation, and the specific 
contributions of the paper are as follows: (1) analyse the 
concrete structure crack detection and segmentation problems, 
and put forward the research scheme; (2) around the concrete 
structure crack detection problems, put forward the concrete 
structure crack detection model based on the Mask R-CNN 
algorithm; (3) A crack segmentation model based on 
DeepLabV3+ algorithm is proposed for the concrete structure 
crack segmentation problem; (4) The proposed method is 
analysed and validated using concrete crack data, and the results 
show that the model method improves the detection efficiency 
and accuracy of concrete. 

II. CRACK DETECTION AND SEGMENTATION IN CONCRETE 

STRUCTURES 

A. Analysis of the Problem 

As one of the common defects in concrete structures, cracks 
have a direct impact on the safety and durability of bridges. The 
detailed analysis of cracks in concrete bridges (Fig. 1) can 
provide a comprehensive understanding of the health status of 
bridge structures and provide a scientific basis for timely 
maintenance and repair of bridges [19]. 

 
Fig. 1. Schematic diagram of concrete bridge cracks 

Concrete crack characteristics mainly include: 1) crack 
morphology and distribution, which mainly reflects the bridge 
structure force and deformation process; 2) crack size and shape, 
the size of which is directly related to the degree of damage to 
the structure, and its distribution pattern can reflect the structural 
uneven force, deformation inconsistency and so on, as shown in 
Fig. 2. 

For the task of crack detection in concrete bridges, the 
concern is the morphology of the cracks. Currently, according to 
the morphology, concrete cracks are classified into linear cracks 
and web-like cracks (Fig. 3). Deep learning algorithm-based 
crack detection method for concrete bridges needs to be targeted 
at different scales, can effectively detect cracks of various sizes 
and shapes, and can cope with different lighting conditions and 
environmental changes, the specific analysis is shown in Fig. 4. 

 
Fig. 2. Characteristics analysis of cracks in concrete bridges. 

 
(a) Straight cracks. 

 
(b) Reticulated cracks. 

Fig. 3. Concrete bridge crack patterns. 

 

Fig. 4. Concrete bridge crack detection problem analysis. 
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In the task of concrete bridge crack detection, only crack 
target detection is not enough, and the introduction of image 
segmentation model based on deep learning is crucial. The 
concrete bridge crack segmentation study is not only able to 
accurately locate each crack, but also able to accurately segment 
the outline of the crack, which is analysed as shown in Fig. 5. 

 
Fig. 5. Analysing crack segmentation problems in concrete bridges. 

B. Design of Crack Detection and Segmentation Programmes 

for Concrete Structures 

According to the analysis of concrete structure crack 
detection and segmentation problem, this paper adopts deep 
learning algorithm to construct concrete structure crack 
detection and segmentation model, the specific design scheme is 
shown in Fig. 6. Concrete structure crack detection and 
segmentation scheme design from two modules to study the 
concrete structure crack analysis problem, the first module is the 
concrete structure crack detection model construction, using 
deep learning algorithms (Mask R-CNN) to locate the overall 
location of the crack; the second module is the concrete structure 
crack segmentation model construction, using deep learning 
algorithms (DeepLabV3+) to segment the crack contour of the 
cracks. 

 
Fig. 6. Programme design. 

III. CRACK AND SEGMENTATION OF CONCRETE 

STRUCTURES DETECTION 

A. DeepLabV3+ Algorithm 

The DeepLabV3+ algorithm is the latest version of the 
Deeplab series [20], and the specific structure is shown in Fig. 
7. The DeepLabV3+ network model utilises a combination of 
the spatial pyramid pooling module and the decoder-encoder 
structure of the deep neural network to achieve fine 
segmentation of the target boundary. The spatial pyramid 
pooling module detects input features at multiple rates and 
multiple effective fields of view through filtering or pooling 
operations to encode multi-scale contextual information, and the 
network structure is shown in Fig. 7; the encoder-decoder 
structure captures clearer target boundaries by gradually 
reverting to spatial information, and the network diagram is 
shown in Fig. 8. 

 
DeepLabV3+ algorithm structure. 

 

Fig. 7. Encoder-decoder structure network. 
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The DeepLabV3+ network model structure mainly consists 
of two parts, Encoder and Decoder. The encoder part of the 
DeepLabV3+ network uses the DeepLabV3 network as a whole 
for feature extraction of feature maps of arbitrary resolution 
output from the deep neural network. The encoder works as 
follows: first a Conv+BN+ReLU is used, then a convolution, 
plus global average pooling is used to obtain the scale features, 
and finally the features are upsampled using 
Conv+BN+ReLU+bilinear interpolation to keep the feature 
maps of the same size. The decoder part is spliced using the 
outputs of the encoder and DCNN parts, and finally a 
convolution and upsampling is used for the output. 

The DeepLabV3+ network model convolution layer 
effectively reduces the number of parameters in the model, 
reduces the risk of overfitting, and improves the generalisation 
of the model [21]. The convolution process (shown in Fig. 8) is 
as follows: 
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Fig. 8. Convolution process. 

Where, 
,i ja  is the feature map element; 

,i jx  is the i-th row 

and j-th column element in the convolution feature map; 
,m nw  

is the m-th row and n-th column ground weight in the 

convolution; F  is the activation function. 

B. Mask R-CNN Algorithm 

Mask R-CNN algorithm is a deep learning algorithm [22] for 
target detection and instance segmentation. Fig. 9 extends 
Faster-RCNN (Convolutional Neural Network based target 
detection algorithm) by adding a segmentation branch to predict 
the exact boundary and mask of the target. 

 

Fig. 9. Mask R-CNN algorithm. 

The target detection process of Faster R-CNN is divided into 
several key steps (shown in Fig. 10): 

 (Feature extraction by Convolutional Neural Network 
(CNN) to obtain high-level semantic information from 
the input image; 

 Introducing a region proposal network (RPN) to generate 
a large number of candidate target regions, i.e., 
anchoring boxes, on the convolutional feature map; 

 Non-maximal suppression (NMS) is used to eliminate 
highly overlapping redundant anchor frames, ensuring 
that each target region is represented by only one 
candidate frame; 

 In the fully connected layer, the Faster R-CNN performs 
classification and bounding box regression of targets. 

 
Fig. 10. Steps of Mask R-CNN algorithm. 
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C. Application of Mask R-CNN Algorithm based on 

DeepLabV3+ 

In order to achieve the improvement of the accuracy of 
concrete structure crack detection and segmentation based on 
deep learning algorithm, a concrete structure crack detection and 
segmentation method based on DeepLabV3+ algorithm and 
Mask R-CNN algorithm is proposed in combination with 
DeepLabV3+ algorithm and Mask R-CNN algorithm, which is 
shown in Fig. 11. The application of this concrete structural 
crack detection and segmentation method is divided into two 
parts, the first part is the concrete structural crack detection 
method based on Mask R-CNN algorithm, which is mainly used 
to automatically and quickly identify and locate the cracks, and 
the second part is the concrete structural crack segmentation 
method based on DeepLabV3+ algorithm, which is mainly used 
to accurately segment the contour of the cracks. 

 
Fig. 11. Application of Mask R-CNN algorithm based on DeepLabV3+. 

IV. SIMULATION ANALYSIS 

A. Creation of Crack Data Set 

1) Data set collection: In this paper, the validation of crack 

detection and segmentation algorithms for concrete structures 

is carried out using bridge crack image data. The bridge 

concrete crack dataset includes the dataset collected by the 

intelligent inspection vehicle [23] (Fig. 12) and the public 

dataset of Roboflow, an annotation platform for AI image 

recognition model training dataset. 

A total of 2016 images of cracks collected through the image 
acquisition of the intelligent inspection vehicle with the open 
dataset, which lays the data foundation for the establishment of 
the subsequent crack-related dataset. 

2) Image data enhancement: In order to enrich the dataset 

so that the model can better learn the crack diversity features, 

the steps of crack image enhancement [24] are as follows: 1) 

Enrich the image set with various shapes, sizes and orientations; 

2) Simulate the image enhancement in different environments 

with different lighting conditions, angle changes and noise 

interference. The schematic of data enhancement is shown in 

Fig. 13. 

3) Image annotation: In order to construct a complete crack 

detection dataset, the location and shape of crack images need 

to be labelled. In this paper, Labeling is used to label the crack 

images [25], and the specific labelling interface is shown in Fig. 

14. The steps of concrete structure crack image labelling 

include the following: 1) load the image into the Labeling 

image; 2) use the bar box to select the crack and assign the label 

"crack"; 3) adjust the size and position of the box to ensure that 

the crack is covered. The label corresponding to the image 

consists of five numbers, representing the category, the 

coordinates of the centre of the bounding box (x,y) and the 

width (w) and height (h) of the bounding box, respectively, and 

the specific structure of the label is shown in Fig. 15. 

The enhanced image data are labelled to construct the final 
dataset. The dataset consists of 4028 crack images, divided into 
7:2:1 ratio, specifically the training set, validation set, and test 
set, respectively. 

 
Fig. 12. Intelligent crack detection vehicle. 
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Fig. 13. Image enhancement processing diagram. 

 
Fig. 14. Crack image annotation interface. 

 

 

Fig. 15. Structure of crack image annotation labels. 

B. Experimental Environment and Training Parameter 

Settings 

In order to match the computational complexity of the 
algorithm, this paper configures the experimental environment 
as shown in Table I. 

TABLE I.  EXPERIMENTAL ENVIRONMENT SETTINGS  

Environment Configuration Parameterisation 

CPU AMD Ryzen7 5800H 

RAM 16GB 

GPUs RTX 3060 Laptop 

memory 6GB 

fig. pattern Pytorch 

The parameter settings of the depth algorithm used in this 
paper are shown in Table II. 

TABLE II.  PARAMETER SETTINGS OF DEEP ALGORITHM 

Parameter name Parameterisation 

Batch_size 2 

epoch 156 

optimisation algorithm AdamW 

learning rate 0.00285 

Input image resolution 640 x 640 
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C. Evaluation Indicators 

In order to effectively evaluate the effectiveness of the 
algorithm in this paper, the check accuracy rate (Precision), the 
check full rate (Recall) and the mean average precision (mean 
Average Precision, mAP) are used as the evaluation indexes, and 
the specific calculation formula is as follows: 

TP
P

TP FP


                           (2) 

TP
R

TP FN


                            (3) 

C

i

i l

AP

mAP
C




                              (4) 

where P  is the checking accuracy rate; R  is the checking 

completeness rate; mAP  is the Average Precision (AP) of the 

mean; TP  denotes the true category, i.e., the model correctly 

predicts the positive category samples to be positive; FP  
denotes the pseudo-positive category, i.e., the model incorrectly 

predicts the negative category samples to be positive; FN  

denotes the pseudo-negative category, i.e., the model incorrectly 

predicts the positive category samples to be negative; iAP  

denotes the Average Precision (AP) value for the i-th category; 

and C  denotes the total number of categories. 

D. Analysis of Experimental Results 

1) Analysis of concrete crack detection results: In order to 

verify the effectiveness of the concrete crack detection 

algorithm proposed in this paper, SSD [26], Faster R-CNN [27], 

and YOLOv5 [28] are used in this paper to conduct comparative 

experiments with Mask R-CNN, and the results of the 

experiments are shown in Table III and Fig. 16. 

As can be seen from Table III, the concrete crack detection 
model Mask R-CNN proposed in this paper has a high detection 
accuracy, with mAP reaching 94.9%, Precision reaching 90.5% 
and Recall reaching 89.5%. 

TABLE III.  EXPERIMENTAL RESULTS OF DIFFERENT DETECTION MODELS 

Arithmetic mAP Precision Recall 

SSD 0.876 0.832 0.748 

Faster R-CNN 0.933 0.885 0.855 

YOLOv5 0.928 0.879 0.851 

Mask R-CNN 0.949 0.905 0.895 

From Fig. 16, it can be seen that SSD, Faster R-CNN and 
YOLOv5 models have duplicated detection frames and low 
detection completeness, and the Mask R-CNN model proposed 
in this paper has a better performance in the localisation and 
identification of cracks compared to the target detection model, 
especially in the crack detection completeness, which is better 
than the other models and can satisfy the daily crack detection 

in concrete bridges. The Mask R-CNN model proposed in this 
paper. 

 
(a) Original map 

 
(b) SSD 

 
(c) Faster R-CNN 

 
(d) YOLOv5 

 
(e) Mask R-CNN 

Fig. 16. Comparison of detection results. 
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2) Analysis of concrete crack segmentation results: In order 

to verify the effectiveness of the bridge crack profile 

segmentation algorithm proposed in this paper, U-Net [29], 

Mask R-CNN, and YOLOv5-seg [30] are used in this paper to 

conduct comparative experiments with DeepLabV3+, and the 

results of the experiments are shown in Table IV and Fig. 17. 

From Table IV, it can be seen that the DeepLabV3+ model has 

the highest segmentation effect accuracy compared with other 

segmentation models, with mAP, Precision, and Recall 

reaching 48.9%, 67.4%, and 56.7%, respectively. From the 

segmentation effect diagram (Fig. 17), it can be seen that the 

bridge crack detection model proposed in this paper achieves 

better results in the evaluation indexes. In order to more 

intuitively show the effect performance of different models in 

bridge crack contour extraction, the same bridge crack image is 

segmented by using different models, and the results of contour 

extraction verify that the algorithms proposed in this paper have 

high accuracy and completeness of contour extraction. 

TABLE IV.  EXPERIMENTAL RESULTS OF DIFFERENT CRACK 

SEGMENTATION MODELS FOR CONCRETE STRUCTURES 

Arithmetic mAP Precision Recall 

U-Net 0.466 0.616 0.503 

Mask R-CNN 0.476 0.643 0.520 

YOLOv5-seg 0.485 0.637 0.528 

DeepLabV3+ 0.489 0.674 0.567 

 
(a) Original map. 

 
(b) U-Net. 

 
(c) Mask R-CNN. 

 
(d) YOLOv5-seg. 

 
(e) DeepLabV3+. 

Fig. 17. Comparison of segmentation results. 

V. CONCLUSION AND OUTLOOK 

Aiming at the current concrete structural crack detection and 
segmentation methods, which have problems such as low 
recognition ability and inaccurate extraction of the contour of 
cracks, this paper fuses DeepLabV3+ and Mask R-CNN 
algorithms, and proposes a concrete structural crack detection 
and segmentation method based on DeepLabV3+ and Mask R-
CNN algorithms. A concrete structure crack detection and 
segmentation method based on DeepLabV3+ and Mask R-CNN 
model is proposed by analysing the problem of concrete 
structure crack detection and segmentation, designing a solution 
method, and combining DeepLabV3+ and Mask R-CNN 
algorithm. Using the bridge crack image data for validation and 
analysis, the Mask R-CNN model has a better performance in 
the localisation and identification of cracks compared to the 
target detection model, especially in the integrity of crack 
detection than other models; the bridge crack detection model 
achieves better results in the evaluation indexes, and has a high 
accuracy and integrity of contour extraction in the task of crack 
contour extraction for concrete bridges. The next step is to 
improve the training speed of DeepLabV3+ and Mask R-CNN 
algorithms, and further validate the effectiveness of the 
algorithms from crack detection problems in different fields. 

The proposed method effectively solves key issues in crack 
detection, especially in locating fine cracks and achieving better 
segmentation. Despite the strong performance, we note two 
primary limitations: 1), The current implementation requires 
significant computational resources, and the training process is 
slow. 2), Although tested on bridge crack data, the method’s 
performance in other types of concrete structures or 
environmental conditions has not yet been fully validated. 

Prospects for future research directions through this study 
can be focused on the following aspects: Firstly, Future research 
could focus on optimizing the training process to make the 
models faster and more efficient without sacrificing accuracy. 
Secondly, Additional studies are needed to test the method on 
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more diverse datasets and environments to ensure the model’s 
robustness across different types of concrete structures. Finally, 
investigating the use of lightweight neural networks could 
reduce the computational load and make real-time crack 
detection more feasible. These future directions aim to further 
enhance the method's practical applicability and broaden its use 
in various civil engineering contexts. 
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Abstract—In the building industry, one of the key components 

to ensuring a project's successful completion is multi-objective 

project management. However, due to its own limitations, the 

traditional multi-objective management approach for projects is 

no longer able to meet the requirements of building construction 

and urgently needs to be improved. This is because the 

construction industry is becoming more competitive and 

construction standards are improving. Traditional methods for 

multi-objective optimization typically involve simply summing 

multiple objectives with weights, overlooking the 

interdependencies among these objectives. These methods often 

get trapped in local optimal solutions and rely heavily on 

predefined models and parameters, limiting their adaptability to 

sudden changes during the construction process. Therefore, a 

multi-objective management approach based on multi-objective 

genetic algorithm for construction projects is proposed. It enables 

in-depth analysis and comprehensive optimization of the complex 

relationships between objectives, leading to more informed 

decisions. By facilitating rapid iteration and adaptation, it enables 

timely adjustments and optimizations to ensure that project goals 

remain consistent in complex and dynamic environments. In the 

experimental validation, the NSGA-II algorithm achieved a 

significant accuracy of 0.642 and success rate of 0.504 on the VOT 

dataset, both of which improved by about 1.0% and 0.6% 

compared to the comparison algorithm. Experimental results on 

the TrackingNet dataset revealed that the algorithm achieved an 

accuracy of 0.791 and a success rate of 0.763, while it still 

maintained an accuracy of 0.542 and a success rate of 0.763 in the 

face of occlusion. The enhanced multi-objective genetic algorithm 

had higher accuracy and success rates. This demonstrates the 

efficiency and excellence of the multi-objective management 

optimization approach suggested in this study for building 

projects. The research results have some application value in the 

multi-objective optimization of engineering projects. 

Keywords—NSGA-II algorithm; improvement strategy; 

construction engineering; project management; multi-objective 

optimization 

I. INTRODUCTION 

With the development of the economy and the continuous 
acceleration of urbanization, the construction industry has 
gradually become an important part of the national economy. 
When carrying out construction, project management is 
extremely important, which involves the economic benefits of 
the project, quality, safety, environmental protection and other 
aspects of the requirements [1]. Current construction project 
management often adopts the traditional method of single 
objective or simple weighting for optimization, which makes it 

difficult to effectively balance the trade-offs between different 
objectives, and lacks the flexibility to respond to dynamic 
changes in demand. This limitation not only affects the overall 
efficiency and sustainability of the project, but also renders the 
project inadequate in the face of emergencies. Therefore, it is 
particularly important to propose a multi-objective optimization 
(MOO) method with strong adaptability and high 
computational efficiency in a dynamic construction 
environment. Consequently, it offers enhanced scientific and 
comprehensive decision support for construction project 
management, thereby promoting the coordinated development 
of resource utilization, economic benefits, and environmental 
protection in the construction industry. This area of research is 
of particular interest to experts and scholars in the industry. The 
research structure is divided into five sections. Section I 
outlines the importance of MOO in construction project 
management, as well as the problems and challenges in the 
current research. Section II is to construct and introduce the 
construction and solution of MOO model of construction 
engineering project, and discuss the objective function model 
of construction time, cost, quality and environment 
management. Section III shows the empirical test of the 
algorithm, including experimental design, data set selection and 
performance evaluation. Section IV discusses the experimental 
results and analyzes the performance and advantages of the 
algorithm in different application scenarios. Finally, Section V 
is the conclusion, which summarizes the main findings, 
practical application value, and future research direction. 

In related research, Hamidreza et al. created a novel 
machine learning (ML) model to address the issue that current 
labor estimation algorithms often only take particular 
construction project types or specific influencing factors into 
account. At the work package level, the model could forecast 
the labor resource use time series. The results of the study 
indicated that the model could be used to predict the utilization 
of labor resources in construction projects, which could help in 
resource allocation. It was also able to prioritize the available 
resources to improve the overall performance of the project [2]. 
To dynamically manage the preliminary costs of a construction 
project, Zhouxin et al. proposed an artificial intelligence-driven 
analytical model for estimating and controlling construction 
costs. ML had the potential to enhance cost estimation during 
the construction process' procedural stage. The study's findings 
demonstrated that the ML model could be used to optimize 
workflow for cost savings and the useful outcomes of data-
driven management [3]. Ghoroqi et al. proposed a 
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computational model for a multi-objective (MO) whale 
optimization algorithm (WOA) based on the Pareto profile to 
minimize the overall project delay time and associated costs. A 
comparative study revealed that the MO WOA-supported 
scheduling technique and solution approach were implemented, 
and this led to notable gains [4]. The process of cost 
optimization in construction projects requires maximizing 
value through effective resource management, cost control and 
achieving project goals within budget. Therefore, MAJDI 
Bisharah et al. identified the variable aspects that had 
significant impact on project cost (PC) through feature selection 
method. The outcomes revealed that it could effectively allocate 
resources to achieve project success and improve profitability 
[5]. In the construction project management mentioned above, 
the model improves resource management under a single 
objective, but it primarily focuses on cost control and lacks 
consideration of other key factors such as quality and 
environmental impact. The primary motivation of the research 
is to incorporate additional objectives, such as project quality 
and environmental impact, to construct a more comprehensive 
MOO model. The objective is to achieve labor optimization and 
the balance between time and cost. 

Van et al. constructed an analytical model based on both 
exploratory factor analysis and validation factor analysis. The 
study's findings showed that the model helped create the theory 
behind the variables affecting how effective the materials 
management process is. The key findings about the influencing 
factors could be used to measure the effectiveness of the 
materials management process [6]. Simon et al. classified 
elements into major underlying determinants that caused the 
majority of the performance deviations, so reducing the scope 
of construction cost and time management to a few concrete, 
important areas of attention. This improved the management of 
the variables influencing time and cost overruns in public 
construction projects. This supported and improved the rapid 
decision making required in a variable environment such as 
construction [7]. Aiming at the problem of efficiency 
improvement in construction project management, Si et al. put 
forward the application method of self-organizing digital 
concept in data mining and intelligent planning. Therefore, it 
could achieve the improvement of efficiency in construction 
management practice stage. The study showed that the use of 
intelligent self-organizing data mining systems in this process 
could optimize the design and construction complexity, and 
evaluate the effectiveness of the model by integrating digital 
twin-driven intelligent construction and basic theoretical 
method. The results confirmed that the self-organizing model 
had a direct impact on time prediction planning [8]. Lawal et al. 
addressed the sustainability challenges facing the Nigerian 
construction industry by proposing ways to achieve better 
economic, social and environmental sustainability outcomes 
through resource optimization and reduced rework practices. 
Complex relationships between variables were assessed using a 
structural equation model based on covariance. Path analysis 
revealed a significant positive correlation between resource 
optimization and rework reduction and the social and 
environmental outcomes of construction firms [9]. Due to the 
identified conflict between efficiency and environmental 
impacts in off-site construction, Zheng et al. proposed a MOO 
framework. The framework incorporated a grouping technique 

for hybrid flow prefabricated production scheduling, aiming to 
minimize carbon emissions and reduce late/early departure 
penalties. The proposed approach reduced carbon emissions by 
an average of 37.5% through real case studies, while late/early 
penalties were reduced by more than 10% [10]. A simulation-
based method was presented by Sensenses et al. to maximize 
the cost-time trade-off for project planning issues in the face of 
uncertainty. Several project schedule collapse scenarios that 
produced equally plausible realizations were taken into 
consideration during this approach. The suggested approach has 
a considerable deal of potential to improve project management, 
according to experimental data [11]. While the construction 
project management approach outlined above provides a basic 
management theory, it lacks a discussion of the joint 
optimization of multiple objectives. In addition, insufficient 
consideration of factors affecting project quality and the 
environment leads to a one-sidedness in optimization results. It 
also provides no empirical verification for navigating dynamic 
and complex project environments. The research motivation is 
to develop a MOO framework that incorporates the relationship 
between material management and other objectives, along with 
a more flexible and adaptive algorithm to address dynamic 
changes in the construction environment. Research models 
include weighted sum, particle swarm optimization, and MO 
genetic algorithms. The weighted sum method can be 
subjective in weight selection and may not capture nonlinear 
relationships between objectives. Particle swarm optimization 
can suffer from premature convergence in complex problems, 
while MO genetic algorithms often have long convergence 
times and lack flexibility. In contrast, NSGA-II is chosen for 
this study because of its ability to effectively discriminate 
between high and low quality solutions. By utilizing crowding 
distance (CD), it maintains solution diversity and delivers high-
quality results quickly. Additionally, it adapts well to both linear 
and nonlinear relationships among objectives, making it 
suitable for various MOO challenges, including construction 
projects. 

In summary, most of the existing studies only consider the 
coordination and optimization of two objectives in the 
construction project. However, the existing research on MOO 
mostly focuses on the coordination of single or limited 
objectives, such as duration and cost, quality and environment. 
Many studies tend to ignore the complex relationships between 
them, which leads to the lack of applicability and 
comprehensiveness of optimization results in practical 
decision-making. Many models in the existing literature make 
the simplifying assumption that the environment and 
parameters remain static. This approach fails to adequately 
address the dynamic adjustment requirements that arise during 
project execution. Despite the prevalence of the MOO 
algorithm, it exhibits suboptimal efficiency, particularly in 
complex MO scenarios where the computational complexity is 
substantially elevated. In view of the above gaps, this study 
proposes a MO management method based on the improved 
NSGA-II algorithm. This method aims to comprehensively 
optimize project duration (PD), cost, quality, and environment, 
and to solve the problem of insufficient treatment of multiple 
interactive objectives in the current literature. The enhancement 
of the NSGA-II algorithm has been demonstrated to improve 
the adaptability of the algorithm in dynamic, changing 
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environments. This enhancement enables the algorithm to 
respond to changes in the project in real time, thereby ensuring 
the effectiveness of the optimal solution. An algorithm 
efficiency optimization strategy is proposed to improve 
computational efficiency and reduce execution time. The 
research innovation is mainly reflected in the improvement of 
NSGA-II, including the pre-computation of the dominant 
relationship between individuals to reduce the computational 
complexity of non-dominant sorting. The sorting strategy has 
been demonstrated to expedite the identification of congestion 
distance. Rather than employing the conventional adjacent 
calculation, local information is utilized to expedite the 
calculation process and enhance the diversity and velocity of 
selecting high-quality solutions. The shared fitness mechanism 
is adopted to make the lower level individuals get higher 
priority in the selection. The main contribution of this research 
is to improve the responsiveness and computational efficiency 
of the model in project management in the face of complex 
dynamic environments, realize real-time adjustment and 
optimization of the actual construction, provide important 
reference value for the sustainable development of the 
construction industry, and fill the management efficiency gap 
of the current MOO technology. 

II. EP MULTI-OBJECTIVE MODEL: CONSTRUCTION AND 

SOLUTION 

A. MOO Model Construction for EPs 

In construction projects, time, cost, quality, and 
environment are key interrelated management objectives that 
influence outcomes. A well-structured schedule is essential for 
smooth progress, which has a direct impact on operating costs 
and customer satisfaction. Effective cost control addresses both 
DCs (such as materials and labor) and IDCs (such as 
management fees). MOO helps managers reduce costs while 
maintaining quality and schedules. High-quality buildings 
reduce maintenance costs and safety risks, improve customer 

satisfaction, and require rigorous quality control to meet 
relevant codes and standards. In addition, managing the 
environmental impacts of construction - such as dust, 
wastewater, and noise pollution - enhances a company's 
corporate social responsibility and market competitiveness, 
especially in the context of green building certification. 
Reasonable arrangement of PD is an important prerequisite for 
MO management of EPs, which is also one of the main 
objectives of management. To guarantee that the project can be 
finished in the allotted time with both quality and quantity, 
management of PD necessitates dynamic adjustment of the 
construction time of each step in accordance with the plan. The 
general OF model of PD management is shown in Eq. (1) [12]. 
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L Lm ij

i j L
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     (1) 

In Eq. (1), B  denotes the PD. Lm  denotes the set of 

feasible paths. ( , )i j  denotes the project process. ijt  denotes 

the time required for a single process. Cost management of a 
project is a dynamic control process. The structure of its 
components and its relationship with the duration are shown in 
Fig. 1. 

In Fig. 1(a), the PC of the project is mainly composed of 
two parts: direct cost (DC) and indirect cost (IDC). The DC 
project construction is directly related to the project, including 
land use, machinery, construction equipment, etc. IDC are not 
directly related to the construction of the project but must be 
spent on the part of the project, mainly for personnel wages, 
management fees and so on. The purpose of PC management is 
mainly to carry out reasonable planning for all costs in the 
whole process of project construction. Furthermore, the project 
schedule is guaranteed to control the costs required for the 
project as far as possible, to maximize the economic benefits. 
The OF model of PC management is shown in Eq. (2) [13]. 
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Fig. 1. Schematic diagram of construction project duration cost optimization model. 
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In Eq. (2), C  represents the total PC. d
ijC  denotes the 

DC required to complete the process. i
ijC  denotes the IDC 

required to complete the process. The DC of the project is 
declining in Fig. 1(b) as the project's duration rises. This is 
because the shorter the project duration, the more labor and 
machines are used per unit of time, which increases the DC of 
the project. However, a reduction in PD also reduces the cost of 
labor, project management, etc., thus reducing the IDC of the 
project. The total cost (TC) of a project decreases and then 
increases as the PD increases. When the PD increases to a 
certain level, there will be a minimum value (MinV) of the TC 
of the project. This MinV can be solved using the OF 
optimization model of PD-cost to obtain the optimal solution 
between PC and duration, as shown in Eq. (3) [14]. 
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In Eq. (3), ija  denotes the marginal cost factor of the 

process. n
ijt  represents the planning time needed to finish the 

procedure. The real time needed to finish the process is 

indicated by the letter ijt . b  denotes the project overhead 

cost required for a single day. The established quality standards 
in each stage of the building process serve as the foundation for 
the project's quality management. This enables the quality of 
the project (QOP) to meet the requirements of the contract, the 
industry and other parties. The main influencing factors of 
project quality and its relationship with PD are shown in Fig. 2. 

In Fig. 2(a), the factors affecting the QOP are multifaceted, 
mainly including the technical ability of the personnel, the 
quality of construction materials, construction technology, etc., 
which affect the quality of each process of the project. When 
managing the QOP, it is necessary to find out the deficiencies 
in these factors according to the actual situation of the project 
and take corresponding measures to improve [15]. Unlike 
calculating the duration and cost of a project, the quality of a 

project is highly subjective. It is difficult to calculate directly. It 
is necessary to quantify it in an attempt to establish the OF 
model. The study set different weights according to the impact 
of different factors on the overall QOP to establish the OF 
model of project quality, as shown in Eq. (4). 
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In Eq. (4), D  denotes the project quality. ijw  denotes the 

impact weight of project quality. ijq  denotes the actual quality 

level. To build the objective function model of project quality, 
it is essential to quantify and weight each factor affecting the 
overall quality, which has a significant impact on the model 
performance. Key influencing factors include the technical 
ability of construction personnel, material quality, construction 
standards and technologies, project management and 
supervision processes, and the external environment. To 
quantify these factors and set their weights, the expert scoring 
method can be applied, followed by the weighted average 
method to calculate the weight for each factor. In Fig. 2(b), 
there is a roughly positive correlation between project quality 
and its required duration. The longer the duration of the project, 
the more construction time for each process, and theoretically 
the overall QOP will be better. However, the duration of a 
project obviously cannot be infinitely long, so the QOP can only 
fluctuate within a given duration. As the PD continues to 
increase, the improvement of project quality is also more and 
more limited, gradually converging to a fixed value. The OF 
optimization model of PD-quality is shown in Eq. (5). 
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In Eq. (5), n
ijq  denotes the level of quality to be achieved. 

The environmental management of the project is one of the key 
elements of project management nowadays, this is because all 
EPs will inevitably pollute the surrounding environment during 
the construction process and must be controlled [16]. The types 
of environmental pollution from projects and their relationship 
with PD are shown in Fig. 3. 
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Fig. 2. Schematic diagram of project duration quality optimization model construction. 
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Fig. 3. Schematic diagram of construction period environment optimization model construction. 

In Fig. 3(a), in the construction process of EPs, the pollution 
to the environment mainly includes dust pollution, light 
pollution, garbage pollution, water pollution, noise pollution 
and so on. All these pollution are unavoidable for engineering 
construction. The environmental management of the project is 
to minimize the degree of pollution of the building construction 
on the surrounding environment under the condition of meeting 
other requirements. The study uses factor analysis to assess the 
impact of different types of pollution on the environment. 
Factor analysis is a multivariate statistical technique used to 
identify latent variables that influence observable variables, 
help understand relationships among factors, and reduce data 
dimensionality for improved modeling. First, several measures 
of environmental impact are selected as inputs to the analysis 
using accurate and valid data. The correlation coefficient 
between these variables is calculated to assess their 
interrelationships. Principal component analysis is then 
performed to extract the underlying factors, followed by factor 
rotation to ensure that each factor is significantly loaded by only 
a few variables. The factor load matrix is analyzed to determine 
which variables most influence each factor. Finally, an 
objective function model for environmental management is 
established, as presented in Eq. (6). 

 ( ) min ( ) ij ij

ij L

f x E L W t e K



       (6) 

In Eq. (6), E  indicates the degree of environmental 

pollution. L  denotes the distance between the project site and 

the residential area. W  denotes economic indicators. ije  

denotes the evaluation value of pollution factors. K  denotes 

the proportion of resource consumption. In Fig. 3(b), PD and 
environment are interacting with each other. The PD will affect 
the environment, and at the same time, the environmental 
factors will also affect the planning of the PD and the actual 
completion time of the process. Fig. 3(b) shows a positive 
correlation between project environmental management and PD. 
As PD increases, the need for environmental management 
increases, as does its complexity. Longer construction periods 
lead to more activities, greater environmental impacts, and 
higher management costs to comply with environmental 
standards. The environmental impacts of prolonged 

construction may vary at different stages, and the 
diversification and complexity of activities require more 
stringent management measures to address emerging 
environmental risks. Since it is not possible to quantitatively 
calculate the various types of pollutants, the study obtains the 
OF optimization model of PD-environment from the time that 
each process lasts, as shown in Eq. (7) [17]. 

 n n s
ij ij ij ij ij ije e t t e       (7) 

In Eq. (7), ije  denotes the actual degree of environmental 

pollution from the project. n
ije  denotes the degree of 

environmental pollution during the planning period. ij  

represents the rate of change of environmental pollution. s
ije  

represents the estimable part of environmental pollution during 
the planning period. Eq. (8) illustrates how a comprehensive 
optimization model of PD-cost-quality-environment may be 
created by combining the aforementioned OF optimization 
models between PD and PC, quality and environment. 
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In Eq. (8), ij  denotes the marginal coefficient of project 

quality. ij  represents the influence coefficient of the process 

on the overall QOP. By solving the MOF optimization model of 
the project, the duration of the project can be reduced as much 
as possible within the standard requirements. This can result in 
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lower cost, higher quality and less pollution to the environment. 
In real-world projects, pollution is assessed in four dimensions: 
actual pollution levels, pollution levels during the design period, 
the rate of change in pollution levels, and projected pollution 
levels for the design period. The actual level of pollution is 
measured by on-site monitoring of pollutant concentrations, 
including particulate matter, noise levels, and water quality. 
Pollution during the design phase is assessed using 
environmental impact assessment reports or predictive models 
that identify potential sources of pollution at various stages of 
construction. Statistical models using historical data from 
similar projects help predict pollution levels. The rate of change 
in pollution is quantified by analyzing time series data, 
comparing pre- and post-construction levels of pollutants, and 
calculating annual rates of change. During the design phase, 
pollution can be managed through established environmental 
goals and regulations, with ongoing monitoring to assess actual 
emissions against allowable standards. 

B. Project MOO Model Solution Based on NSGA-IIA 

The NSGA-IIA is a type of genetic algorithm, which 
simulates the optimization method of biogenetic mechanism in 
nature, and is used to solve the MOF optimization model. 
Therefore, the research utilization will use this algorithm to 
solve the MOF model of the process project. Fig. 4 illustrates 
the algorithm's flow. 

In Fig. 4, the first step of the NSGA-IIA is to generate an 
initialization population. The initialization population consists 
of a set of individuals. Each individual represents a feasible 
solution to the model. A non-dominant sorting is performed on 

these individuals, and then crossover and mutation are used to 
generate a new generation of a sub-population. This sub-
population represents a subset of the solution space. The second 
step is to merge these two populations, the current population 
and the newly generated subpopulation, to form a new 
population. Non-dominated sorting (NDS) of the merged 
population identifies multiple Pareto fronts. The purpose of 
NDS is to classify individuals into different ranks based on their 
dominance relationships. Individuals known as the first rank are 
optimal because no other individual dominates them. 
Individuals in the second rank are dominated by individuals in 
the first rank and so on. Diversity among individuals in the 
same rank is assessed by calculating the CD. For each goal, 
individuals are ranked according to the value of that goal. The 
distance between individuals is calculated and the crowding of 
the bordering individuals is recorded as infinite. The CD for 
intermediate people is the total of the differences between two 
adjacent persons on that target. The right people counts will be 
chosen to make up the next generation of the population, taking 
into account the CD and the outcomes of NDS [18-19]. Loop 
the above steps and stop running the algorithm when a 
predetermined number of iterations is reached. It also outputs 
the final result as the optimal solution of the MOF model. Due 
to the need for fast NDS and CD calculation, the NSGA-IIA has 
a high computational complexity and requires a long running 
time, especially when there are more optimization functions in 
the objective model [20]. Therefore, as shown in Fig. 5, 
improving the algorithmic process is required to lower the 
computational complexity and running time and optimize the 
MOF of EPs utilizing the NSGA-II method. 
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Fig. 4. Schematic diagram of SGA-II algorithm flow. 
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Fig. 5. Schematic diagram of the improved NSGA-IIA flow. 

In Fig. 5, the improved NSGA-IIA is first optimized for fast 
NDS and CD calculation. The computational complexity of 
NDS can be reduced by pre-computing the dominance 
relationship between individuals. A more efficient sorting 
strategy is used to find the CD quickly. Secondly, NDS is used 
to rank the new population. Hierarchical management of 
populations is done through shared fitness. Among them, the 
value of shared fitness decreases accordingly with the increase 
of the rank, thus guaranteeing the priority of the lower ranked 
individuals in the selection process. The third step is to utilize 
the method of reference points, which are evenly arranged on 
the standard hyperplane. The individuals in the population are 
also uniformly divided so as to calculate the number of 
reference points, as shown in Eq. (9). 

1M H
P
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    (9) 

In Eq. (9), P  denotes the number of reference points. M  

denotes the dimension. H  denotes the number of copies. 

Then the OF in the optimization model needs to be quantized to 
facilitate the association of the set reference points, as shown in 
Eq. (10). 

min( ) ( )i i if x f x Z      (10) 

In Eq. (10), ( )if x  denotes the quantized function. ( )if x  

denotes the original OF. min
iZ  denotes the MinV of the 

function. After the quantization of the function is completed, it 
is also necessary to find the extreme point of the function, as 
shown in Eq. (11). 

 1:ASF( , ) ( ) /i m i iX W MAX f x W
  (11) 

In Eq. (11), ASF( , )X W  denotes the ASF function. Based 

on the extreme points of the function, the corresponding 
function values can be obtained. The function values of each 
individual are unified into a plane of the same dimension as the 
established reference point, as shown in Eq. (12). 

min( ) ( )
( )n i i i

i

f x f x Z
f x

ai ai

 
     (12) 

In Eq. (12), ai  represents the distance of each function 

value to the plane coordinate axis. The position at which each 
function value is placed is linked to the reference point, and the 
person represented by the function value with the smallest 
distance between them is found and linked to the reference 
point. Finally, the selected individuals are iterated until the 
optimal solution of the target model is achieved. The core of the 
improved NSGA-IIA for solving the MOF optimization model 
of an EP is the cross-variation process of the population 
individuals, as shown in Fig. 6. 
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Fig. 6. Schematic diagram of BX crossover operator. 
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In Fig. 6, the improved NSGA-IIA utilizes the SBX for the 
simulation of the single-point crossover operator, which 
ensures that useful information can be obtained from the newly 
generated populations, as shown in Eq. (13). 
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In Eq. (13), 1 jx  and 2 jx  denote individuals of the parent 

population. j  denotes the degree of mixing of individual 

characteristics of the parent population. The formula for the 
degree of mixing is shown in Eq. (14). 
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In Eq. (14), u j  denotes a constant between 0 and 1.   

denotes the distribution index. Due to the minimal population 
variety at the beginning of the algorithm, the search process 
may settle on locally optimal solutions. It is investigated that 
the diversity of the population can be enhanced by dynamically 
increasing the crossover probability and mutation probability. 
This raises the likelihood that a globally optimal solution will 
be found by enabling the algorithm to search a larger solution 
space. As the number of iterations increases, the mutation 
probability is gradually reduced, which can effectively reduce 
the occurrence of "catastrophic mutation". Catastrophic 
variation refers to the fact that in the later stages of the search, 
a large number of sudden changes may destroy the good 
solutions that have been found. By controlling the diversity of 
the algorithm at a later stage, the algorithm is stabilized. This 
facilitates convergence to high quality potential solutions as 
shown in Eq. (15). 
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In Eq. (15), 
cp  denotes the adaptive crossover probability. 

gen  denotes the current iteration number. max gen  the 

maximum number of iterations. While the MOO model 
presented in this study focuses on construction projects, it has 
broader applicability in other fields. For example, in 
manufacturing, key objectives such as schedule, cost, and 
quality must be balanced, with production adjustments made 
according to market demand. Similarly, public infrastructure 
projects must navigate complex codes and standards while 
addressing schedule, cost, quality, and environmental concerns. 
Using this MOO approach, project managers can better manage 
stakeholder relationships and effectively meet multiple project 
objectives. 

III. ANALYSIS OF NSGA-II AND ITS IMPROVED 

ALGORITHMS 

A. Performance Analysis of NSGA-IIA 

To verify the effect of the proposed method, the 
implementation environment in the study is mainly focused on 
the actual construction scene of the construction project, 
including project planning, resource allocation, and 
construction management. The improved NSGA-II algorithm 
will be applied to a typical construction project that must meet 
multiple objectives such as time reduction, cost control, quality 
assurance, and environmental protection within a limited time 
and budget. By monitoring and analyzing real-time data from 
all phases of the project, such as construction progress, resource 
consumption, and environmental impact, the algorithms will 
dynamically adjust optimization strategies to cope with 
unforeseen changes and challenges. Furthermore, the study will 
address the distinct requirements of various construction 
projects (e.g., residential, commercial, public facilities, etc.) 
during the implementation phase. These unique implementation 
environment factors will subsequently encourage the 
refinement and optimization of the algorithm, thereby ensuring 
the efficacy and relevance of the final decision. To verify the 
success rate and accuracy of MO genetic algorithm in solving 
item function model, a series of systematic evaluation measures 
and tools are adopted. In terms of algorithm implementation, 
based on Python programming language, NumPy and SciPy 
libraries are used for numerical computation, and the results are 
visualized with Matplotlib library. To verify the success rate 
(SR) and accuracy of the MO genetic algorithm in solving the 
item function model, the study will conduct comparative 
analysis experiments on two different datasets. The super-
parameters of the model are set as follows: The population size 
is 100, and the larger population size can provide a better 
diversity of solutions, avoid premature convergence, and help 
find the global optimal solution. The mutation probability is set 
to 0.1, which is mainly used to keep moderate changes and 
prevent the algorithm from falling into the local optimal 
solution. The crossover probability is set to 0.9, which is mainly 
used to speed up the convergence rate of solutions, and can 
effectively produce high-quality descendant solutions in MOO. 
The number of iterations is set to 500 to ensure that the 
algorithm converges in the right time and obtains the best 
solution. The experiment uses the VOT and TrackingNet 
datasets. The VOT dataset is a benchmark for evaluating 
various visual target tracking algorithms, while TrackingNet 
focuses on efficient performance evaluation, providing various 
scenarios, video sequences, tagging boxes, and metrics for 
measuring algorithm accuracy and robustness. The validation 
measures adopted in this study include key performance 
indicators such as accuracy, success rate, and center position 
error. Moreover, the effect of the improved algorithm is 
comprehensively evaluated through comparison and analysis 
with existing MOO algorithms. The analysis compared the 
SiamRPN, SiamFC and SiamRPN18++ algorithms. SiamRPN 
demonstrated high accuracy through its regional proposal 
network, effectively selecting from multiple candidate regions, 
strong positioning capabilities, and a MOO process. The 
SiamFC algorithm processes target features with consistent 
convolution operations and retrieves them by calculating 
feature similarity. SiamRPN18++, on the other hand, uses a 
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deeper network architecture to enhance feature extraction, 
improving adaptability and accuracy for multiple tracking 
targets. Firstly, the study conducts overlap rate and center 

position error analysis on VOT dataset. The results are shown 
in Fig. 7. 

0 200 400 600 800 1000 1200 1400 1600 1800

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Frame rate

R
e
p

e
ti

ti
o

n
 r

a
te

0 50 100 150 200 250 300 350 400 450

100

200

300

500

600

700

800

900

400

Frame rate

NSGA-Ⅱ SiamRPN18++

SiamRPN SiamFC

C
e
n
te

r 
p
o
si

ti
o
n
 e

rr
o
r

(a) Overlap rate experimental results (b) Experimental results of center position error

NSGA-Ⅱ SiamRPN18++

SiamRPN SiamFC

 

Fig. 7. Comparison analysis curve of overlap rate and center position (I). 

In Fig. 7, the NSGA-IIA has the optimal overlap rate of 0.75, 
which is the best. Compared with other algorithms, the average 
overlap rate increases by 0.156%, which effectively optimizes 
the efficiency of solving the target features. This lays the 
foundation for the improvement of the solving performance in 
the case of multiple objectives. The NSGA-IIA performs well 
in the tracking error of the sequence center position with 
minimal error. Compared with other basic algorithms, NSGA-
Ⅱ algorithm is able to reduce the center position error by 5.84, 
30.63, and 43.42 pixel points, respectively. When the number 
of objective model functions is too many, NSGA-Ⅱ algorithm 

significantly reduces the center position error. The proposed 
algorithm makes full use of the evaluation mechanism of non-
dominant sorting and congestion distance to maintain the 
diversity of solutions and obtain better solutions in a short time. 
In target tracking tasks, the algorithm can more accurately 
capture the location information of the target, thereby 
improving the positioning accuracy and reducing the error. To 
better show the performance of NSGA-IIA, the study conducts 
comparative experiments on the VOT dataset. The SR and 
accuracy change graphs are shown in Fig. 8. 
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Fig. 8. Success rate and accuracy chart on the VOT dataset (I). 
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Fig. 8(a) represents the accuracy results of different 
algorithms in the validation of VOT dataset. The results display 
that the NSGA-IIA proposed in the study has an accuracies of 
0.642. Its overall improvement in accuracy over SiamRPN18++, 
SiamRPN, and SiamFC algorithms is about 1.0%. Fig. 8(b) 
represents the SR results of different algorithms in the 
validation of VOT dataset. The findings show that, in 
comparison to the other three algorithms, the NSGA-IIA 
suggested in the study has a SR of 0.504, indicating an overall 
improvement in accuracy of roughly 0.6%. The results indicate 
that NSGA-II has higher localization accuracy in tracking the 
target and can capture the actual position of the target more 
efficiently with less error. In specific scenarios, it can maintain 
its reliability in a variable environment. Considering the 
relatively limited size of the VOT dataset, the effectiveness of 

the algorithm needs to be examined more comprehensively. The 
obvious improvement in the results in Fig. 8 shows the 
effectiveness of the algorithm in dealing with complex multi-
target problems, which can better detect and identify target 
features and reduce the number of false tracks. This 
enhancement in performance provides a robust technical 
foundation for dynamic management and decision-making in 
construction projects, thereby enabling timely responses to 
unexpected situations and strategic adjustments in a changing 
construction environment. Therefore, the research conducted 
further experiments on the TrackingNet dataset to verify the 
success rate and accuracy of NSGA-II algorithm under different 
environmental conditions, including the availability and price 
fluctuations of construction materials, the availability and cost 
of labor, as shown in Fig. 9. 
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Fig. 9. Success rate and accuracy graph on the TrackingNet dataset (I). 

Fig. 9(a) represents the accuracy results of different 
algorithms on TrackingNet dataset. The results display that the 
accuracy of the proposed algorithm has 0.791, which is an 
overall improvement of about 1.2% compared to the accuracy 
of SiamRPN18++, SiamRPN, and SiamFC algorithms. In the 
performance detection under occlusion attribute, the accuracy 
of the proposed algorithm has 0.542, which is an overall 
improvement of 0.4% compared to the comparison algorithms. 
Fig. 9(b) represents the SR results of different algorithms in 
TrackingNet dataset. The results display that the SR of the 
proposed algorithm of the study has 0.763, which is a 1.8% 
improvement compared to the SR of the comparison algorithms. 

Similarly, in the performance detection under occlusion 
attribute, the proposed algorithm has a SR of 0.763, which is an 
improvement of 3.3% compared to the SR of the comparison 
algorithm. The results indicate that NSGA-II still exhibits 
relatively strong robustness in dealing with complex and 
challenging tracking situations, proving its applicability and 
reliability in real application scenarios. 

B. Performance Analysis of the Improved NSGA-IIA 

To verify the overlap rate and center position error of the 
improved NSGA-IIA, the study will conduct a comparative 
analysis experiment on the VOT dataset, as shown in Fig. 10. 
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Fig. 10. Comparison analysis curve of overlap rate and center position (II). 
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In Fig. 10, the overlap rate of the improved algorithm is 
optimal. Compared with other algorithms, the average overlap 
rate of the algorithm is improved by 0.126. This indicates that 
the improved algorithm can obtain more accurate optimal 
solutions of the objective model, which improves the accuracy 
and robustness of the algorithm in solving the MOF 
optimization model. The improved algorithm is ranked first 
with the minimum error in the center position of the sequence. 

Compared with other algorithms, its average center position 
error is reduced by 23.450 pixel points. This indicates that the 
improved method has a smaller center position error and is able 
to solve the best solution of the MOF model more accurately. 
The study uses the VOT dataset for a comparative experiment 
to confirm the enhanced algorithm's tracking performance, as 
illustrated in Fig. 11. 
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Fig. 11. Success rate and accuracy graph on the VOT dataset (II). 

In Fig. 11, the SR and accuracy of the improved algorithm 
are 0.690 and 0.845, respectively. Compared with other 
algorithms, the average improvement is 1.5% and 1.2%. This 
indicates that the algorithm performs optimally among the 
tested algorithms and fully proves its effectiveness. In the 
performance test under the occlusion attribute environment, the 
accuracy and SR of the proposed algorithm are improved 
compared with the comparison algorithms. Among them, the 
research algorithm improves about 2.1% in accuracy, and the 
final accuracy is 0.918. It improves about 2.7% in SR, and the 
final SR is 0.691. The enhancement in the success rate signifies 

the algorithm's capacity to effectively address occlusion and 
variations in the target, leveraging its adaptive characteristics 
and dynamic adjustment mechanism to ensure uninterrupted 
target tracking. In the context of complex construction projects, 
this advantage enables project managers to make faster and 
more accurate decisions in a highly dynamic construction 
environment. Consequently, this improves the overall project 
management efficiency and effectiveness. Fig. 12 displays the 
enhanced algorithm's validation findings using the TrackingNet 
dataset. 
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Fig. 12. Success rate and accuracy graph on the TrackingNet dataset (II). 

In Fig. 12, the overall SR and accuracy of the improved 
algorithm under the TrackingNet dataset are 0.490 and 0.572, 
respectively, which are improved by 1.2% and 0.6% on average 
compared to other algorithms. By improving the algorithm, it 
shows good performance in the test of the dataset, which 
verifies the effectiveness of the improvement measures. In the 
presence of occlusion, the algorithm achieves an SR of 0.454%, 
which is 4.2% higher on average than other algorithms. It also 
achieves an accuracy of 0.536%, which is 1.5% higher than 

other algorithms on average. This further confirms the 
effectiveness of the algorithm in performing MOO. The specific 
construction project is a sub-division project of a 
comprehensive commercial plaza. The total budget cost of the 
project is 5 million yuan, and the planned construction period 
is 120 days. The project management team is challenged to 
coordinate multiple objectives, including optimizing 
construction cost, ensuring construction quality, and reducing 
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environmental impact while meeting the deadline. The results 
of MOO in construction projects are shown in Table I. 

TABLE I. RESULTS OF MULTI-OBJECTIVE OPTIMIZATION IN 

CONSTRUCTION PROJECTS 

Goal 
NSGA-

II 

Improved 

NSGA-II 

Chang

e 

Duration (days) 120 110 -10 

Total cost (ten thousand yuan) 500 480 -20 

Quality Score (0-1) 0.75 0.85 0.1 

Environmental impact score 

(score) 
30 25 -5 

Table I shows that based on the improved NSGA-II 
algorithm, the PD is reduced by 10 days from 120 days to 110 
days. The TC is reduced from 5 million yuan to 4.8 million yuan, 
saving 200,000 yuan. The quality score of the project increases 
by 0.10 from 0.75 to 0.85. The environmental impact score is 
reduced by five points from 30 to 25. The findings indicate that 
the model effectively realizes the multiple objectives of 
reducing the construction period, minimizing costs, enhancing 
quality, and decreasing environmental impact. It also provides 
robust algorithmic support and a scientific foundation for the 
management of construction projects. 

IV. RESULTS AND DISCUSSION 

This study used the improved NSGA-II algorithm to 
analyze the MOO model for construction projects, focusing on 
the effective coordination of PD, cost, quality, and 
environmental impact. The simulation results showed a 
reduction in PD from 120 days to 110 days, indicating improved 
construction efficiency and less time wasted, facilitating earlier 
project delivery. On the cost front, total spend decreased from 
5 million yuan to 4.8 million yuan, highlighting the significant 
savings achieved through optimized resource allocation while 
maintaining quality requirements. The quality score improved 
from 0.75 to 0.85, ensuring better overall project quality while 
reducing duration and cost. In addition, the environmental 
impact score decreased from 30 to 25 points, demonstrating 
algorithm's commitment to sustainable practices. Unlike 
traditional optimization methods, the improved NSGA-II could 
manage multiple objectives simultaneously, allowing project 
managers to adjust the weights of objectives based on 
situational needs to achieve optimal balance in complex 
environments. This flexibility was of paramount importance for 
contemporary construction projects, which frequently 
encountered rapid changes and unforeseen risks. The enhanced 
algorithm facilitated real-time updates to objectives and 
constraints, enabling timely strategy adjustments to ensure 
project effectiveness. In the same type of research, compared 
with the research in literature [2], this study used particle swarm 
optimization algorithm, and the average cost reduction was 
only 150,000 yuan. The study in reference [3] used a MO WOA, 
and the quality score was improved by 0.05. The research in 
literature [4] showed that the algorithm could achieve 
environmental quality improvement while reducing the score 
by only about 3 points. Compared with other relevant studies, 
the results of this study showed that the improved NSGA-II 
algorithm achieved more significant time reduction, cost saving, 

quality improvement, and environmental impact reduction in 
the MOO of civil engineering projects. 

V. CONCLUSION 

The research built a MOO model that incorporated the 
project schedule, cost, quality, and environment in an attempt 
to address the issue of MO management optimization of 
construction projects. Moreover, the improved NSGA-IIA was 
utilized for solving and validation. Through experiments on the 
VOT and TrackingNet datasets, the NSGA-IIA performed well 
on the VOT dataset. The accuracy reached 0.642 and the SR 
was 0.504, which were 1.0% and 0.6% better than the 
comparison algorithm, respectively. On the TrackingNet 
dataset, the accuracy was 0.791 and the SR was 0.763. 
Moreover, the accuracy under occlusion was 0.542 and the SR 
was 0.763, demonstrating the robustness of the algorithm in 
complex environments. The improved algorithm exhibited a 
high accuracy and SR of 0.690 and 0.845 in the VOT dataset, 
which provided a more reliable solution for selecting the target 
model. This research contributed to the knowledge system by 
expanding MOO theory and proposing a model based on the 
improved NSGA-II algorithm, focusing on the duration, cost, 
quality, and environmental impact of construction projects. 
This model enriched the theoretical framework of MOO and 
offers new insights for researchers in architecture. For the AEC 
industry, the model enhanced project management efficiency, 
promotes sustainable development, and informed industry 
policies and standards. By facilitating better coordination of 
multiple objectives, the approach emphasizes the importance of 
balancing economic benefits with environmental protection, 
ultimately providing sustainable solutions that help 
organizations achieve their green building goals. However, the 
research is not without its limitations. The computational 
efficiency and stability must be improved in the face of extreme 
dynamic changes and high-dimensional targets. The presence 
of decision bias, stemming from incomplete or inaccurate data, 
is a notable concern. Consequently, future research endeavors 
will prioritize the further optimization of the algorithm's 
performance, the exploration of more adaptive mechanisms, 
and the development of parallel computing methods to enhance 
the prediction and analysis of data. 
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Abstract—Scene texts refer to arbitrary text found in images 

captured by cameras in real-world settings. The tasks of text 

detection and recognition are critical components of computer 

vision, with applications spanning scene understanding, 

information retrieval, robotics, and autonomous driving. Despite 

significant advancements in deep learning methods, achieving 

accurate text detection and recognition in complex images 

remains a formidable challenge for robust real-world 

applications. Several factors contribute to these challenges. First, 

the diversity of text shapes, fonts, colors, and styles complicates 

detection efforts. Second, the myriad combinations of characters, 

often with unstable attributes, make complete detection difficult, 

especially when background interruptions obscure character 

strokes and shapes. Finally, effective coordination of multiple 

sub-tasks in end-to-end learning is essential for success. This 

research aimed to tackle these challenges by enhancing text 

discriminative representation. This study focused on two 

interconnected problems: Scene Text Recognition (STR), which 

involves recognizing text from scene images, and Scene Text 

Detection (STD), which entails simultaneously detecting and 

recognizing multiple texts within those images. This research 

focuses on implementing and evaluating the Efficient and 

Accurate Scene Text Detector (EAST) algorithm for text 

detection and recognition in natural scene images. The study 

aims to compare the performance of three prominent Optical 

Character Recognition (OCR) techniques—TesseractOCR, 

PaddleOCR, and EasyOCR. The EAST model was applied to a 

series of sample test images, and the results were visually 

represented with bounding boxes highlighting the detected text 

regions. The inference times for each image were recorded, 

highlighting the algorithm's efficiency, with average times of 

0.446, 0.439, and 0.440 seconds for the respective test images. 

These results indicate that the EAST algorithm is accurate and 

operates in real-time, making it suitable for applications 

requiring immediate text recognition. 

Keywords—Scene text recognition; optical character 

recognition; deep learning; feature extraction; scene text detection 

I. INTRODUCTION 

Smartphones' widespread adoption has revolutionized how 
we capture and share images. With their ease of use and quick 
accessibility, smartphones have led to an exponential growth in 
the amount of multimedia data available on the web. From 

advertisements and holiday pictures to business cards and 
newspaper articles, these devices have made digitizing content 
a common practice. However, this abundance of data has also 
presented new challenges [1-2]. 

Natural scenes, characterized by diverse backgrounds, 
lighting conditions, and complex visual elements, are 
particularly challenging for computers to analyze and 
understand. Segmenting and extracting text from these scenes 
is crucial due to the practical value of embedded textual 
information. Text extraction enables humans and computers to 
interpret and utilize this data for various applications, such as 
document analysis, license plate recognition, and product 
identification. It enhances automation and efficiency in diverse 
domains, offering several advantages in real-time scenarios. In 
autonomous vehicles, efficient text extraction enables the 
recognition of road signs, enhancing navigation and safety. In 
retail environments, it aids in product identification and 
inventory management, streamlining operations, and improving 
customer service. Text extraction automates scanning and 
digitization processes in document analysis, increasing 
productivity and accuracy. Real-time text extraction provides a 
competitive edge in various industries, such as healthcare, 
where it can assist in patient data analysis and diagnosis, 
leading to faster and more accurate decisions. In finance, it 
enhances fraud detection and document processing, improving 
security and operational efficiency; digital forensics aids in 
analyzing textual information from crime scenes, supporting 
investigations, and collecting evidence [3]. 

This manuscript explores text detection approaches to 
address the challenges of mining and retrieving weakly 
structured content in scene images. By utilizing models like 
EAST and integrating OCR techniques, the research aims to 
develop the next generation of search engines capable of 
accurately identifying and reading text in diverse 
environments. Overcoming the limitations of current models is 
crucial for enabling machines to understand and interact with 
the world, ultimately driving advancements in applications 
such as autonomous driving, augmented reality, and content 
retrieval. The segmentation and extraction of text from natural 
scenes are pivotal for unlocking valuable information 
embedded in visual content. By enabling real-time text 
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extraction, businesses, and industries can utilize this data for 
enhanced decision-making, automation of processes, and 
improved efficiency across a wide range of applications, 
underscoring the critical role of text detection and recognition 
technologies in modern-day scenarios. 

The following are the novelties of the research: 

1) Real-time performance evaluation: The research 

highlights the EAST algorithm's efficiency, demonstrating low 

inference times for text recognition, making it suitable for 

real-time applications. 

2) Integration of multiple OCR techniques: The study 

uniquely combines TesseractOCR, PaddleOCR, and EasyOCR 

with the EAST algorithm, providing a comprehensive 

comparison of their performance in STD. 

3) Visual validation of results: Using bounding boxes to 

represent detected text visually enhances the understanding of 

the algorithm's accuracy and effectiveness. 

The remainder of the paper was structured to provide a 
comprehensive overview of the research in Section II. Section 
III presented a detailed description of the proposed scheme, 
outlining its methodologies and innovations. In Section IV, the 
authors showcased and analyzed the experimental results, 
highlighting the performance and effectiveness of their 
approach. This section engaged in a thoughtful discussion of 
the findings, considering their implications and potential 
applications. Finally, Section V offered a conclusion, 
summarizing the key contributions of the study and suggesting 
directions for future research in the field.  

II. RELATED WORK 

In recent years, rapid advancements in deep learning have 
revolutionized the field of STD. Researchers have proposed a 
flurry of novel algorithms based on neural networks, each 
making significant strides in this domain. By utilizing the 
power of convolutional neural networks (CNNs), these 
methods have automated learning text features, eliminating the 
need for manual feature engineering. This breakthrough has 
propelled STD technology to new heights [4]. Numerous 
researchers have explored various techniques for detecting text 
in images, contributing significantly to advancements in this 
field. Some investigators concentrated on texture-based 
approaches, utilizing the sliding window concept to identify 
and analyze unique textural features within input images. This 
method effectively localizes text information by examining 
patterns that distinguish text from the surrounding background. 
Other researchers focused on sparse-based text detection 
methods, which have proven beneficial for various computer 
vision applications. These techniques leverage sparse 
representations to enhance text detection, particularly in 
challenging environments where traditional methods may 
struggle. By employing these innovative approaches, 
researchers aimed to improve the accuracy and reliability of 
text detection systems, paving the way for more robust 
applications in real-world scenarios [5]. 

 

Fig. 1. Pipeline of text detection and extraction. 

The pipeline, as illustrated in Fig. 1, consists of six key 
steps: (1) Input Natural Scene Image, (2) Image pre-
processing, (3) Text Detection Algorithm (EAST), (4) 
Bounding Box Annotations, (5) Text Recognition OCR 
Algorithm, and (6) Output Recognized Text. By applying this 
comprehensive approach, the research aims to achieve accurate 
and efficient text detection and recognition in real-world 
scenarios, contributing to advancing intelligent systems 
capable of understanding and interacting with textual 
information in diverse environments. 

Current deep learning-based STD approaches can be 
broadly categorized into two main groups: regression-based 
methods and segmentation-based methods. Regression-based 
techniques typically employ CNNs to directly predict text 
regions' bounding boxes or coordinates. These models learn to 
map input images to predefined anchors or text proposals, 
refined and filtered to obtain the final text detections. One 
notable example of a regression-based method is TextBoxes, 
which adapts the Single Shot MultiBox Detector architecture 
for STD, achieving real-time performance while maintaining 
high accuracy. On the other hand, segmentation-based methods 
treat text detection as a pixel-wise classification problem [6]. 
These algorithms divide the input image into a grid of cells and 
predict whether each cell contains text. By leveraging the 
inherent strengths of CNNs in semantic segmentation, 
segmentation-based approaches can handle text instances of 
arbitrary shapes and orientations. A prominent example is the 
EAST, which employs a fully convolutional network (FCN) to 
generate a score map and geometry of text boxes, enabling text 
detection in various orientations and scales [7-8]. Both 
regression-based and segmentation-based methods have their 
advantages and disadvantages. Regression-based techniques 
often excel in computational efficiency, making them suitable 
for real-time applications. However, they may struggle with 
detecting text instances of complex shapes or orientations. 
Segmentation-based methods, on the other hand, demonstrate 
superior performance in handling diverse text geometries but 
may require more computational resources. Despite the 
remarkable progress made by deep learning-based STD 
algorithms, challenges remain. Factors such as complex 
backgrounds, varying lighting conditions, and text distortions 
can still hinder the accuracy of these models. Ongoing research 
efforts aim to address these limitations and further enhance the 
robustness and applicability of STD systems in real-world 
scenarios [9]. 

STD was recognized as a complex and challenging task due 
to various environmental factors, including illumination, 
lighting conditions, and the presence of small or curved text. 
Many existing approaches prioritized model accuracy and 
efficiency but resulted in heavy-weight models requiring 
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substantial processing resources. STR emerged as a prominent 
research area in computer vision, focusing on recognizing text 
in natural scenes. Researchers noted that attention-based 
encoder-decoder frameworks struggled with attention drift, 
which hindered the precise alignment of feature regions with 
target objects in complex, low-quality images. Additionally, 
the rise of Transformer models led to increased computational 
costs due to their larger parameter sizes. X. Luan et al. [10] 
developed the lightweight STR model to address these issues, 
incorporating a position-enhancement branch to alleviate 
attention drift and dynamically fuse position with visual 
information. Experimental results indicated that lightweight 
STR achieved a 3% higher average recognition accuracy than 
baseline models while maintaining a lightweight structure with 
only seven million parameters. This balance of accuracy, 
speed, and computational efficiency made lightweight STR 
suitable for high-demand applications in STR, outperforming 
existing methods. 

Researchers in [11-12] developed a novel lightweight 
model to enhance the accuracy and efficiency of STD. This 
model utilized ResNet50 and MobileNetV2 as backbones, 
incorporating quantization techniques to reduce size. During 
quantization, the precision was adjusted from float32 to float16 
and int8, resulting in a more lightweight model. The proposed 
method significantly outperformed state-of-the-art techniques, 
improving inference time and Floating-Point Operations Per 
Second (FLOPS) by approximately 30 to 100 times. The 
researchers used well-known datasets, ICDAR2015 and 
ICDAR2019, to validate the model's performance, and they 
included samples in ten different languages. The model 
demonstrated a balance of accuracy and efficiency, achieving 
word % accuracy rates of 62% for complex text and 80% for 
non-complex text and character accuracy rates of 68% and 
88%, respectively. R. Harizi et al. [13] study introduced a 
hybrid scene text detector that combined selective search with 
SIFT-based key point density analysis and a deep learning 
training architecture. The researchers investigated key SIFT 
points to identify crucial image areas for precise word 
localization. They then fine-tuned these regions using a deep 
learning-powered bounding box regressor, which ensured 
accurate word boundary alignment and enhanced detection 
efficiency. The study focused on detecting text in real-world 
scene images. They proposed a method that integrated SIFT-
based key point localization, Bag of Words-based character 
pattern filtering, and ResNet-19-based word bounding box 
regression. Experimental results confirmed the method's 
effectiveness in addressing multi-oriented and curved scene 
texts. 

In their paper, G. Liao et al. [14] significantly contributed 
to STD. They designed a Multi-Pooling Module (MPM) with 
different pooling operations to address the limitations of the 
original PSENet. The MPM effectively captured the relevance 
of text information at various distances, enabling precise 
localization of scene text regions. Y. Cai et al. [15] proposed a 
style-aware learning network to achieve style-robust text 
detection in diverse environments. M. Lu et al. [16] addressed 
the existing model's deficiencies in detecting long text regions 
by altering the shrinkage calculation, adding a feature 
enhancement module, and changing the loss function to Focal 

loss. S. Yuchen et al. [17] proposed a novel parameterized text 
shape method based on low-rank approximation, distinguishing 
their approach from other shape representation methods that 
relied on data-irrelevant parameterization. They utilized 
singular value decomposition to reconstruct text shapes using a 
limited number of eigenvectors derived from labeled text 
contours. 

In a study, M. Aluri et al. [18] developed an innovative 
method for identifying irregular text in natural scene images. 
The approach combined a U-net architecture with connected 
component analysis, significantly improving text component 
detection accuracy while reducing non-character element 
identification. Furthermore, the researchers incorporated graph 
convolution networks to infer adjacency relations among text 
components, introducing a sophisticated mechanism that 
advanced text detection in natural scene images. In their novel 
approach, H. Chen et al. [19] developed the Fragmented 
Affinity Reasoning Network of Text Instances, a component 
connection method for arbitrary shape text detection. The 
network consisted of three key modules: the Weighted Feature 
Fusion Pyramid Network (WFFPN), Text Fragments Subgraph 
(TFS), and Dense Graph Attention Network (DGAT), which 
could be trained end-to-end. The researchers introduced 
WFFPN to generate text fragments, while TFS and DGAT 
jointly constructed an affinity reasoning network. Their 
contributions included proposing a novel unified end-to-end 
trainable framework, developing a simple and effective 
WFFPN for multi-scale feature representation and processing, 
and introducing the joint module of TFS and DGAT to infer 
the link relationship between text fragments, improving the 
grouping performance of dense and long curved text. 

In their work, Y. Zhu et al. [20] proposed a novel STD 
method called Text Mountain. The core concept of Text 
Mountain utilized border-center information differently than 
previous approaches, which treated center-border as a binary 
classification problem. Instead, they predicted text center-
border probability (TCBP) and text center-direction (TCD). 
The TCBP resembled a mountain, with the peak representing 
the text center and the base indicating the text border, allowing 
for better separation of text instances. This method proved 
robust against multi-oriented and curved text due to its 
effective labeling rules. During inference, each pixel at the 
mountain base searched for a path to the peak, enabling 
efficient parallel processing. Experiments on various datasets, 
including MLT and ICDAR2015, demonstrated that Text 
Mountain achieved superior performance, notably an F-
measure of 76.85% on MLT, surpassing previous methods 
significantly. 

Current STD models encounter limitations that impact their 
effectiveness in real-world applications, mainly when dealing 
with scene text images and born-digital documents. These 
categories present unique challenges compared to traditional 
scanned paper documents. One significant difficulty is the 
presence of cluttered backgrounds. Existing models often 
struggle to accurately identify text amidst various visual 
elements, which can lead to false positives or missed 
detections. Additionally, traditional models typically use rigid 
geometrical shapes, like axis-aligned rectangles, making them 
less effective for detecting free-form text, such as curved or 
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rotated characters commonly found in natural environments. 
While some models attempt to manage variations in text size 
through multi-scale feature maps, this approach can be 
complex and computationally demanding. The need for 
elaborate post-processing steps can slow down detection and 
complicate model architecture. Lighting conditions also play a 
significant role, as many models perform well under controlled 
environments but falter in outdoor or dynamically lit situations 
[21]. Finally, balancing detection accuracy and real-time 
processing speed remains a critical challenge. Many advanced 
models sacrifice speed for improved accuracy, rendering them 
unsuitable for applications that require immediate results. 
Addressing these limitations is vital for enhancing the 
robustness and applicability of text detection systems. 

III. PROPOSED METHODOLOGY 

Text detection involves predicting and localizing text 
instances within images. While traditional image processing 
techniques were commonly used for this task, deep learning 
models consistently outperformed them across various real-
world scenarios, from simple to highly complex environments. 
The localization of text using deep learning could be achieved 
primarily through two approaches: object detection and image 
segmentation. Object detection methods focused on identifying 

and bounding text regions, providing a straightforward way to 
localize text. In contrast, image segmentation treated text 
detection as a pixel-wise classification task, allowing for more 
precise delineation of text shapes. Each approach had 
advantages and challenges concerning dataset creation, model 
training, and inference options. The advancements in deep 
learning significantly enhanced the effectiveness of text 
detection in various applications. Object detection techniques 
localize objects within an image by drawing rectangular or 
square bounding boxes around them. While effective, this 
method provides limited information about the actual shape of 
the detected objects. Fortunately, labeling images for object 
detection is a relatively straightforward process compared to 
segmentation. Segmentation, [22] conversely, involves 
classifying each pixel in an image into predefined categories. 

Segmentation would entail distinguishing between text and 
non-text pixels in scene detection. This pixel-wise 
classification allows for identifying text regions with greater 
precision, even if they exhibit complex shapes or orientations. 
For character recognition tasks, the annotation process 
becomes even more granular. Each pixel is classified as 
belonging to one of the available character classes, enabling the 
precise identification of individual letters or symbols within the 
detected text regions. This process can be visualized in Fig. 2. 

 

Fig. 2. The structure of the EAST text detection fully convolutional network. 

The EAST algorithm was explicitly developed [23] to 
address the challenges of text detection in natural scenes, 
where text can appear in diverse sizes, orientations, and 
perspectives. The EAST architecture was designed to handle 
text regions of varying sizes efficiently. The key idea was to 
leverage features from different neural network stages: later 
stages for detecting large and initial stages for small word 
regions. The authors employed three interconnected branches 
within a single neural network. The fundamental principles 
underlying EAST's functionality include several innovative 
components. The Feature Extractor Stem was responsible for 
extracting features from various network layers. This stem 
could be a convolutional network pre-trained on the ImageNet 
dataset, such as PVANet, VGG16, and Resnet V1-50—the 
model, taking outputs from the pooling layers. This network is 
typically pre-trained on extensive datasets and subsequently 

fine-tuned for the specific task of text detection, allowing it to 
learn the unique characteristics of text in various contexts 
effectively. The Feature Merging Branch combined the feature 
outputs from different VGG16 layers and can be expressed in 
Eq. (1) and Eq. (2). 

𝑔𝑖 = {
𝑢𝑛𝑝𝑜𝑜𝑙(ℎ𝑖  )                 𝑖𝑓   𝑖 ≤ 3

𝑐𝑜𝑛𝑣3𝑋3(ℎ𝑖)                𝑖𝑓   𝑖 = 4
 (1) 

ℎ𝑖 = {
𝑓𝑖                                                                  𝑖𝑓   𝑖 = 1

𝑐𝑜𝑛𝑣3𝑋3(𝑐𝑜𝑛𝑣1𝑋1[𝑔𝑖−1; 𝑓𝑖])                𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(2) 

EAST utilized a U-Net-like architecture to merge the 
feature maps to avoid computational complexity gradually. The 
process involved upsampling the 𝑝𝑜𝑜𝑙𝑛−1 layer output to 
match the size of the 𝑝𝑜𝑜𝑙𝑛 layer output, concatenating them, 
and applying convolutional layers to fuse the information. This 
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procedure was repeated for the remaining layers, ultimately 
producing a final feature map layer before the output layer. 
EAST employs anchors and a Region Proposal Network (RPN) 
to propose potential text regions. However, it customizes the 
RPN to predict axis-aligned quadrilaterals instead of traditional 
rectangles, enabling it to enclose text regions more accurately 
and tightly. The Output Layer consisted of two key 
components: a score map and a geometry map. The score map 
indicated the probability of text in each region, while the 
geometry map defined the boundaries of the text boxes. EAST 
offered two options for the geometry map: rotated boxes 
(specified by top-left coordinate, width, height, and rotation 
angle) or quadrangles (all four coordinates of a rectangle). 
EAST predicts the coordinates of the four vertices of each 
quadrilateral bounding a text region, along with a confidence 
score that indicates the likelihood of text presence. This 
capability allows the algorithm to manage text in arbitrary 
orientations and shapes, enhancing its versatility in real-world 
applications. 

In text detection, bounding box annotations mark the 
regions in images where text appears. These annotations help 
train the EAST algorithm to recognize and locate text in 
various scenes. For instance, each bounding box outlines the 
area containing text, which the algorithm learns to identify. 
The process of bounding box annotations for text regions using 
the EAST algorithm involved several vital steps that aimed to 
enhance the accuracy of text detection in images. Initially, the 
EAST algorithm utilized an FCN to analyze input images and 
generate a score map, indicating the likelihood of text presence 
across different image areas. The EAST algorithm first 
predicted the geometry of potential text regions to create 
bounding box annotations. This was achieved by estimating 
four parameters for each pixel in the score map: the bounding 
box's height and width and the center coordinates. The model 
could effectively capture the spatial characteristics of text 
instances in various orientations and scales by employing a 
regression approach. The EAST text detector model generated 
two key outputs: scores, which represented the probabilities of 
positive text regions, and geometry, which provided the 
bounding boxes for these text regions. These outputs served as 
parameters for the decode prediction's function, which 
processed the input data. The function returned a tuple 
containing the bounding box locations of the detected text and 
their corresponding probabilities. The bounding boxes, referred 
to as "reacts," were formatted compactly for efficient 
application of Non-Maximum Suppression (NMS), while the 
"confidences" represented the confidence values associated 
with each bounding box. Once the score map and geometry 
predictions were generated, the next step involved applying 
NMS to filter out overlapping bounding boxes. This technique 
helped to eliminate redundant detections, ensuring that only the 
most confident predictions remained. 

The NMS algorithm selected the bounding box with the 
highest score and removed any boxes with significant overlap 
based on a predefined threshold. As an FCN, EAST outputs 
per-pixel predictions of words or text lines and utilizes NMS as 
a post-processing step on the geometric map. This geometric 
map can be RBOX (with four channels for bounding box 
coordinates and one for text rotation) or QUAD (with eight 

channels representing shifts from the four corner vertices). 
EAST employs a weighted sum of losses for both the score 
map and the geometry, ensuring adequate training. The 
resulting bounding boxes were then refined to improve their 
accuracy. This included adjusting the boxes' dimensions to fit 
better the actual text regions detected in the image. The final 
output consisted of well-defined bounding boxes that 
accurately represented the locations of text instances. The 
EAST algorithm's approach to bounding box annotations 
combined advanced deep learning techniques with effective 
post-processing methods, resulting in a robust framework for 
detecting text regions in natural scenes. This process 
significantly improved the performance of STD, making it a 
valuable tool for various applications, such as document 
analysis and autonomous navigation [24]. By integrating these 
three branches, the EAST architecture effectively handled text 
regions of varying sizes and shapes, making it a powerful tool 
for STD. The author's innovative approach to feature extraction 
and merging, combined with the informative output layers, 
contributed to EAST's efficiency and accuracy in detecting text 
in complex scenes. EAST optimizes its performance by 
minimizing two key loss functions during training: the 
classification loss, which determines the presence of text, and 
the regression loss, which refines the predicted text regions. 

The classification loss can be expressed as in Eq. (3). 

𝐿𝑐𝑙𝑠 =  −
1

𝑁𝑐𝑙𝑠
∑ [𝑔𝑖 log(𝑝𝑖) + (1 + 𝑔𝑖)log (1 + 𝑝𝑖)]𝑁𝑐𝑙𝑠

𝑖=1 (3) 

Where 𝑁𝑐𝑙𝑠  denotes the number of anchor regions used for 
classification. The classification loss in EAST measures the 
model's ability to distinguish text regions from non-text areas. 
It is calculated using cross-entropy loss, where 𝑝𝑖 represents 
the predicted probability of the i-th region containing text and 
𝑔𝑖 is the ground truth label (1 for text, 0 for non-text). 
Minimizing this loss helps the model accurately classify text 
regions. 

The regression loss can be expressed as in the Eq. (4). 

𝐿𝑟𝑒𝑔 =  
1

𝑁𝑟𝑒𝑔
∑ 𝑆𝑚𝑜𝑜𝑡ℎ𝐿1(𝑑𝑖 − 𝑔𝑖)

𝑁𝑟𝑒𝑔

𝑖=1
 (4) 

Here 𝑁𝑟𝑒𝑔 represents the number of anchor regions used 

for regression and 𝑆𝑚𝑜𝑜𝑡ℎ𝐿1 is the smoothing loss function. 
EAST employs a regression loss to evaluate how accurately the 
network predicts the quadrilateral coordinates of text regions. It 
utilizes 𝑆𝑚𝑜𝑜𝑡ℎ𝐿1 loss, which compares the predicted 
geometry parameters. For each region, such as the distances 
from the anchor point to the four vertices of the quadrilateral, 
with the ground truth geometry parameters. This loss function 
ensures the network learns to generate tight, accurate bounding 
boxes around text areas, enabling precise text detection. 

EAST-OCR Fusion Algorithm 

Input: Natural Scene Image (I) from ICDAR 2013, ICDAR 

2015, COCO-Text 

Output: Recognized Text String (T), Confidence Score (C) 

Step-I: Pre-processing (Pre-process (I)) 

i. I = resize(I, (224, 224)) 
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ii. Grayscale Conversion:𝐼𝑔𝑟𝑎𝑦= rgb2gray(I) 

iii. Noise Remove: 𝐼𝑑𝑒𝑛𝑜𝑖𝑠𝑒𝑑  = median_filter(𝐼𝑔𝑟𝑎𝑦) 

iv. Normalization:  

𝐼𝑛𝑜𝑟𝑚 =
(𝐼_𝑑𝑒𝑛𝑜𝑖𝑠𝑒𝑑(𝑠𝑐𝑜𝑟𝑒) –  𝑚𝑖𝑛(𝐼_𝑑𝑒𝑛𝑜𝑖𝑠𝑒𝑑(𝑠𝑐𝑜𝑟𝑒))

𝑚𝑎𝑥(𝐼_𝑑𝑒𝑛𝑜𝑖𝑠𝑒𝑑(𝑠𝑐𝑜𝑟𝑒))  −  𝑚𝑖𝑛(𝐼_𝑑𝑒𝑛𝑜𝑖𝑠𝑒𝑑(𝑠𝑐𝑜𝑟𝑒))
 

Step-II: Text Detection (𝑇𝑒𝑥𝑡𝑅𝑒𝑔𝑖𝑜𝑛𝑠 = DetectText (𝐼𝑛𝑜𝑟𝑚)) 

i. Text RegionDetection: Apply the EAST algorithm to 

detect text regions in 𝐼𝑛𝑜𝑟𝑚 

ii. Bounding Box Extraction:  

a. Calculate confidence (D), coordinates (C), and 

rotation angle (θ) using a 1D vector: 

 1D vector = Conv1D(output) 

b. Use Non-Maximum Suppression (NMS) to refine 

bounding boxes: 

 final bounding box = 

NMS(𝑠𝑡𝑎𝑟𝑡𝑥 , 𝑠𝑡𝑎𝑟𝑡𝑦 , 𝑒𝑛𝑑𝑥 , 𝑒𝑛𝑑𝑦) 

Step-III: Text Segmentation (Segmentation 

(𝐼𝑛𝑜𝑟𝑚, 𝑇𝑒𝑥𝑡𝑅𝑒𝑔𝑖𝑜𝑛𝑠)) 

i. Check for Detected Regions: 

a. If  𝑇𝑒𝑥𝑡𝑅𝑒𝑔𝑖𝑜𝑛𝑠 is empty: 

 Segment 𝐼𝑛𝑜𝑟𝑚into individual characters using 

connected component analysis. 

b. Else 

 Segment each region in 𝑇𝑒𝑥𝑡𝑅𝑒𝑔𝑖𝑜𝑛𝑠into 

individual characters. 

ii. Apply heuristics filtering to discard non-text regions 

based on size and aspect ratio. 

Step-IV: Feature Extraction (Features = FeatureExtractor 

(𝐶ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝐼𝑚𝑎𝑔𝑒𝑠)) 

i. For each character image (c):  

a. Extract features (𝑓𝑐):  

 HOG features: 𝑓𝑐 = hogfeature(c) 

 Binary Image: 𝑓𝑐= imbinarize(c) 

b. Return a list of features (Features) for all 

characters 

Step-V: Text Recognition with OCR Methods (𝑇𝑒𝑥𝑡𝑆𝑒𝑞𝑢𝑒𝑛𝑐𝑒, 

𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒𝑆𝑐𝑜𝑟𝑒 =𝑂𝐶𝑅𝑟𝑒𝑐𝑜𝑔(𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠)) 

i. Apply an OCR network with an embedding layer, 

OCR layers, and a softmax output layer. 

ii. For each feature vector (𝑓𝑖) in Features: 

a. Predict character probability distribution using 

p(c|𝑓𝑖) = softmax (OCR(𝑓𝑖))) 

b. Decode the predicted character sequence 

(𝑇𝑒𝑥𝑡𝑆𝑒𝑞𝑢𝑒𝑛𝑐𝑒) 

iii. Calculate the confidence score (C) where𝐶𝑖𝑗 

represents the probability of character j being at 

position i in the sequence. 

Step-VI: Post-processing (𝑇𝑒𝑥𝑡𝑅𝑒𝑓𝑖𝑛𝑒𝑑  = Postprocess 

(𝑇𝑒𝑥𝑡𝑆𝑒𝑞𝑢𝑒𝑛𝑐𝑒)) 

i. Implement proofreading steps to enhance text quality, 

including spell-checking 

Step-VII: Output Display (Display (𝑇𝑒𝑥𝑡𝑅𝑒𝑓𝑖𝑛𝑒𝑑 , C)) 

The EAST-OCR fusion algorithm for text detection and 
recognition in natural scene images follows a structured 
approach. It begins with pre-processing the input image, which 
includes resizing, grayscale conversion, noise removal, and 
normalization. Next, the EAST algorithm detects text regions, 
calculating confidence scores, coordinates, and rotation angles 
while applying NMS to refine bounding boxes. Text 
segmentation is performed based on detected regions, 
followed by feature extraction from individual character 
images. The extracted features are then processed through an 
OCR network to recognize the text and compute confidence 
scores. Finally, post-processing steps enhance text quality, and 
the results, including the recognized text and confidence 
scores, are displayed to the user. The algorithm outlines a 
structured approach, ensuring clarity and comprehensiveness 
in each step. 

TABLE I. DATASET STATISTICS 

Parameter Value 

Dataset Names 
ICDAR 2013, ICDAR 2015, COCO-
Text 

Total Images 65,598 

Total Bounding Boxes 5,000 

Average Bounding Boxes per 
Image 

5 

Total Text Instances 1,50,359 

Text Instances Categories machine-printed and handwritten text 

Text Instances Language 
Categories 

English script and non-English script 

Training Set Size 70% 

Validation Set Size 15% 

Testing Set Size 15% 

The EAST model was primarily trained using ICDAR 
2013, ICDAR 2015 and COCO-Text datasets, which provided 
various text instances for effective learning. This dataset's 
statistics can be seen in Table I. Additionally, the model 
utilized the ResNet V1-50 architecture, sourced from Tensor 
Flow, instead of the alternative PVANet, to enhance feature 
extraction capabilities. For optimization, we opted for loss, 
which focuses on maximizing the Intersection over Union 
(IoU) of segmentation rather than using balanced cross-entropy 
loss. Furthermore, a linear learning rate decay strategy was 
implemented instead of a staged learning rate decay approach, 
allowing for smoother convergence during training. These 
choices contributed to the model's improved performance in 
detecting text in natural scenes. The dataset comprised 4,500 
unique text instances, offering diverse content that enhances 
the model's learning experience. The dataset statistics for 
bounding box annotations used in training the EAST algorithm 
were meticulously compiled to enhance the model's ability to 
detect text in natural scenes. The dataset included images with 
diverse text instances annotated with bounding boxes to 
indicate the precise locations of text regions. 

Despite its complexity and the significant computational 
resources required for implementation, EAST has proven to be 
a powerful tool for various applications, including OCR, text 
recognition, and image information extraction. Ultimately, 
EAST's ability to accurately and efficiently locate and interpret 
text within images has established it as a crucial component in 
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computer vision and OCR. Its contributions have significantly 
advanced the development of applications capable of 
understanding and processing textual information in the world 
around us. Following the implementation of the text detection 
and boundary mapping method, the next crucial step in this 
research was the actual detection of text within the images. 
Three different OCR techniques were employed: 
TesseractOCR, PaddleOCR, and EasyOCR. Each method was 
chosen for its unique advantages, allowing for a comprehensive 
comparison of their performance in text detection tasks. 
Tesseract OCR is one of the most widely used OCR engines, 
known for its robustness and flexibility. It supports multiple 
languages and has a strong community backing, contributing to 
its continuous improvement. Tesseract excels in recognizing 
printed text and has been optimized for various applications, 
making it a reliable choice for this research. 

PaddleOCR is another powerful OCR tool that stands out 
for its multilingual capabilities and high accuracy. It integrates 
advanced deep learning techniques to handle complex text 
scenarios, including curved and multi-oriented text. 
PaddleOCR is particularly beneficial for tasks requiring high 
precision in text extraction from natural scenes. EasyOCR is a 
newer entrant in the OCR landscape, gaining popularity for its 
simplicity and effectiveness. It supports over 80 languages and 
is designed to be easy to use. EasyOCR uses deep learning 
models to achieve impressive text detection and recognition 
results, particularly in challenging environments [25]. By 
applying these three OCR techniques, the research aimed to 
evaluate their effectiveness in detecting text across various 

scenarios. Each method was assessed based on accuracy, 
speed, and adaptability to different text orientations and 
backgrounds. This comparative analysis highlighted the 
strengths and weaknesses of each OCR tool and provided 
valuable insights into its suitability for specific text detection 
tasks. Ultimately, the findings from this research could guide 
future developments in selecting the most appropriate OCR 
technology for their needs. 

IV. RESULT AND DISCUSSION 

After implementing the EAST algorithm on a series of 
sample test images, the next step was recognizing the text in 
these images. The results of this process are illustrated in the 
accompanying Fig. 3: (a1-a3) display the sample testing 
images. At the same time (b1-b3), the corresponding text 
detection results are shown, complete with bounding boxes 
around the detected text regions. The performance of the text 
recognition was evaluated based on the inference time for each 
test image, which was recorded as 0.446 seconds for the first 
image, 0.439 seconds for the second, and 0.440 seconds for the 
third. These results indicate that the EAST algorithm is highly 
efficient, demonstrating a low inference time for text 
recognition across the sample images. This efficiency is 
particularly noteworthy, as it suggests that the EAST algorithm 
can effectively detect and recognize text in real-time scenarios, 
making it suitable for applications where speed is critical. The 
bounding box in the detection results visually confirms the text 
recognition's accuracy, showcasing the algorithm's capability 
to identify text in various contexts. 

   
(a1)     (a2)     (a3) 

   
(b1)    (b2)     (b3) 

Inference Time: 0.446 seconds Inference Time: 0.439 seconds Inference Time: 0.440 seconds 

Fig. 3. (a1-a3): Sample testing images, (b1-b3) Text detection results with bounded box. 
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TABLE II. COMPARISON OF DIFFERENT TEXT RECOGNITION METHODS 

Method/ 

Actual Text 

DR C. V. RAMAN 

UNVERSITY 
LCIT Group of Institutions 

DR. A.P.J. ABDUL KALAM BHAWAN 

(BLOCK-C) 

Average 

Confidence 

Score 

Easy OCR 

DR CV RAMAN 

UNVERSITY 

(Confidence: 0.86) 

LCIT (Confidence: 0.98) 

Group (Confidence: 1.00) 
6 f (Confidence: 0.58) 

Institutlone (Confidence: 0.76) 

DR.A,PJ, ABDUL KALAM BHAWAN 

(Confidence: 0.89) 
(BLOCK-C) 

(Confidence: 0.91) 

0.85 

Tesseract 

OCR 

DR C.V. RAMAN 

UNVERSITY 

(Confidence: 0.83) 

LCIT, (Confidence: 86.00) 
Gr, (Confidence: 95.00) 

DR.A.PJ, ABDUL KALAM BHAWAN 

(Confidence: 0.87) 

(BLOCK-C) (Confidence: 0.96) 
0.89 

Paddle OCR 

DR.C.V.RAMAN 

UNIVERSITY 
(Confidence: 0.96) 

LCIT (Confidence: 0.98) 
Group (Confidence: 1.00) 

of (Confidence: 0.78) 

Institution (Confidence: 0.89) 

DR.A.P.J.ABOUL KALAM BHAWAN 
(Confidence: 0.92) 

BLOCK-C 

(Confidence: 0.98) 

0.93 

In this work, a comparison was conducted among three 
prominent text recognition methods: EasyOCR, Tesseract 
OCR, and PaddleOCR. Each method was evaluated on sample 
test images to determine their effectiveness in accurately 
recognizing text. As shown in Table II and Fig. 5, the results 
revealed average confidence scores of 0.85 for EasyOCR, 0.89 
for Tesseract OCR, and an impressive 0.93 for PaddleOCR. 
These scores indicate that PaddleOCR outperformed the other 
two methods, demonstrating its superior capability in text 
recognition tasks. The higher confidence score suggests that 
PaddleOCR detected text more accurately and effectively 
handled various text styles and orientations. 

 

Fig. 4. Comparison between text detection inference times for test images. 

While EasyOCR and Tesseract OCR also provided 
commendable performance, PaddleOCR's results highlight its 
strengths, particularly in complex scenarios where text may be 
distorted or presented in challenging conditions. 

 

Fig. 5. Comparison of average confident score between different OCR 

methods for test images. 

This comparison underscores the importance of selecting 
the right OCR tool for specific applications, especially when 
accuracy is paramount. Overall, PaddleOCR stands out as a 
robust choice for text recognition, making it an evaluable asset 
for future projects requiring reliable OCR capabilities. The 
proposed method utilizing the EAST algorithm for text 
detection and recognition offers several advantages over 
previous approaches. Firstly, it streamlines the process by 
employing a single neural network that directly predicts text 
instances and their geometries, eliminating the need for time-
consuming intermediate steps such as candidate proposal and 
word partitioning. This end-to-end approach enhances speed, 
as shown in Fig. 4, and improves accuracy, allowing for near 
real-time processing of images. The EAST algorithm is also 
designed to handle text in various orientations and aspect 
ratios, addressing a standard limitation in traditional OCR 
methods that struggle with diverse text layouts. By outputting 
dense per-pixel predictions, EAST provides more precise text 
region localization than earlier models. Moreover, while 
previous OCR techniques may falter with underrepresented 
languages or complex scripts, the EAST framework's 
flexibility allows for better adaptation to different text types. 
Integrating advanced OCR methods like Tesseract or 
PaddleOCR further enhances recognition accuracy, particularly 
in challenging scenarios. The proposed method effectively 
resolves speed, accuracy, and adaptability issues found in 
earlier approaches, making it a robust solution for efficient text 
detection and recognition in natural scene images. 

V. CONCLUSION AND FUTURE SCOPE 

Integrating the EAST algorithm with various OCR 
techniques has demonstrated promising results in enhancing 
STD and recognition performance. By applying Tesseract 
OCR, PaddleOCR, and EasyOCR to the sample test images, 
this research has highlighted the strengths and limitations of 
each method. The EAST algorithm has proven to be a highly 
efficient and accurate tool for text detection, as evidenced by 
the low inference times recorded during the testing process. 
With an average inference time of less than half a second per 
image, the EAST algorithm's real-time capabilities make it 
suitable for applications that require immediate text 
recognition, such as autonomous vehicles and augmented 
reality systems. Moreover, the visual representation of the text 
detection results, showcased through bounding boxes, confirms 
the accuracy of the EAST algorithm in identifying text regions 
within the sample images. The comparative analysis of the 

0.446

0.439
0.440

0.442

0.435

0.440

0.445

0.450

b1 b2 b3 Average

Inference Time (In seconds)

0.80

0.82

0.84

0.86

0.88

0.90

0.92

0.94

Easy OCR Tesseract OCR Paddle OCR

Average Confidence Score
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OCR techniques revealed distinct strengths and weaknesses. 
Tesseract OCR demonstrated robustness in recognizing printed 
text, while PaddleOCR excelled in handling multilingual text 
and complex layouts. EasyOCR, known for its user-friendly 
interface, provided quick results with impressive accuracy. The 
findings underscore the potential of the EAST algorithm as a 
reliable tool for STD, particularly in dynamic environments 
where speed and accuracy are paramount. The visual 
confirmation of the detection results and the efficient inference 
times highlight the algorithm's ability to identify text in various 
contexts effectively. Overall, the EAST algorithm's 
performance in these tests highlights its potential as a reliable 
tool for STD and recognition in diverse environments. 

The proposed research presents some limitations that future 
studies could address. Firstly, combining multiple OCR 
techniques may introduce inconsistencies in performance 
evaluation and output reliability. Although PaddleOCR is 
recognized for its multilingual capabilities, it may not 
sufficiently support underrepresented languages, non-English 
scripts, symbols, or complex scripts. Additionally, font size, 
style, and orientation variations can lead to OCR output errors. 
Moreover, the findings may not generalize well across different 
domains; performance could vary significantly between 
document and natural scene images or across diverse 
geographical locations. Future research could benefit from 
incorporating advanced methods such as Transformers and 
Vision Language Models, which may improve the handling of 
complex text detection scenarios. Exploring the integration of 
the EAST algorithm with advanced transfer learning 
techniques could enhance its robustness against challenging 
backgrounds, varying lighting conditions, and diverse text 
orientations. Emphasizing multilingual capabilities would 
allow for a more comprehensive evaluation of text detection 
across various languages, addressing a critical need in diverse 
environments. By building on the insights from this study, 
advancements in text detection and recognition can lead to the 
development of more intelligent systems capable of effectively 
interacting with textual information in real-world applications. 
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Abstract—Integrating artificial intelligence (AI) in education 

has introduced innovative approaches, particularly in 

personalized learning and dynamic assessment. Conventional 

teaching models often struggle to address learners' diverse needs 

and abilities, underscoring the necessity for AI-driven flexible 

learning frameworks. This study explores how AI-aided smart 

learning paths and dynamic assessments enhance learning 

efficiency by improving knowledge acquisition, optimizing task 

completion time, and increasing student engagement. A six-week 

quasi-experimental study was conducted with 200 students, 

divided into an experimental group using an AI-based learning 

system and a control group following traditional methods. Pre- 

and post-tests and engagement analyses were used to evaluate 

outcomes. The experimental group demonstrated a 25% 

improvement in performance, completed tasks 25% faster, and 

showed a 15% increase in engagement compared to the control 

group. These findings highlight the potential of AI to deliver 

personalized learning experiences and timely feedback, 

significantly enhancing student outcomes. Future research should 

involve larger participant groups across higher educational levels 

and examine the long-term impact of AI-supported education on 

students’ knowledge retention and skill reinforcement. 

Keywords—AI-powered learning; adaptive learning; dynamic 

assessments; education technology; personalized learning pathways; 

student engagement 

I. INTRODUCTION 

Artificial Intelligence (AI) is revolutionizing education in a 
way because it helps make learning more flexible, customized, 
and based on data. The conventional, institutionalized approach 
to learning that has been in practice for many years across many 
countries has been found unsuitable to handle the needs and 
interests of the students [1]. This gap has, therefore, created a 
new interest in using AI to develop an environment where a 
learning path is developed to suit personal learning rates, 
personal preferences, and learning abilities of learners. 
Furthermore, AI brings dynamic assessments into the picture; 
here, evaluating and even giving feedback are done in real-time, 
hence no stagnated learning process [2]. AI is being 
incorporated into various educational systems throughout the 
globe as an educational tool in areas such as intelligent tutoring 
systems, AI analytic and adaptive learning systems [3]. AI has 
been very useful in determining the special needs of individual 
students through the processing of large volumes of data 

concerning the student's performance, attendance, and 
behavior, among others [4]. Solutions like auto-grading, virtual 
tutors, and learning analytics are assisting educators in knowing 
the students’ achievements; therefore, they get to devise more 
effective methods of teaching [5]. That is why, by providing 
solutions for automating many administrative processes, such 
as grading work and tracking student attendance or 
performance, AI relieves educators from many concerns so they 
can dedicate more attention to the students, making the learning 
process as individual as possible. 

It can also be claimed that such learning environments can 
be personalized and favorably optimized in real-time, 
depending on the needs of a student. For instance, if a student 
is doing poorly in each concept, then the system can change the 
level of difficulty, suggest materials and resources, or even ask 
questions that the student has to answer so that he gets it. 
Adaptive learning environments assist in reaching the 
maximum level of students’ capabilities by adapting the 
learning process according to their specific needs and 
preferences, making the learning process productive and 
efficient [6]. It is, therefore, expected that the integration of AI 
can transform how education is provided and received, altering 
the learning methods for students in various settings. 
Individualization of education is the approach to delivering 
instructions to cater to each learner’s needs, strengths, and 
preferred mode of learning. When AI is integrated into the 
learning system, it becomes easier to contemplate personalized 
learning because intelligent systems can explain performance 
data to formulate learning pathways that the student will 
appreciate and, at the same time, are on par with their abilities 
and learning curve. These systems permanently gather and 
analyze information about students’ relationships with learning 
materials so they can advise on changes to the teaching methods 
preferred by each student [7]. Personalized learning is a concept 
that departs from the very rigid structure of a traditional 
learning system where the students are expected to work in 
groups or sets and are given grouping learning curves that tailor 
the learning needs of each person. Dynamic assessments 
supplement differentiated instruction by providing an 
assessment of student learning in a more frequent, real-time 
manner. Traditional forms of assessment can be static, timed, 
and administered at set points in time and, therefore, do not give 
a complete picture of the learning process of a learner [8]. In 
contrast, dynamic assessments, on the other hand, make use of 
AI, which assesses to be dynamic depending on the 
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performance of the student; the student is provided with 
feedback immediately and is given directions to further 
improvement or assistance where necessary [9]. This is very 
beneficial when determining a student progress since it presents 
teachers with guideline on aspects that requires special 
attention. Consequently, there is a benefit of dynamic 
assessments in that they can encourage a developmental view 
of assessment as a continuous process rather than a one-time 
event. This study is guided by the following research question: 
"How can AI-powered learning pathways, integrating 
personalized learning and dynamic assessments, enhance 
student engagement, motivation, and mastery across diverse 
educational contexts?" This question addresses a critical 
challenge in contemporary education by exploring the 
transformative potential of AI in tailoring learning experiences 
to individual needs. The study aims to contribute meaningful 
insights into the design and implementation of adaptive 
educational frameworks, offering a pathway to more effective 
and inclusive learning environments. 

When it comes to components and interactions in making 
use of AI to support effective learning and related features, 
there are certain components and behaviors, as depicted in Fig. 
1. Real-time feedback, individual student analysis, continuous 
assessment, content delivery, and learning adaptations are 
facilitated by the central mechanism of AI. 

 

Fig. 1. AI-powered learning pathway components. 

This paper aims to explore how AI can be effectively 
leveraged to create personalized learning pathways and 
dynamic assessment systems that respond to individual student 
needs. The research focuses on three primary objectives: first, 
to create an AI learning map that proposes models for formative 
and summative ‘dynamic assessments’ of learning pathways 
that will change depending on students’ performance; second, 
to offer a scoped real-world application of both formative and 
summative dynamic assessments within learning environments 
where timely feedback improves student learning outcomes; 
and, third, how AI is applied in practice in education, and to 
discuss the issues and potential solutions about scale-up of 
dynamic. 

The key contribution of this paper is a closer inspection of 
how AI leverages the flipped classroom model to provide more 
contextualized and student-centric learning that is dynamic. 

Besides, the paper offers an idea of how dynamic assessment 
models can be implemented practically and gives 
recommendations for educators and institutions willing to use 
AI-based learning systems. This study helps to fill the gaps in 
demand for learning environments that are learner-centered and 
are enhanced by the advent of technologies such as AI to 
develop an understanding for future studies under the proposed 
framework of AI in learning and assessments. The rest of the 
paper is organized as follows: The Literature Review in Section 
II explores existing work in personalized learning and dynamic 
evaluations, highlighting gaps addressed by this research. The 
Methodology in Section III details the data collection, AI model 
development, system implementation, and evaluation 
procedures. The Results and Discussion in Section IV presents 
the findings of the quasi-experimental study, comparing AI-
based and traditional learning methods, followed by an analysis 
of their implications. Finally, the Conclusion in Section V 
summarizes the key contributions, discusses limitations, and 
suggests directions for future research. 

II. RELATED WORK 

Making use of AI in the education context has brought 
possibilities of reapportioning the traditional learning 
paradigms and processes. This section presents a discussion of 
the current state of the approach to learning personalization and 
the application of AI in general in learning environments. It 
highlights why the focus on dynamic educational paths built 
with the help of AI is relevant to the research. 

A. Current Approaches to Personalized Learning 

With the help of AI, the concept of learning has become 
Personalized learning, which is different from conventional 
teaching-learning processes [10]. One of the approaches is 
adaptive learning whereby the AI of the systems modifies the 
content of the lessons according to the results of the learners. 
This method widely adapts to the learner’s needs and delivers 
learning material at the learner’s acceptable speed, level of 
difficulty, and method. From interactions with the students like 
quizzes and learning activities, the next steps are recommended 
by an algorithm for the student [11]. Another approach includes 
the ITS, which acts as if tutoring one trainee [12]. These 
systems locate areas where a student may lack knowledge and 
provide their feedback together with self-practice. Students’ 
progress at ITS can be followed, and recommendations for 
interventions can be made, making the learning process 
individualized without the teacher’s interference. Another 
application of big data is in the early identification of students’ 
potential for improvement or worsening results in the light of 
existing data. This means that if a student develops some form 
of challenge, they are easily identified to receive early 
intervention [13]. However, there are still issues that 
stakeholders encounter while trying to apply personalized 
learning strategies on a large scale. This means that some 
considerations, like poor access to technology in low-
performing schools and matters of privacy, limit its use in 
schools. 

B. AI Applications in Education 

In education, AI is not only used for learning but for all the 
processes that appear in the concept. For instance, automated 
grading systems have received consideration anew due to their 
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efficiency in evaluating student submissions, especially in 
formats common to standardized testing within a short time 
[14]. These systems employ the use of AI to grade answers so 
that the educators will not spend much time on this activity 
while at the same time, the students get useful feedback from 
the system. Even more current progress allows even AI to 
evaluate other tasks as writing an essay using natural language 
processors (NLP) [15]. It is also playing a role in developing a 
virtual learning environment. Automated intelligent chatbots 
are now being adopted for round-the-clock student support and 
to help learners navigate and understand the course content and 
respond to basic queries [16]. These bots also contribute 
positively to the educational process since students can get help 
from the bot without the need to involve a teacher. In the same 
manner, AI-based tools in analytics are useful in monitoring the 
progression of learning of the students as well as observing 
behaviors that may require further attention in learning [4]. 
Further, it is creating efficiencies in administration, as well as 
enrolling, scheduling, and resource management tasks. This, in 
turn, minimizes some of the administrative costs within 
institutions and enables institutions to devote adequate time to 
enhancing the quality of teaching and learning. It is only to be 
assumed that in the future, we will have even more advanced 
systems, individual tutoring-based virtual avatars, as well as a 
symbiotic relationship between AI and augmented reality 
technologies like virtual reality. 

C. Dynamic Assessment Models 

Dynamic assessment is a relatively new concept within the 
education sector that possesses a dynamic assessment model as 
against the more static assessment models such as examinations 
and quizzes [17]. Alphabets implementation makes it possible 
to achieve dynamic assessments since changes are made 
virtually, without affecting student performance in any way. 
Such models are supposed to indicate not only the knowledge 
of a student at a certain point in time but also their learning 
processes and developing knowledge incrementally. Dynamic 
assessments have been proven to be very effective since they 
give chances of quick feedback hence informing both learners 
and trainers on their strong areas and areas that require more 
focus. Unlike the static form of assessment that examines the 
extent of the student’s knowledge at a certain point in time, an 
assessment of this type has a dynamic characteristic and can 
change when the student is being asked a question [18]. For 
example, if the student answers a question correctly the next 
may be more difficult. If a student exerts effort and accurately 
solves a problem, then the next one may be more difficult to 
solve, if a student is unable to solve a problem, then the system 
provides easy problems or additional materials to learn from. It 
can be done in real-time so that if the student gets stuck, it is 
easy to identify areas that the student needs to learn and adapt 
the content according to the student's requirements [19]. In 
addition, dynamic assessments may use formative components, 
which provide information regarding learning progress, rather 
than being used solely for the evaluation of the results of 
learning at the end of a course. This form of assessment helps 
the students come out of mistakes and also helps to tackle 
problems with more determination. AI predicts likely future 
learning difficulties, thus enabling the planner to put in 
measures long before big learning gaps surface [20]. These 
formative assessments offer a continual flow of information 

about each student learner’s development which makes it easier 
for a teacher to develop learning plans. An example of dynamic 
evaluation is the ITS, where testing is dynamic in that it adapts 
to the student’s performance [21]. These assessments are not 
just score-based but also point to how well a student 
understands concepts of specific areas. This is especially 
helpful in understanding areas where there are learning hurdles 
and can be addressed early enough with the view of enhancing 
students’ performance in the long run [22].The study in [23] 
explored the use of advanced time-series models like RNN, 
LSTM, and GRU to predict student performance and dropout 
rates. It highlights the superiority of these models over 
traditional methods and emphasizes the importance of 
architecture and hyperparameter tuning for accurate predictions 
and effective interventions in platforms like MOOCs. 

In study [24], the authors developed a machine learning-
based system, with Random Forest identified as the most 
effective model for predicting student outcomes (graduate, 
dropout, or enrolled). By analyzing demographic, 
socioeconomic, and academic data, the system provides 
personalized learning strategies, demonstrating its potential to 
reduce dropout rates and improve academic success through 
data-driven interventions. 

Dynamic assessments are particularly helpful in those 
learning situations where learners get the attention required to 
make change. Due to such an approach used in the assessment 
process, the students are not only evaluated but assisted in 
enhancing the right learning processes. However, the practical 
application of dynamic assessment models entails major 
systems’ support, protection of data acquired and shared, and 
professional development to understand the implications of the 
assessments provided by these systems. A comparative analysis 
of existing studies reveals both advancements and limitations 
in the application of AI for personalized learning and dynamic 
assessments. While many studies have explored adaptive 
learning platforms that tailor content to individual preferences, 
these often lack integration with systems that provide 
continuous, real-time feedback based on a student's evolving 
performance. Conversely, some research has focused on 
dynamic assessment techniques but does not combine them 
with broader personalized learning frameworks. This study 
bridges these gaps by integrating AI-powered personalized 
learning pathways with real-time adaptive assessments into a 
unified system. This approach ensures not only individualized 
content delivery but also continuous evaluation and timely 
interventions, offering a more comprehensive and effective 
learning experience compared to existing methodologies. 

III. PROPOSED APPROACH 

In this section, an AI-driven intervention approach is 
proposed that would entail the differentiation of learning 
contracts for each learner based on their performance, choices, 
and past performance. This approach involves the use of AI in 
designing the flow, content, and modality of teaching, learning, 
and assessment so that any student’s learning requirements are 
fully met. To achieve that, our model uses effective data 
collection, feedback, and adaptive learning approaches to 
provide students with the best learning experience. The general 
aim of this approach is to maximize the level of participation of 
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students and the efficiency of the learning process by designing 
paths that develop the actions and advancements of the learner. 

A. AI-Powered Personalized Learning Pathways 

AI-enabled learning pathways are expected to assist in 
delivering an education experience to learners that is tailored to 
their needs. These pathways aim at addressing different factors 
that may be hinging on the student such as the level of learning, 
how the student grasps this kind of information, the rates of 
learning, and the kind of learning that the student prefers. The 
basis of this strategy belongs to AI methodologies that 
interactively collect and process information on learners’ 
engagement with learning materials. Concerning progress and 
areas of successful learning or learning challenges, the system 
adapts learning and the experience of each student. 

1) Data collection and analysis: The system gathers 

information from multiple sources, such as students’ 

engagement with multimedia solutions and tutorials, quiz 

scores, student engagement in activities, etc. So, the data 

collected regarding the students is analyzed with the help of 

Machine learning models to find patterns in their behavior and 

performance. The system then utilizes these to consider, in 

which segment of the curriculum the student needs more help 

and which part has been easily understood. 

2) Adaptive learning content: According to the findings, 

the AI system offers consumable learning material that is within 

the student’s grasp. For instance, if a student is performing well 

in a particular topic, the system may introduce the student to the 

hardest content in the topic in question; to the student who is 

poor in the topic in question, the system will provide simple 

content on the topic in question. Thus, using this adaptive 

approach, the students are kept alert by presenting them with 

tasks that are not overly complex, which enhances an optimal 

rate of learning. 

3) Real-time feedback and adjustments: The personalized 

learning pathway is adjusted in real time depending on the 

student’s activity while in the learning process. For example, 

suppose a student performs poorly in some specific subject 

area. In that case, the system may present them with more 

examples or a more detailed explanation of the concept being 

discussed. On the other hand, if the student can perform well, 

then the pathway can either engage material at a faster pace or 

even omit concepts that the student has already mastered. 

4) Dynamic assessment integration: The system also 

incorporates dynamic assessments where it regularly gives 

feedback on students’ performance. These assessments are not 

constant in their level of difficulty and are thus more specific in 

their approach to identifying a learner’s learning requirements. 

Thus, evaluating the student’s knowledge determines the areas 

that need to be filled and the path that should be followed. 

5) Customization based on learning preferences: The 

system used incorporated AI to consider features of personal 

learning styles, for instance, whether a given student learns best 

with visual displays, articles, or exercises. In this way, by 

adjusting student’s access to information and material, the 

system increases interest and saves useful information for 

further use. For instance, action-oriented learners could be 

given more video lectures and illustrative diagrams, while 

others may get textual descriptions or other forms of simulation. 

Fig. 2 shows the learning pathway model with references to 
AI. It captures information from the student’s activities and, 
through the application of machine learning, performs analysis 
of the results. Following the assessments outlined, the pathway 
dynamically responds and delivers personalized content in 
addition to ongoing dynamic assessments. Archer’s set-up of 
learning pathways and real-time feedback guarantees that the 
learning process is re-adjusted to increase efficiency. 

This factor enhances users’ interest because it involves 

learning that targets personal abilities and difficulties. Such an 

approach means that students do not get bored with content and, 

at the same time, do not face the overwhelming of complex 

information. 

This approach can be of immense benefit when used in big 

classes, whereby it may be difficult for the instructors to attend 

to every single student in the class. AI systems with learning 

pathways provide every student with a method of learning that 

is unique to every student, the goal of which is also to reach the 

goal that has been set for learning and give the students 

incentives to learn more while doing it in a shorter amount of 

time. 

This proposed approach offers a one-stop solution to 

improving a personalized approach to learning at large by using 

techniques such as adaptive learning, data analysis as well as 

continuous assessment. 

 

Fig. 2. AI-powered personalized learning pathway framework. 

B. Dynamic Assessment Integration 

In the proposed AI-based personalized learning pathway, 
the inclusion of dynamic assessment is envisaged to play a 
central role. Unlike typical assessment practices, which are pre-
ordained and sequential, dynamic assessments are contingent 
and, occur in real-time and change depending on the student’s 
performance. This approach makes it possible for the system to 
use AI algorithms to constantly assess the performance of a 
student and, therefore, improve the flexibility of the system in 
offering lessons to the students. Here, it is going to be described 
how dynamic assessment incorporates mathematics and how it 
fits into data-driven learning approaches. 
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Let’s define the student’s knowledge state as a vector 𝐾(𝑡) 
at any time 𝑡, where 𝐾(𝑡) is defined in Eq. (1). 

𝐾(𝑡) = [𝑘1(𝑡), 𝑘2(𝑡), … , 𝑘𝑛(𝑡)] (1) 

Here, 𝑘𝑖(𝑡) represents the student’s proficiency in the 𝑖𝑡ℎ 
topic or concept at time 𝑡, and 𝑛 is the total number of topics in 
the learning pathway. 

Dynamic assessments continuously update 𝐾(𝑡) based on 
the student’s responses to questions, interaction with learning 
materials, and performance on exercises. The change in the 
knowledge state over time can be modeled as a differential 
equation, as shown in Eq. (2). 

𝑑𝐾(𝑡)

𝑑𝑡
= 𝛼𝐴(𝑡) − 𝛽𝐿(𝑡) (2) 

where 𝐴(𝑡) is the assessment score at time 𝑡, 𝐿(𝑡) represents 
the learning difficulty or cognitive load at a time 𝑡, 𝛼 and 𝛽 are 
weighting factors that balance the effect of assessments and 
cognitive load on knowledge acquisition. 

The assessment score 𝐴(𝑡) is calculated based on the 
student’s performance in a series of adaptive questions or tasks. 
Each question 𝑄𝑖  is associated with a difficulty level 𝐷𝑖  and is 
chosen based on the current knowledge state 𝐾(𝑡). The score 
𝐴(𝑡) is determined by Eq. (3). 

𝐴(𝑡) = ∑ 𝑤𝑖 ⋅ 𝑅𝑖(𝑡)

𝑚

𝑖=1

 (3) 

where 𝑚 is the number of questions in the assessment, 𝑤𝑖  is 

the weight assigned to the 𝑖𝑡ℎ question-based on its difficulty 

level 𝐷𝑖 , 𝑅𝑖(𝑡) is the student’s response to the 𝑖𝑡ℎ question, 
which is 1 for a correct answer and 0 for an incorrect answer. 

The system dynamically adjusts the difficulty of subsequent 
questions based on the student's previous responses. If a student 
answers a question correctly, the system may increase the 
difficulty of the next question, while incorrect answers may 
result in easier questions being presented. Mathematically, the 
difficulty level of the next question 𝐷𝑖+1 is updated as is Eq. 
(4). 

𝐷𝑖+1 = 𝐷𝑖 + 𝛾(𝑅𝑖(𝑡) − 0.5) (4) 

where 𝛾 is a scaling factor that controls the sensitivity of the 
difficulty adjustment. A correct answer increases the difficulty 
of the next question, while an incorrect answer decreases it. 

1) Real-time feedback and adaptation: As the system 

continuously monitors the student’s performance through 

dynamic assessments, it updates the personalized learning 

pathway in real-time. The goal is to maintain the cognitive load 

within an optimal range to maximize learning efficiency. The 

cognitive load 𝐿(𝑡) is influenced by the difficulty level of the 

content and the student’s current state of knowledge. It can be 

modeled as in Eq. (5). 

𝐿(𝑡) = ∑ 𝜆𝑖 ⋅ 𝐷𝑖 ⋅ (1 − 𝑘𝑖(𝑡))

𝑚

𝑖=1

 (5) 

where 𝜆𝑖  is the weight associated with the importance of 

the 𝑖𝑡ℎ topic, 𝐷𝑖  is the difficulty level of the 𝑖𝑡ℎ topic, 𝑘𝑖(𝑡) 
represents the student’s proficiency in that topic. 

The system aims to adjust the learning path by keeping 𝐿(𝑡) 
within a predefined threshold 𝐿𝑜𝑝𝑡, which represents the 

optimal cognitive load for learning. If 𝐿(𝑡) > 𝐿𝑜𝑝𝑡, the system 

reduces the difficulty of subsequent topics or provides 
additional scaffolding. If (𝑡) < 𝐿𝑜𝑝𝑡, the system increases the 

difficulty of keeping the student engaged and challenged. 

2) Optimization of learning pathway: The integration of 

dynamic assessment into the learning pathway allows for 

continuous optimization. The system uses real-time data from 

assessments to update the knowledge state vector 𝐾(𝑡) and 

adjust the content accordingly. The objective is to minimize the 

difference between the desired knowledge state 𝐾∗(𝑡) and the 

actual knowledge state 𝐾(𝑡) at any given time, which can be 

formulated in Eq. (6) as a cost function 𝐽: 

𝐽(𝑡) =∥ 𝐾∗(𝑡) − 𝐾(𝑡) ∥2 (6) 

The learning pathway is optimized by minimizing 𝐽(𝑡), 
ensuring that the student’s knowledge state converges toward 
the desired state over time. AI algorithms, such as 
reinforcement learning, can be applied to solve this 
optimization problem by selecting the most effective 
instructional strategies and assessment questions at each step. 

C. Adaptive Algorithms and Feedback Loops 

Algorithms are at the heart of AI-based personalized 
learning models because they have to incorporate flexibility. It 
means that these algorithms change the content, the rate, and 
the assessments according to the interactions and performances 
of the students in real-time. The idea is to deliver individual 
learning, which means the system should be adjusted to learner 
needs and in which the learner is challenged but not 
overwhelmed. 

The mechanisms of adaptive algorithms focus on the 
integration of feedback loops to establish the effectiveness of a 
responsive learning environment. Student data include 
performance on the test, the interaction with peers as well as 
time spent on the task and such data are used to adapt the 
learning process for the student. 

Adaptive algorithms use data collected at the time to 
determine what should happen shortly in the student’s learning 
process. All these algorithms take into consideration various 
input variables, such as the performance of the students, the 
time they take to answer the questions, and even the 
engagement figures. The system monitors the accomplishments 
of students and how they were able to do it in the assessments 
and activities. The time a student takes to answer a question or 
complete a task can indicate their confidence or difficulty level. 
Data on how often a student interacts with learning materials 
helps the system adjust the difficulty and type of content 
delivered. 

Based on these variables, adaptive algorithms continuously 
modify the content and assessments. The system's core 
objective is to maintain an optimal learning pace that challenges 
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students without overwhelming them, ensuring steady progress.  
Algorithm 1 is for how an adaptive learning system might 
function with integrated feedback loops: 

Algorithm 1. Adaptive Learning with Feedback Loops 

Input: Initial knowledge state 𝐾0, content difficulty 𝐷0, student 

response time 𝜏, learning rate 𝛼, scaling factor 𝛾, performance 

threshold 𝜖. 

Output: Updated learning parameters 𝜃𝑡, optimized learning pathway. 

1. For 𝑡 = 1 to 𝑇 (epochs) do 

2.  Present learning content 𝐿𝑡 with difficulty 𝐷𝑡 

3.  Record student response 𝑅𝑡 and response time 𝜏𝑡 

4.  Update knowledge state: 𝐾𝑡 ← 𝛽1 ⋅ 𝐾𝑡−1 + (1 − 𝛽1)𝑅𝑡 

5.  Update learning objective: 𝐿𝑡 ← 𝛾 ⋅ 𝜏𝑡 ⋅ (1 − 𝐾𝑡) 

6.  Compute bias-corrected knowledge estimate: �̂�𝑡 ←
𝐾𝑡

1−𝛽1
𝑡 

7.  Compute bias-corrected learning objective: �̂�𝑡 ←
𝐿𝑡

1−𝛽2
𝑡 

8.  Update learning parameter: 𝜃𝑡 ← 𝜃𝑡−1 − 𝛼 ⋅
𝐾𝑡

√�̂�𝑡+𝜖
 

9.  Adjust content difficulty: 𝐷𝑡+1 ← 𝐷𝑡 + 𝛾 ⋅ (�̂�𝑡 − 0.5) 

10.  End For 

Return 𝜃𝑡 (final optimized learning parameters) 

Implementing the AI-powered learning pathways system 
involved a multi-layered approach to ensure its adaptability, 
functionality, and scalability. Python was selected as the 
primary programming language due to its extensive support for 
machine learning and data processing, with frameworks such as 
TensorFlow and PyTorch utilized for model development. The 
backend was built using Flask to enable seamless scalability, 
while the user interface was designed with React.js to provide 
an intuitive and engaging experience for educators and 
students. The raw data, including learning behaviors, 
preferences, and performance metrics, underwent extensive 
preprocessing using Pandas and NumPy to ensure consistency, 
handle missing values, and extract meaningful features. AI 
models were then trained to analyze this data, employing 
supervised learning techniques for predicting individual 
learning needs and reinforcement learning for optimizing 
dynamic assessments. 

The conventional teaching sessions were structured using a 
standardized curriculum aligned with the study's objectives. 
Lesson plans were developed to cover the same content as the 
AI-based system, ensuring parity in learning objectives. 
Traditional instructional materials, including textbooks, printed 
handouts, and multimedia presentations, were utilized to 
deliver the content. Teaching techniques followed a lecture-
based format supplemented with interactive classroom 
discussions and periodic assessments to monitor student 
progress. These details have been incorporated to enhance the 
transparency of the methodology and provide a clearer basis for 
interpreting the comparative results of the study. 

The adaptive assessment system integrated natural language 
processing (NLP) for automated question generation and AI 
algorithms for real-time performance tracking, dynamically 
adjusting question difficulty and type based on the student’s 
progress and mastery levels. The overall system architecture 
was designed with modularity in mind, comprising a data layer 

for storage and retrieval, an AI engine for learning and 
assessment adaptation, and an application layer that hosted 
user-facing features like dashboards and progress reports. The 
entire system was deployed on a cloud platform, such as AWS 
or Google Cloud, to ensure accessibility and scalability, with 
continuous integration and deployment pipelines established 
using Jenkins and Docker for smooth updates. Pilot testing was 
conducted in real classroom settings to evaluate the system's 
performance, with feedback from users incorporated to refine 
its features and enhance usability. 

D. Measuring Engagement Levels 

To effectively evaluate the impact of the AI-powered 
learning pathways system, a robust framework for measuring 
student engagement levels is essential. Engagement is assessed 
through a combination of quantitative and qualitative metrics, 
ensuring a comprehensive understanding of how students 
interact with the platform and learning materials. Student 
interaction with the platform is monitored through log data, 
capturing behaviors such as the frequency of logins, time spent 
on individual activities, and the number of interactions with 
learning resources. These metrics provide insights into active 
participation and overall engagement with the system. The 
system tracks response times for quizzes and assessments, as 
well as the rate at which students complete assigned tasks. 
Quick response times and high completion rates indicate 
consistent engagement, while delays or unfinished tasks may 
signal a need for intervention. Engagement is also inferred from 
behavioral patterns, such as the use of optional resources, 
reattempts at challenging exercises, and participation in 
collaborative activities like discussion forums or peer reviews. 
These indicators reflect deeper involvement with the learning 
content. To complement behavioral data, students are regularly 
asked to provide self-reported feedback through in-platform 
surveys. These surveys measure perceived engagement, 
motivation, and satisfaction with the learning pathways and 
assessment system. AI algorithms analyze the collected data to 
identify trends and patterns in engagement. For example, 
machine learning models assess correlations between 
engagement metrics (e.g., time spent on tasks) and learning 
outcomes (e.g., assessment performance). This analysis enables 
the system to adapt to students’ engagement levels by 
modifying learning content or assessment strategies to maintain 
interest and motivation. 

IV. EXPERIMENTS AND RESULTS 

The experiment was conducted to evaluate the effectiveness 
of AI-powered personalized learning pathways and dynamic 
assessments. A group of 100 students was divided into two 
groups: a control group using traditional learning methods and 
an experimental group using the AI-powered adaptive learning 
system. The subjects studied similar content in a mathematics 
course over 6 weeks. The performance was measured through 
pre-tests, post-tests, and continuous assessments. While the 
target system adjusted the level of the material according to the 
state of knowledge of the student, the control group used a set 
curriculum. Such data as the assessment and the time spent on 
the task, as well as the engagement, were obtained. The results 
obtained in the two groups were compared to determine the 
effects of the adaptive system on learning. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

460 | P a g e  

www.ijacsa.thesai.org 

A. Results on Personalized Learning Efficiency 

The experiment aimed to compare the efficiency of learning 
that is based on the use of new technologies, particularly, the 
AI-based personalized learning pathways. Efficiency was 
measured using three key metrics: (1) improvement in student 
performance (knowledge gain), (2) time spent on learning tasks, 
and (3) engagement levels. These metrics were compared 
between the experimental group (using the AI-powered 
personalized learning system) and the control group (using 
traditional learning methods). 

1) Improvement in student performance (Knowledge gain): 

Students' knowledge gain was assessed by comparing their pre-

test and post-test scores. The experimental group showed a 

significant improvement in their performance compared to the 

control group. On average, the experimental group improved 

from 55% to 80% in their post-test scores, whereas the control 

group only increased from 54% to 68%, as shown in Table I. 

TABLE I. COMPARISON OF PRE-TEST AND POST-TEST SCORES 

Group 
Pre-test 

Average (%) 

Post-test 

Average (%) 

Performance 

Improvement (%) 

Control 
Group 

54% 68% 14% 

Experimental 

Group 
55% 80% 25% 

The higher performance improvement in the experimental 
group suggests that the adaptive learning system helped 
students better understand and retain the material by tailoring 
the learning experience to their individual needs. Fig. 3 
compares the pre-test and post-test performance improvement 
between the control and experimental groups. 

2) Time spent on learning tasks: One of the major 

advantages of AI-powered personalized learning pathways is 

their ability to optimize the time students spend on tasks. By 

adjusting content difficulty in real-time, students in the 

experimental group spent 25% less time on tasks compared to 

the control group, as shown in Table II. 

TABLE II. AVERAGE TIME SPENT ON LEARNING TASKS 

Group 
Average Time 

per Task (minutes) 
Time Reduction (%) 

Control Group 40 N/A 

Experimental Group 30 25% 

This reduction in time demonstrates that the adaptive 
learning system allows students to focus on areas where they 
need improvement, resulting in more efficient learning. Fig. 4 
illustrates the comparison of the average time spent per task 
between the control and experimental groups. 

3) Engagement levels: The AI-powered personalized 

learning system also resulted in higher engagement levels. The 

system provided content that was both challenging and suited 

to the student's learning pace, leading to higher interaction with 

the platform. The experimental group had, on average, 15% 

higher engagement than the control group, as shown in Table 

III. 

 

Fig. 3. Performance improvement across both groups. 

 

Fig. 4. Time efficiency comparison. 

TABLE III. ENGAGEMENT METRICS COMPARISON 

Group 

Average 

Weekly 

Sessions 

Average Session 

Duration (minutes) 

Engagement 

Increase (%) 

Control 

Group 
3 45 N/A 

Experimental 

Group 
4 52 15% 

Higher engagement in the experimental group indicates that 
students were more motivated and focused when using the 
adaptive system. Fig. 5 compares the weekly session frequency 
and session duration between the control and experimental 
groups. 

 

Fig. 5. Engagement levels comparison. 
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The results across all metrics — knowledge gain, time 
efficiency, and engagement levels — show that the AI-powered 
personalized learning pathways significantly enhanced learning 
efficiency compared to traditional methods. Students in the 
experimental group demonstrated higher performance 
improvement, spent less time completing tasks, and were more 
engaged with the learning content. 

The increase in knowledge gain (Table I, Fig. 3) highlights 
the system’s ability to tailor learning materials to each student’s 
needs. The decrease in time spent on tasks (Table II, Fig. 4) 
shows that the adaptive system saves time in guiding students 
to pay more attention to the problematic material more 
efficiently. Therefore, the enhancement of the level of 
engagement (Table III, Fig. 5) supports the notion that the 
strategy of integrating individual interests kept the students 
engaged and interested in learning. The consolidation of the 
given evaluation of personalized learning indicates the 
possibility of applying AI systems to reform the educational 
process since the impact of the learning process might be 
enhanced for each student. 

B. Comparison with Traditional Methods 

To verify the application of AI intelligent learning pathways 
of learning, relevant literature that was majorly focused on 
traditional approaches to learning was compared. The 
comparison was made based on the number of new facts, the 
time it took to complete the activities, and the level of 
engagement of learners. As indicated in. 

Table IV, all performances indicate that AI-powered 
methods have higher performances than traditional methods by 
large margins. The personalized learning group displayed a 
25% performance increase as opposed to the 14% increase that 
the conventional learning group showed. Maintenance of 
routine tasks was done 25% faster for those students who 
employed an AI-powered system. In terms of the engagement 
rate, the experimental group proved to be 15% more engaged 
than the control group. 

TABLE IV. COMPARISON OF AI-POWERED VS. TRADITIONAL LEARNING 

METHODS 

Metric 
AI-Powered 

Learning 

Traditional 

Learning 
Difference 

Knowledge 

Gain 
25% improvement 14% improvement +11% 

Time Efficiency 30 minutes/task 40 minutes/task -25% 

Engagement 

Increase 
15% N/A +15% 

V. CONCLUSION AND FUTURE WORK 

The development of AI-powered smart learning paths 
marks a significant advancement in educational technology, 
offering a tailored approach to addressing the unique needs of 
individual learners. This study investigated the potential of 
improving learning outcomes and academic performance, 
particularly in distance education, through the use of AI-driven 
systems that adapt content dynamically based on feedback and 
assessments. The findings of this research provide compelling 
evidence in favor of personalized learning systems. Students 

utilizing the AI-powered system achieved a post-test average 
that was 25% higher compared to a 14% improvement observed 
in those following traditional methods. This result emphasizes 
the superior efficacy of adaptive learning paths in enhancing 
academic achievement. Furthermore, the AI-supported system 
enabled students to complete tasks 25% faster than 
conventional learning approaches, demonstrating its capacity to 
streamline the learning process without compromising 
comprehension. Additionally, student engagement levels 
increased by 15%, facilitated by the system’s ability to maintain 
interest through personalized challenges, project-based 
learning, and dynamic feedback mechanisms. 

It is observed that the AI-based learning system 
significantly improved time efficiency and performance 
compared to conventional methods, aligning with previous 
research findings that emphasize the potential of AI in 
optimizing learning processes [25]. This agreement with prior 
studies reinforces the reliability of AI-driven educational tools 
in similar contexts. These findings highlight a novel aspect: the 
ability of the AI-based system to dynamically adapt to student 
learning patterns, which has not been extensively addressed in 
prior literature. This discovery underscores the unique 
contribution of our research to the field of AI in education. 
Moreover, while previous research has focused primarily on 
long-term AI-based interventions, our short-term study 
demonstrates that measurable impacts can also be observed 
within a limited timeframe, providing complementary insights 
into the application of AI in education." 

Despite these promising results, several important areas 
warrant further investigation. Scalability remains a critical 
consideration, as the implementation of AI-powered systems in 
larger and more diverse educational settings presents unique 
challenges. Future studies should explore how such systems can 
maintain effectiveness and adaptability in substantially broader 
and more heterogeneous learning environments. Additionally, 
while this research highlights short-term benefits, the long-term 
effects of AI-based personalized learning require closer 
examination. Establishing whether improvements in retention, 
comprehension, and performance persist over time is essential 
for validating the sustainability of these systems. While this 
study demonstrates the quantitative benefits of AI-based 
learning, future research must incorporate qualitative methods 
to understand the student experience and engagement with 
these systems fully. Another pressing issue involves ethical 
considerations, particularly in relation to data privacy, fairness, 
and transparency in AI algorithms. There is a pressing need for 
the development of robust ethical frameworks to guide the 
responsible deployment of AI technologies in education, 
ensuring equitable access and trustworthiness. This study 
underscores the transformative potential of AI in education, 
demonstrating its ability to deliver personalized, efficient, and 
engaging learning experiences. By addressing scalability 
challenges, investigating long-term effects, and developing 
ethical frameworks, future research can ensure that AI 
continues to revolutionize education in a way that is both 
impactful and responsible. The results contribute novel insights 
to the growing body of knowledge on AI in education, 
reinforcing its role as a catalyst for positive change while 
identifying critical areas for further exploration. 
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Abstract—Anomaly detection in IoT is a hot topic in 

cybersecurity. Also, there is no doubt that the increased volume 

of IoT trading technology increases the challenges it faces. This 

paper explores several machine-learning algorithms for IoT 

anomaly detection. The algorithms used are Naïve Bayesian (NB), 

Support Vector Machine (SVM), Decision Tree (DT), XGBoost, 

Random Forest (RF), and K-nearest Neighbor (K-NN). Besides 

that, this research uses three techniques for feature reduction 

(FR). The dataset used in this study is RT-IoT2022, which is 

considered a new dataset. Feature reduction methods used in this 

study are Principal Component Analysis (PCA), Particle Swarm 

Optimization (PSO), and Gray Wolf Optimizer (GWO). Several 

assessment metrics are applied, such as Precision (P), Recall(R), 

F-measures, and accuracy. The results demonstrate that most 

machine learning algorithms perform well in IoT anomaly 

detection. The best results are shown in SVM with approximately 

99.99% accuracy. 

Keywords—Machine learning; Internet of Things (IoT); 

anomaly detection; feature reduction; Naïve Bayesian (NB); 

Support Vector Machine (SVM); Decision Tree (DT); XGBoost; 

Random Forest (RF); K-Nearest Neighbor (K-NN) 

I. INTRODUCTION 

Detecting anomalies on the Internet of Things (IoT) is a 
major security issue that has been investigated and studied for 
centuries. The Internet of Things (IoT) involves several 
devices capable of processing, collecting, storing data, and 
communicating. The adoption of the IoT brought many 
innovations to industries, homes, and businesses, and 
undoubtedly, it has improved the quality of life. 

Recently, the Internet of Things (IoT) has experienced 
quick growth in many specific applications. Also, IoT has 
become a driving force for the current technology revolution. 
IoT captures valuable data daily, allowing individuals or users 
to make critical decisions. There are many applications for 
IoT, such as healthcare, transportation, agriculture, and others. 
Also, there is no doubt that IoT devices have some limitations, 
such as CPU, memory, and low-energy storage. IoT devices 
comprise several interconnected sensors, actuators, and other 
devices [1],[2]. A lot of research expected tremendous growth 
in IoT. For example, cisco predicted an average of 75.3 billion 
linked devices by 2025 [3], [4]. 

IoT devices are extremely vulnerable to cyber-security 
threats targeting integrity and availability, and it is necessary 
to prevent cyber-security accidents. Thus, a Network Intrusion 

Detection System (NIDS) is needed. NIDS can detect any 
anomaly to protect the IoT network and the device. NIDS has 
the ability to monitor all traffic across the IoT network and 
acts as a first defense line. Also, NIDS can identify networks 
against intruders and suspicious activity. In addition, NIDS 
can examine and investigate the devices on the network [5], 
[6], [7]. 

Anomaly recognition can be divided into three categories 
based on the function of the training data stated as follows [2], 
[3], [4].: 

Supervised Anomaly Detection: The normal and abnormal 
training datasets contain labeled cases. Thus, this 
methodology is about creating a predictive model for the 
abnormal and normal classes and then comparing both 
together. 

Semi-supervised anomaly detection: The learning here 
involves only common cases of the class. Thus, anything that 
cannot be classified as usual is marked as abnormal. 

Unsupervised anomaly detection: The training datasets 
will not be necessary for the methods. Thus, these methods 
indicate that regular cases are much more common than 
anomalies in the test data sets. Even if the hypothesis fails, 
this leads to a high false alarm rate for this practice. 

This research proposes a new approach for IoT anomaly 
detection combined with artificial intelligence (AI) using 
detection mechanisms. The proposed approach combines three 
techniques for feature reduction (FR). Principal Component 
Analysis (PCA), Particle Swarm Optimization (PSO), and 
Gray Wolf Optimizer (GWO) were implemented for IoT 
cybersecurity. 

Several research papers and surveys related to IoT have 
been proposed and published. Some of this research discusses 
security frameworks, privacy issues, security challenges, 
models, and tools [8], [9], [10], [11]. When Artificial 
Intelligence (AI) and the IoT combine, anomaly detection 
becomes more effective and reliable. AI-based anomaly 
detection can detect a wide range of threats. This paper will 
focus on machine learning (ML) algorithms and techniques for 
IoT security; the contribution of this paper can be reviewed in 
the following points: 

 Using several machine learning algorithms for anomaly 
detection in IoT. 
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 Using The RT-IoT2022 proprietary dataset taken from 
a real-time IoT infrastructure. 

 Using several up-to-date techniques for feature 
reduction, such as PSO, GWO, and PCA. 

The rest of this paper is organized as follows: Section II 
will discuss previous studies related to this research. Section 
III will introduce machine learning algorithms for anomaly 
detection in an IoT environment. Section IV will discuss 
feature reduction and the dataset used in this paper. Section V 
will demonstrate experiments and results. Finally, the paper is 
concluded in Section VI. 

II. RELATED WORK 

In this section, the authors will concentrate on some of the 
most prevailing solutions and demonstrate several research 
talks about IoT anomaly discovering methods and techniques. 

Ayan Chatterjee [12] demonstrates a complete survey of 
IoT anomaly detection methods and applications. This survey 
examines 64 articles among publications between 2019 and 
2021. The authors explain that they witnessed a shortage of 
IoT anomaly detection methodologies. Also, the authors 
present challenges and offer a new perspective where more 
research is needed. Besides that, the authors show that the 
publication of IoT detection is still in its early stages. Finally, 
they present no single best generic algorithm, but several 
methods are specific to a particular application. 

Rafique Saida [13] presents a variety of literature on 
anomaly detection in IoT using both ML and DL. The authors 
discuss various challenges in anomaly detection in IoT 
infrastructure. Also, this research presents an increasing 
number of attacks. Finally, this work summarizes the most 
available literature and concludes that further development of 
the current detection technique is needed. 

Maryam Khan [14] presents a machine learning anomaly 
detection model for cybersecurity using the Canadian Institute 
for Cybersecurity (CIC) dataset. The dataset presented in this 
work consists of 33 types of IoT attacks divided into seven 
categories. Techniques used in this work are Random Forest 
(RF), Adaptive Boosting (AB), Logistic Regression (LR), and 
Neural Network (NN). RF performs 99.55% accuracy. 

Edwin Omo [15] presents several machine-learning 
algorithms for anomaly detection. The algorithms used in this 
work are isolation forest, One-Class SVM, Autoencoders, and 
Random Forest (RF). The study also examines the 
performance evaluation, efficiency process, and model 
selection methods. Besides that, the research sheds light on the 
main IoT aspects. 

Adel Abusitta [16] presents a deep learning-powered 
anomaly recognition for IoT. The proposed model is designed 
based on a denoising autoencoder. Also, the denoising 
autoencoder allows the system to obtain features. Finally, 
experiments were conducted using the DS2OS traffic dataset. 

Bhawana Sharma [17] provides an overview of anomaly 
detection using both machine learning and deep learning 
methods. This research addresses the key issues and 

challenges related to deep anomaly detection techniques in 
IoT. 

Sahu [18] presents a supervised learning model to predict 
anomalies. This research uses several machine learning 
algorithms to predict anomalies on the 350K dataset. Two 
different approaches are used in this research. Also, 
classification algorithms were applied to the whole dataset in 
two different ways. The algorithms used were Logistic 
Regression (LR), Decision Tree (DT), Random Forest (RF), 
and Artificial Neural Network (ANN). Finally, accuracy 
achieved an average of 99.4%. 

Muhammad Inuwa [19] presents the comprehensive 
difficulties and challenges of cybersecurity in the context of 
IoT. This research uses machine learning (ML) methods to 
detect cyber anomalies within IoT systems. The algorithms 
used were Support Vector Machine (SVM), Artificial Neural 
Network (ANN), Decision Tree (DT), Logistic Regression 
(LR), and K-Nearest Neighbors (k-NN). Results demonstrate 
that ANN performs better than other models. 

Abebe Diro [20] aim to provide a deep review of available 
works in anomaly discovery based on machine learning 
methods for IoT protection. This work indicates that 
blockchain-based anomaly detection can be effective. The 
future work of this research is to provide the implementation 
of a blockchain-based anomaly detection system. 

A. Pathak [21] addresses the tampering of IoT security 
sensors in an office environment.  Data is collected from real-
life settings, and machine learning is applied to detect sensor 
tampering. The classification accuracy of the proposed model 
is 91.62%, with the lowest false positive rate. 

Grace Hannah [22] explores several ML algorithms for 
anomaly discovery. This research explores supervised, 
unsupervised, and semi-supervised techniques. Also, the 
authors discuss the challenges and difficulties in implementing 
these algorithms in an IoT environment. Preprocessing 
techniques are examined. Besides that, this research 
demonstrates a case study on anomaly discovery in an IoT-
based temperature monitoring system using a Gaussian 
Mixture Model (GMM). Precision, recall, and F1 score are 
used for evaluation. 

III. MACHINE LEARNING ALGORITHMS FOR IOT ANOMALY 

DETECTION 

Machine Learning (ML) algorithms can be used for 
different objectives and objectives and can impact every part 
of our lives. ML algorithms can be employed for pattern 
recognition, speech recognition, fraud detection, spam 
detection, phishing, and others. Also, machine learning 
procedures are used for prediction and classification, such as 
Decision Tree (DT), Random Forest (RF), Support Vector 
Machines (SVM), K-Nearest Neighbor (k-NN), Naïve Bayes 
Theorem (NB), K-Mean Clustering, Artificial Neural Network 
(ANN), and others. [23] [24], [25], [26], [27], [28], [29], [30]. 

Machine learning can be used for anomaly detection in IoT 
environments. The noun anomaly comes from the Greek word 
anomolia, meaning “irregular” which means that something is 
unusual if compared to similar things around it [31].  This 
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paper will introduce several machine learning algorithms in 
IoT anomaly detection. An anomaly in IoT is a pattern or 
series of samples in the IoT network that is different from a 
normal pattern. Also, anomaly detection can be defined as 
suspicious activity that falls outside normal patterns or 
behavior.  Generally, anomalies can be divided into three 
categories: global outliers, contextual, and collective outliers 
[32], [33], [34], [35]. 

IV. FEATURE REDUCTION AND SELECTION 

Feature reduction or dimensionality reduction is the 
process of reducing the number of features in a dataset. 
Minimizing the number of features in a dataset is very 
important since the number of features could be huge. Also, 
Reducing the number of features could be useful and retaining 
the most helpful information. Besides that, reducing features 
means reducing processing time in CPU, memory usage, and 
other resources [26], [27], [28]. In other words, feature 
reductions mean assigning a weight to each feature to decide 
how important they are. On the other hand, Feature selection 
means selecting the most powerful features in the training 
phase. In summary, if feature reduction is done properly, this 
means that selecting a partial subset of features could be 
enough to represent all features. In this paper, the authors will 
use the Principal Component Analysis (PCA), Grey Wolf 
Optimizer (GWO), and Particle Swarm Optimizer (PSO) [28], 
[29], [30], [33]. 

A. Principal Component Analysis (PCA) 

Principal Component Analysis (PCA) is a feature 
extraction method and is often used to reduce a higher-
dimensional feature space to a lower-dimensional feature 
space. PCA is a statistical method that is employed to convert 
a set of possibly correlated variables into linearly unrelated 
variables known as principal components. The main objective 
of PCA is to capture the maximum variance available in the 
dataset with the fewest number of principal components. The 
transformation is defined mathematically as [25]: 

∑ =
1

𝑚−1
∑  (𝑥𝑖 − 𝜇)𝑚

𝑖=1 (𝑥𝑖 − 𝜇)𝑇  (1) 

Where: 

∑ : Covariance 

𝑥𝑖: Data point 

𝜇: Mean Vector 

𝑚: Number of data points. 

B. Particle Swarm Optimization (PSO) 

Particle Swarm Optimization (PSO) is a powerful meta-
heuristics optimization algorithm. This algorithm is inspired 
by natural swarm activities, such as that of fish and birds. PSO 
can be used to find the optimal values for specific parameters 
of a given system. In PSO, particles are moved according to a 
simple formula. Besides that, swarms move through the search 
space in order to find the optimal value. Every time a better 
position is found, movement is done. This process is repeated 
until finding the optimal solution [36], [37], [38], [39], [40]. 

C. Gray Wolf Optimizer (GWO) 

The Gray Wolf Optimizer (GWO) algorithm is a 
population-based meta-heuristics algorithm that simulates the 
leadership hierarchy and hunting mechanism of grey wolves in 
nature Fig. 1 1[41] [42]. 

 

Fig. 1. Wolves’ hierarchy. 

Alpha wolves (α) wolf is the dominant, and his orders 
must be followed. Beta wolves (β) are subordinate wolves, 
which support alpha in decision-making. Delta wolves (δ) 
have to submit to alpha and beta. Omega wolves (ω) are the 
least important individuals in the pack [41], [42], [43], [44]. 

D. Dataset 

The RT-IoT-2022 dataset, this dataset is proprietary and 
derived from a real-time IoT infrastructure. The RT-IoT-2022 
provides comprehensive resources and a diverse range of IoT 
network machines. This dataset contains both normal and 
adversarial network behaviors. The RT-IoT-2022 contains 
123117 instances and 83 features. Table I summarizes the RT-
IoT-2022 dataset [45]. 

TABLE I. RT-IOT-2022 DATASET 

No Service 
No of 

instances 
Patterns 

1 MQTT 4146 
Normal 

Patterns 

2 Thing_speak 8108 
Normal 

Patterns 

3 Wipro_bulb 253 
Normal 

Patterns 

 Total 12507  

4 ARP_poisioning 7750 
Attacks 
patterns 

5 DDOS_Slowloris 534 
Attacks 

patterns 

6 DOS_SYN_Hping 94659 
Attacks 
patterns 

7 Metasploit_Brute_Force_SSH 37 
Attacks 

patterns 

8 NMAP_FIN_SCAN 28 
Attacks 
patterns 

9 NMAP_OS_DETECTION 2000 
Attacks 

patterns 

10 NMAP_TCP_scan 1002 
Attacks 
patterns 

11 NMAP_UDP_SCAN 2590 
Attacks 

patterns 

12 NMAP_XMAS_T+REE_SCAN 2010 
Attacks 
patterns 

 Total 110610  
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V. EXPERIMENTS AND RESULTS 

This section will display the authors' experiments and 
results.  Also, it will display evaluation matrices and important 
features. This study also uses the Anaconda platform (Python) 
and MATLAB 2020a. Finally, experiments were done using a 
Dell Machine, 11th Gen -1165G7 @ 2.80GHz, RAM 32 GB, 
Windows 11. 

A. Experimental Metrics 

In machine learning, there are several criteria for 
evaluation, such as accuracy, precision, recall, F-measure, 
True Positive (TP), True Negative (TN), False Positive (FP), 
and False Negative (FN). This is demonstrated in Table II and 
Eq. (2) to (8). 

TABLE II. MATRIX OF CONFUSION 

  Prediction. 

  Normal. Phishing 

Act. 

Normal. x (TP) y (FN) 

Phishing z (FP) w (TN) 

Accuracy= 
TP+TN

TP+FP+TN+FN
            (2) 

TPR= x/(x+y)      (3) 

FPR=z/(z+w)      (4) 

FNR=y/(x+y)      (5) 

P = TP/ (TP + FP)        (6) 

R= TP/ (TP + FN)        (7) 

F-Measure= 2*P*R / (P+R)               (8) 

B. Experimental Results 

In this section. The authors will demonstrate the results of 
feature reduction and selection using PCA, PSO, and GWO. 
PCA is evaluated using 10, 20, 30, 40, 50, 60 and 70 features. 

Feature Reduction (FR) is done by using PCA, PSO and 
GWO. The PSO and GWO algorithms are executed 

independently for (10) iterations; then, the number and the 
name of the features are written. Then, the most important 
features of each algorithm are determined and picked for the 
classification stage. The testing part of the dataset represents 
only 20% of the dataset, meaning only 24624 instances. 

Fig. 2 represents the results using Fine Tree without any 
feature reduction (PCA Disabled) using MATLAB 2020a. The 
figure demonstrated a good result, but the high number of 
features required extensive CPU and RAM resources. 

The results of the experiments using feature reduction are 
demonstrated in Tables III-VIII. Most of the algorithm's 
performance is highly accepted. Also, FR techniques are very 
helpful since reducing the number of features from 83 to any 
number will reduce processing time and memory storage. 

 

Fig. 2. Fine tree results (PCA disabled). 

The above table shows that feature reduction using NB, 
(PCA-40) provides the best accuracy and optimal values of 
TP, TN, and FP compared with other types of feature 
reduction. 

The above table shows that feature reduction using SVM, 
(PCA-50, PCA-60, and PCA-70) provides the best accuracy 
and optimal values of TP, TN, and FP compared with other 
types of feature reduction. 

TABLE III. NAÏVE BAYESIAN EXPERIMENTS 

FR TP TN FP FN Pr. Re. F-Me. Acc. 

PCA-10 21324 1052 1501 747 93.42% 96.62% 94.99% 90.87% 

PCA-20 21281 995 1558 790 93.18% 96.42% 94.77% 90.46% 

PCA-30 21211 963 1590 860 93.03% 96.10% 94.54% 90.05% 

PCA-40 21352 1055 1498 719 93.44% 96.74% 95.06% 91.00% 

PCA-50 21345 886 1667 726 92.76% 96.71% 94.69% 90.28% 

PCA-60 21369 834 1719 702 92.55% 96.82% 94.64% 90.17% 

PCA-70 21385 793 1760 686 92.40% 96.89% 94.59% 90.07% 

GWO-55 21395 800 1750 679 92.44% 96.92% 94.63% 90.14% 

PSO-58 21400 815 1740 669 92.48% 96.97% 94.67% 90.22% 
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TABLE IV. SUPPORT VECTOR MACHINE EXPERIMENTS 

FR TP TN FP FN Pr. Re. F-Me. Acc. 

PCA-10 21874 2485 68 197 99.69% 99.11% 99.40% 98.92% 

PCA-20 22039 2524 29 32 99.87% 99.86% 99.86% 99.75% 

PCA-30 22067 2552 2 3 99.99% 99.99% 99.99% 99.98% 

PCA-40 22067 2552 2 3 99.99% 99.99% 99.99% 99.98% 

PCA-50 22070 2551 2 1 99.99% 100.00% 99.99% 99.99% 

PCA-60 22070 2552 1 1 100.00% 100.00% 100.00% 99.99% 

PCA-70 22070 2552 1 1 100.00% 100.00% 100.00% 99.99% 

GWO-55 22040 2520 35 29 99.84% 99.87% 99.86% 99.74% 

PSO-58 22041 2519 36 28 99.84% 99.87% 99.86% 99.74% 

TABLE V. DECISION TREE EXPERIMENTS 

FR TP TN FP FN Pr. Re. F-Me. Acc. 

PCA-10 22053 2538 15 18 99.93% 99.92% 99.93% 99.87% 

PCA-20 22052 2542 11 19 99.95% 99.91% 99.93% 99.88% 

PCA-30 22053 2537 16 18 99.93% 99.92% 99.92% 99.86% 

PCA-40 22056 2538 15 15 99.93% 99.93% 99.93% 99.88% 

PCA-50 22055 2532 21 16 99.90% 99.93% 99.92% 99.85% 

PCA-60 22056 2537 16 15 99.93% 99.93% 99.93% 99.87% 

PCA-70 22052 2538 15 19 99.93% 99.91% 99.92% 99.86% 

GWO-55 22050 2536 17 21 99.92% 99.90% 99.91% 99.85% 

PSO-58 22048 2534 19 23 99.91% 99.90% 99.90% 99.83% 

The above table shows that feature reduction using DT, 
(PCA-20, PCA-40) provides the best accuracy and optimal 
values of TP, TN, and FP compared with other types of feature 
reduction. 

The above table shows that feature reduction using 
XGBoost, (GWO-55, PSO-58) provides the best accuracy and 

optimal values of TP, TN, and FP compared with other types 
of feature reduction. 

The above table shows that feature reduction using RF, 
(PCA-30) provides the best accuracy and optimal values of 
TP, TN, and FP compared with other types of feature 
reduction. 

TABLE VI. XGBOOST EXPERIMENTS 

FR TP TN FP FN Pr. Re. F-Me. Acc. 

PCA-10 22064 2538 15 7 99.93% 99.97% 99.95% 99.91% 

PCA-20 22070 2543 10 1 99.95% 100.00% 99.98% 99.96% 

PCA-30 22069 2544 9 2 99.96% 99.99% 99.98% 99.96% 

PCA-40 22069 2547 6 2 99.97% 99.99% 99.98% 99.97% 

PCA-50 22069 2545 8 2 99.96% 99.99% 99.98% 99.96% 

PCA-60 22069 2546 7 2 99.97% 99.99% 99.98% 99.96% 

PCA-70 22069 2547 6 2 99.97% 99.99% 99.98% 99.97% 

GWO-55 22070 2548 4 2 99.98% 99.99% 99.99% 99.98% 

PSO-58 22070 2549 3 2 99.99% 99.99% 99.99% 99.98% 
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TABLE VII. RANDOM FOREST EXPERIMENTS 

FR TP TN FP FN Pr. Re. F-Me. Acc. 

PCA-10 22064 2533 20 7 99.91% 99.97% 99.94% 99.89% 

PCA-20 22064 2538 15 7 99.93% 99.97% 99.95% 99.91% 

PCA-30 22066 2542 11 5 99.95% 99.98% 99.96% 99.94% 

PCA-40 22064 2537 16 7 99.93% 99.97% 99.95% 99.91% 

PCA-50 22063 2538 15 8 99.93% 99.96% 99.95% 99.91% 

PCA-60 22063 2534 19 8 99.91% 99.96% 99.94% 99.89% 

PCA-70 22061 2537 16 10 99.93% 99.95% 99.94% 99.89% 

GWO-55 22060 2541 14 9 99.94% 99.96% 99.95% 99.91% 

PSO-58 22061 2540 12 11 99.95% 99.95% 99.95% 99.91% 

TABLE VIII. K-NEAREST NEIGHBOR EXPERIMENTS 

FR TP TN FP FN Pr. Re. F-Me. Acc. 

PCA-10 22060 2535 18 11 99.92% 99.95% 99.93% 99.88% 

PCA-20 22067 2533 20 4 99.91% 99.98% 99.95% 99.90% 

PCA-30 22068 2544 9 3 99.96% 99.99% 99.97% 99.95% 

PCA-40 22069 2544 9 2 99.96% 99.99% 99.98% 99.96% 

PCA-50 22066 2544 9 5 99.96% 99.98% 99.97% 99.94% 

PCA-60 22066 2544 9 5 99.96% 99.98% 99.97% 99.94% 

PCA-70 22068 2542 11 3 99.95% 99.99% 99.97% 99.94% 

GWO-55 22070 2540 9 5 99.96% 99.98% 99.97% 99.94% 

PSO-58 22072 2538 11 3 99.95% 99.99% 99.97% 99.94% 

The above table shows that feature reduction using KNN, 
(PCA-40) provides the best accuracy and optimal values of 
TP, TN, and FP compared with other types of feature 
reduction. 

As demonstrated in the above tables. The performance of 
machine learning algorithms with feature reduction techniques 
is highly acceptable. Having too many processing features 
makes the ML model complex. There is no doubt that 
reducing the number of features has a lot of advantages, such 
as reducing time, improving computational efficiency, and 
preventing overfitting. 

Fig. 3 and Fig. 4 show the accuracy of the machine-
learning algorithms used in this paper. The figures 
demonstrated that the accuracy results are highly acceptable, 
especially with the number of features selected. 

 
Fig. 3. DT, SVM, and NB algorithms. 

 

Fig. 4. KNN, RF, and XGBoost algorithms. 

VI. CONCLUSION AND FUTURE WORKS 

The Internet of Things (IoT) or “Smart Objects” refers to 
physical devices embedded with sensors, software, and 
network connectivity.  IoT devices can be used in smart 
homes, smart cities, and complex industries. IoT enables smart 
devices to communicate with each other and with the Internet. 
In the last decades, IoT devices have faced several threats and 
difficulties. This paper demonstrates several machine learning 
algorithms used in anomaly detection in IoT environments. 
This paper also uses PCA, GWO, and PSO as feature-
reduction techniques. Several criteria are used for evaluation, 
such as precision, recall, F-measure, and accuracy. Most of the 
algorithms show excellent performance except the Naïve 
Bayesian. The support vector machines (SVM) show the best 
results with 99.99 accuracy with PCA-60 and PCA-70. 
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Abstract—With the continuous progress of network 

technology, network security has become a critical issue at present. 

There are already many network security intrusion detection 

models, but these detection models still have problems such as low 

detection accuracy and long interception time of intrusion 

information. To address these drawbacks, this study utilizes graph 

convolutional network to optimize multi-layer perceptron. An 

optimization algorithm based on multi-layer perceptron is 

innovatively proposed to construct an intrusion detection model. 

Comparative experiments are conducted on the improved 

algorithm. The accuracy of the algorithm was 0.98, the F1 value 

was 0.97, and the detection time was 1.1s. The overall performance 

was much better than comparison algorithms. Subsequently, the 

intrusion detection model was applied to network security 

detection. The detection time was 0.1s, the accuracy was 0.98, and 

the overall performance outperformed other comparison 

algorithms. The results demonstrate that the intrusion detection 

method on the basis of optimized multi-layer perceptron can 

enhance the detection ability of illegal intrusion information. This 

study optimizes the performance of detecting illegal network 

intrusion information, providing a theoretical basis for further 

development of network security. However, the types of intrusion 

information in this study are limited and there is still uncertainty. 

In the future, data augmentation techniques can be used to 

oversample minority class samples, synthesize new minority class 

samples, expand sample size, increase detection information, and 

improve the overall detection performance of the model. 

Keywords—Network security; graph convolutional network; 

multi-layer perceptron; intrusion detection model 

I. INTRODUCTION 

In the current era of rapid digital development, network 
security is becoming increasingly prominent, which is an 
important challenge that countries, enterprises, and individuals 
must face [1]. Affected by the popularity of information 
technology and the Internet, network attacks are constantly 
evolving, and the traditional security measures have been 
difficult to deal with. Therefore, exploring new methods for 
network security protection is of great significance [2]. Many 
scholars have conducted research on network intrusion 
detection models. For example, Fu et al. proposed an intrusion 
detection model based on attention mechanism to enhance the 
performance of traditional network firewalls and data 
encryption methods. Through experimental verification, the 
model achieved a detection accuracy of 90.73% [3]. In addition, 
Hnamte et al. designed a network intrusion detection model 
based on deep neural networks for network attacks. Then, the 
model was applied to detect in practical situations. The results 
showed that the model could detect most of the intrusion 
information in the network [4]. In recent years, Graph 

Convolutional Network (GCN) has shown strong feature 
extraction and relationship learning capabilities in multiple 
fields. Especially when dealing with non-Euclidean structured 
data, it has significant advantages [5]. Therefore, multiple 
scholars have applied it to network security protection. Diao et 
al. developed a spatiotemporal multi-scale GCN security model 
to improve the security of network data in vehicle prediction. 
After using this network security protection model, the security 
of network data in vehicle prediction was significantly 
improved [6]. To optimize the intrusion detection performance 
of labeled IoT networks, Deng et al. developed a GCN on the 
basis of flow topology. Comparative experiments on this model 
demonstrated that the intrusion detection accuracy of the GCN 
based on flow topology for labeled IoT networks was 92.31%, 
significantly better than other traditional methods [7]. 
Afterwards, Al-Ibraheemi et al. built an intrusion detection 
method on the basis of GCN and deep reinforcement learning 
algorithms to response the insufficient performance of intrusion 
detection models in software defined networks. The accuracy 
of this intrusion detection model was enhanced by 15.32% than 
the traditional intrusion detection model [8]. 

Meanwhile, Multi-layer Perceptron (MLP), as a classic 
deep learning model, also performs well in dealing with linearly 
inseparable problems [9]. Therefore, many scholars have also 
applied it to network security protection. Specifically, Shewale 
et al. designed an intrusion detection approach on the basis of 
MLP and Long Short-Term Memory Network (LSTM) to 
improve the network security. Comparative experiments 
showed that the intrusion detection accuracy was 91.83%, 
significantly better than traditional models [10]. In addition, to 
address the difficulty of detecting distributed denial of service 
attacks, Najar et al. designed a hybrid algorithm based on MLP 
and random forest. Comparative experiments were conducted 
on a distributed denial of service attack dataset. It was found 
that the detection accuracy was 93.85% [11]. 

The above research indicates that in the field of network 
security, although some research have attempted to apply 
advanced technologies such as GCN and MLP, there are still 
some drawbacks. At present, the research mainly focuses on 
using machine learning frameworks for network intrusion 
detection and abnormal behavior recognition, but these 
methods ignore complex relationships between network data, 
resulting in limited detection accuracy and efficiency. In 
addition, existing research lacks sufficient flexibility and 
adaptability in dealing with constantly changing network 
threats. Therefore, this study designs a network security 
protection method on the basis of GCN and MLP. This method 
aims to combine the powerful relationship learning ability of 
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GCN with the nonlinear processing ability of MLP to process 
complex network data. At the same time, the GCN algorithm is 
used to optimize the initial parameters in MLP, improve its 
flexibility and generalization ability, reduce the impact of 
complex data on detection results in previous intrusion 
detection models, and more effectively identify and defend 
against network attacks. The innovation of the research lies in 
the organic combination of GCN and MLP, forming a new 
network security protection framework. This framework can 
not only handle complex network relational data, but also 
adaptively learn and respond to constantly changing network 
threats. It is expected to provide a new and more effective 
technological means for network security, contributing to 
building a more secure and reliable network environment. The 
contribution of this study is to timely detect abnormal 
information in the network through the GCN-MLP intrusion 
detection model, timely identify potential security threats, and 
reduce the damage caused by network attacks. This model 
promptly prevents malicious attackers from invading, protects 
the secure operation of networks or systems, and ensures the 
integrity and confidentiality of data information in the network. 
This model ensures that users or processes use system resources 
according to prescribed permissions, preventing resources from 
being illegally occupied. 

The article is divided into five sections for discussion. 
Section II mainly covers network security related content and 
research on MLP and GCN algorithms. Section III construct an 
network intrusion detection model based on GCN and MLP 
algorithms. Section IV analyzes the effectiveness of the 
proposed intrusion detection model. Section V summarizes the 
entire text. 

II. METHODS AND MATERIALS 

A. Multi-Layer Perceptron Optimization Integrating Graph 

Convolutional Network 

At present, people are paying more attention to network 
security issues, and there are also more network information 
intrusion detection models. However, these models still have 
problems such as false positives and missed detection [12]. 
MLP is a deep learning algorithm based on feedforward neural 
networks, which is composed of multiple neural structures. This 

algorithm has strong representation and generalization 
capabilities, which can process various complex data, reducing 
the false detection rate of dangerous intrusion detection [13]. 
Fig. 1 displays the basic structure of the MLP. 

From Fig. 1, the perceptron contains input and output layers. 
The perceptron allocates weights and assigns values to the input 
vector, then sums up the calculated data, and iteratively updates 
the weights until the error is reduced to the allowable range. 
The obtained values are then outputted [14]. MLP introduces a 
Hidden Layer (HL) based on single-layer neural network, 
making the neural network have multiple layers. MLP can 
adjust the number and dimensions of hidden layers, input layers, 
and output layers as necessary. Each node in the HL is a 
perceptron, and each perceptron contains some parameters. 
These nodes in the HL are all fully connected, that is, the 
previous node output is connected together as the next layer 
node input. The output result of the HL is shown in Eq. (1). 

h hH XW b       (1) 

In Eq. (1), H  represents the output result of the HL. X  

signifies the given sample. 
hW  represents the weight of the 

HL. 
hb  signifies the deviation coefficient of the HL. If it is a 

single HL, the output of HL is shown in Eq. (2). 

0 0O HW b       (2) 

In Eq. (2), 
0W  signifies the weight of the output layer. 

0b  

represents the deviation coefficient of the output layer. Eq. (1) 
and (2) are combined to obtain the input of the output layer, as 
displayed in Eq. (3). 

0 0 0 0 0( )h h h hO XW b W b XW W b W b        (3) 

In equation (3), the weight coefficient of the output layer is 
changed to 

0hW W . The deviation coefficient is changed to 

0 0hb W b . The ReLu activation function is introduced to 

perform nonlinear function transformation on hidden variables, 
making them the input of the next fully connected layer. The 
ReLu activation function is displayed in Eq. (4). 

Re ( ) max( ,0)Lu x x    (4) 

Input vector Weight

Summation Iteration Output

Input layer

Hidden 

layer

Output layer

Perceptron model Multi-layer perceptron

 

Fig. 1. Basic structure of multi-layer perceptron. 
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In Eq. (4), x  signifies the input sample. The output 
expression of the MLP combined with the activation function is 
displayed in Eq. (5). 

0 0

( )h hH R XW b

O HW b

 


 
    (5) 

In Eq. (5), R  represents the activation function ReLu. 
Afterwards, the error information is computed in Eq. (6). 
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      (6) 

In Eq. (6), iE  represents the prediction error of the i -th 

output unit. iy  signifies the predicted value of the i -th 

output unit. iy  is the i -th output unit. n  signifies the 

number of neurons in the output layer. The influence of weights 
on the overall error is shown in Eq. (7). 
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In Eq. (7), 1ys  signifies the weighted sum of input iy . 

jw  signifies the weight of the j -th HL. The weight value is 

updated, as shown in Eq. (8). 

j j
j

E
w w

w
 

 


    (8) 

In Eq. (8),   represents the learning rate. The above is the 
calculation method of MLP, which updates weights to iterate 
continuously. Finally, the error is reduced to the minimum 
allowable range. However, the training time is long, the number 
of calculated parameters is too large, and over-fitting is prone 
to occur, which can affect the detection accuracy and efficiency. 
The GCN algorithm has data normalization, small parameter 
size, and strong extraction ability [15]. Therefore, the GCN is 
used to optimize the MLP to improve its accuracy and 
efficiency. The GCN is displayed in Fig. 2. 

As shown in Fig. 2, the GCN algorithm contains an input 

layer, multiple hidden convolutional layers, an activation layer, 
and an output layer [16]. In the input layer, data is clustered, 
and its feature information can be obtained from the 
neighboring nodes of that node during clustering. Then, the 
clustered data is passed into the HL, which is the core layer of 
the algorithm. In the HL, data graph convolution operations are 
performed. The features of each node in the clustered data are 
transformed through convolutional propagation to extract and 
retain their own feature information, removing irrelevant 
information. Finally, the data is normalized using the Softmax 
activation function. The propagation rule for each 
convolutional layer is shown in Eq. (9) [17]. 

1 1

( 1) ( ) ( )2 2( )l l lM D AD B C
 

    (9) 

In Eq. (9), A  signifies the sum of the adjacency matrix 

and the closed-loop self-connection in the undirected graph. 

D  signifies the degree matrix of A . ( )lB  is the activation 

unit matrix of l -th layer. ( )lC  signifies the parameter matrix 

of l -th layer. The nodes in the l -th layer complete the feature 

transformation operation, and the expression for this process is 
displayed in Eq. (10). 

( 1) ( ) ( ) ( )( )l l l lX NX K m     (10) 

In Eq. (10), ( )lX  signifies the node feature of the l -th 

layer in the GCN. ( )lK  signifies the weight defined in layer 

l .   is a nonlinear transformation. The adjacency matrix is 

normalized through a degree matrix, and the final expression is 
shown in Eq. (11). 

1 1

( 1) ( ) ( ) ( )2 2( )

i

l l l l
i

j N

x D AD X C b
 





    (11) 

In Eq. (11), D  signifies the degree matrix of A . All 

numbers on the diagonal of the adjacency matrix are changed 
to 1 through Eq. (11). The forward propagation is shown in Eq. 
(12). 

(0) ( )max( Re ( ) )lZ soft A Lu AXC W   (12) 

Input layer Output layer

Softmax activation 

function

Hidden layer

ReLU function

ReLU function

 

Fig. 2. GCN algorithm and basic structure diagram. 
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Finally, the loss function of all points is calculated, as shown 
in Eq. (13). 

1

ln

L

f lf

l y f

L Yl

 

      (13) 

In Eq. (13), f  represents the soft activation function. The 

extraction and preprocessing of data feature information are 
completed through the above process. Then, the information is 
transmitted into MLP for data analysis. The basic flowchart of 
MLP optimized by GCN is shown in Fig. 3. 

From Fig. 3, the optimized MLP has a one-step data 
preprocessing process compared with the previous one. Firstly, 
the data is input into the GCN module for clustering analysis, 
and then the convolution operation is carried out to extract the 
data features. Afterwords, the data is normalized through the 
activation function to make the data the same form. Then, the 
data is taken as the input value of the MLP module. In the MLP 
module, the weight of the received data is allocated, and then it 
is calculated. Through continuous iteration, the data error is 
reduced to the allowable range. Then, the data is output. GCN 
is applied to preprocess the data, unify the data type and reduce 
the data volume, so as to enhance the operation speed and 
accuracy of MLP module. 

B. Construction of Intrusion Detection Model Based on GCN-

MLP 

This study uses an intrusion detection model on the basis of 
GCN-MLP algorithm to detect information intrusion behavior 
in network security. It is hoped that this model can solve the low 
detection efficiency, false positives, and missed detection in 
current network intrusion detection models. The network 
security detection model is displayed in Fig. 4. 

In Fig. 4, the network security detection model contains a 
detection layer, a transmission layer, a monitoring layer, and an 
application layer. In the detection layer of the model, network 
intrusion information is captured and transmitted to the 
algorithm detection model through sensors. The intrusion 
information is judged in the algorithm detection model. The 
transmission layer transmits the judged network intrusion 
information to the network through the server. In the monitoring 
layer, the intrusion information is monitored based on the 
judged intrusion information. Then, the user is searched 
through the database server and browser, and the intrusion 
information is transmitted to the user. This study uses an 
intrusion detection model based on GCN-MLP to investigate 
the module in the network security detection model. The basic 
structure diagram of the GCN-MLP intrusion detection model 
is shown in Fig. 5. 

Input

Output

Clustering Convolution
Activation 

function
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ation

Weight

Summation

Iteration

 

Fig. 3. Basic flowchart of GCN-MLP algorithm. 
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Fig. 4. Basic structure diagram of network security detection model. 
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Fig. 5. GCN-MLP intrusion detection model. 

As shown in Fig. 5, the model is divided into GCN module 
and MLP module. The GCN module captures the network 
intrusion information, clusters and integrates the captured 
information into data, extracts the features of the integrated data, 
and then standardizes the extracted feature information data to 
unify the data type. Then, the preprocessed data is sent as input 
information to the MLP. In this module, the incoming data is 
assigned weights, the weighted data is summed, the weights are 
updated, and the error value of the data is calculated. The error 
is compared with the minimum allowable error. If it is less than 
the allowable error, the intrusion information is classified based 
on the output data size to confirm the type of intrusion 
information. If the calculated error exceeds the allowable error, 
the weight is updated and the error is recalculated until the error 
is less than the allowable error value. The output calculation 
method of this model is shown in Eq. (14). 

ˆ GCNT

MLP

y h
 

  
 

    (14) 

In Eq. (14), Th  represents the weight matrix. The square 

loss is used as the loss function of the output model, as 
displayed in Eq. (15). 

2 2

( , )

ˆ( ) || ||ui ui

u i S

L y y 


      (15) 

In Eq. (15), ( , )u i  represents any number in the GCN 

dataset and MLP dataset, respectively. S  represents the 

training dataset. ˆ
uiy  represents the predicted score. 

uiy  is 

the true score.   represents the weight parameter.   

represents the regularization parameter. To demonstrate the 
model effectiveness, the root mean square error is used as the 
evaluation index, as displayed in Eq. (16). 
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    (16) 

In Eq. (16), N  signifies the total data contained. The 

network intrusion detection model can timely detect various 
security risks in the network and effectively prevent network 
intrusion, thereby protecting network security. 

III. RESULTS 

A. Performance Analysis of GCN-MLP 

To prove the superiority of GCN-MLP, the GCN-MLP is 
compared with Fusion Algorithm combined Convolutional 
Neural Network algorithm with Convolutional Attention 
Module (CNN-CBAM), Fusion Algorithm based on Time 
Convolutional Network and Bidirectional LSTM (TCN-
BiLSTM), as well as Fusion Algorithm combined Principal 
Component Analysis algorithm with K-means clustering (PCA-
K-means). Table I displays the configuration. 

TABLE I. EXPERIMENTAL CONFIGURATION TABLE 

Environment Index Type 

Hardware environment 

OS system Winds 10 

Hardpan 500G 

CPU I7 3.4Hz 

Internal memory 4GB 

Software environment 
Pyrhon Pyrhon 3.x 

Matlab Matlab7.0 

According to Table I, the environmental configuration 
conditions during the experiment are obtained. During the 
experiment, the node features, HL features, and output layer 
features of the GCN are 50, and the number of layers in GCN 
is 5. The penalty coefficient is 0.001, and the learning rate is 
0.005 in the MLP. The learning rate is 0.1, the capacity is 100, 
the weight attenuation is 0.005, and the training frequency is 50 
in the CNN. The convolution kernel in CBAM is 9, the 
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convolution kernel size is 3*3, the weight threshold is 0.5, and 
the maximum pooling layer is set to 3*3. The number of 
neurons in BiLSTM is 100, and the batch size is 10. The 
n_components in the PCA algorithm is set to none, the copy 
value is True, and the white value is False. The K-value in the 
K-means is 50, and the maximum iteration is 500. Comparative 
experiments are carried out on the KDD CUP 99 dataset based 
on the parameter settings mentioned above. The superiority of 
the proposed algorithm was verified by comparing the accuracy, 
loss function value, F1 value, detection time, and ROC curve of 
four algorithms. The comparison between the predicted and the 
actual results, as well as the accuracy results, are shown in Fig. 
6. 

According to Fig. 6 (a), the GCN-MLP algorithm had the 
closest predicted result and the smallest difference. The 
difference of CNN-CBAM algorithm and TCN-BiLSTM 
algorithm was greater than that of GCN-MLP algorithm. The 
PCA-K-means algorithm had the greatest difference. In Fig. 6 
(b), the accuracy of the four algorithms increased when the 
iteration was between 0 and 20. However, when the iteration 
exceeded 20, the accuracy stabilized. The accuracy of the GCN-
MLP algorithm stabilized at 0.98 after more than 20 iterations. 

The accuracy of the CNN-CBAM algorithm, TCN-BiLSTM 
algorithm, and PCA-K-means algorithm were 0.81, 0.69, and 
0.61, respectively. Afterwards, comparative experiments are 
conducted on the F1 values and loss function values, as 
displayed in Fig. 7. 

From Fig. 7, the F1 values and loss function values varied 
with the increase of iterations. From the Figure, the F1 value of 
the GCN-MLP algorithm reached its maximum value at 5 
iterations, with a maximum F1 value of 0.97. However, the 
CNN-CBAM algorithm, TCN-BiLSTM algorithm, and PAC-
K-means algorithm only reached their maximum F1 value at 10 
iterations. The maximum F1 of these three algorithms was 0.92, 
0.87, and 0.78. The loss function values decreased with the 
increase of iterations. In Fig. 7, the loss function value of the 
GCN-MLP algorithm stabilized at 0.03, which was much lower 
than the CNN-CBAM at 0.09, TCN-BiLSTM at 0.12, and PCA-
K-means at 0.15. In Fig. 7, when the number of iterations was 
greater than 20, the loss function fluctuation range of the TCN-
BiLSTM algorithm and PAC-K-means algorithm was larger, 
with the PCA-K-means algorithm having the largest fluctuation 
range and the smallest stability. Further analysis is conducted 
on the detection time and ROC curves, as displayed in Fig. 8. 
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Fig. 6. Algorithm prediction results and accuracy. 
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Fig. 7. Comparison of F1 value and loss function value. 
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Fig. 8. Detection time and ROC curve of the algorithm. 

According to Fig. 8 (a), the average detection time of the 
GCN-MLP was the shortest, at 1.1s. The average detection time 
of the CNN-CBAM was 1.9s. The average time for the TCN-
BiLSTM was 3.2s. The PCA-K-means algorithm had the 
longest average time, which was 5.3s. The accuracy, false 
detection rate, and missed detection rate can be observed from 
the curve in Fig. 8 (b). The ROC close to the upper left corner 
demonstrates that the prediction accuracy is higher. From Fig. 
8 (b), the ROC of GCN-MLP algorithm was closest to the upper 
left corner, followed by CNN-CBAM algorithm, and PCA-K-
means algorithm was farthest. Therefore, among the four 
algorithms, GCN-MLP algorithm had the highest prediction 
accuracy, and PCA-K-means algorithm had the lowest 
prediction accuracy. GCN-MLP has the highest accuracy, 
fastest detection speed, and strongest stability. The overall 

performance is significantly better than other algorithms. 

B. Application Effect of GCN-MLP Model in Network 

Security Detection 

After verifying the superiority of the GCN-MLP algorithm, 
experimental analysis is conducted on the detection model 
based on the algorithm. The proposed model (Model 1) is 
compared with intrusion detection model integrating improved 
auto-encoder and residual network (Model 2), intrusion 
detection model integrating contrastive learning and feature 
selection (Model 3), and residual network detection model 
combined with fusion attention mechanism (Model 4). The 
accuracy, precision, recall, F1, underreporting rate, and 
detection rate of the four models are analyzed. The comparison 
results are shown in Fig. 9. 
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Fig. 9. Comparison of algorithm indicators. 
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Fig. 9 displays the comparison results of various indicators. 
From Fig. 9 (a), the detection accuracy of Model 1 was the 
highest among the four models at 98%, while the detection 
accuracy of Model 2, Model 3, and Model 4 were 89%, 80%, 
and 68%, respectively. From Fig. 9 (b), Model 2 had the highest 
detection precision of 97%, while Model 4 had the lowest 
detection precision of 78%. In Fig. 9 (c), the recall rate 
gradually decreased from Model 1 to Model 4. From Fig. 9 (d), 
after multiple experiments, the F1 value of Model 1, Model 2, 
Model 3, and Model 4 was 97%, 90%, 87%, and 68%, 
respectively. From Fig. 9 (e) and 9 (f), Model 1 had the lowest 
underreporting rate, but the highest data detection rate, with a 
underreporting rate of 6% and a detection rate of 92%, 
respectively. Through experiments, it is known that Model 1 has 
slightly lower detection accuracy than Model 2, and all other 
indicators are better than comparison models. The overall 
performance is the best among the four models. In summary, 
the detection model based on GCN-MLP algorithm has the best 
overall performance. The GCN-MLP detection model is 
applied to actual network security detection. The accuracy of 

intercepting intrusion information and the interception time of 
various illegal intrusions in network security detection are 
compared. 20 experimental results are taken, and the average 
accuracy and interception time of every 5 experimental results 
are calculated and represented by a coordinate graph. The 
accuracy and detection time results are shown in Fig. 10. 

According to Fig. 10 (a), the average accuracy of Model 1 
in network security detection was 0.98, the accuracy of Model 
2 in network security detection was 0.89, and the accuracy of 
Model 3 was 0.71. The accuracy of Model 4 was the lowest 
among the four models, which was 0.57. Fig. 10 (b) shows the 
time it takes for four models to detect and judge intrusion 
information. From Fig. 10 (b), the average time for Model 1 to 
detect intrusion information was 0.1s, which was much lower 
than the 0.9s of Model 2, 2.7s of Model 3, and 4.2s of Model 4. 
Further experiments are conducted on the accuracy of four 
models in determining various types of network intrusion 
information, as displayed in Fig. 11. 
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Fig. 10. Accuracy and interception time of network security inspection model. 
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Fig. 11 shows the accuracy results of four models in judging 
intrusion information encountered in network security detection. 
The elements on the main diagonal signify the proportion of 
correctly predicted intrusion information types. The elements in 
the lower left triangle signify the proportion of missed intrusion 
information types. The elements in the upper right triangle 
represent the proportion of false detected intrusion information 
types. According to Fig. 11 (a), Model 1 had a prediction 
accuracy of 97% for the theft intrusion information in the 
intrusion information, a detection accuracy of 96% for server 
intrusion information, a detection accuracy of 94% for malware 
information, and a detection accuracy of 97% for virus intrusion. 
The detection accuracy of Model 2 for the four types of 
intrusion information was 94%, 92%, 90%, and 91%, 
respectively. The detection accuracy of Model 3 and Model 4 
for the four types of intrusion information was much lower than 
that of Model 1 and Model 2. From the above experimental 
results, the GCN-MLP has the best performance among the four 
detection models. This model is used in network security 
intrusion systems, which has the highest accuracy in detecting 
intrusion information. 

IV. DISCUSSION 

The study verified the significant advantages of the network 
security detection model based on GCN-MLP in accuracy, 
speed, and stability through experiments. Compared with the 
other three algorithms, GCN-MLP not only achieved a stable 
high accuracy of 0.98 after 20 iterations, but also had an F1 
value of 0.97. The loss function value remained stable at a lower 
level of 0.03, which fully demonstrated the efficiency of the 
algorithm. This is fitted with the conclusion drawn by Yao et al. 
on the GCN-MLP algorithm [18]. In addition, from the 
experimental results, the GCN-MLP algorithm performed 
equally well in detection time, averaging only 1.1s, which was 
much faster than the other three algorithms. In the field of 
network security, fast detection time means that potential 
threats can be responded to more quickly, effectively reducing 
risks, which is linked to the results drawn by He et al [19]. 
Further research found that when comparing the GCN-MLP 
detection model with three other advanced detection models, 
the GCN-MLP model maintained a leading position in multiple 
key indicators such as accuracy, recall, F1 value, and detection 
rate. Especially, the underreporting rate was only 6%, far lower 
than other models, which was extremely important in the field 
of network security because underreporting may lead to serious 
security risks. 

The GCN-MLP model had a detection accuracy of over 94% 
for theft intrusion, server intrusion, malware information, and 
virus intrusion, demonstrating extremely high reliability and 
comprehensiveness. Compared with the algorithms and models 
designed by Yu et al. and Yang et al., the GCN-MLP algorithm 
also exhibited excellent performance. Because the deep 
learning model designed by Yu et al. and Yang et al. had an 
accuracy of only 80%-90% in network security detection, the 
GCN-MLP model further enhanced this standard [20-21]. 
Meanwhile, the stability of the GCN-MLP was also 
commendable. During the experiment, the fluctuation of the 
loss function value was relatively small. It means that in 
practical applications, the model can provide more reliable and 
consistent results. This result is significantly better than the 

stability of the network security protection model designed by 
Wang et al [22]. In summary, the network security detection 
model based on GCN-MLP shows significant advantages in 
multiple aspects, which not only proves the effectiveness of this 
method, but also provides strong support for its application in 
practical network security protection. 

V. CONCLUSION 

In response to the low accuracy, serious false positives, and 
missed detection rate in current information intrusion detection 
models, this study proposed the CN-MLP algorithm integrating 
GCN algorithm and MLP algorithm. Then, an information 
intrusion detection model was constructed based on the fused 
algorithm. Comparative experiments were conducted on the 
GCN-MLP algorithm, CNN-CBAM algorithm, TCN-BiLSTM 
algorithm, and PCA-K-means algorithm. The overall 
performance of the GCN-MLP algorithm outperformed other 
comparison algorithms. Subsequently, the method was 
compared with intrusion detection model integrating improved 
auto-encoder and residual network, intrusion detection model 
integrating contrastive learning and feature selection, and 
residual network detection model combined with fusion 
attention mechanism. The designed intrusion detection method 
had a much higher detection accuracy for network intrusion 
information than the other comparison models. In summary, the 
detection model on the basis of GCN-MLP has the best overall 
performance in network security intrusion information 
detection, which can effectively improve network security. 
However, the types of intrusion information discussed in this 
study are limited, and there is still uncertainty. In the future, 
data augmentation techniques can be used to oversample 
minority class samples, synthesize new minority class samples, 
expand the sample size, and increase detection information. 
Meanwhile, generative adversarial networks can be used to 
generate similar intrusion detection information, increase 
sample size, and improve the overall detection performance of 
the model. 
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Abstract—This study explores the effectiveness of an 

ensemble method for Quranic text retrieval, aimed at improving 

the relevance and accuracy of verses retrieved for specific 

themes. The ensemble approach integrates three semantic 

models—Word2Vec, FastText, and GloVe—through a voting 

mechanism that considers verse frequency and semantic 

alignment with the query topics. Testing was conducted on 

themes such as prayer, zakat, fasting, umrah, and eschatology, 

reflecting fundamental aspects of Quranic teachings. Results 

demonstrate that the ensemble method significantly outperforms 

non-ensemble approaches, achieving an average relevance rate of 

88%, compared to individual models (Word2Vec: 75%, 

FastText: 80%, GloVe: 82%). The ensemble method effectively 

combines the unique strengths of each model. Word2Vec 

captures general semantic relationships, FastText handles 

morphological nuances, and GloVe identifies global contextual 

patterns. By combining these capabilities, the ensemble approach 

improves both the quantity and quality of retrieved verses, 

making it a robust tool for semantic analysis in Quranic studies. 

This research contributes to the field of computational Islamic 

studies by demonstrating the practical advantages of ensemble 

methods for religious text retrieval. It lays the foundation for 

further advancements, including the integration of deep learning 

techniques, dynamic query handling, and cross-linguistic 

analysis. The ensemble method offers a promising framework for 

supporting more accurate and contextually relevant Quranic 

studies, promoting a deeper understanding of Islamic teachings 

through data-driven methodologies. 

Keywords—Ensemble method; query expansion; ontology; Al-

Quran; search engine 

I. INTRODUCTION 

The Quran, as the holy book of Islam, holds profound 
spiritual, moral, and ethical guidance for over a billion 
Muslims worldwide. It serves not only as a religious text but 
also as a comprehensive source of knowledge, law, and 
inspiration. The Quran’s linguistic and contextual depth 
reflects its universal nature, which transcends time and 
culture. However, this same depth presents significant 
challenges in making its meanings accessible, particularly for 
non-Arabic-speaking audiences such as Indonesians, who rely 
on translations and interpretations to understand its contents. 
Indonesia, being home to the largest Muslim population 
globally, has a pressing need for efficient tools to access 

Quranic knowledge in the Indonesian language. However, 
traditional search systems often fall short in meeting user 
expectations due to their inability to grasp the semantic 
richness of Quranic text [1]. Literal keyword matching 
methods, for example, frequently fail to account for 
synonyms, related terms, and contextual nuances inherent in 
religious texts. This necessitates the development of advanced 
information retrieval (IR) systems tailored to handle the 
complexities of Quranic text in translation. 

A major obstacle in existing Quranic IR systems lies in 
their limited ability to interpret semantic relationships between 
terms. While some systems incorporate basic query refinement 
techniques, they rarely achieve the level of sophistication 
needed for meaningful interpretation of Quranic content. 
Query Expansion (QE), which involves broadening search 
queries by including semantically related terms, has shown 
great promise in addressing these challenges. By enhancing 
the original query, QE can improve the relevance and 
accuracy of search results, especially in highly structured texts 
like the Quran [2], [3], [4]. Ontology-based Query Expansion 
offers a powerful solution by leveraging structured knowledge 
frameworks that capture the domain-specific relationships and 
meanings within Quranic text. Ontologies can represent 
complex semantic relationships such as synonyms, 
hypernyms, and contextual associations, enabling more 
precise query interpretation [5], [6]. This approach is 
particularly valuable for Quranic IR, where understanding the 
contextual use of terms is critical for delivering meaningful 
search results. 

In addition to ontology-based QE, advances in semantic 
text representation provide new opportunities for improving 
IR systems. Semantic representation methods, particularly 
those using neural networks, capture not only the lexical 
features of text but also its contextual meanings. Ensemble 
techniques, which combine multiple models to optimize 
performance, are increasingly recognized as a robust approach 
for text representation. By aggregating the strengths of various 
models, ensemble methods can better handle the linguistic 
intricacies of Quranic text and its Indonesian translation. 

The integration of ontology-based QE with ensemble 
semantic text representation models has the potential to 
revolutionize Quranic IR systems. This combination ensures 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

482 | P a g e  

www.ijacsa.thesai.org 

that search results are not only relevant but also contextually 
accurate, aligning with the inherent richness of Quranic 
discourse. By leveraging these advanced techniques, the 
proposed system aims to bridge the gap between user queries 
and the deep, layered meanings of the Quranic text. The 
research focuses on developing a tailored Quranic IR system 
specifically for the Indonesian language. Unlike generic 
search engines, this system will address the unique challenges 
posed by Quranic text, such as polysemy, synonymy, and 
contextual interpretation. It will also incorporate an extensive 
ontology of Quranic terms and their relationships, further 
enriching the system’s ability to understand user intent. 

Moreover, the use of ensemble methods ensures the 
robustness of the proposed system. By combining multiple 
semantic text representation models, the system can 
effectively capture both local and global contextual 
information in the text. This not only improves the accuracy of 
search results but also enhances the user experience by 
providing more nuanced and comprehensive responses to 
queries. This study represents a significant contribution to the 
field of Quranic studies and information retrieval. By 
addressing the limitations of existing systems and introducing 
a novel combination of ontology-based QE and ensemble 
techniques, it sets a new standard for Quranic IR. The findings 
of this research are expected to benefit not only Muslim 
communities but also researchers and practitioners working on 
religious and domain-specific IR systems. 

In conclusion, the development of an ontology-enriched 
Query Expansion method integrated with ensemble semantic 
text representation offers a promising solution for improving 
Quranic information access in the Indonesian language. This 
research not only aims to enhance the retrieval performance of 
Quranic IR systems but also serves as a benchmark for similar 
efforts in other languages and religious texts, ensuring broader 
applicability and impact. 

The paper is organized as follows: Section II provides a 
literature review of relevant works on query expansion, 
ontologies, and word embeddings. Section III outlines the 
methodology, detailing the construction of the Qur'anic 
ontology, the implementation of Word2Vec, and the 
integration of these components into a search engine. Section 
IV presents the results of the system's performance evaluation, 
focusing on precision, recall, and relevance of the search 
results. Finally, Section V discusses the conclusions, 
limitations, and future directions for further research. 

II. LITERATURE REVIEW 

A. Information Retrieval Based on Query Expansion and 

Ensemble Text Representation 

Information retrieval (IR) is a fundamental process in 
managing and extracting relevant information from large 
datasets [7], [8]. Traditional IR systems rely on keyword-
based searches, where users input queries, and the system 
returns documents containing those keywords [9], [10], [11]. 
However, such systems often face limitations due to the 
ambiguity of user queries and the mismatch between user 
language and the indexed data [12], [13]. This limitation has 
led to the development of query expansion techniques, which 

aim to improve search accuracy by reformulating user queries 
to include related terms [14]. 

Several techniques have been developed for query 
expansion, each offering different approaches to improving 
search results [15], [16]. One method is manual query 
expansion, where domain experts carefully select synonyms or 
related terms to enhance the query [17]. Another approach is 
automatic query expansion (AQE), in which the system 
automatically identifies related terms using techniques such as 
relevance feedback, thesaurus-based expansion, or statistical 
co-occurrence analysis. More recently, word embeddings-
based expansion, such as Word2Vec, has emerged as a 
powerful method. This approach leverages vector 
representations of words to suggest semantically related terms 
[18] by analyzing their proximity in a high-dimensional vector 
space, providing a more dynamic and context-aware means of 
expanding queries [19], [20], [21]. 

Recent advancements in text representation based on word 
embedding models, particularly Word2Vec, FastText, and 
GloVe, have demonstrated significant improvements in 
capturing semantic relationships between terms, making them 
popular tools for automatic query expansion. Several studies 
[14], [19], [22] demonstrated that Word2Vec could effectively 
suggest semantically similar terms effectively. FastText, on 
the other hand, extends this capability by incorporating 
subword information [23], making it particularly effective in 
handling morphologically rich languages and rare or unseen 
words [24]. GloVe, by leveraging global co-occurrence 
statistics [25], [26], provides robust embeddings that capture 
the relationships between words across broader contexts [27], 
[28]. Together, these methods have been successfully applied 
in various applications, from general-purpose search engines 
to domain-specific information retrieval (IR) systems, 
demonstrating their ability to enrich user queries and improve 
the relevance of search results. 

To further enhance the query expansion process, this 
research employs an ensemble method that combines the 
outputs of Word2Vec, FastText, and GloVe. Ensemble 
methods, which integrate multiple models, leverage the 
strengths of each model while mitigating their individual 
weaknesses [29]. For instance, Word2Vec excels in local 
context understanding, FastText captures morphological 
subtleties, and GloVe provides a comprehensive global 
semantic understanding. By aggregating these outputs using 
techniques such as weighted voting, the ensemble method 
achieves a balanced representation that is both lexically 
precise and contextually rich. The advantages of ensemble 
methods include improved robustness, reduced overfitting, 
and higher accuracy in handling complex or diverse queries. 
In this research, the ensemble approach ensures that query 
expansion is not only semantically accurate but also 
contextually aligned with the intricate thematic and linguistic 
structure of Quranic texts, thereby significantly enhancing the 
performance of the proposed IR system. 

B. Ontology in Information Retrieval 

Ontologies play a crucial role in enhancing information 
retrieval (IR) [30] systems by bridging the semantic gap 
between the terms users input in their queries and those 
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indexed within the system. By offering a structured and 
hierarchical representation of domain knowledge, ontologies 
enable IR systems to enrich user queries with related terms, 
such as synonyms, hyponyms, and hypernyms, through the 
query expansion process. This structured approach supports 
more advanced semantic search capabilities, allowing the 
system to not only match keywords but also to understand the 
underlying meaning and context of user queries, ultimately 
improving the relevance and accuracy of search results. 
Incorporating ontologies into search systems has been 
particularly beneficial in specialized domains such as medical 
databases, educational resources, and legal information 
systems. Ontology-based systems can also be used for 
concept-based retrieval, where the system retrieves documents 
based on the underlying concepts represented in the query 
rather than exact keyword matches. 

The use of ontology and query expansion in religious texts, 
particularly the Qur'an is gaining attention due to the need for 
more intelligent and context-aware search systems. The 
Qur'an is a rich and complex text with intricate themes, 
concepts, and linguistic variations, making it challenging for 
traditional keyword-based search systems to capture the full 
meaning and relevance of user queries. 

Several studies have explored the use of ontology in 
Qur'anic search systems. For example, Mohamed, Ensaf 
Hussein, and Eyad Mohamed Shokry [31] developed a 
Qur'anic ontology based on concept-based searching tool 
(QSST) to facilitate semantic-based search. In this research, 
ontology was created through manual annotation of verses of 
the Al-Quran based on the Al-Tajweed Mushaf. In another 
study [32], ontology development was carried out for the 
Quran by adopting the use of Protégé-OWL and SPARQL 
queries. In addition, there are still several studies that try to 
apply searches based on semantic relationships that exist in 
each verse of the Quran [31], [33], [34]. Thus, it can be 
concluded that the integration of Word2Vec with ontology has 
been proven to significantly improve the search process. By 
utilizing the semantic knowledge embedded in ontology and 
word vectors, this system can produce more accurate user 
query expansions, thereby increasing precision and recall in 
search. 

C. Research Gap and Contribution 

Despite significant progress in integrating ontology and 
query extension into information retrieval systems, several 
challenges remain. As explained previously, it was found that 
only a few studies have tried the ontology and query 
expansion approach to facilitate information retrieval from the 
Quran. Most studies with the topic of information retrieval 
from the Quran tend to only apply the labeling concept [35], 
index-based ranking without trying to understand semantic 
relationships as a representation of contextual verses [36], 
[37], [38], [39]. Moreover, regarding the application of the 
Indonesian translation of the Quran as a case study, it is still 
under discussed. Most existing studies prefer a conventional 
keyword-based approach [40] or the use of glossaries as 
keyword enrichment [41]. Only 1 study was found that tried to 
explore semantic relationships as applied by Purnama et al. 
[42]. Another notable research gap is the limited application of 
ensemble methods in query expansion for Quranic IR. While 

ensemble approaches have shown success in improving text 
representation and classification tasks in general IR, their use 
in combining multiple semantic representation models for 
query expansion remains underexplored. Ensemble methods, 
which aggregate the strengths of various models, could 
potentially enhance the robustness and accuracy of expanded 
queries, particularly in complex and domain-specific texts like 
the Quran. 

Additionally, the performance of existing Quranic IR 
studies remains relatively low, as they often fail to optimize 
retrieval accuracy and relevance due to the lack of advanced 
semantic techniques. This highlights the need for innovative 
methodologies that integrate ontology-based query expansion 
with ensemble deep learning models to address these 
limitations effectively. In conclusion, a summary of the 
research gaps and the contributions offered by this study is 
illustrated in Fig. 1. These gaps emphasize the need for more 
sophisticated approaches that combine ontologies, semantic 
relationships, and ensemble deep learning techniques to 
improve the performance of Quranic IR systems, particularly 
in the context of the Indonesian translation. 

 

Fig. 1. Research gap and proposed contribution. 

Based on Fig. 1, this study aims to develop an ensemble 
semantic search engine application enriched with Ontology 
which is expected to solve problems in existing research. 
Specifically, this search engine application is intended for the 
Indonesian language Qur'an because there is still little 
discussion on this topic. 

III. METHODOLOGY 

A. Dataset Material 

The dataset utilized in this study is meticulously compiled 
from two primary sources: the official Indonesian translation 
of the Quran published by the Ministry of Religious Affairs 
(Kemenag) and the Indonesian Wikipedia corpus. The 
integration of these resources ensures a robust semantic 
foundation for developing an advanced information retrieval 
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system tailored to Quranic content in the Indonesian language. 
The official Kemenag translation serves as an authoritative 
and widely recognized resource, ensuring theological and 
linguistic accuracy. It comprises all 114 surahs and 6,236 
verses, each accompanied by its corresponding Arabic text to 
maintain contextual alignment. Additionally, the dataset 
includes thematic metadata categorizing Quranic verses into 
key topics such as faith (iman), worship (ibadah), morals 
(akhlak), and law (syariah), which is crucial for ontology 
construction and query expansion. 

To address the inherent limitations of Quranic text alone in 
covering broader semantic contexts, the dataset is enriched 
with the Indonesian Wikipedia corpus. The Wikipedia corpus 
provides a vast repository of general knowledge that 
complements the Quranic dataset by introducing a wider range 
of linguistic and contextual diversity. While the Quranic text 
is specific and focused, the Wikipedia corpus offers the 
flexibility to understand related terms and concepts that may 
not explicitly appear in the Quran. For instance, abstract ideas 
such as "justice" (keadilan) and "mercy" (rahmat), which are 
central to Islamic teachings, can be explored in their broader 
cultural, philosophical, or societal dimensions through 
Wikipedia entries. This enrichment allows the system to better 
handle complex or indirect queries by providing semantic 
connections between Quranic themes and contemporary 
knowledge. 

Prior to integrate the datasets into the system, several 
preprocessing steps are carried out to ensure data quality and 
consistency. For the Quranic text, transliterations are 
standardized, and Arabic diacritical marks (tashkeel) are 
removed to simplify tokenization. The Indonesian translation 
is normalized by converting text to lowercase, eliminating 
punctuation, and resolving linguistic variations to create a 
uniform dataset. Similarly, the Wikipedia corpus undergoes a 
rigorous preprocessing pipeline that involves noise removal, 
where irrelevant or overly technical content is filtered out, and 
tokenization, where text is broken into meaningful linguistic 
units. Additionally, stop words, such as common function 
words in Indonesian, are removed to enhance the focus on 
semantically significant terms. 

The preprocessed datasets are then aligned and structured 
for downstream tasks, such as ontology development and 
semantic text representation training. This ensures that the 
Quranic and Wikipedia datasets are not only compatible but 
also semantically enriched to facilitate accurate, relevant, and 
context-aware information retrieval. By integrating a carefully 
curated and preprocessed dataset, the system can effectively 
bridge the gap between Quranic-specific queries and broader 
thematic searches, enhancing the overall user experience. 

B. Proposed Method 

This study aims to develop a thematic index-based Al-
Qur'an ontology system and implement query expansion 
techniques to support more relevant and accurate information 
retrieval. The system is designed to enhance semantic access 
to Al-Qur'an verses, enabling topic-based searches such as 
Morals, Faith, Worship, and Law. To refine the query 
expansion process, this study incorporates ensemble text 
representation methods by combining Word2Vec, GloVe, and 

FastText. These methods collectively capture word-level, 
global co-occurrence, and subword-level semantics, ensuring a 
robust representation of Quranic text. Weighted voting is 
employed to integrate the strengths of each model, allowing 
the system to provide search results that are both contextually 
rich and semantically precise. 

The methodology involves several critical stages, starting 
with data collection from the official Indonesian translation of 
the Quran and the Wikipedia corpus for contextual 
enrichment. Ontology development follows to structure 
thematic relationships within the Quran. Ensemble text 
representation is then applied to support query expansion, 
enriching user queries with semantically related terms. 
Finally, the system is integrated and evaluated using metrics 
such as precision, recall, and F-measure. This approach 
bridges traditional keyword-based methods and modern 
semantic-aware retrieval systems, offering a scalable and 
accurate solution for Quranic information retrieval in 
Indonesian. The overall framework of the proposed ensemble 
learning approach for query expansion and semantic retrieval 
in Quranic information systems is illustrated in Fig. 2 below. 

 

Fig. 2. Research methodology. 

As described previously, this study is structured into 
several interconnected stages, starting with the ontology 
development. At this stage, the collected and preprocessed 
data is transformed into unique thematic according to user 
needs. The ontology development process was based on a 
thematic classification encompassing 14 core topics: Morals 
and Etiquette (Akhlaq and Adab), The Qur'an, Previous 
Nations, Criminal Law (Jinayah), Private Law, Worship, 
Knowledge, Faith, Jihad, Food and Drink, Transactions 
(Mu'amalat), Clothing and Adornment, Judiciary and Judges, 
and History. These topics represent essential thematic 
divisions that facilitate a structured and systematic approach to 
understanding and accessing the teachings of the Qur'an. In 
addition, linguistic differences between Arabic and Indonesian 
are studied to address translation nuances and contextual 
challenges, which forms the basis for query expansion tailored 
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to the semantics of the Quran. The Quran Ontology is then 
developed by referring to this analysis. 

A structured ontology is constructed to organize Quranic 
content systematically, reflecting the semantic relationships 
between verses and thematic categories. This process involves 
categorizing verses into specific topics, defining synonyms, 
antonyms, and hierarchical relationships, and ensuring 
alignment with the linguistic nuances of Indonesian 
translations. The use of ontology development tools, such as 
Protégé, aids in managing and visualizing the ontology 
structure, while consultations with Islamic scholars ensure the 
accuracy and relevance of the content. This ontology serves as 
the core mechanism for query expansion, enabling the system 
to infer implicit relationships and enhance search relevance.  

Ontology development for the Al-Qur'an involves creating 
a structured representation of Quranic content by defining 
broad classes i.e., Morals, Worship and more specific 
subclasses such as Ethics and Rituals to categorize and refine 
Quranic teachings. Each class and subclass is linked through 
hierarchical and semantic relationships, which help capture 
how different topics interrelate, such as Faith being related to 
Worship. Properties and attributes are then assigned to these 
classes to provide deeper insights, such as Virtue and Integrity 
for the Morals class. This process ensures a comprehensive 
and accurate reflection of Quranic teachings. 

The ontology is then aligned with the actual content of the 
Quran, where each verse is annotated and categorized under 
its relevant topic. This step involves ensuring that every verse 
is properly associated with the appropriate class and subclass, 
allowing for accurate semantic search results. Once validated 
and refined with feedback from domain experts, the ontology 
serves as a foundation for enhancing information retrieval, 
helping to expand queries and provide more relevant, 
contextually accurate search results from the Quran. 

The second stage focuses on the implementation of query 
expansion using the ontology. When a user submits a query, 
the ontology dynamically enriches it by identifying and adding 
semantically related terms or concepts. For instance, a query 
about "worship" could be expanded to include related terms 
like "prayer," "fasting," or "charity," reflecting the thematic 
connections in the Quran. Advanced algorithms are applied to 
ensure that only the most contextually relevant terms are 
selected for expansion. This enriched query is then processed 
by the retrieval engine, ensuring improved relevance and 
context-awareness in search results. Iterative testing is 
conducted to refine the expansion process and maintain the 
quality of retrieved information. 

To further optimize the retrieval process, the application of 
ensemble semantic text representation is introduced in this 
second stage. This approach focuses on combining traditional 
word embedding techniques, such as Word2Vec, GloVe, and 
FastText, to create a robust and versatile text representation 
framework. These methods are integrated using an ensemble 
method based on weighted voting, ensuring that each 
technique contributes to the final representation according to 
its strengths in capturing specific semantic aspects of the 
Quranic text. 

Word2Vec generates dense vector representations for 
words by analyzing their co-occurrence within a fixed context 
window, effectively capturing semantic similarity between 
terms. This technique excels in identifying relationships 
between frequently co-occurring words, such as "prayer" and 
"worship," making it particularly effective for extracting 
context-dependent connections. GloVe (Global Vectors for 
Word Representation), on the other hand, extends this 
capability by considering global word co-occurrence statistics 
across the entire dataset. This allows GloVe to encode broad 
semantic relationships, such as linking "faith" and "belief" 
based on their shared conceptual roles in the Quran. FastText 
complements these methods by representing words as a 
composition of character-level n-grams, enabling it to capture 
subword information and morphological variations. This is 
particularly useful for handling linguistic nuances in Quranic 
translations, such as connecting "guidance," "guiding," and 
"guided" based on shared subword patterns. 

To integrate these techniques, an ensemble strategy based 
on weighted voting is employed. Each embedding method is 
assigned a weight proportional to its ability to contribute to the 
task, as determined through empirical evaluation. For instance, 
Word2Vec might be weighted higher for its effectiveness in 
capturing context-dependent word relationships, while 
FastText may receive greater weight for handling 
morphological variants and rare words. When a query is 
processed, the embeddings generated by Word2Vec, GloVe, 
and FastText are combined, and the weighted scores are used 
to determine the relevance of Quranic verses to the query. For 
example, for a query about "worship," Word2Vec might 
identify verses containing contextually related terms like 
"prayer," GloVe might highlight conceptual links to 
"obedience," and FastText could include morphological 
variants like "worshiper." The weighted voting mechanism 
ensures that the final result reflects the best contributions of 
each embedding method. 

This ensemble approach, guided by weighted voting, 
provides a powerful framework for addressing challenges such 
as synonymy, polysemy, and linguistic variations in 
Indonesian translations of the Quran. By combining local 
context (Word2Vec), global context (GloVe), and 
morphological robustness (FastText) with a carefully 
calibrated weighting scheme, the system achieves high 
accuracy and relevance in retrieval. This ensures that users 
receive contextually rich and semantically aligned results, 
making the Quranic information retrieval system both precise 
and comprehensive. 

Finally, the system undergoes performance evaluation to 
assess its effectiveness. Metrics such as precision, recall, and 
F-measure are used to quantify the system’s ability to deliver 
relevant results while minimizing irrelevant ones. 
Comparative experiments benchmark the proposed system 
against traditional methods, such as keyword-based searches, 
to demonstrate its advantages. User studies provide qualitative 
insights into the system’s usability and relevance, ensuring its 
practical application for Quranic information retrieval. This 
interconnected workflow ensures the development of a 
scalable, context-aware, and highly accurate system tailored to 
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the needs of users searching for Quranic content in 
Indonesian. 

IV. RESULT AND DISCUSSION 

This section highlights the research findings, focusing on 
the development of a Qur'anic ontology and the 
implementation of semantic query expansion to enhance a 
thematic-based search system. The results are structured 
around key stages of the study, including ontology 
construction, application of query expansion techniques, 
system integration, and performance evaluation. These stages 
aimed to achieve the primary research objectives: improving 
the relevance of search results and facilitating user access to 
the thematic content of the Qur'an. 

The query expansion approach leveraged advanced word 
embedding models—Word2Vec, FastText, and GloVe—to 
enrich user queries with semantically related terms. This 
integration allowed the system to provide more contextually 
relevant and semantically comprehensive search results, 
enhancing the user's ability to navigate complex queries. Each 
embedding model contributed uniquely to the process: 
Word2Vec captured contextual similarities, FastText handled 
morphological variations, and GloVe provided insights into 
global semantic relationships. By combining these models 
through an ensemble method, the system effectively addressed 
limitations of individual models and achieved superior query 
expansion performance. 

To evaluate the query expansion process, a test was 
conducted on the thematic category "Faith." Queries such as 
"belief," "faith," and "belief in God" were used as input, and 
their vector representations were calculated using the 
Word2Vec, FastText, and GloVe models. Each model 
generated a list of semantically related terms based on cosine 
similarity. For example, Word2Vec identified terms like iman 
(faith) and percaya (belief) with high similarity scores, while 
FastText captured variations like keimanan (faithfulness) and 
GloVe emphasized related concepts like tauhid (monotheism). 

The integration of these models through an ensemble 
approach combined their strengths, resulting in a more robust 
and comprehensive query expansion process. This ensemble 
method demonstrated its effectiveness in improving the recall, 
precision, and semantic relevance of search results. The 
detailed comparison of generated keywords and system 
performance metrics, as illustrated in Table I, underscores the 
significant impact of this approach on enhancing the Qur'anic 
search system's overall capability. 

Based on the Table I, it can be concluded that the 
comparative analysis of Word2Vec, FastText, and GloVe 
models highlights their unique strengths and limitations in 
generating semantically enriched query expansion terms for 
Quranic content. Word2Vec excels in capturing contextual 
and thematic relationships, evident in its ability to suggest 
highly relevant terms such as kabul and bershalawat for the 
query prayer. However, it is limited in handling morphological 
variations and out-of-vocabulary terms. In contrast, FastText 
demonstrates superior handling of morphological diversity, as 
seen in its accurate generation of terms like berpuasa and 
bepuasa for the query fasting, leveraging its subword-based 

architecture. Nonetheless, it sometimes produces less 
semantically relevant terms, such as goa (cave), due to 
overemphasis on subword similarity. GloVe, with its global 
co-occurrence approach, effectively captures general semantic 
relationships, providing terms like wajib (obligatory) and tunai 
(cash) for the query zakat. However, its lack of contextual 
depth limits its ability to capture nuanced relationships 
specific to Quranic themes. 

TABLE I.  TOP 5 GENERATED SEMANTIC KEYWORDS 

Query Word2Vec FastText GloVe 

Prayer kabul / 0.876 berdoa / 0.779 panjat / 0.686 

  moga_allah / 0.808 goa / 0.639 berdo / 0.661 

  bershalawat / 0.792 mohon / 0.636 kabul / 0.646 

  malaikat / 0.778 
allahummaghfir / 
0.635 

do / 0.64 

  amin / 0.768 do / 0.632 mohon / 0.638 

Zakat mungut / 0.853 zakatnya / 0.933 tunai / 0.632 

  
ekor_kambing / 

0.848 
zakatnyai / 0.915 wajib / 0.628 

  fitrah / 0.837 zakaia / 0.76 amil / 0.551 

  lima / 0.828 mufakat / 0.665 tugas / 0.545 

  wasaq / 0.806 zakar / 0.66 lima / 0.541 

Fasting ramadan / 0.924 berpuasa / 0.966 
ramadlan / 

0.657 

  ramadhan / 0.891 bepuasa / 0.945 buka / 0.654 

  buka / 0.865 puas / 0.779 asyura / 0.616 

  ganti / 0.735 
kekurangpuasan / 

0.738 

ramadhan / 

0.609 

  hari / 0.67 ketidakpuasan / 0.707 hari / 0.592 

To address these limitations, the ensemble method 
integrates the strengths of all three models, combining their 
outputs through a weighted voting mechanism. This approach 
leverages Word2Vec's contextual precision, FastText's 
morphological adaptability, and GloVe's global semantic 
relevance to produce a more accurate and comprehensive set 
of query expansion terms. For instance, in the query prayer, 
terms like kabul (Word2Vec), berdoa (FastText), and panjat 
(GloVe) are harmonized to deliver results that are both 
contextually and semantically enriched. By mitigating the 
weaknesses of individual models and amplifying their 
strengths, the ensemble method significantly enhances the 
precision and recall of query expansion, establishing itself as a 
robust solution for semantically rich and context-sensitive 
domains like Quranic information retrieval. 

In an effort to evaluate the effectiveness of the ensemble 
method in text-based Quranic information retrieval, a series of 
testing scenarios were designed to compare the performance 
of the ensemble method with non-ensemble approaches and 
conventional search methods. These testing scenarios use 
various key themes, such as prayer, zakat, fasting, umrah, 
prophets, angels, and the apocalypse. The selection of these 
themes aims to cover a broad spectrum of concepts, ranging 
from obligatory worship and attributes of faith to Islamic 
eschatology. Each theme reflects fundamental aspects of 
Quranic teachings, making the relevance of search results an 
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important indicator for evaluating the capabilities of the tested 
methods. 

The testing was conducted by comparing three main 
approaches: ordinary search engines based on simple keyword 
matching, non-ensemble methods such as Word2Vec, 
FastText, and GloVe, which utilize single semantic models, 
and the ensemble method that integrates these three 
approaches. Each approach was evaluated based on the 
number of verses retrieved, the relevance of the verses to the 
searched themes, and the ability to capture deep semantic 
relationships between words in Quranic texts. 

The test results are expected to provide a comprehensive 
overview of the strengths and limitations of each method 
while highlighting how the ensemble method can address 
existing challenges in religious text-based information 
retrieval. Through these testing scenarios, the research not 
only assesses technical performance but also evaluates the 
practical contributions of this approach in supporting more in-
depth and data-driven Quranic studies. 

TABLE II.  PERFORMANCE COMPARISON 

Topic 

Ordinary 

Search 

Engine 

Word2Vec FastText GloVe 
Ensemble 

Method 

Prayer 15 verse 20 verse 20 verse 
20 
verse 

25 verse 

Zakat 15 verse 20 verse 20 verse 
20 

verse 
25 verse 

Fasting 15 verse 20 verse 20 verse 
20 
verse 

25 verse 

Umroh 15 verse 20 verse 20 verse 
20 

verse 
25 verse 

Angels 15 verse 20 verse 20 verse 
20 
verse 

25 verse 

The evaluation of Quranic text retrieval was conducted 
using two distinct approaches: non-ensemble and ensemble 
methods. The non-ensemble approach employed three 
independent semantic models: Word2Vec, FastText, and 
GloVe. Each model generated 20 verses related to specific 
topics, including prayer, zakat, fasting, and other key themes 
in Quranic studies. The relevance of these verses was assessed 
based on their alignment with the intended topics. While 
effective, this approach relied on the individual strengths of 
each model, which varied in their ability to capture nuanced 
semantic relationships within the text. 

In contrast, the ensemble method integrated the outputs of 
all three models, leveraging their unique strengths through a 
combined voting mechanism. This voting system prioritized 
two criteria: the frequency of verse appearances across models 
and their semantic relevance to the search topic. By 
synthesizing these factors, the ensemble method produced 25 
verses per topic, surpassing the non-ensemble approach in 
both quantity and quality. The integration process not only 
enhanced the accuracy of the results but also ensured a 
broader contextual understanding of the Quranic themes. 

A comparative analysis revealed the superiority of the 
ensemble method in terms of relevance. The ensemble 
approach achieved an average relevance rate of 88%, 
significantly outperforming individual models such as 

Word2Vec (75%), FastText (80%), and GloVe (82%). This 
improvement highlights the ensemble's ability to refine results 
by filtering out less contextually appropriate verses and 
emphasizing those with a stronger semantic connection to the 
topics of interest. For instance, topics like prayer and zakat 
demonstrated up to a 10% increase in relevance, showcasing 
the method's practical impact on Quranic text retrieval. 

The ensemble method’s advantage lies in its ability to 
balance and optimize the unique capabilities of each model. 
Word2Vec excels in identifying general semantic 
relationships, making it effective for broader contextual 
analysis. FastText, on the other hand, is adept at capturing 
specific word variations and morphological nuances, which is 
particularly useful for processing Arabic text. GloVe 
contributes a global perspective by identifying relationships 
based on broader contextual patterns. By combining these 
strengths, the ensemble method mitigates the limitations of 
individual models, resulting in a more comprehensive and 
nuanced retrieval system. 

In conclusion, the ensemble method provides a robust 
solution for Quranic text retrieval, addressing key challenges 
in semantic analysis and thematic alignment. Its ability to 
integrate multiple semantic models ensures a higher degree of 
accuracy, relevance, and contextual depth. This makes it a 
valuable tool for supporting in-depth Quranic studies and 
advancing the field of computational Islamic studies. By 
enhancing both the quantity and quality of retrieved verses, 
the ensemble method underscores its potential as a superior 
approach to text-based religious information retrieval. 

Regarding to the implementation of ontology concept, it 
can be concluded that ontology-based systems show a marked 
improvement in Morals and Etiquette (Akhlaq and Adab), 
where the contextual meanings related to moral behavior and 
Islamic ethics are effectively captured. Even with the use of 
diverse terminologies, relevant verses are identified with 
higher accuracy than conventional search techniques. This 
demonstrates the strength of ontology in understanding the 
semantic relationships between keywords and their deeper 
conceptual meanings. Similarly, ontology provides a more 
comprehensive understanding of The Qur'an, facilitating the 
identification of interconnected verses related to a specific 
theological subject, even in the absence of explicit word 
similarity. This ability underscores the ontology’s strength in 
grasping the thematic structure of the Quran. The interface 
page for a search engine implementing ontology is illustrated 
in Fig. 3 below. 

 

Fig. 3. Interface of ontology search engine. 
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Furthermore, in the theme of Previous Nations, ontology-
based systems excel in contextualizing the stories of ancient 
peoples such as the 'Ad and Thamud, providing more accurate 
and relevant information. This is particularly useful in 
drawing parallels between historical events in the Quran and 
their relevance to contemporary contexts. Additionally, the 
use of ontology proves invaluable in legal topics such as 
Criminal Law (Jinayah) and Private Law, where it helps the 
system recognize verses discussing legal rules, both implicit 
and explicit. This capability is crucial for developing legal 
guidelines consistent with Sharia principles, while preserving 
the original meaning of the Quranic verses. In the realms of 
Worship and Knowledge, ontology effectively handles 
variations in expression and terminology, identifying relevant 
verses with high accuracy, thus aiding users in finding 
directed references for practices like prayer, fasting, and zakat, 
as well as verses related to knowledge and science. 

In the same vein, ontology also significantly enhances the 
understanding of Faith and Jihad, enabling searches that not 
only focus on keyword matching but also delve into the core 
teachings related to devotion and struggle. Verses that might 
be overlooked in conventional methods are uncovered through 
semantic connections. Furthermore, in the fields of 
Transactions (Mu'amalat) and Judiciary and Judges, ontology-
based approaches help detect the relationships between verses 
governing economic interactions and judicial decisions. This 
is crucial for the contemporary application of Sharia law, 
which often requires contextualization of verses to address 
modern issues. Lastly, in the topics of Food and Drink, 
Clothing and Adornment, and History, ontology aids in 
tracking relevant verses by capturing the nuances of varied 
terminology found across the Quran. This ensures a more 
accurate retrieval of information, particularly for concepts 
related to food, clothing, and significant historical events, 
offering a richer understanding of the Quranic text. 

In conclusion, the ontology-based approach provides 
significant advantages in understanding and presenting 
relevant information, particularly for complex and interrelated 
topics. The success of this approach highlights the ability of 
semantic techniques to overcome the limitations of traditional 
keyword-based search methods, offering substantial value in 
Quranic research and modern implementations of the Quran. 
This methodology enriches the process of Quranic 
interpretation and application, supporting a more nuanced and 
contextually relevant engagement with the text. 

V. CONCLUSION 

The ensemble method demonstrated significant advantages 
in Quranic text retrieval, combining the strengths of 
Word2Vec, FastText, and GloVe to achieve higher relevance 
and accuracy compared to non-ensemble approaches. By 
leveraging a voting mechanism based on verse frequency and 
semantic relevance, the ensemble method effectively filtered 
and prioritized verses that aligned closely with specific 
themes, such as prayer and zakat. This approach not only 
improved the number of retrieved verses but also enhanced 
their semantic alignment with the topics of interest. The 
findings underscore the ensemble method's potential as a 

superior solution for text-based Quranic studies, offering a 
robust framework for semantic analysis. 

Despite its effectiveness, the ensemble method also 
highlighted areas that warrant further exploration. While it 
demonstrated improved performance in thematic relevance, 
the method's reliance on predefined themes and voting 
heuristics could be refined to accommodate more dynamic and 
complex queries. Additionally, the approach can benefit from 
integrating advanced deep learning techniques, such as 
transformers or contextual embeddings like BERT, which 
have proven effective in capturing deeper linguistic and 
semantic relationships. This could further enhance the 
precision and adaptability of Quranic text retrieval systems. 

Future research could focus on expanding the scope of the 
ensemble method to address more diverse themes and 
complex queries beyond the predefined topics. Incorporating 
user feedback mechanisms and interactive retrieval systems 
could make the approach more practical and user-centric. 
Moreover, cross-linguistic studies that integrate translations of 
the Quran into other languages could broaden its applicability 
and support comparative Islamic studies. By exploring these 
directions, future research can build on the ensemble method's 
foundation to develop even more advanced tools for 
computational Quranic analysis and support a deeper 
understanding of Islamic teachings. 
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Abstract—Reinforcement Learning (RL) has become a 

rapidly advancing field inside Artificial Intelligence (AI) and self-

sufficient structures, revolutionizing the manner in which 

machines analyze and make selections. Over the past few years, 

RL has advanced notably with the improvement of more 

sophisticated algorithms and methodologies that address 

increasingly complicated actual-world troubles. This progress 

has been driven by using enhancements in computational power, 

the availability of big datasets, and improvements in machine -

getting strategies, permitting RL to address challenges across a 

wide range of industries, from robotics and autonomous driving 

system to healthcare and finance. The effect of RL is evident in 

its capacity to optimize selection-making procedures in unsure 

and dynamic environments. By getting to know from interactions 

with the environment, RL agents can make decisions that 

maximize lengthy-time period rewards, adapting to converting 

situations and enhancing over time. This adaptability has made 

RL an invaluable tool in situations wherein traditional 

approaches fall brief, especially in complicated, excessive-

dimensional spaces and behind-schedule remarks. This review 

aims to offer radical information about the current nation of RL, 

highlighting its interdisciplinary contributions and how it shapes 

the destiny of AI and autonomous technologies. It discusses how 

RL affects improvements in robotics, natural language 

processing, and recreation while exploring its deployment's 

ethical and practical demanding situations. Additionally, it 

examines key research from numerous fields that have 
contributed to RL's development. 

Keywords—Artificial intelligence; autonomous systems; 

decision-making optimization; reinforcement learning; robotics 

I. INTRODUCTION 

Machine Learning (ML) is primarily categorized into three 
main types, which are Supervised Learning, Unsupervised 
Learning, and Reinforcement Learning (RL) [1, 2]. The 
primary goal of RL is to allow machines to acquire knowledge 
beyond the constraints of supervised and unsupervised learning 
paradigms [3]. RL commonly employs a reward function as a 
training mechanism for agents tasked with specific objectives 
[4]. Unlike other ML paradigms that rely on labeled datasets, 
RL derives knowledge through direct interaction with the 
environment [5]. To make the RL result more effective, it is 

very important to ensure communication between the agents 
and the environment [6]. 

Historically, RL has evolved from early work in behavioral 
psychology and control theory to become a fundamental tool in 
artificial intelligence and robotics. The foundational work of 
Kaelbling et al. (1996) and subsequent advances such as deep 
Q-networks from Mnih et al. (2015) have set the foundation for 
developments of RL in future [4, 7]. Hence, nowadays RL 
research ranges from autonomous robots to complex decision-
making systems. For example, RL is able to play an important 
role in improving robot autonomy and flexibility, especially in 
tasks like manipulation and navigation [8]. In addition, RL has 
proven valuable in enhancing autonomous vehicle control, 
improving safety and optimizing transportation systems [9, 10] 
The application of RL is not only limited to robotics, but also 
been applied in the semiconductor industry, where it can 
optimize processes such as physical design routing [11, 12]. 

In recent years, the combination of reinforcement learning 
and deep learning, which is also known as deep reinforcement 
learning (DRL) [13, 14, 15]. DRL has driven to breakthroughs 
in solving high-dimensional problems, especially in game-
playing AI such as Alpha Go and autonomous systems [16, 
17]. In addition, emerging trends nowadays include multi-agent 
reinforcement learning (MARL) which multiple agents learn 
and collaborate in a shared environment and also healthcare 
applications, where RL able to shows promise in personalized 
medicine and treatment planning [18, 19]. 

Furthermore, current RL research is more likely to focus on 
improving sample efficiency, safety, and scalability for real-
world applications. It is very important to investigate new ways 
to integrate Reinforcement Learning with other machine 
learning paradigms to produce more adaptive and generalizable 
AI systems. This review will explore the development of RL, 
classification of RL method, and highlight its modern 
applications and future research directions. Moreover, this 
review also will discuss the research contributions from 
various fields to describe the current state of Reinforcement 
Learning and its potential to drive innovation in artificial 
intelligence and autonomous systems. The applications of RL 
are shown in Fig. 1. 
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Fig. 1. Applications of reinforcement learning. 

In this review, we have a look at the speedy improvement 
of RL and its developing applicability to complex, actual 
global troubles. We begin by exploring the evolution of RL 
techniques, from foundational strategies to advanced strategies 
consisting of Deep Reinforcement Learning and multi-agent 
systems. It also categorizes RL techniques, distinguishing 
between model-unfastened and model-based totally tactics, and 
highlights their respective strengths and barriers. Furthermore, 
we cover various RL programs across numerous domain 
names, including self-sustaining structures, robotics, 
healthcare, and synthetic intelligence. This exploration aims to 
offer a comprehensive understanding of the contemporary state 
of RL, its interdisciplinary contributions, and its potential to 
pressure destiny innovations in AI and self-reliant 
technologies. 

II. EMERGING TRENDS OF REINFORCEMENT LEARNING 

EVOLUTION 

The evolution of Reinforcement Learning (RL) is based in 
multiple foundational fields, which include behavioral 
psychology, trial-and-error learning, optimal control theory and 
dynamic programming. These parallel developments have 
provided the foundation for modern RL and shaping its 
principles and algorithms. 

A. Behavioural Psychology and Trial-and-Error Learning 

The earliest roots of Reinforcement Learning (RL) can be 
traced to behavioral psychology, specifically the works of 
Edward Thorndike and B.F. Skinner before the timeframe of 
1960s [20, 21, 22]. Thorndike's Law of Effect introduced the 
concept of learning from the consequences of actions, where 
actions followed by satisfying outcomes are more likely to be 
repeated [20, 23]. This was the basis for trial-and-error 
learning, which is one of the important aspects of RL, where an 
agent explores different actions and adapts its behavior based 
on rewards or punishment. Furthermore, B.F. Skinner 
demonstrated that operant behavior can be shaped through 
reinforcement mechanisms, which highlighted the importance 
of rewards and punishments in learning [24]. This 
psychological perspective shows the foundation for how RL 
agents learn to optimize their actions by maximizing rewards 
or minimizing punishment. 

B. Optimal Control Theory 

During the mid-20th century, there were major advances in 
optimal control theory, especially in the field of engineering 
[25]. Control theory usually focuses on designing controllers 
that can guide dynamic systems to perform specific tasks in an 
optimal manner. The Bellman equations which were proposed 
by Richard Bellman in 1957 became central to this optimal 
control framework [26], [27], [28]. This work on dynamic 
programming provided a way to decompose complex decision 
problems into simpler subproblems, which enables the 
computation of optimal policies in environments with known 
dynamics and become a foundation for RL. Hence, Richard 
Bellman's work directly influenced by introducing the concept 
of a value function and estimates the expected future reward of 
being in a particular state and taking a particular action. This 
concept is basic for the RL algorithms such as Q-learning and 
value iteration [29]. 

C. Dynamic Programming and Modern Developments 

From the foundation of Bellman's dynamic programming as 
mentioned, Ronald Howard introduced Markov decision 
processes (MDP) which is a mathematical framework for 
modeling decisions in environments where outcomes are 
partially random and partially controlled by the decision maker 
[30]. The formalization of MDP set the foundation for modern 
RL algorithms, as it represents the interaction between an agent 
and its environment, where the agent seeks to maximize a 
cumulative reward over time, positive rewards are awarded for 
favorable actions, while negative rewards or punishments are 
assigned for undesirable actions. These reward mechanisms are 
used as evaluative feedback and enable the agent to assess its 
actions within a specific state and learn from accumulated 
experiences. However, dynamic programming methods require 
information or knowledge of the dynamics of the environment, 
this disadvantage limits its applicability to real world problems. 
This gap flattens the way for RL techniques. For example, the 
model-free learning which will be discussed in next section, 
where an agent can learn optimal policies directly from 
interactions with the environment without required the 
knowledge of its dynamics. 

Around the 1980s, RL emerged as a distinct field. For 
example, Sutton introduced temporal difference (TD) learning 
which is one of the key innovations that enabled agents to learn 
value functions from incomplete trajectories, rather than 
waiting until the end of an episode [31]. Furthermore, Watkins 
further advanced RL by allowing agents to directly learn 
action-value functions without the requirement for explicit 
models of the environment [32]. 

D. Deep Reinforcement Learning (DRL) Revolution 

In the 2010s, the combination of Deep Learning (DL) and 
Reinforcement Learning (RL) which is known as Deep 
Reinforcement Learning (DRL) revolutionized the field again. 
In 2015, Google DeepMind researchers introduced the Deep Q 
Network (DQN) in 2015, which enabled reinforcement 
learning agents to handle complex tasks such as Atari 2600 
games by using deep neural networks to approximate value 
functions [4]. This research highlighted the scalability of RL in 
higher dimensional state spaces and lead to major 
achievements such as the success of AlphaGo, which defeated 
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the one of the world champions of Go Lee Se-dol by using a 
combination of RL and DL [33]. 

E. Emerging Trends and Future Directions 

Recent trends in Reinforcement Learning (RL) focus on 
improving sample efficiency, safety and scalability for real-
world applications [34, 35]. New RL techniques such as Multi-
agent Reinforcement Learning (MARL), hierarchical 
reinforcement learning and transfer learning are being explored 
to solve the issue of complex multi-agent environments where 
multiple agents learn collaboratively at the same time [18, 36, 
37, 38]. In addition, RL can also be applied in more 
applications in different areas such as robotics, healthcare, 
finance and autonomous systems. The timeline of key 
evolution in RL development is shown in Fig. 2. 

 

Fig. 2. Timeline of key evolution in RL development. 

III. TAXONOMY AND CRITERIA OF REINFORCEMENT 

LEARNING 

Reinforcement Learning (RL) techniques are primarily 
classified into Model-Based and Model-Free approaches within 
the framework of Markov Decision Processes (MDP). Model-
based RL is further categorized into Given-the-Model and 
Learn-the-Model techniques. Meanwhile, Model-Free RL is 
subdivided into on-policy and off-policy approaches, which are 
discussed in the subsequent sections. In addition, value-based 
and policy-based approaches also have been discussed in this 
paper. The overview of RL classification is shown in Fig. 3. 

 

Fig. 3. Overview of reinforcement learning classification. 

A. Model-based and Model-Free 

Reinforcement Learning (RL) typically demands a 
substantial amount of data to attain satisfactory performance 
levels. This section will primarily focus on two types of RL 
algorithms which include model-free and model-based [39, 
40]. Generally, model-free RL algorithms are considered as a 
direct approach, while model-based RL algorithms are viewed 
as an indirect method [41]. 

Model-free RL algorithms aim to learn a policy or value 

function without explicitly constructing a model of the control 
system [42]. In contrast, model-based RL algorithms not only 
learn a value and policy function but also simultaneously 
construct an explicit model of the system [7]. There are two 
well-known model-free RL algorithms which are Q-Learning 
and Deep Q-Networks (DQN), where the agent learns value 
functions that estimate the expected cumulative rewards for 
each action in each state [4, 43, 44]. Based on the research 
conducted by Atkeson and Santamaria, a comparative study 
was undertaken using a linear double integrator movement task 
to assess data efficiency, the research findings indicate that the 
model-based RL algorithms surpass the model-free RL 
algorithms in terms of data efficiency [45]. 

In addition, the model-free RL algorithms do not train a 
model of the environment and aim to directly assign values to 
states or state-action [46, 47]. The agent directly interacts with 
the environment and enhances its performance based on the 
collected samples through exploration. It is easier to implement 
as they do not require explicit modeling of the environment but 
might be a problem that is hard to learn. However, model-free 
RL algorithms are usually hard to implement in real-world 
scenarios due to the time consumption and the cost [48]. This 
model-based RL is usually more suitable for large, complex 
environments but suffers from sample inefficiency as the agent 
learns only through interactions with the environment. 

The advantage of a model-based RL algorithm includes its 
ability to predict future states and rewards through the explicit 
modelling of the environment [48, 49]. This will help the agent 
in making better planning and incorporating strategies like pure 
planning and expert iterations [50]. In model-based RL, the 
agent can simulate possible scenarios and plan its actions 
accordingly. However, model-based RL algorithms come with 
few disadvantages. One of the major challenges of model-
based RL is that the model often depends on the accuracy of 
the transition model, it means that inaccurate models can lead 
to domain shift and poor performance [49, 51, 52, 53]. For 
model-based RL, developing and maintaining an accurate 
model of the environment can be complex and resource-
intensive. Besides, the learned models may be inaccurate in 
practical scenarios, introducing bias in estimation [51]. When 
policy estimation and improvement are based on a biased 
model, the resulting policies may prove ineffective or even 
collapse when applied in the real environment. Hence, model-
based methods often require significant computational cost for 
model learning and policy optimization hence it is limited 
application in real-world situations [54]. Lastly, model-based 
RL algorithms have the capacity to predict unexpected actions 
and states, which also provides a more controlled learning 
process. 

In summary, model-free RL algorithms learn through 
exploration, whereas model-based RL algorithms learn by 
simulating scenarios [41]. The slight difference between 
model-based RL and model-free is shown in Fig. 4. In addition, 
the summary of the distinctions between Model-Based and 
Model-Free Reinforcement Learning (RL) algorithms is also 
shown in Table I. 
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Fig. 4. Difference between model-based and model-free RL. 

TABLE I.  SUMMARY OF THE DISTINCTIONS BETWEEN MODEL-BASED 

AND MODEL-FREE RL ALGORITHMS 

Category Model-Based Model-Free 

Learning Type Indirect method Direct method 

Objective 

Learns value, and policy 

functions and constructs an 

explicit model of the 

system 

Learns policy or value 

function without explicit 

model construction 

Data Efficiency 
Outperforms in terms of 

data efficiency 

May demand substantial 

data for satisfactory 

performance 

Implementation 

Challenging in real-world 

scenarios due to complexity 

and cost 

Easier implementation, no 

explicit modelling required 

Environment 

Interaction 

Predict future states and 

rewards through explicit 

environment modelling 

Direct interaction, enhances 

performance through 

exploration 

Challenges 

Complex model 

construction may introduce 

bias for learned models 

Hard to learn complex 

problems in real-world 

scenarios 

Applicability to 

Real World 

Balancing model accuracy 

and real-world complexity 

is a significant challenge 

Hard to implement due to 

time and cost constraints  

B. Model-based: Given the Model and Learn the Model 

The algorithms that use models are called model-based 
methods. In model-based Reinforcement Learning (RL), given-
the-model and learn-the-model are two main types of 
approaches [48]. One of the examples of the given-the-model 
is the AlphaGo algorithm [16]. In this algorithm, AlphaGo is 
explicitly learned the rules of the board game and can be 
described using coding or computer language. Then, the 
transitions and rewards are known to the agent, which allows 
for the evaluation of different strategies through trial and error 
to get optimal results and iteratively improve the policy. This 
approach shows that a pre-determined model of the 
environment to guide the learning process and enhance the 
decision-making. For another example, the Monte Carlo Tree 
Search (MCTS) algorithm can be using a given model to 
simulate possible future states and evaluate action sequences 
for optimal planning [55]. 

Moreover, an example of the "learn the model" category in 
model-based Reinforcement Learning is the World Models 
algorithm [56]. One of the examples for learn the model 
approach is DreamerV2 [57]. DreamerV2 builds an internal 
world model of the environment by learning from its 
experiences, which can allow the agent to simulate trajectories 
in its "imagination" rather than only rely on real-world 

interactions. This can cause the agent to explore and learn 
optimal policies more efficiently, as it can try out different 
actions and observe hypothetical outcomes within its model, 
thus significantly reducing the need for real-world samples. 
Another example is Probabilistic Ensembles with Trajectory 
Sampling (PETS), which use the models to predict possible 
future states with uncertainties included [58]. PETS uses these 
learned dynamics to perform planning and action selection then 
helping the agent to handle uncertainty and make more robust 
decisions in those unpredictable environments. This approach 
allows the agent to improve sample efficiency by using 
imagined rollouts for planning while adapting to changes in 
real-world scenarios. The comparison of “Given-the-Model" 
and "Learn-the-Model" in model-based RL is shown in Table 
II. 

TABLE II.  COMPARISON BETWEEN "GIVEN THE MODEL" AND "LEARN THE 

MODEL" 

Category Given the Model Learn the Model 

Learning Type 
Uses an explicitly specified 

model of the environment 

Learns a model of the 

environment from gathered 
data 

Decision-

Making 

Enhances decision-making 

through trial and error 

Optimizes policies by 

leveraging insights from 
the model 

Advantages 

1. Allows for the evaluation 

of different strategies 

2. Facilitates iterative 
improvement of the policy 

1. Adapts to complex and 

unknown environments  

2. Can generalize to 
various scenarios 

Disadvantages 

1. Require explicit 

specification of the 

environment 

2. Limited adaptability with 
unforeseen changes 

1. Require extensive data 

for accurate model learning 

2. Complexity in training 

and interpreting the learned 
model 

C. Model-Free: On-Policy and Off-Policy 

Model-free Reinforcement Learning (RL) is typically 
categorized into on-policy and off-policy approaches [48, 41]. 
The on-policy approach strives to enhance and learn through 
the policy itself which is used for decision-making [59]. For 
the on-policy approach, the agent itself interacts with the 
environment, and the policy to interact with the environment 
and the improved policy remain the same. According to Singh 
et al.'s (2000) study, this policy algorithm could be more 
stringent because the updating of the value function is 
contingent on the experiences gained from implementing the 
policy [60]. 

On the other hand, the off-policy approach aims to improve 
a policy that is different from the one that is used to generate 
the data [48]. Unlike the on-policy approach, the off-policy 
approach does not require the same agent that interacts with the 
environment. The experiences of other agents interacting with 
the environment can also be utilized to enhance the policy. 
When the agent learns the behavior in one way is called the 
target policy, while when it is learned using data generated by 
another policy is known as the behavior policy [61]. In 
addition, the agent learns from data generated by a behavior 
policy that might be explored more widely than the target 
policy, which allows for more efficient learning. This 
flexibility allows for more diverse data sources to contribute to 
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the policy improvement process. In Fakoor et al. (2020) 
research, it is noted that off-policy methods encounter bias 
issues as the data from an outdated policy differs from the 
current policy, making it unsuitable to update the current 
policy's value function using old data [62]. On the other hand, 
on-policy methods avoid bias but may face variance 
challenges, tending to be more data-efficient as they focus on 
the current samples. 

One of the examples of an on-policy approach is SARSA 
State-Action-Reward-State-Action (SARSA) [41, 48]. In the 
SARSA algorithm, an action is selected based on the current 
policy and executed. Then, the data is utilized to update the 
current policy. In the on-policy setting, the policy that interacts 
with the environment is the same as the updated policy, which 
ensures consistency between the policy used during interaction 
and the one that is improved. The SARSA update function is 
shown below:  

Q{S(t),A(t)} ← Q{S(t),A(t)} +  α[Q{S(t + 1), A(t + 1)} −
Q{S(t),A(t)}    (1) 

In this equation, 

 𝑄{𝑆(𝑡), 𝐴(𝑡)}  represents the Q-value for the state 
action pair at time 𝑡 

 𝛼 is the learning rate 

 𝑄{𝑆(𝑡 + 1), 𝐴(𝑡 + 1)} is the Q value for the next state 
action pair at time 𝑡 + 1 

This updated function shows how SARSA adjusts the Q-
values based on the observed rewards and transitions, which 
also continues to refine the policy in an on-policy manner. In 
the off-policy category, one of the examples is Q-learning, 
which employs the max operation and a greedy policy when 
selecting actions [41, 43, 48]. In addition, Q-learning involves 
updating a policy that interacts with the environment and the 
updated policy which is not necessarily the same as the policy 
used during interaction. 

The Q-learning update function is shown below: 

𝑄{𝑆(𝑡),𝐴(𝑡)} ← 𝑄{𝑆(𝑡), 𝐴(𝑡)} +  𝛼[𝑅(𝑡 + 1) +
𝛾𝑚𝑎𝑥

𝛼
𝑄{𝑆(𝑡 + 1), 𝐴(𝑡 + 1)} − 𝑄{𝑆(𝑡), 𝐴(𝑡)}  (2) 

In this equation, 

 𝑄{𝑆(𝑡), 𝐴(𝑡)}  represents the Q-value for the state 
action pair at time 𝑡 

 𝛼 is the learning rate 

 𝑅(𝑡 + 1) is the reward at time 𝑡 + 1 

 𝛾 is the discount reward 

 𝑚𝑎𝑥
𝛼

𝑄{𝑆(𝑡 + 1), 𝐴(𝑡 + 1)}  is the maximum Q value 

for the next state S(t+1) 

The function above also reflects how Q-learning iteratively 
refines the Q values based on the observed rewards and 
transitions and improves the policy over time. The comparison 
between "On-Policy" and "Off-Policy" in model-free RL is 
shown in Table III. 

TABLE III.  SUMMARY OF THE COMPARISON BETWEEN "ON-POLICY" AND 

"OFF-POLICY" 

Category Given the Model Learn the Model 

Learning Type 

The agent learns through 

the policy used for 

decision-making. 

Aims to improve a policy 

different from the data-

generating policy. 

Environment 

Interaction 

The agent interacts with the 

environment using the 

policy. 

Doesn't require the same 

agent to interact and data 

from other agents can be 

used (shared). 

Consistency 

The policy used during 

interaction and improved 

policy are the same. 

Involves a target policy 

(learned) and a behavior 

policy (data-generating). 

Flexibility 
Limited by the exploration 

of the current policy. 

Learns from data generated 

by a behavior policy that 

may be explored more 

widely. 

D. Value-based Approach and Policy-based Approach 

The value-based approach typically involves learning the 
value function through methods such as Temporal difference 
(TD) learning, Q-Learning, or Deep Q-Network (DQN) [63, 
64, 65, 66]. This technique aims to identify the optimal action 
to take and the action under this approach tends to be 
deterministic, such that they are chosen with a clear 
understanding of consequences. The value function operates by 
working backward from the target state and attributing rewards 
to the preceding state. This approach can be helped in the 
selection of only one action that leads towards achieving the 
desired outcome and closer to the goal [65]. In summary, it 
involves a strategic evaluation of the value of actions to make 
informed decisions and optimize the learning process. 

In contrast to the value-based approach, the policy-based 
approach focuses on learning the conditional probability π of a 
policy through techniques such as the policy gradient method 
[67]. Instead of obtaining a value function like mentioned 
above, this approach directly determines the policy. Due to the 
stochastic action probability, the policy-based approach is 
more suitable for the application with large and continuous 
action [65]. At the same time, action selection becomes 
probabilistic with actions chosen based on their likelihood of 
efficiently reaching the desired outcome as dictated by the 
learned policy. 

IV. THE ADVANCEMENT OF REINFORCEMENT LEARNING 

APPROACHES 

In recent years, Reinforcement Learning (RL) has been 
improving with a fast pace and developed advanced 
approaches for increasingly complex problems in the real 
world. This review would like to focus on Deep Reinforcement 
Learning, Hierarchical Reinforcement Learning, Multi-Agent 
Reinforcement Learning and Hybrid Model Based 
Reinforcement Learning. These approaches have expanded the 
range of high dimensional RL applications, multi-agent 
applications, hierarchical decision-making applications and 
optimal policies or strategies by a combination of model based 
and model free methods. 
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A. Deep Reinforcement Learning (DRL) 

Deep Reinforcement Learning (DRL) combines 
Reinforcement Learning (RL) and deep learning to enable 
agents to learn optimal policies for decision-making tasks 
through trial and error [14, 15, 68, 69]. The DRL is known for 
utilizing the principle of RL with the theory of deep learning to 
facilitating those automatic extractions of features from the 
input and benefits for in the fields such as robotic, autonomous 
driving and video games [14, 70, 71].  

One of the achievements in DRL was the development of 
Deep Q Network (DQN) by work of Mnih et al. (2015), which 
shows the human level performance on Atari games using raw 
pixel inputs. The DQN uses the convolutional network to 
approximate the Q value function, which trained using variant 
of Q-learning with experience and target network to stabilize 
training [4]. Subsequently, Schulman et al. (2015) have 
introduced the Trust Regio Policy Optimization (TRPO), 
which addressing the not stable and inefficiency of policy 
gradient methods. TRPO ensures monotonic improvement by 
optimizing objective function subject to a trust region 
constraint and make it more stable and reliable training [13, 
72]. Further refinement came with the Proximal Policy 
Optimization (PPO) work by Schuman et al. (2017), which 
simplified the algorithm and enhanced computational 
efficiency by using clipped objective to balance exploration 
and exploitation effectively [73]. Lillicrap et al. (2015) have 
also extended the actor-critic framework to continuous action 
spaces with the Deep Deterministic Policy Gradient (DDPG) 
algorithm. DDPG will employ the actor network to parametrize 
the policy and network to estimate the Q- value function which 
enabling the application of DRL such as robotic control task 
[74]. 

In addition, Kostrikov et al. (2021) proposed the Implicit 
Q-learning (IQL) algorithm, which is an offline Reinforcement 
Learning method that avoids evaluating unseen actions, 
thereby mitigating errors from distributional shift. By 
leveraging state-value functions as random variables and 
conditionally using the expected value of the state, IQL can 
improve the policy without directly querying actions from the 
distribution [75]. On other hand, Chen et al. (2022) have also 
proposed the DreamerV2 algorithm, which builds on the 
Dreamer framework by incorporating discrete latent variables 
and advanced world model. It is also able to demonstrate a 
similar performance on Atari benchmark with efficient 
performance [76]. Sekar et al. (2020) introduced the 
Plan2Explore algorithm, which emphasizes intrinsic 
exploration by using a self-supervised world model to plan for 
expected future novelty, enabling the agent to efficiently 
explore and quickly adapt to multiple downstream tasks [77]. 

In summary, the advancement of DRL has revolutionized 
the fields of RL by enabling the agents to learn from high 
dimensional inputs to perform complex tasks. The new 
algorithms such as DQN, TRPO, PPO, DDPG, IQL, 
DreamerV2 and Plan2Explore have advanced the application 
of RL in different fields including gaming, robotics and 
autonomous systems. As research in DRL continues to focus, 
the efficiency, stability and generalization of RL will have 
further improvement. Fig. 5 provides a schematic illustration of 
DQN and Plan2Explore, presented as a case study in DRL. 

 

Fig. 5. Schematic illustration of Deep Q-Network (DQN) and Plan2Explore. 

[4, 77]. 

B. Hierarchical Reinforcement Learning (HRL) 

Hierarchical Reinforcement Learning (HRL) is one of the 
approaches in Reinforcement Learning fields that able to 
addresses the challenges faced by traditional Reinforcement 
Learning method which include scalability and efficiency with 
the tasks that required long term planning [37, 78, 79]. HRL is 
able to solve these problems by decomposing them into 
hierarchy of subs tasks [37, 80]. The core idea of HRL can be 
described as hierarchical structure where higher level policies 
select sub tasks and lower level policies execute actions to 
achieve the goal of subs task. 

One of the foundational works in HRL is Feudal 
Reinforcement Learning (FRL) by Dayan and Hinton (1992) 
which introduced a hierarchical structure where higher level 
manager set goals for lower level workers [81]. Each 
hierarchical level operates in different temporal and spatial 
resolution, allowing the agent to decompose complex tasks into 
simpler sub-tasks. In addition, another early work in HRL is 
the Options framework introduced by Sutton et al. (1999), this 
framework introduces the concept of options, which 
temporarily extended actions that consists of policy, 
termination conditions and initiation set [82]. These options 
can allow the agents to operate at different time scales and 
make the learning more efficient. Moreover, the more recent 
advancements in HRL include the Hierarchical-DQN (h-DQN) 
framework, which extends the DQN algorithm by 
incorporating hierarchical structure. The h-DQN framework 
consists of meta-controller that selects sub-goals and lower 
level controller which learns to achieve the sub goals using 
DQN, be able to apply to Atari games and navigating 3D 
environments [83]. The Options-Critic architecture by Bacon et 
al. (2017) provides a framework for learning both options and 
policies over options in end-to-end manner, the architecture 
introduces intra-option policy gradient methods to optimize the 
policies within options and termination conditions [84]. 

Furthermore, Vezhnevets et al. (2016) proposed the 
Strategic Attentive Writer (STRAW) framework, which is a 
deep recurrent neural network (RNN) architecture that capable 
learning macro-actions in a Reinforcement Learning setting. 
The model builds an internal plan and partitions it into sub-
sequences then allowing the agent to commit to a plan for a 
period before replanning. This approach allowed the agent to 
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explore and compute efficiently across different tasks [85]. The 
Hierarchical Reinforcement Learning with Off-policy 
correction (HIRO) algorithm introduced by Nachum et al. 
(2018) addresses the challenges of non-stationarity in HRL by 
introducing an off-policy correction mechanism, enabling 
stable and efficient learning of hierarchical policies [79]. Levy 
et al. (2019) introduced the Hierarchical Actor-Critic (HAC) 
algorithm, which extends the actor-critic framework to a 
hierarchical setting by enabling agents to operate at multiple 
levels of abstraction simultaneously [86]. 

Recent developments after 2020 in HRL have further 
expanded, The Hierarchical Variational Autoencoder (HVAE) 
framework introduced by Bai et al. (2023) combines 
probabilistic generative models with deep neural networks to 
learn hierarchical topic representations for multi-view text 
documents. HVAE captures both local and global topical 
information, enabling efficient modelling of complex 
document structures [87]. The Hierarchical Deep 
Reinforcement Learning with Automatic Sub-Goal 
Identification via Computer Vision (HADS) by Liu et al. 
(2021) introduces a sub-goal generation mechanism that adapts 
to the agent’s learning progress, applied to tasks such as game 
manipulation and navigation [88]. The Hierarchical Deep 
Reinforcement Learning with Graph Neural Networks 
(HRLOrch) introduced by Li & Zhu (2021) uses graph neural 
networks to model the hierarchical structure of the 
environment at multiple levels of abstraction [89]. 

In summary, HRL has significantly advanced the RL field 
by mainly enabling the agents to decompose complex tasks to 
simpler sub-tasks, hence cause the learning and planning more 
efficiently. The development of HRL frameworks including 
Options framework, FRL, h-DQN, Option-Critic, STRAW, 
HIRO, HAC, HVAE, HADS and HRLOrch, which further 
improves in terms of efficiency, stability and generalization 
capabilities. The schematic illustration of h-DQN, STRAW and 
HRLOrch is shown in Fig. 6. 

 

Fig. 6. Schematic illustration of h-DQN, STRAW and HRLOrch [83, 85, 

89]. 

C. Multi-Agent Reinforcement Learning (MARL) 

Multi-Agent Reinforcement Learning (MARL) is one of 
the specialized areas in Reinforcement Learning (RL) that 
focuses on the environment where multiple agents interact (not 
limited to number of environments), each aiming to optimize 
the performance while considering the presence and actions of 
other agents [18, 90, 91, 92]. Unlike single agent, each agent in 
MARL has its own goal, which may involve cooperation, 
competition or a mix of both, hence the environment is non-
stationary from the perspective of each agent because other 
agents are also learning and changing their policies [93, 94]. 

One of the significant advancements in MARL is the 
Differentiable Inter-Agent Learning (DIAL) algorithm by 
Foerster et al. (2016), which uses differentiable communication 
channels to enable end-to-end training of communication 
policies, allowing agents to learn to communicate more 
effectively [95]. In addition, Lowe et al. (2017) introduced the 
Multi-Agent Deep Deterministic Policy Gradient (MADDPG) 
algorithm, which uses centralized training to gather global 
information while employing decentralized execution for 
deployment. Each agent has its own policy and critic, but the 
critics have access to the global state and actions of all other 
agents during training, making the training process more stable 
and effective [96]. 

For more recent advancements in MARL, Iqbal and Sha 
(2019) introduced the Actor-Attention-Critic (AAC) 
framework, which uses an attention mechanism to focus on 
relevant parts of the environment and other agents’ actions 
[97]. This framework enhances the scalability and performance 
of MARL algorithms in more complex environments. In 
addition, Rashid et al., 2020 proposed the QMIX algorithm, 
which decomposes the joint action-value function into a 
monotonic combination of individual value functions for 
agents, enabling efficient coordination in cooperative tasks 
[98]. Yu et al. (2022) introduced Multi-Agent Proximal Policy 
Optimization (MAPPO), an extension of the PPO algorithm for 
multi-agent settings. MAPPO employs centralized training 
with decentralized execution to address cooperative and 
complex tasks, achieving performance comparable to off-
policy methods like MADDPG [99]. 

Furthermore, Carta et al. (2021) proposed an ensemble 
approach using multiple Deep Q-learning (Multi-DQN) agents 
to enhance stock market forecasting by training several agents 
on the same data and aggregating their decisions [100]. Zhang 
et al. (2022) introduced the Multi-Agent Graph Convolutional 
Reinforcement Learning (MAGC) framework, which employs 
graph neural networks to model the interactions between 
agents. MAGC enables agents to learn and coordinate their 
actions more effectively by capturing the relational structures 
of the environment, and it is applied to tasks such as dynamic 
electric vehicle charging pricing [36]. In summary, the 
development of MARL frameworks including DIAL, 
MADDPG, AAC, QMIX, MAPPO, Multi-DQN and MAGC 
further advanced the field of RL through the multi agent 
systems. Examples of schematic illustrations of Multi-DQN 
and MADDPG are shown in Fig. 7. 
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Fig. 7. Schematic illustration of multi-DQN and MADDPG [96, 100]. 

D. Model-Based Reinforcement Learning (MBRL) 

Model-Based Reinforcement Learning (MBRL) is one of 
the approaches in Reinforcement Learning (RL) field that 
focuses on building models of environment to improve 
learning and decision-making effectiveness for gaming and 
robotic tasks [49, 101, 102]. The difference between model-
based and model-free was discussed in previous section 
Model-Based and Model-Free. The core idea of MBRL is 
mainly decompose the objective into two main component 
which are model learning and planning, model learning 
includes environment’s transition dynamics and reward 
function while planning uses the learned model to simulate 
future reward [102]. 

The Dyna framework that introduced by Sutton (1991) is 
one of the earliest works in MBRL, which integrates model 
learning and planning by combined real world interactions and 
simulated experiences generated by learned model, it allows 
the agent to update policy using real and synthetic data [103]. 
In addition, Delsenroth & Rasmussen (2011) have proposed the 
Probabilistic Inference for Learning Control (PILCO) 
algorithm which is one type of model-based approach that uses 
Gaussian processes to model the environment’s dynamics 
[104]. Nagabandi et al. (2018) introduced a model-based RL 
approach using neural network dynamics (MBRL-NN). This 
method employs deep neural networks to model the 
environment’s transitions and combines them with model 
predictive control (MPC) for planning [105]. 

Furthermore, Ha and Schmidhuber (2018) proposed the 
World Models framework, which learns a compact, latent 
representation of the environment using a Variational 
Autoencoder (VAE) and a Recurrent Neural Network (RNN). 

The agent plans and acts within this learned model, achieving 
good results on tasks in CarRacing-v0 and VizDoom [56]. The 
Probabilistic Ensembles with Trajectory Sampling (PETS) 
algorithm addresses model uncertainty in Model-based 
Reinforcement Learning (MBRL) by using an ensemble of 
probabilistic neural networks to model environment dynamics 
and trajectory sampling to account for uncertainty [58]. 
Moreover, Janner et al. (2019) introduced Model-Based Policy 
Optimization (MBPO), which integrates model-based and 
model-free approaches to improve sample efficiency. MBPO 
utilizes an ensemble of probabilistic neural networks to model 
the environment dynamics and conducts policy optimization 
within this learned model [106]. 

In recent years, Schrittwieser et al. (2020) proposed 
MuZero, a model-based RL algorithm that learns a model of 
the environment’s dynamics and uses it for planning without 
requiring prior knowledge of the environment. MuZero 
achieves state-of-the-art performance in Atari, Go, chess, and 
shogi, demonstrating the benefits of combining model-based 
planning with model-free learning [107]. Similar with Deep 
Reinforcement Learning (DRL), the DreamerV2, MuZero and 
Plan2Explore algorithm also consider advancement for MBRL 
which expanded the application of MBRL to wider range of 
field. In summary, the introduction of Dyna, PILCO, MBRL-
NN, World Models, PETS, MBPO and MuZero framework 
have advanced the field of RL and improved in terms of 
learning and decision-making. Schematic illustration of PETS 
and MuZero are shown in Fig. 8, which shows how the model 
plans and communicates with environments. The summary and 
comparative analysis of advanced Reinforcement Learning 
(RL) approaches is shown in Table IV. 

 

Fig. 8. Schematic illustration of PETS and MuZero  [58, 107]. 

TABLE IV.  SUMMARY AND COMPARATIVE ANALYSIS OF ADVANCED REINFORCEMENT LEARNING (RL) APPROACHES 

Category Framework Key Contributions Author & Year 

Deep Reinforcement 

Learning (DRL) 
Deep Q Network (DQN) 

Approximates Q-value function using CNN, stabilizes training 

with experience replay and target networks. 
Mnih et al., 2015 

 
Trust Region Policy Optimization 

(TRPO) 
Ensures stable training via trust region constraints. Schulman et al., 2015 

 
Proximal Policy Optimization 

(PPO) 

Simplified policy gradient method with a clipped objective for 

efficiency. 
Schulman et al., 2017 
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Category Framework Key Contributions Author & Year 

 
Deep Deterministic Policy Gradient 

(DDPG) 
Extends actor-critic framework to continuous action spaces. Lillicrap et al., 2015 

 Implicit Q-Learning (IQL) 
Mitigates distributional shift errors in offline RL by using state-

value functions as random variables. 
Kostrikov et al., 2021 

 DreamerV2 
Combines latent variables with world models for efficient 

decision-making. 
Chen et al., 2022 

 Plan2Explore Intrinsic exploration using a self-supervised world model. Sekar et al., 2020 

Hierarchical 

Reinforcement 

Learning (HRL) 

Feudal RL (FRL) 
Hierarchical decomposition of tasks via manager-worker 

relationships. 
Dayan & Hinton, 1992 

 Options Framework 
Temporally extended actions with initiation, termination, and 

policies. 
Sutton et al., 1999 

 Hierarchical DQN (h-DQN) Meta-controller for sub-goals and DQN-based controller. Kulkarni et al., 2016 

 Option-Critic Architecture End-to-end learning of options and intra-option policies. Bacon et al., 2017 

 
Strategic Attentive Writer 

(STRAW) 

Plans macro actions via deep RNNs for efficient exploration and 

computation. 
Vezhnevets et al., 2016 

 

Hierarchical Reinforcement 

learning with Off-policy correction 

(HIRO) 

Off-policy correction for stable hierarchical learning. Nachum et al., 2018 

 Hierarchical Actor-Critic (HAC) Actor-critic framework for multi-level task abstraction. Levy et al., 2019 

 

Hierarchical Deep Reinforcement 

Learning with Automatic Sub-Goal 

Identification via Computer Vision 

(HADS) 

Sub-goal generation via computer vision for dynamic task 

adaptation. 
Liu et al., 2021 

 

Hierarchical Deep Reinforcement 

Learning with Graph Neural 

Networks (HRLOrch) 

Graph neural networks for multi-level environment abstraction. Li & Zhu, 2021 

 
Hierarchical Variational 

Autoencoder (HVAE) 

Combines probabilistic generative models with deep neural 

networks to learn hierarchical topic representation 
Bai et al., 2023 

Multi-Agent 

Reinforcement 

Learning (MARL) 

Differentiable Inter-Agent Learning 

(DIAL) 

End-to-end learning of communication policies via differentiable 

channels. 
Foerster et al., 2016 

 
Multi-Agent Deep Deterministic 

Policy Gradient (MADDPG) 

Centralized training with decentralized execution for multi-agent 

setups. 
Lowe et al., 2017 

 Actor-Attention-Critic (AAC) 
Attention mechanism for focusing on relevant environment and 

agent interactions. 
Iqbal & Sha, 2019 

 QMIX 
Monotonic decomposition of joint action-value for cooperative 

tasks. 
Rashid et al., 2020 

 
Multi-Agent Proximal Policy 

Optimization (MAPPO) 

Extends PPO for multi-agent systems with centralized training 

and decentralized execution. 
Yu et al., 2022 

 
Multiple Deep Q-learning (Multi-

DQN) 

Ensemble of DQN agents for aggregating decisions in 

forecasting tasks. 
Carta et al., 2021 

 
Multi-Agent Graph Convolutional 

Reinforcement Learning (MAGC) 
Graph neural networks for relational multi-agent modelling. Zhang et al., 2022 

Model-Based 

Reinforcement 

Learning (MBRL) 

Dyna 
Combines model learning and planning using real and synthetic 

data. 
Sutton, 1991 

 
Probabilistic Inference for Learning 

Control (PILCO) 
Uses Gaussian processes to model environment dynamics. 

Delsenroth & Rasmussen, 

2011 

 

Model-Based Reinforcement 

Learning using Neural Network 

Dynamics (MBRL-NN) 

Combines neural network-based dynamics with model predictive 

control. 
Nagabandi et al., 2018 

 World Models Latent environment representation via VAE and RNN. Ha & Schmidhuber, 2018 

 
Probabilistic Ensembles with 

Trajectory Sampling (PETS) 

Ensemble probabilistic models with trajectory sampling for 

uncertainty handling. 
Chua et al., 2018 

 
Model-Based Policy Optimization 

(MBPO) 

Combines model-based and model-free approaches for sample 

efficiency. 
Janner et al., 2019 

 MuZero 
Learns environment models and plans without prior knowledge, 

achieving good results in gaming. 
Schrittwieser et al., 2020 

V. CHALLENGES AND ALTERNATIVE SOLUTIONS 

Although Reinforcement Learning (RL) has its 
effectiveness in a wide range of applications, it still faces 
significant challenges that limit the efficiency, scalability, and 

real-world applicability. The main key challenges include 
sample inefficiency, exploration-exploitation dilemma, and 
difficulties with generalization across different tasks and 
environments. Hence, there is much research that proposed 
new approaches to improve the adaptability and efficiency of 
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RL agents such as curiosity-driven exploration, meta-learning, 
and transfer learning. 

One of the important challenges in RL is sample 
inefficiency as mentioned, where agents require large amount 
of interaction with the environment to learn effective policies. 
For example, in complex tasks such as involving high 
dimensional state space or continuous actions space, RL 
methods usually required more time to converge to optimal 
solutions. For the sample inefficiency challenges, several 
solutions have been proposed. For instance, the work of Janner 
et al. (2019) have proposed an RL algorithm Model-Based 
Policy Optimization (MBPO) which uses short model-
generated rollouts to improve sample efficiency and 
performance as mentioned [106]. In addition, Soft Actor-Critic 
(SAC) which an off-policy actor-critic algorithm based on 
maximum entropy RL can be used to maximize both expected 
reward and entropy, it also able to be enabling agents to learn 
from data collected under different policies [108]. Not only 
that, Deep Q-Networks (DQN) also can be used to store and 
reuse past experiences or learning, this can reduce the need for 
time required and samples in each iteration [13]. 

In addition, one of another challenges in RL are 
exploration-exploitation dilemma, in which an agent must 
balance between exploring new environment then found the 
highest beneficial actions and exploiting known actions that 
produce high rewards. Poor exploration strategies can lead to 
suboptimal strategies, especially in environments where reward 
signals are delayed or require a long time such as in physical 
design. Therefore, several solutions have been proposed for 
solving this issue. One of the solutions is curiosity-driven 
exploration which to explores using curiosity as an intrinsic 
reward signal for agents in environments with sparse or no 
extrinsic rewards which curiosity is defined as the error in 
predicting the consequences of the agent’s actions in a visual 
feature space [109]. In addition, curiosity-driven exploration is 
important for autonomous learning, highlighting various 
algorithmic models that capture different aspects of this 
process [110]. Moreover, entropy regularization also can be 
used to address the exploration-exploitation dilemma by 
introducing f-divergence penalties [111]. These penalties 

ensure that the policy does not deviate too much from the 
current policy, promoting balanced exploration and 
exploitation. By adjusting the divergence function, the agent 
can control the trade-off between exploring new actions and 
exploiting known rewarding actions, this can lead to more 
stable and efficient learning dynamics. 

Furthermore, another challenge is difficulties with 
generalization, where generalization in RL refers to the ability 
of an agent to still perform well in new or unseen environments 
[112, 113]. This is due to RL models often overfitting to 
specific environments during training, leading to a decline in 
performance when faced with new or unseen scenarios. This 
issue is a serious problem for real-world applications such as 
autonomous driving, where the agent is required to handle 
various scenarios under different conditions [115]. In order to 
solve this problem, the model agnostic meta learning (MAML) 
approach can be applied to enable agents more quickly adapt to 
new tasks by learning from distribution of related tasks during 
the training phase [115, 116, 117]. This approach can make the 
agent more robust and adaptable in unfamiliar environments. In 
addition, transfer learning also can be applied to transfer the 
knowledge to another related task to reducing the training data 
needed in new environment [118, 119] This will be more 
useful when the training in the target environment is costly 
such as required more memory space. Moreover, domain 
randomization also can help to improve the generalization 
issue by training the agents in varying the parameters, so that 
the agents can be handle the real-world variability more 
effectively and more adaptable to new, unseen environments 
[120]. 

In summary, the purpose of artificial intelligence (AI) 
including RL is not to replace humans, AI is designed to 
enhance human efficiency and achieve better outcomes. 
Humans are required to treat it as a tool to increase efficiency, 
streamline workflows, and assist in decision-making processes. 
However, it is also very important to ensure that AI 
technologies are applied properly to maximize the potential 
benefits and minimize the risk of misuse or unintended 
consequences. The summary of alternative methods and their 
potential benefits is shown in Table V. 

TABLE V.  SUMMARY OF ALTERNATIVE METHODS AND POTENTIAL BENEFITS 

Alternative Method Challenges Key Feature Potential Benefits 

Model-Based Policy 

Optimization (MBPO)  
Sample Efficiency Use short model-generated rollouts  Increases sample efficiency 

Soft Actor-Critic (SAC) Sample Efficiency 
Agents can learn from data collected under 

different policies  

Maximize both expected reward and entropy and 

purpose to increase sample efficiency 

Curiosity-Driven 

Exploration 

Exploration-

Exploitation Dilemma 
Use intrinsic rewards based on novelty 

Enhances the exploration in sparse reward 

environments 

Entropy Regularization 
Exploration-

Exploitation Dilemma 

Maintains randomness in policy by penalizing 

determinism 
Promotes continued exploration during training 

Meta-Learning Generalization 
Learns to adapt quickly to new tasks from 

experiences 
Improves adaptability and efficiency across tasks  

Transfer Learning Generalization 
Transfers knowledge from one task to another 

task 
Reduces training time and data requirements  

Domain Randomization Generalization Trains in a different of simulated environments  Improves robustness to different of environments  



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 16, No. 1, 2025 

500 | P a g e  

www.ijacsa.thesai.org 

VI. CONCLUSION AND OUTLOOK 

In conclusion, the evolutions of Reinforcement Learning 
has successfully impacted the different fields from robotics and 
autonomous driving system, healthcare and finance. The 
integration of RL with different approach can further advanced 
the application, for example the integration of deep learning 
and RL which known as Deep Reinforcement Learning (DRL) 
has improved in solving the high dimensional problem and 
applied in AlphaGo. 

In addition, the focus of RL is mainly improving the 
sample efficiency, safety and scalability for real world 
applications. The innovations in hierarchical Reinforcement 
Learning, transfer learning and domain randomization are 
expected to improve the adaptability and generalizability of RL 
systems. In summary, as increasing more effort in improving 
RL, it will play an important role in artificial intelligence and 
autonomous technologies which will help humans for more 
complex challenges in daily life. 
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Abstract—This study introduces a novel approach to traffic 

congestion detection using Reinforcement Learning (RL) of 

machine learning classifiers enhanced by Explainable Artificial 

Intelligence (XAI) techniques in Smart City (SC). Conventional 

traffic management systems rely on static rules, and heuristics face 

challenges in dynamically addressing urban traffic problems' 

complexities. This study explains the novel Reinforcement 

Learning (RL) framework integrated with an Explainable 

Artificial Intelligence (XAI) approach to deliver more transparent 

results. The model significantly reduces the missing data rate and 

improves overall prediction accuracy by incorporating RL for 

real-time adaptability and XAI for clarity. The proposed method 

enhances security, privacy, and prediction accuracy for traffic 

congestion detection by using Machine Learning (ML). Using RL 

for adaptive learning and XAI for interpretability, the proposed 

model achieves improved prediction and reduces the missing data 

rate, with an accuracy of 98.10, which is better than the existing 

methods. 

Keywords—Reinforcement learning; Explainable Artificial 

Intelligence (XAI); Smart City (SC); IoT; Machine Learning (ML) 

I. INTRODUCTION 

Traffic congestion is pervasive in urban areas worldwide, 
leading to significant economic, environmental, and social costs 
[1]. Predicting traffic congestion is crucial for developing an 
effective traffic management system and improving the global 
efficiency of transportation systems. Traditional methods for 
traffic prediction often rely on historical data and heuristic 
models, which may not adequately capture the complexities and 
dynamic nature of traffic patterns to improve transportation 
safety using AI [2]. Recent advances in machine learning 
included KNN, CNN, LSTM, and others, but these techniques 
have different pros and cons for any IoT device, including 
autonomous vehicles [3]. This work, particularly 
Reinforcement Learning (RL), has shown promise in 
addressing these challenges by learning optimal policies 
through environmental interactions in AI [4]. However, this 
model faces challenges, including the need for large amounts of 
data, computational resources, and difficulty interpreting the 

learned policies. Explainable Artificial Intelligence (XAI) has 
emerged as a vital area of research aimed at making the 
decisions of complex machine learning models more 
transparent and understandable. XAI techniques with RL 
enhance the possibility of improving the model, thereby 
increasing trust and facilitating better decision-making. 
Reinforcement Learning with an Explainable Artificial 
Intelligence (RL-XAI) framework represents the solid ML 
approach for traffic congestion prediction. It ensures data 
security and transparency because they use traffic data's cloud 
storage option in result interpretation. 

Moreover, these current ML models often overlook the need 
for explainability, using manipulated data from storage to IOT 
devices. This research represents the evaluated results of traffic 
congestion validation via XAI, which is more accurate than any 
other approach. This secure structure improves data reliability, 
ensuring predictions are based on trustworthy inputs. 
Additionally, XAI is the best model for predicting a novel 
approach in this field. Moreover, the model offers transparency 
in the decision-making process to help people understand and 
trust the accuracy of the results. This dual approach not only 
secures data but also improves the reliability and interpretability 
of traffic congestion predictions. 

One critical issue in deploying this model for traffic 
congestion prediction is the secure data transmission between 
the machine learning model between the wireless sensor 
network and cloud servers [5]. This study introduces a novel 
framework that combines RL with XAI (RL-XAI) to explain 
clearly these challenges. The proposed approach aims to 
improve traffic congestion predictions' accuracy and data 
transmission security and privacy. XAI performed vitally in 
results validation and enhanced data accuracy. RL-XAI 
framework provides accurate decision-making regarding traffic 
congestion, which is useful for transportation. The key 
contributions of this work included the XAI techniques with 
RL, which significantly improved the precision of traffic 
congestion predictions compared to conventional machine 
learning methods. The proposed framework confirms that 
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secure data transmission between the model and cloud servers 
is a significant concern in deploying machine learning models 
in real-world scenarios. Using XAI helps effectively handle 
missing data, leading to more robust and reliable predictions. 
XAI techniques clearly understand the model's outcomes, 
facilitating better trust and acceptance of the predictions. 
Through comprehensive evaluation, the RL-XAI framework 
demonstrates a remarkable 5% improvement in security, 
reliability, and overall accuracy compared to existing 
approaches. This innovative approach offers a promising 
solution to the complex problem of traffic congestion 
prediction, paving the way for more intelligent and efficient 
traffic management systems. The accuracy of traffic congestion 
predictions remains a significant challenge in existing machine 
learning models. One key issue is improving prediction 
accuracy over current models, especially given complex and 
dynamic traffic patterns. Real-time prediction requires models 
to forecast congestion despite rapidly changing conditions 
accurately. Data quality and availability further impact model 
accuracy, necessitating solutions to ensure reliable data inputs. 
Ensuring robustness and reliability across various traffic 
scenarios and conditions is another hurdle. 

Additionally, scalability is essential for handling large 
datasets and providing accurate predictions for extensive urban 
areas. Optimising feature selection and engineering can also 
enhance prediction accuracy. Integrating external factors, such 
as weather conditions, special events, and roadwork, into traffic 
prediction models is crucial for more precise forecasts. 
Reducing the lag between data collection and prediction is vital 
for timely and accurate traffic congestion forecasts. Enhancing 
model interpretability ensures that stakeholders trust and 
understand accurate predictions. 

Furthermore, models must quickly adapt to new traffic 
patterns resulting from changes in infrastructure, traffic laws, or 
unexpected events. Finally, identifying and mitigating 
prediction errors is necessary to improve overall model 
accuracy. Addressing these challenges is essential for 
developing more reliable and accurate traffic congestion 
prediction models. Furthermore, integrating XAI techniques 
enhances the model's interpretability, making its decision-
making process transparent and understandable, thereby 
increasing user trust and acceptance. Improving prediction 
accuracy is another key objective, as the framework aims to 
outperform traditional machine learning methods. Effectively 
managing and reducing the rate of missing data is crucial for 
robust and reliable predictions. The framework must also define 
and optimise the computational resource requirements for 
practical deployment. Scalability is essential for handling large 
and complex traffic datasets in urban areas, and the framework 
must be adaptable to provide real-time predictions with high 
accuracy and reliability. Integrating the framework with 
existing traffic management systems poses additional 
challenges, as does defining appropriate metrics for 
performance evaluation regarding prediction accuracy, data 
security, and interpretability. The reinforcement model 
adaptability of the framework to changing traffic patterns, its 
potential environmental impact, and the feasibility of applying 
the RL-XAI approach to other domains are also significant 
considerations. 

A. Reinforcement Learning (RL) 

Reinforcement learning's core elements are an agent, an 
environment, and action interactions with potentially notable 
outcomes. It is understood that through varying states and 
actions, a single agent can optimize through RL interactions. It 
is based on learning and adapting an optimal decision-making 
strategy sequentially through reinforcement. Homeostasis is 
achieved through feedback mechanisms, punishment, and 
rewards. As such, the best practices in RL can regularly involve 
formalistic approaches concerning techniques applicable to the 
defined environments using disciplined behaviors. The first step 
consists of specifying the surrounding environment as an agent 
space alongside possible actions while depicting them in two-
dimensional forms. A reward structure also allows for positive 
feedback, encouraging the agent to achieve its goals. After that 
is provided, learning algorithms can be applied, and in this case, 
Q-learning, Deep Q-Network, or Domain-Specific Policy 
Gradient learning techniques are selected. However, we also 
have variations of these reinforcement algorithms based on the 
nature of environments, austere simulated environments, and 
RL techniques applicable on greater scales bedecked with wide-
open worlds. There are other prerequisites for selecting an 
algorithm varying significantly, starting with the goals and 
capabilities of both the agents and its designers – whether short- 
or long-horizon optimizations through generally applicable 
skills should be applied. Reinforcement learning sub-models 
are also continuously evolving, explaining the easily adaptable 
concepts to any vehicular ad hoc network dominion despite its 
nascent day status [6]. 

 
Fig. 1. The RL model for the traffic congestion system is based on agents 

and rewards. 

Fig. 1 shows that RL offers a powerful solution for 
mitigating traffic congestion by dynamically enhancing traffic 
flow and signal control strategies in real-time processing. RL 
algorithms can make informed decisions to reduce congestion 
and improve traffic performance. RL algorithms accurately 
predict congestion levels, enabling traffic authorities to 
implement proactive measures such as adjusting signal timings 
or deploying additional resources. This approach surpasses 
traditional methods, including federated learning, by bringing 
more adaptive and efficient traffic management results [7]. 

B. Explainable Artificial Intelligence (XAI) 

In the last decades, AI has sought to memorably solve any 
concern through the development of AI systems that are not 
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only interpretable but also understandable. XAI has several 
approaches, such as decision-making-based systems, rule-based 
systems, and other machine-learning models, that aim to 
expound on the rationale for their decisions [8]. Other 
explanations may be, for instance, language or visual 
explanation. All of them can meet the requirements of different 
population segments, such as clinicians, regulators, or 
consumers already used in different Optimized Quantum ML 
approaches. When AI-powered solutions articulate the rationale 
behind their actions, they help build confidence in their users 
and ensure that their actions are ethical and lawful [9]. In 
addition, XAI increases the assurance and strength of AI 
systems by facilitating users' detection and correcting errors or 
unjustified biases that may exist in the system, as shown in Fig. 
3. 

The findings conduct detailed tests using an extensive 
global data set to enhance the presentation quality of forecasted 
visitor-surface blocking traffic congestion schemes in 
connection with separate pathways and street fusing 

methodologies in line with inexpensive, unexpected roadblock 
rate estimation. This marks the first instance where 
Reinforcement Learning has been integrated into another 
model, like RNN or CNN, for XAI-based traffic congestion 
control. Thus, this model approach will make it easier to 
emulate our congestion brand to get run [10,11]. 

II. LITERATURE REVIEW 

Traditional approaches often relied on statistical methods 
and heuristic models, which, while helpful, could not fully 
capture the dynamic and complex nature of urban traffic 
systems. More recently, machine learning techniques have been 
explored to improve prediction accuracy. Reinforcement 
Learning (RL) has emerged as a promising approach due to its 
ability to learn optimal policies through environmental 
interaction. Within RL, Model-Free Reinforcement Learning 
(MFRL) has gained attention for its flexibility and effectiveness 
in learning directly from raw data without requiring a 
predefined environment model. 

TABLE I. RECENT WORK RELATED TO TRAFFIC PROBLEMS 

References Data Type ML Model LSTM Fuzzy logic Blockchain 

M. Akhtar and S. Moridpour et al. [8]. Yes Yes No No 
No 

T. Bokaba et al [9]. Yes No No No No 

Y. Berhanu et al [10]. Yes No No No No 

D. Hartanti et al[11]. Yes No No Yes No 

M. Koukol et al. [12]. Yes No Yes Yes No 

S. M. Rahman and N. T. Ratrout [13]. Yes No No Yes No 

Q. Wang et al. [14]. Yes No No No Yes 

D. Das et al. [15]. Yes No No No Yes 

M. Z. Mehdi et al[16]. Yes Yes Yes No No 

N. Ranjan et al[17]. Yes Yes Yes No No 

M. Waqas et al. [18]. Yes Yes Yes No No 

M. Chan et al. [19]. No Yes Yes No No 

Y. Gova et al [20]. No Yes Yes 20% No 

H. Cui et al. [21]. Yes No Yes No No 

J. Guo et al. [22]. Yes No No No No 

Table I, a completed overview of recent decades, includes 
the different releases of citify ways to solve the traffic problem 
using AI or other technology, including ML, AI, Fuzzy logic, 
and Blockchain. For example, the study by M. Akhtar and S. 
Moridpour et al. employs ML models to explain traffic 
problems in detail. Still, it does not incorporate the ML 
approach of LSTM networks, fuzzy logic, or blockchain. 
Similarly, T. Bokaba et al. and Y. Berhanu et al. utilize ML for 
traffic issues without employing LSTM, fuzzy logic, or 
blockchain. D. Hartanti et al. contribute to traffic issues using 
ML and fuzzy logic but not LSTM and blockchain. M. Koukol 
et al. combine traffic challenges with ML, LSTM, and fuzzy 
logic, whereas S. M. Rahman and N. T. Ratrout also use ML 

and fuzzy logic but do not mention LSTM and blockchain. Q. 
Wang and D. Das address traffic issues by implementing ML 
as well as blockchain; however, they omitted LSTM and fuzzy 
logic. No work discussed by M. Z. Mehdi et al., N. Ranjan et 
al., M. Waqas et al., M. Chan et al., and Y. Gova et al. heavily 
rely on fuzzy logic and blockchain while employing ML and 
LSTM for traffic issues., for traffic problems, H. Cui et al. 
applied ML with LSTM, while for traffic problems, J. Guo et 
al. base their strategies only on ML without reporting LSTM, 
fuzzy logic, or blockchain. In general, based on the literature 
analysis, there is a trend towards using ML, sometimes together 
with a reinforcement model, to address the issues of traffic 
management and control issues. At the same time, fuzzy logic 
and blockchain applications are unpopular. 
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A. Limitation of Previous Work 

The ML approach has bright prospects in the area of traffic 
congestion prediction and traffic congestion management. 
However, the following limitations and challenges need to be 
addressed: 

 The traffic system is a multi-variate system that consists 
of several interrelated factors, such as road and weather 
conditions and people's actions that affect traffic flow. 
Most of these ML models may not capture all these 
factors effectively, resulting in poor predictions and 
decisions. However, there are no such specific, accurate 
mechanisms; by applying them, we can obtain 100 per 
cent secure results for the traffic congestion missing rate. 

 The datasets used are the primary sources and stimulus 
for building ML engines. The ML models are, however, 
data-hungry. Nevertheless, gathering extensive and 
convincing traffic data, particularly in real-time, can be 
an uphill task. Furthermore, anomalies or biases in the 
data sets can harm the effectiveness of the deep learning 
models. 

 There is a risk that ML models built for specific 
areas/scenarios will not be transferrable when the 
location changes. Achieving scalability across large and 
complex metropolitan regions is even more difficult. At 
present, one of the most bane aspects of ML is ensuring 
that such models can learn and generalize from such 
diverse traffic conditions. 

 There are other techniques, such as BC or Fusion 
techniques, that focus on achieving 
transparency/interpretability about the RL model's 
decision-making processes, but at times, there appears to 
be a contradiction to model inter 

Arraying RL models for predicting and managing traffic 
congestion introduces regulatory and ethical safety, privacy, 
and fairness challenges. This ML model must comply with 
regulatory standards and moral principles when making real-
time decisions in traffic scenarios. Moreover, ML algorithms 
often demand substantial computational resources for training 
and inference, which poses difficulties for real-time processing, 
especially in resource-limited settings like traffic control 
systems. 

III. METHODOLOGY 

The proposed model targets to predict traffic congestion 
from a comprehensive perspective, exploiting RL and 
Explainable AI. In Fig. 2, the first layer focuses on data 
acquisition, gathering traffic data, weather conditions, and 
event schedules. This data undergoes extensive pre-processing, 
including cleaning, feature extraction, and normalization, to 
ensure relevance and reuse. The RL environment then serves as 
a training platform for agents, where the current state of the 
traffic network encompassing parameters like density, speed, 
and weather is analyzed. Based on this, the agent can execute 
actions such as adjusting traffic signals or issuing advisories, 
which is the basic RL model concept. The goal is to enhance 
traffic flow, minimize travel time, and ease congestion through 
intelligent decision-making. Training occurs in a simulation 

environment designed to emulate real-world traffic conditions. 
The final stage of the proposed model integrates the RL agent 
with XAI, enhancing interpretability and transparency in the 
decision-making process. Then, XAI tries to determine how the 
agent decides where the action must be taken. The members' 
bullets pointing at reasons for taking action are not any more 
structural than this description, and they address how the 
reward for taking action is resolved into sub-rewards, such as 
time spent traveling and environmental impact. This aspect of 
interoperability is both relevant for trust construction and for 
assuring the safety objectives of the agent become coherent 
with those of the general population. A model that has been 
qualified and authenticated can now be implemented to 
anticipate congestion and assist in managing traffic in a much 
more effective and reliable transportation system. As for the 
layer first, Fig. 2 shows that database drawing entails extracting 
raw data from various sources such as tables, application 
program interfaces (APIs), and sensors. At this stage, data pre-
processing is concerned with the scrubbing, conversion, and 
overall structuring of this information to be used to develop a 
machine-learning model. One must check data relevance, 
completeness, and representation while enhancing privacy and 
security problems during data gaining. Actions on pre-
processed data, such as scoping numerical features, encoding 
categorical variables, and dataset availability, have also 
emphasized engineering features and data balancing. When 
attempts are made to integrate data acquisition and pre-
processing stages of machine learning, the general components 
include but are not limited to data gathering, data exploration, 
data cleansing, data transformation, data splitting, model 
training, and evaluation, emphasizing high-quality data that 
train models for correct and robust predictions. 

Communicating with the RL model can improve XAI 
performance while providing trustworthy and effective results. 
The integration of RL and XAI is synergistic; RL delivers a way 
to automate the decision-making process, while XAI helps gain 
foresight into the decision-making process. This enhancement 
allows the stakeholders to see the reasoning behind real-time 
decisions made by the RL agent, increasing their confidence in 
the results. Additionally, this allows the experts in the field to 
understand and explain the rationale for the agent's behavior, 
spot any possible mistakes or biases, and modify the decision-
making approach appropriately. Besides, XAI methods such as 
other AI models, feature importance, or even the rule extraction 
of a decision have shown the RL agent's behavior patterns and 
his actions' dynamics. As it is possible to use XAI to support 
RL, practitioners can obtain accurate and consistent outcomes 
and increase the comprehension of complex decision systems, 
thus supporting better and more appropriate decisions in 
practice. Addressing and justifying a Reinforcement Learning 
(RL) model through XAI techniques involves evaluating the 
decision-making's performance and transparency. Objectives 
set by the RL model can be quantitatively assessed using the 
model's statistical achievements, including but not limited to 
rewards achieved in the environment. Measuring the model's 
performance concerning the baseline or heuristic models makes 
it possible to evaluate the model's temperature and determine 
the directions for its improvement. Similarly, k-fold cross-
validation is a technique that measures model performance and 
generalization across different subsets of the data that may be 
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used in Fig. 2.

 
Fig. 2. The flow of Model-Free Reinforcement Learning with EAI (MFRL-EAI).

Domain experts or end-users assess the interpretability of 
explanations to ensure they are clear, relevant, and effective in 
illustrating the RL model's decision-making process. By 
examining correlations between model outputs and XAI-
derived explanations, discrepancies or biases can be identified, 
enabling the resolution of any gaps and enhancing overall 
transparency and reliability. This comprehensive strategy 
instils confidence among stakeholders in deploying the RL 
model in practical applications, ensuring both performance and 
interpretability. A simplified scenario is introduced to 
substantiate the proposed RL-XAI framework. Fundamental 
mathematical equations define the state space, action space, 
rewards, policy, and value functions to calculate congestion 
rates in intelligent traffic systems. Although these equations 
may vary in complexity across RL approaches, they serve as a 
foundational structure for the methodology [31]. 

The state space S represents all possible states. For each 
state position 

𝑆 = {𝑆i| 𝑖 = 1,2, … . . 𝑁}           (1) 

Where 𝑆𝑖  Represents a separate position in the initial 
environment setup. 

The next step represents A as a possible trigger the agent 
(vehicle) can take. It is defined as: 

𝐴 = {𝑎m |𝑚 = 1,2, … . 𝑀}   (2) 

where am represents an individual achievement that 
performs the model, such as accelerating, decelerating, 
changing speed, etc., as an RL agent. 

The reward function is represented as R, using the state-
action pair to a reward rate. Here is defined as: 

𝑅(𝑎, 𝑠) = 𝑟   (3) 

In Eq. (3) r is the instant reward received later taking action 
in states A rule 𝜋 represents the agent's method, and mapping 
states to actions. Now, the policy can be deterministic simple 
as: 

𝑎 =  𝜋(𝑠)   (4) 

Eq. (4) represents stochastic policy (probability distribution 
over states) 

𝑃 (𝐴 = 𝑎|𝑆 = 𝑎) =  𝜋(𝑎|𝑠)  (5) 

Eq. (5) is the state transition function T defines the 
probability of transitioning from one state to another, given an 
action: 

𝑃(𝑠′|𝑠, a) = 𝑃𝑟 (𝑆𝑡+1 = 𝑠′| 𝑆𝑡 = 𝑠, 𝐴𝑡 = 𝑎)  (6) 

Eq. (6) represents RL transition probability function in 
which agent will aend up the state S'. This probability function 
included the dynamics of traffic congestion values. 

𝐺𝑡 = 𝑅𝑡+1 +  𝑅𝑡+2 + 𝑅𝑡+3 + ⋯  (7) 

Eq. (7) represents the discounted return. 𝐺𝑡   at a given 
time step where t is defined as the sum of rewards obtained in 
the future. 

The action-value function Q(s, a) estimates the value of 
taking action a in states under policy π: 

𝑅𝜋(𝑎, 𝑠) = 𝐴𝜋[𝑄𝑡+1 + 𝑟𝐵𝜋(𝑆𝑡+1)|𝑆𝑡 = 𝑠, 𝐴𝑡 = 𝑎]     (8) 

Eq. (8)  breaks down the R-function into the immediate 
reward Rt+1R_{t+1}Rt+1 from taking action aaa in state S, 
plus the discounted value of future actions as per the policy 
π\piπ. 

IV. EXPERIMENTAL RESULTS 

The results of this methodology conducted experiments 
using Kaggle datasets of vehicle routings. These experiments 
involved datasets labeled as routing of varying traffic flows to 
get predicted congestion. The data was divided into a training 
set (80% - 8,000 samples) and a validation set (20% - 2,000 
samples). The selected dataset, the training set, is used to train 
the congestion control model, allowing it to classify patterns 
and correlations within the data. The model learns how different 
factors contribute to traffic congestion by randomly selecting 
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samples. Additionally, the RL-XAI model joins the influence 
of the missing rate through the following steps, allowing a 
complete evaluation of each component using XAI techniques. 
The sub-equations are as follows: 

𝑀𝑎 = 𝑇𝑟𝑎𝑖𝑛(𝐷𝑎 , 𝑀𝑜𝑑𝑒𝑙𝑖𝑛𝑖𝑡 , 𝐸𝑝𝑜𝑐ℎ𝑠𝑎)      (9) 

In Eq. (9), each node trains a local model 𝑀𝑎  using its 
dataset 𝐷𝑎, an initial model architecture 𝑀𝑜𝑑𝑒𝑙𝑖𝑛𝑖𝑡  over 
𝐸𝑝𝑜𝑐ℎ𝑠𝑎  Training epochs and this Equation represents the 
Local Model Training. 

∆𝑀𝑎 =  𝑀𝑎 − 𝑀𝑜𝑑𝑒𝑙𝑖𝑛𝑖𝑡   (10) 

Eq. (10) represents the local model update calculation, ∆𝑀𝑎 
What is used for each node is the difference between the train 
local model and the initial model. 

∆𝑀𝑎
′ = ∆𝑀𝑎 ∗ (1 − 𝑚𝑟,𝑎)   (11) 

Eq. (11) biased update for lost data. Here, ∆𝑀𝑎 for missing 
rate and 𝑚𝑟,𝑎 For specific to cloud node a. 

Validate(𝐵ℎ𝑎𝑠ℎ(𝑎), 𝐵𝑝𝑟𝑣_ℎ𝑎𝑠)  (12) 

Eq. (12) Each B transaction, including model updates, is 
validated against the previous block's hash that represents 
𝐵𝑝𝑟𝑣_ℎ𝑎𝑠To ensure integrity and security. 

Mglobal
′ =   Modelinit −  ∆Mglobal  (13) 

Eq. (13) represents the global model update and  𝑀𝑔𝑙𝑜𝑏𝑎𝑙
′ I 

am using it for aggregated global mode update values. 

𝐶𝑘 =  𝑉𝑒ℎ𝑖𝑐𝑙𝑒𝑠 𝐷𝑒𝑡𝑒𝑐𝑡𝑒𝑑𝑎 ∗
(1−𝑚𝑟,𝑎)

𝑅𝑜𝑎𝑑 𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦𝑎
       (14) 

Eq. (14) for each node a, calculate the congestion 𝐶𝑎 by 
adjusting the detected vehicles by the missing rate 𝑚𝑟,𝑎 And we 

are dividing by the road's capacity. 

𝐶𝑎𝑣𝑔 =  
1

𝑁
 ∑ 𝐶𝑎

𝑛
𝑎=0     (15) 

Eq. (15) calculates the average congestion level 𝐶𝑎𝑣𝑔 

Across all nodes, get a system-wide view of traffic congestion. 

Notify (𝐶𝑎𝑣𝑔 , Threshold)        (16) 

Eq. (16) Generate a congestion notification if 𝐶𝑎𝑣𝑔 Exceeds 

a predefined congestion threshold. 

TABLE II. SIMULATION OUTCOMES AND STATISTICAL ANALYSIS BASED 

ON EQUATIONS 

Equations Process 

   1 to 4 Local Model Training 

 5 to 8 ML Update Calculation 

 9 to 11 Calculate the missing rate from the Weighted 

dataset. 

12 to 16 Manipulation with Cloud storage 

17 Congestion rate Validation 

18 RL mode updates the aggregation. 

19 Congestion Metric Calculation, Aggregated Level, 

and Threshold-Based Notification   

These equations offer an in-depth perspective on applying 
an RL method with XAI for calculating traffic congestion, 
factoring in the missing data rate outlined in Table II. 
Meanwhile, the Validation Set, comprised of separate samples, 
evaluates the model's ability to perform on new data, ensuring 
it generalizes well without overfitting the training set. This 
approach allows the system to form components for two actual 
segments, setting aligned records relevant to real-time 
congestion calculation. 

TABLE III. DATASET PROVIDES VARIOUS CONDITIONS AND FEATURES 

THAT INFLUENCE TRAFFIC CONGESTION 

Dataset Dataset type 

Time_span Date Time 

Day_of_week Number 

Weather Text 

Temperature Number 

Road_capacity Character  

Vehicle_flow Number 

Density Number 

Light Number 

Congestion_level Number 

Congestion_status Number 

Table III represents the dataset provides various conditions 
and features that influence traffic congestion, allowing you to 
validate and train using the RL model for traffic analysis. This 
dataset can also modify the parameters to simulate specific 
conditions based on the different time durations and execution 
for calculating the congestion missing rate and accuracy. 

TABLE IV. CONGESTION EXPLORATION IN DIFFERENT STATIONS 

Classifier Junction 1 Junction 2 Junction 3 

Values 142344.0000 24592.00 19511.0000 

Mean[N] 42.222906 13.34221 12.6t4010 

Sd  22.011145 7.401307 10.436005 

Min 5.023000 1.0001122 1.000011 

20% 27.4300 9.440000 7.000013 

40% 30.32000 13.330000 11.120000 

80% 19.000000 17.120000 18.430000 

Max (m) 152.210000 48.110000 180.650000 

Table IV: This analysis provides a statistical summary of 
vehicle counts across four nodes based on traffic flow data 
categorized by intersection and time frame set in the dataset. 
This dataset shows that Intersection 1, with 14,592 records, 
experiences the highest traffic volume, with an average of 45.05 
vehicles and significant variability, as indicated by a standard 
deviation of 23.01. Intersections 2 and 3 also have 14,592 
records each but exhibit lower average counts of 14.25 and 
13.69 vehicles, respectively, with less variation. On the other 
hand, Intersection 4 has fewer observations (4,344) and the 
lowest average traffic count at 7.25 vehicles, suggesting it may 
operate under a different traffic flow model. The minimum 
counts across all intersections indicate periods of low traffic, 
while the highest counts, particularly the outlier of 180 vehicles 
at Intersection 3, highlight occasional traffic spikes. Quartile 
values further illustrate the delivery, with Intersection 1 
exceeding 59 cars 75% of the time, in contrast to Joining 4, 
which shows more consistent and lower traffic levels. 
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Fig. 3. Data comparative analysis of traffic congestion across four intersections.

Fig. 3 represents the provided graphs that show the missing 
rate, accuracy, reward, and Loss level of a specific performance 
aspect of the RL model over different periods. The Missing 
Rate graph shows the percentage of missed predictions or 
failures, indicating areas where the model fails, while the 
Accuracy graph actions the model's correct predictions over 
time by time, reflecting its consistency. The Reward graph 
captures the reward values received as the model learns, 
representing how well it aligns with the required outcome. 
Lastly, the Loss graph indicates the error or difference between 
the predicted and actual outcomes, helping identify 
optimization needs. 

By accepting an RL approach, XAI can significantly reduce 
congestion, improve missing rates, and enhance accuracy in 
complex decision-making environments that evaluate results. 
Through constant learning and adjustment based on real-time 
feedback, RL can optimize the AI model's decision-making 
rules, gradually decreasing the missing rate as the model 
encounters and absorbs various scenarios. This iterative process 
enhances accuracy as the model becomes more adept at 
predicting outcomes correctly, adapting to dynamic conditions, 
and efficiently evolving rules, which can be used for any other 
ML model like CNN or Federated Learning. 

The RL-XAI model outperformed traditional systems, 
reducing average traffic congestion by 25% and surpassing the 
baseline RL model by 10%. Additionally, including 
explainability features significantly improved the clarity and 
understanding of the model's decision-making process, that is 
recent research comparatively much better than Autonomous 
vehicle congestion models like LSTM [27]. 

TABLE V. TRAFFIC CONGESTION ANALYSIS USING MEAN, MEDIAN, AND 

STANDARD DEVIATION 

Traffic 

Condition 

Average (Mean) STD (Congested 

Valued calculated 

from Table IV) 

STD 

(Distance, 

time) 

Blockage D: 1227, T:4.88 D: 864, T:4.84 D:48.23, 

T:2.45 

Congested D: 172, T:3.08 D: 09.29, T:2.24 D:64.32, 

T:423 

High 
Congested 

D: 2827, T:12.61 D: 2871, T:14.53 D:12.53, 
T:8.28 

Slightly 

Congestion 

D: 9027, T:8.101 D: 10.34, T:438 D:23.42, 

T:99.87 

Smooth D: 7713, T:22.298 D: 29.27, T:1.88 D:4234, 
T:298 

Table V summarises various traffic conditions categorised 
by distance (D) and time (T), including Blockage, Congested, 
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Highly Congested, Slightly Congested, and Smooth conditions. 
The table also considers how road grades impact congestion 
levels across different road types, such as highways, 
expressways, and secondary roads. Congestion can differ even 
when speeds are consistent due to varying road grades. 
Distinctive curve shapes represent the preliminary results. The 
RL-XAI approach demonstrates strong performance in 
predicting and understanding traffic congestion, with 

advancements in sensor technology and convolutional methods 
enhancing its capability to manage traffic flow more 
effectively. According to the table, the RL-XAI system 
achieved 98.9% sensitivity and 1.2% specificity, accuracy, and 
miss rate during training. In the validation phase, the system 
maintained a performance of 98.9%, reflecting the robustness 
of these additional statistical measures. 

TABLE VI. COMPARATIVE ANALYSIS AND PERFORMANCE (%) OF THE RL-XAI SYSTEM AGAINST EXISTING LITERATURE FINDINGS 

Literature Accuracy Miss Rate Accuracy Miss Rate 

 Training Rates Validation Rates 

S. Tamimi, and Z. Muhammad [23] 78.12 21.88 76.1 23.9 

A. Talebpour, H. S. Mahmassani [24]   97 32.21 N/A N/A 

A. Ata, M. A. Khan, S. Abbas, M. S. Khan [25] 98.9 1.3 97.9 2.1 

M. Saleem, S. Abbas, M. Adnan Khan [26] 94.4 5.6 94.00 6.00 

Proposed Model 98.7 to 98.9 1.2 98.10 1.90 

Table VI demonstrates the efficiency of the proposed RL-
XAI system by assessing key metrics such as sensitivity, 
specificity, accuracy, and miss rate during both the training and 
validation stages. 

There are pros and cons of existing methods addressing 
similar issues. The pros include an innovative approach, 
improved accuracy, security and privacy, scalability, and 
auspicious simulation results. Nevertheless, these methods face 
several challenges, including complexity and cost, funding 
challenges, technical difficulties, public acceptance and trust 
issues, and regulatory hurdles. This innovative approach 
utilises the proposed model to demonstrate how advanced AI 
systems can be agent-based to safeguard sensitive 
transportation data. Applying the RL-XAI model improves the 
accuracy of congestion predictions in intelligent traffic systems. 
Concurrently, integrating ML and remote sensing data ensures 
data security and accuracy, enhancing the outcomes' reliability. 
Future studies should focus on rationalisation placement and 
shortening operations to increase acceptance and alleviate 
concerns about emerging technologies managing mobility 
networks. While this approach offers numerous benefits, such 
as innovation, enhanced accuracy, better security and 
reliability, and scalability, it also faces significant challenges. 
These include complexity, high costs, and funding issues, 
which could hinder widespread adoption. Integrating multiple 
technologies like RL and XAI requires substantial resources, 
expertise, and assets, posing technical and fiscal challenges, 
especially for administrations with limited resources. 
Additionally, ensuring public trust and acceptance, mainly 
regarding transparency, data ownership, and regulatory 
compliance, adds further difficulty to the deployment process. 

V. FUTURE DIRECTION AND LIMITATION 

This work seeks to solve the underexplored concerns in RL 
as deep learning tends towards improving intelligent traffic 
systems in smart cities, particularly its detection capabilities. 
The main contribution of this study is the development of a 
Reinforcement Learning scheme augmented with Explainable 
Artificial Intelligence for traffic congestion prediction systems. 

In contrast to the typical traffic management system, which is 
resistive and unsecured about data, our proposed RL-XAI has 
more flexibility and assurance like noval intellegenc recovery 
[28]. The simulations' results highlight this approach's 
effectiveness and precision in coping with traffic congestion. 
Through further related research, tests were conducted on this 
vehicle using separate concept units across various routes, 
covering a distance of 85 locations. The framework outlined in 
this study shows promise for traffic management departments, 
highlighting key areas for improvement in the model currently 
being developed. These include cost and funding concerns, 
making the system more privacy and security-oriented with the 
help of ML, making it scalable and consistent with the use of 
XAI, and gaining the trust and acceptance of the public through 
validation for both traffic and air traffic management [29]. Each 
of them is an avenue for further improvement and enhancement 
as far as the performance and dependability of the model are 
concerned. Each of these features offers an opportunity for 
refinement and improvement in the overall functionality and 
consistency of the model. 

VI. CONCLUSION 

This study concludes by introducing a novel framework for 
traffic congestion recognition and prediction with integrating 
Reinforcement Learning (RL) and Explainable Artificial 
Intelligence (XAI). This dynamic approach addresses urban 
traffic complexities in static rule-based systems by combining 
RL for adaptive learning and XAI for see-through decision-
making. The proposed method enhances security, privacy, and 
prediction accuracy, achieving an impressive accuracy rate of 
98.10% by significantly reducing the missing data rate. These 
results underscore the framework's superiority over traditional 
methods and potential to transform traffic management 
systems. 
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Abstract—This study presents a novel supplier selection 

methodology that integrates the Analytic Hierarchy Process 

(AHP) with a Convolutional Recurrent Neural Network (CRNN) 

to address the complexities of decision-making in dynamic 

industrial environments. The AHP component provides a 

systematic and transparent framework for evaluating many 

factors, ensuring consistency and minimizing subjective biases in 

supplier assessment. The Analytic Hierarchy Process (AHP) 

effectively combines expert knowledge with individual 

preferences, therefore embodying the human element of decision-

making. The CRNN concurrently leverages its ability to process 

large sequential data, uncover hidden patterns, and assess supplier 

performance over time. This expertise enhances decision-making 

by transcending the limitations of traditional analytical methods 

in managing intricate, multidimensional data. The integration of 

AHP and CRNN offers a comprehensive evaluation framework, 

including both objective and subjective factors to enhance 

effective supplier selection decisions. This approach enhances the 

long-term sustainability of manufacturing operations by fostering 

reliable supplier relationships and ensuring access to high-

performing suppliers. Experimental validations affirm the 

efficacy of the suggested approach in promoting sustainable 

manufacturing systems, highlighting its practical use. The findings 

demonstrate that the AHP-CRNN framework improves supplier 

selection criteria and offers prospects for future development and 

adaptation to address emerging challenges in complex 

manufacturing environments. 

Keywords—Supplier selection; analytic hierarchy process; 

convolutional recurrent neural network; sustainability; decision-

making 

I. INTRODUCTION 

Adapting to the constantly evolving industrial landscape is 
essential for sustaining a competitive edge and ensuring the 
organization's long-term viability [1]. The growing demand for 
high-quality, custom-designed products delivered promptly and 
efficiently has posed a challenge to traditional supply chain 
management systems [1, 2]. Historically, these systems 
primarily focused on mass manufacturing and forecasting 
customer needs. The appeal of these items has increased 
significantly in recent years. This change has propelled the 
sector into uncharted territory, requiring a reassessment of both 
operational and strategic methodologies to tackle 
unprecedented challenges [1, 3]. Given its importance, you 
must pay particular attention not just at the outset but 

throughout the whole process of selecting suppliers. 
Conversely, in the contemporary market, suppliers should not 
be assessed just on their pricing and availability; they must also 
be evaluated on their ability to fulfill rigorous deadlines, adapt 
to changing needs, and provide consistent quality [4, 5]. 

The intricacy of supplier partnerships has escalated due to 
the global scope of supply chains and economic concerns. 
Consequently, it is essential to implement thorough procedures 
for risk management and decision-making [4-7]. Recent 
advancements in technology, like deep learning (DL) and 
artificial intelligence (AI), have surfaced as potentially 
transformative tools for addressing these issues [8]. The two 
technologies discussed exemplify state-of-the-art 
advancements. When integrated with traditional decision-
making frameworks, such as the Analytic Hierarchy Process 
(AHP), these techniques may provide firms the potential to 
capitalize on their benefits. This enables firms to design and 
implement dependable and efficient supplier selection 
procedures [9, 10]. This research aims to improve the 
capabilities of smart manufacturing systems in supplier 
selection by examining the convergence of Deep Learning (DL) 
and Analytic Hierarchy Process (AHP) methodologies. The 
objective of this scientific study is to provide a novel viewpoint 
on the longstanding issue of enhancing supply chain operational 
efficiency. 

A. Problem Statement 

Industrial companies are encountering escalating challenges 
in sustaining their competitive advantage in an era 
characterized by unstable and intensely competitive global 
markets [1, 9, 11, 12]. Traditional approaches to improving 
production systems often prove inadequate for addressing the 
complexities of modern supply networks. The present 
environment is defined by personalized client preferences, 
reduced order quantities, and increased volatility in demand 
trends. This contrasts with the past, when uniform mass 
production and predictable demands were the prevailing 
elements. A reevaluation of strategies is necessary to maintain 
operational efficiency and customer satisfaction at an 
acceptable level given these changes. 

The supplier selection process is the core approach behind 
these concerns. The selection of suppliers has transformed from 
a routine procurement task into a strategic initiative essential 
for ensuring the resilience of supply management chains [13, 
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14, 15]. The provision of raw materials and components that 
meet quality standards, comply with strict schedules, and align 
with budget constraints is primarily contingent upon the 
suppliers. Nonetheless, risks have emerged due to the 
globalization of supply chains and the reduction of supplier 
bases. Consequently, risk management in supplier relationships 
has emerged as a critical objective. 

The Analytic Hierarchy Process (AHP) exemplifies a 
conventional supplier selection methodology [9, 10]. This 
approach offers a systematic framework for assessing suppliers 
based on many criteria, including pricing, quality, and delivery 
performance. However, these tactics often prove inadequate for 
leveraging the extensive data accessible in modern industrial 
systems. Deep learning (DL) methodologies, particularly 
convolutional recurrent neural networks (CRNNs), have 
demonstrated exceptional proficiency in analyzing complex 
datasets, identifying latent patterns, and predicting future 
performance metrics [16-19]. This contrasts with conventional 
machine learning methods. The amalgamation of several 
strategies can address the limitations of prior approaches while 
simultaneously fostering new opportunities for innovation in 
supplier selection. 

This study aims to address a critical gap in the literature by 
examining the synergy between AHP and DL approaches in the 
context of supplier selection. The project seeks to create a 
complete framework to enhance decision-making processes in 
industrial systems, thereby contributing to both academic 
discourse and practical implementations in smart 
manufacturing systems. This will be achieved by leveraging the 
advantages of both systems. 

B. Research Questions 

This study is guided by the following research topics to 
investigate the challenges inherent in the supplier selection 
process within modern industrial systems: 

 How can the Analytic Hierarchy Process (AHP) be used 
to systematically evaluate and compare several 
suppliers based on many criteria, such as cost, quality, 
and delivery time? 

 What are the benefits of using Convolutional Recurrent 
Neural Networks (CRNNs) for predicting supplier 
performance based on historical data and evolving 
circumstances? 

 How can the integration of AHP and CRNN enhance the 
efficacy of supplier selection for smart manufacturing 
systems throughout the decision-making process? 

 What specific advantages does the proposed hybrid 
approach provide compared to traditional supplier 
selection methods? 

 What are the tangible implications of using the hybrid 
AHP-CRNN model in real-world industrial 
installations? 

C. Contributions 

The primary contribution of this paper is the creation of a 
hybrid decision-making framework that optimizes supplier 
selection in smart manufacturing systems by combining the 

Analytic Hierarchy Process (AHP) with Deep Learning (DL), 
specifically Convolutional Recurrent Neural Networks 
(CRNNs). The objective of the investigation is to: 

 Improve the decision-making process in supply chain 
management by bridging the divide between traditional 
supplier selection methodologies (AHP) and modern 
AI-based approaches (CRNNs). 

 Utilize CRNNs to analyze intricate supplier 
performance data, detect concealed patterns, and 
improve the predictive capabilities of supplier 
evaluation. 

 By systematically incorporating AHP for multi-criteria 
decision-making with CRNN-based predictions, 
supplier selection processes can be improved. 

 Enhance the resilience of the supply chain by 
implementing a more data-driven, adaptive, and 
efficient approach to the evaluation of suppliers based 
on cost, quality, delivery time, and other performance 
metrics. 

 Illustrate the practical implications of the proposed 
AHP-CRNN model in real-world industrial settings, 
thereby demonstrating its superiority over conventional 
supplier selection methods. 

This research introduces an innovative approach that 
improves the efficiency, adaptability, and strategic value of 
supplier selection in contemporary industrial contexts by 
integrating CRNN's predictive power with AHP's structured 
evaluation framework. 

The remainder of the paper is organized as follows: Section 
II provides a literature review. Then, the details of the 
methodology are explained in different parts of Section III. 
Next, the results are presented in Section IV, along with a 
discussion. Finally, Section V presents the conclusion. 

II. LITERATURE REVIEW 

In industrial systems, selecting suppliers is a crucial aspect 
of supply chain management. The selection of suppliers directly 
impacts the firm's performance and its competitive capacity in 
the market [20, 21]. A method is underway to identify, assess, 
and choose suppliers capable of delivering the necessary 
products and services at the most favorable price possible. The 
judicious selection of suppliers influences the cost-efficiency of 
the firm, the quality of the goods, and customer satisfaction 
levels. Moreover, firms are progressively considering factors 
such as social responsibility and sustainability when selecting 
suppliers, alongside traditional measures like pricing, quality, 
delivery reliability, and flexibility. Businesses are increasingly 
considering these aspects. 

The difficulties associated with supplier selection have led 
to several methodological methods due to the substantial 
research interest generated by these concerns. Conventional 
methods, such as cost-based or rule-based supplier assessment, 
often inadequately address the complexities of contemporary 
supply chains. Recent research has focused on multiple-criteria 
decision-making (MCDM) strategies that equally prioritize 
analytical and non-analytical methods. AHP, TOPSIS, and 
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DEMATEL are analytical methodologies that use mathematical 
algorithms to achieve the integration of criteria [22, 9, 10, 23, 
24] Conversely, non-analytical methods, such as MAUT and 
DEMATEL, rely on expert judgments or the subjective 
evaluations of researchers. 

Nair et al. [25] used GSDM to integrate social sustainability 
with conventional performance indicators. Consequently, they 
exhibited the efficacy of this strategy inside the electronics 
sector in India. Nair et al. emphasized the increasing 
significance of technology, particularly big data analytics, in 
enhancing decision-making processes and evaluating supplier 
performance. This aligns with previous discussions. 

The AHP is a reliable strategy for supplier selection due to 
its systematic approach. This enables decision-makers to 
meticulously evaluate several competing considerations. In 
supplier selection, Mani et al. [26] effectively used AHP to 
attain equilibrium among the aspects of price, quality, and 
delivery. To improve the quality of sustainability assessments, 
Jessin et al. [27] integrated AHP with resilience-based metrics. 

As supply chains increasingly depend on data, the use of 
artificial intelligence (AI) and deep learning (DL) approaches 
has risen. Research has shown that artificial intelligence 
methodologies, like Artificial Neural Networks (ANNs) and 
Support Vector Machines (SVMs), may predict supplier 
performance using historical data. Yuan et al. [28] used deep 
neural networks to enhance the efficacy of conventional 
supplier selection models via the analysis of historical supplier 
data. This was achieved via the use of deep neural networks. 

Employing deep learning methods is especially 
advantageous in environments characterized by constant 
change. In 2020, Chien and his colleagues presented a deep 
reinforcement learning model. This concept was designed to 
address both the long-term and short-term advantages that 
providers may encounter. By integrating Industry 4.0 data with 

conventional performance indicators, Abdulla et al. [29] 
demonstrated the flexibility of deep learning approaches in 
complicated supply chain contexts. Recent advancements have 
generated significant interest in the use of recurrent neural 
networks (RNNs) for time-series data processing. This enables 
firms to predict supplier performance across several attributes, 
including delivery timelines and quality reliability. Due to its 
dynamic characteristics, RNNs are regarded as a powerful 
instrument for real-time supplier selection decision-making. 
This is due to the flexibility they exhibit. 

Despite offering several benefits, MCDM and AI-based 
approaches are not without obstacles. Traditional techniques 
sometimes assume that the criteria are independent, which may 
not align with the intricacies of reality. Conversely, artificial 
intelligence approaches need a significant amount of data and 
considerable computational resources. The use of hybrid 
approaches, which include the beneficial attributes of both 
paradigms, is becoming an increasingly prevalent practice. 
Vazquez et al. [30] proposed the amalgamation of AHP with AI 
to improve decision-making accuracy, equally weighing both 
subjective and objective perspectives.  The integration of 
modern artificial intelligence methodologies and environmental 
factors will significantly assist in navigating the complexities 
of supplier selection. This is due to the ongoing expansion of 
production systems. By using these technologies, firms may 
strengthen their supply chains, promote innovation, and achieve 
sustainable development. 

III. METHODOLOGY 

This research introduces a strategic approach for supplier 
selection that integrates AHP and DL methodologies. The AHP 
approach was used to establish a hierarchy of criteria and sub-
criteria for supplier selection, thereafter, utilized to assess the 
providers. Upon establishing the principal criterion and sub-
criteria, the deep learning architecture was used to forecast 
supplier performance using previous data. 

 
Fig. 1. Flowchart of the presented process.
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After examining the backdrop of the supplier selection 
dilemma and the goals to be accomplished via this process, the 
suggested technique, shown in Fig. 1, employs AHP and CRNN 
to enhance supplier selection by adhering to many steps: 

 Determining the fundamental factors that must be 
considered to address the SSP. 

 Assisting the first categorization of providers that satisfy 
the criteria set out by the AHP methodology. 

 Identifying the optimal provider by evaluating the 
scores and selecting the one that most effectively fulfills 
the established criteria and goals. 

This research aims to enhance supplier selection with a 
complete method that integrates AHP and CRNN. This plan 
seeks to provide a thorough and impartial framework for 
assessing suppliers, considering the importance of several 
factors and the suppliers' actual performance. This method 
ensures the provision of high-quality goods and services via the 
integration of meticulously selected suppliers into the 
production processes, hence improving both time and cost 
efficiency. 

A. Selecting Suppliers 

To enhance existing frameworks, achieve more accuracy, 
and increase cost efficiency, rational and self-regulating models 
are often necessary in industrial operations. This is executed to 
enhance operational efficiency. To leverage the benefits of both 
methodologies, the AHP algorithm was combined with the 
CRNN inside the proposed strategy framework. The present 
methodology, consisting of six steps, was created by a 
comprehensive study of the existing literature regarding 
supplier selection and the forecasting of supplier performance 
across several models. This study was conducted to establish 
the current technique. 

1) Defining the criteria of supplier selection: The 

formulation of objectives for the supplier selection process is 

crucial, as it serves as a framework for the selection approach 

and aids in prioritizing relevant factors. This step enhances the 

decision-making process by providing a full awareness of the 

expectations placed on providers. This facilitates an impartial 

and equitable evaluation of potential suppliers. This encourages 

suppliers to identify with the firm's continuing aims and values, 

thereby enhancing the overall efficiency of procurement and 

supply chain operations. Defining precise objectives is essential 

to improve the efficacy, efficiency, and methodical nature of 

the supplier selection process. In time, this will cultivate deeper 

relationships with the organization's suppliers, so enhancing the 

organization's overall performance. 

A comprehensive evaluation of potential suppliers with 
explicitly stated criteria is necessary to effectively finalize the 
supplier selection process, a critical strategic endeavor. The 
criteria of cost, quality, reliability, delivery performance, 
financial stability, manufacturing capacity, technical 
competency, and regulatory compliance must align with the 
organization's strategic goals and operational needs. The 
specific selection factors vary among industries, market 

conditions, and business objectives, underscoring the need of 
modifying and prioritizing these criteria to achieve optimal 
outcomes. 

A successfully executed supplier selection process 
significantly impacts organizational performance, and fosters 
trust with supply chain partners. Manufacturing firms must 
prioritize attributes such as exceptional quality, prompt 
delivery, and cost efficiency. Furthermore, due to the 
heightened emphasis on sustainability, it is now essential to 
choose suppliers who use environmentally responsible 
practices. Proactive measures must now be undertaken at local, 
national, and global levels to guarantee sustainable supplier 
selection, which has become a fundamental aspect of 
competitive industrial development. 

To choose suppliers efficiently, it is essential to assess three 
critical factors: capacity (C), willingness (W), and supply risk 
(R). In the evaluation of potential suppliers, these dimensions 
include a wide array of equally significant considerations. First, 
a provider's capability to effectively meet demand is indicative 
of their efficiency, including several factors such as production 
capabilities, workforce competencies, raw material availability, 
and stringent compliance with delivery timelines. Critical 
aspects of capacity include: 

 Machinery and Equipment: Properly maintained and 
correctly operated equipment enhances manufacturing 
efficiency. 

 An appropriately sized and skilled workforce enhances 
both productivity and flexibility.  

 The Accessibility of Raw Materials: Reliable access to 
superior raw materials ensures uninterrupted industrial 
processes. 

 Delivery timetables: Adhering to timetables minimizes 
delays and facilitates seamless manufacturing 
operations. 

Second, a supplier's willingness signifies their readiness and 
dedication to fostering a mutually advantageous partnership 
with the consumer. Profit margins, reputation, operational 
strategies, and congruence with the buyer's values are all 
determinants that may affect a buyer's inclination to acquire. 
Suppliers that demonstrate enthusiasm and commitment are 
more inclined to foster collaboration, punctual delivery, and 
superior quality, hence enhancing trust and innovation. 
Assessing a supplier's willingness ensures alignment between 
the company's objectives and those of the supplier, promoting 
mutually beneficial long-term relationships. 

Third, the Implications of Supply risk pertains to the 
potential disruptions in the procurement of vital materials, 
components, or items. Natural disasters, legislative changes, 
unstable market circumstances, and the insolvency of suppliers 
are all possible causes of risk. Efficient management of supply 
risks include: 

 Diminishing reliance on a one supplier is a key 
advantage of source diversification. Contingency 
planning involves preparing for expected disruptions. 
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  Strategies for Risk Mitigation: Employing inventory 
management techniques, such as just-in-time, to 
mitigate the risk of vulnerabilities occurring. 

  Attributes of Innovative Dimensions and Standards for 
Supplier Selection 

 A systematic supplier selection approach evaluates 
capacity, willingness, and supply risk. This assessment 
ensures alignment with the organization's goals while 
mitigating supply chain risks. 

The alignment of strategic goals and operational stability 
may be achieved by the execution of a stringent supplier 
selection process that concurrently considers capacity, 
willingness, and supply risk. Firms may create supply networks 
that are both resilient and efficient by doing a thorough 
assessment of these attributes. This will assist firms in 
establishing enduring partnerships and augmenting their 
competitive advantage. 

2) Prioritizing criteria with AHP: To rank criteria in 

accordance with the objectives of decision-making, the 

Analytic Hierarchy Process (AHP) takes into consideration 

both qualitative and quantitative data. Sub-criteria are given 

subjective weights via the use of this method, which is based on 

the competence of those who are responsible for making 

decisions. Because of this, it is possible to conduct an accurate 

assessment of the significance of each criterion, as well as an 

evaluation of the alternatives that are relevant to these criteria. 

First, a hierarchical structure of criteria is created, considering 

the significance and importance of the different criteria. 

Because of this framework, it is much simpler to carry out an 

in-depth examination of the issue of decision-making. 

The second concept to be discussed is the comparative study 
of pairings. Pairwise evaluation of the criteria should be 
performed at each level of the hierarchy in order to ascertain the 
relative importance of each of the criteria. A scale that spans 
from one to nine is often used, with one indicating "equally 
important" and nine indicating "extremely important". This 
scale is commonly used since it is customary practice. By using 
this method, it is simple to achieve the task of providing an 
accurate explanation of the evaluation criteria. To make the 
process of decision-making easier, it is important to carry out a 
comprehensive analysis that involves the examination of a great 
number of alternatives in a manner that is logical and organized. 

Thirdly, the numerous choices and criteria must be 
subjected to an evaluation that considers the relative advantages 
and disadvantages of each of them. Following an examination 
of the alternatives in accordance with the criteria that have been 
defined, the alternatives are rated in the order of their 
significance. 

Lastly, an evaluation matrix is used to provide a concise 
summary of the evaluation of the sub-criteria: 

𝐽𝑀 =

[
 
 
 
 
𝑂𝑝11 𝑂𝑝12 … 𝑂𝑝1𝑛

𝑂𝑝21 𝑂𝑝22 … 𝑂𝑝2𝑛

. . .. . .

. . .
𝑂𝑝𝑛1 𝑂𝑝𝑛2 … 𝑂𝑝𝑛𝑛]

 
 
 
 

𝑛×𝑛

  (1) 

where n represents the number of assessment sub-criteria 
and the relative importance of sub-criterion i and the sub-
criterion j can be expressed by 𝑂𝑝𝑖𝑗 .

 
Fig. 2. Weight determination based on AHP.
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Once the judgment matrix is built, the priority of each 
criterion should be calculated considering its contribution to the 
whole objective of selecting the best supplier among the 
options. To assess the influence of hierarchy ranking, the 
consistency ratio Cr of the matrix should be calculated: 

𝐶𝑟 =
𝐶𝑖

𝑅𝐼
    (2) 

With: 

 𝐶𝑖 represents the consistency index calculated by: 𝐶𝑖 =
(𝑟𝑜𝑜𝑡𝑚𝑎𝑥 − 𝑛)𝑃(𝑛 − 1)  with the maximum 𝑟𝑜𝑜𝑡𝑚𝑎𝑥  
indicates the characteristic root. 

 𝑅𝐼 the random consistency index, which quantifies the 

size of 𝐶𝑖,  is calculated by: 𝑅𝐼 =
𝐶𝑖1+𝐶𝑖2+⋯+𝐶𝑖𝑚

𝑚
 with m 

being the number of items being compared for 𝑅𝐼. 

If 𝐶𝑟 > 0.1 , it reveals that the pairwise comparison is 
inconsistent. Otherwise, if the 𝐶𝑟 ≪ 𝑖𝑠 0.1, the consistency is 
considered reasonable (as explained in Fig. 2). 

Within the setting of an industrial establishment, the AHP 
model was used to prioritize the criteria for choosing suppliers 
using the criteria that were considered. To determine weights, 
it was essential to make use of the assessments of experts since 
there was an inadequate amount of quantitative data involved. 
To improving the accuracy of weighing, it is possible that 
succeeding generations may include data collection methods 
that are based on surveys. When it comes to reviewing the 
performance of suppliers and calculating overall scores in 
accordance with the criteria weights that have been set by AHP, 
the weights that have been computed will serve as a guiding 
principle for the design of the CRNN. 

B. Assessing Supplier Performance Through CRNN 

Architecture 

Sequential data is a crucial element of manufacturing 
systems since it enables the capturing of the production 
process's dynamic character. The data may have been acquired 
from several sources, including the oversight of the supplier 
selection process. Due to their capacity to model intricate 
connections among data points and provide precise predictions, 
recurrent neural networks, including LSTM [31] and GRU [32], 
are increasingly vital for data processing. Nonetheless, the 
intricacy of the prediction models is augmented because to the 
additional gate overhead inherent in LSTM or GRU networks.  
The examination of supplier performance may be enhanced by 
limiting the amount of time steps and hidden units in recurring 
components. Fig. 3 illustrates the implementation of a CNN-
based encoder using multichannel stride convolution layers 
before the recurrent layer to achieve this objective. 

The dataset used for this study contains all necessary 
information to categorize providers into several classifications. 
Professionals in the domain have created the material, which 
comprises essential criteria, assessments, and distinct 
categories. To enable a thorough and complex analysis, 
connections can be established between this data and other 
dimensions using foreign keys. 

Throughout the supply of a product or service, the temporal 
dimension (T) is segmented into annual intervals to enable a 
thorough examination of yearly transactions, competitive 
dynamics, and other pertinent characteristics that may fluctuate 
during the supply period. It is essential that this be 
accomplished to guarantee comprehensive coverage of the 
study. This component is essential for assessing supplier 
performance over an extended period, as it facilitates the 
analysis of emerging patterns and trends. It is essential to 
endure this time of solitude to get this comprehension. 

 

Fig. 3. Schematic diagram of the used CRNN.
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The Schematic diagram of the used CRNN, illustrated in 
Fig. 3, which consistently generates a 2 x 512-dimensional 
embedding. Each convolution block consists of a convolution 
operation, followed by batch normalization and a ReLU 
activation (-0.1 slope). Following that, a 2 x 2 maximum 
pooling is conducted. The numbers within each block represent 
the output channel and kernel sizes. For example, "32, 3 x 3" 
indicates that the convolution layer generates 32 output 
channels with a kernel size of 3 x 3. 

The "orders" dimension is differentiated from others by its 
utilization of a unique order identifier. The "orders" dimension 
encompasses critical information that elucidates each 
transaction in comprehensive detail. Customer data, which 
encompasses the documentation of essential consumer 
attributes, is deemed a vital component.  Detailing the 
characteristics and specifications of the service or product to 
furnish supplementary information regarding your offering. 
The transaction data encompasses the amount, pricing, and 
various payment options.  The information relevant to the 
supply or shipping process encompasses, among other aspects, 
specifics concerning logistics and the delivery schedule. All 
these components are encompassed in the data. 

By integrating various components that enhance 
scheduling, monitoring, and order fulfillment processes, 
manufacturers can achieve a thorough understanding of 
operational efficiency and customer satisfaction. 
Manufacturers may enhance their processes because of this. 

Consider the Provider (S): The supplier dimension aims to 
gather extensive information about its associated suppliers. The 
information presented here encompasses everything that comes 
after it: If an organization is categorized in accordance with the 
aforementioned criteria, it is considered to be working within a 
certain industry. "Production capabilities" refers to the talents, 
knowledge, and experience that are acquired via the process of 
manufacturing. In addition to the many performance metrics 
that are accessible, there are also key performance indicators 
that apply to ethics and sustainability. 

Because of the interplay between all these components, you 
will have a clear image of the performance of the providers and 
the areas in which they may have room for improvement. 

CRNN is used to describe a system that combines CNNs 
with RNNs. These networks are used for the purpose of 
evaluating the performance of providers by means of extraction 
of geographical and temporal data. Following the completion 
of the last recurrent layer, the output proceeds to be processed 
by a fully linked layer. This layer attempts to provide a 
prediction on the probability of the performance of the supplier. 
In terms of collecting both the static and temporal components 
of the data that is provided by the provider, the CRNN performs 
an excellent job. To do this, we implement recurrent neural 
networks (RNNs) for the purpose of modeling sequences and 
convolutional neural networks (CNNs) for the purpose of 
extracting features. When it comes to evaluating the 
performance of suppliers, the well-established CRNN 
architecture offers a complete method. It is possible to take this 
approach thanks to the innovative design. The capabilities of 
recurrent neural networks (RNNs) in temporal modeling are 
utilized in this approach, which makes use of the advantages 

that convolutional neural networks (CNNs) offer in terms of 
spatial information extraction. Activities that are sequence-
based are a good fit for the hybrid architecture because of its 
scalable and reliable approach to evaluating the performance of 
suppliers. 

IV. RESULTS AND DISCUSSION 

A. Data Description 

As we propose a supplier selection approach combining 
criteria analysis and performance prediction, the evaluation 
phase requires the use of a dataset containing supplier 
information and supply operation history. To this end, we have 
chosen to use publicly available data to facilitate the evaluation 
of this approach, and to provide researchers with a basis for 
comparison using the Medicare & Medicaid Services (CMS) 
[33]. The website gives direct access to different data released 
by CMS. The datasets used for this study included information 
concerning durable medical Equipment and supplies with the 
supplier’s information (payments, usage, submitted charges, 
beneficiary demographic…). This dataset is built on 
information gathered from CMS administrative during the 
period 2015-2020, whose dataset of each year exceeds 786040 
elements. 

B. Training Setups and Evaluation Metrics for CRNN 

For the training of the CRNN, the Adam optimizer [34] is 

used, with a preliminary learning rate of 0.001. Every two 
epochs, this rate was reduced by a factor of 0.95, and the batch 
size was set to 32. The model was trained for 60 epochs in the 
whole experiment. We evaluated the performance of the CRNN 
model using the main evaluation metrics: the Mean absolute 
error (MAE), the mean absolute percentage error (MAPE), the 
Mean Squared Error (MSE), and the root mean square error 
(RMSE) [35]. For the CRNN modeling, we organized the 
training into a period sequence and feedback the sequence into 
the CRNN network constituted of various connected units, as 
explained above, to accomplish the current training model. 
Then, for the model optimization, the CRNN was trained to 
compute the values of the predicted variables at the set time. 

The collected dataset has a total of 74,588 instances. These 
examples were randomly separated into three sets: a training set 
with 70% of the instances, a validation set with 20% of the 
instances, and a test set with 10% of the instances. 

C. AHP Weightage 

As stated previously, we applied AHP to calculate the 
weights and ranks of the various selection criteria. In the case 
of supplier selection, each level requires to be weighted to rate 
this large matrix. In this study, firstly, the weights of level 1 of 
each criterion are established and reviewed to determine the 
importance of each criterion. After that, the weight calculation 
steps of AHP are followed. 

1) Calculate the Weight of the selection criteria: As 

supplier selection is paramount in manufacturing, this study 

presented a framework for analyzing its data, regardless of the 

size of the company, small, large, or medium. Manufacturing 

companies generate a large scale of diversified business 

processes. This is more convenient because they have a history 
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of transactions in addition to more recent data, with a strong 

experience of experts in the sector, which can ease the 

implementation of this approach. The chosen list of criteria in 

conjunction with the sub-criteria for each dimension was 

identified from the literature analysis, concerning the opinions 

of industry experts to ensure compatibility between the 

theoretical study and the practical aspects of supplier selection. 

The used sources offer a huge amount of data to study the 

previous records of the suppliers, which helped to confirm the 

list of criteria and sub-criteria. 

At the preliminary stage, the criteria used were analyzed to 
recognize the most applicable criteria for the supplier selection 
process. Initially, there were ten criteria and 30 sub-criteria. 
Then preliminary discussions conducted with industrial experts 
were intended to gain a professional opinion about the criteria 
list. Then all these data were arranged and examined 
systematically. 

The ranking results demonstrate that the most significant 
criteria that should be well studied while selecting suppliers for 
a specific product or service are quality and delivery of the 
suppliers followed by technological advances, performance 
improvement, and long-term relationship, which gained 
priority weightage of 0,462, 0,434, 0,359, 0,281 and 0,272 
respectively the ranking weights. Based on the judgments given 
by the expert decision-makers, these criteria remain the most 
significant aspects that should be respected within a supplier 
selection process. According to these findings, it can be 
concluded that information sharing, subjective risks, intangible, 
cost-effective, and objective risks of the supplier gained 
relatively low priority weightings. When analyzing the priority 
weights for sub-criteria price appropriateness of the supplier is 
the most important criterion for them. 

2) Suppliers ranking: The use of AHP to prioritize vital 

factors in manufacturing organizations may produce different 

importance values given to the specific requirements of each 

company. Moreover, these priorities may adjust regarding 

internal and external aspects, which can impact manufacturing 

operations. 

TABLE I. PERFORMANCE RESULTS OF THE COMPONENTS OF PROPOSED 

METHOD 

Method AHP CRNN Proposed AHP_CRNN 

Accuracy 90, 36 % 92,07% 95,96% 

MAE 0.00554 0,05048 0,0771 

MAPE 0,725782 1,004297 1,386251 

MSE 0,00000602 0,00293 0,00262899 

RMSE 0,00245 0,01711 0,04127 

Table I demonstrates the results of supplier selection. 
Characteristically, the selection process ends once a supplier is 
chosen. However, other difficulties can occur regarding its 
performance and dedication, so it is quite important to analyze 
these aspects to avoid any potential risk that could affect the 
smooth running of manufacturing operations. Consequently, 
our study offers the possibility of having an optimized list of 

suppliers to select the most efficient one that will meet the needs 
effectively and continuously, while ensuring the best gains and 
stability of manufacturing activities. Here best highest final 
values reveal that (Supplier_5), (Supplier_4), and (Supplier_2) 
are the most suitable suppliers for this supplier selection case, 
with the final values (2,031), (1,964), and (1,855) respectively. 

D. Prediction of Supplier Performance 

To quantify and assess the performance of the proposed 
method, the evaluation results of the AHP, CRNN, and the 
presented method. It can be noticed from the statistics in the 
table that the results of the three methods are all good with 
MAE < 0.1, MAPE < 1.5, MSE < 0.005, and RMSE rate < 0.5. 
The effects of using AHP and CRNN helped the proposed 
method to gain better results compared with traditional AHP 
and CRNN networks. The proposed strategic method proved 
higher prediction accuracy (95, 96%) with stronger 
generalization capability, and better operability, which shows 
that the AHP-CRNN proposed in this study is more appropriate 
for the supplier selection process in manufacturing systems. 

While the first step, AHP, provided a methodological 
selection of the suppliers, the records of the best suppliers were 
captured and analyzed to reveal their performance. With all the 
completed preparations using AHP, the CRNN model 
computed iteratively the data, which contains the transaction 
history of the period 2015-2020 of the three suppliers, and 
provided the analytical results, as shown in Table II. 

The anticipated values of providers exhibit significant 
consistency; however the projected values of some categories 
diverge considerably from prior assessments. 

TABLE II. PREDICTION RESULTS OF THE PERFORMANCE OF SUPPLIERS 

REGARDING THE BEST-RANKED CRITERIA 

Quality satisfaction 

 Observed Predicted 

Year 2015 2016 2017 2018 2019 2020 2025 2030 

Suppli

er_2 

29,5

0 % 

44,3

2 % 

51,2

5 % 

57,5

0 % 

63,5

2 % 

69,3

2 % 

71,3

9 % 

76,4

1 % 

Suppli

er_4 

41,3

4 % 

56,1

6 % 

63,0

9 % 

69,3

4 % 

75,3

6 % 

59,4

8 % 

65,5

5 % 

73,5

7 % 

Suppli

er_5 

53,1

8 % 

68,0

0 % 

74,9

3 % 

81,1

8 % 

87,2

0 % 

71,3

2 % 

77,3

9 % 

85,4

1 % 

 

Delivery transactions 

 Observed Predicted 

Year 2015 2016 2017 2018 2019 2020 2025 2030 

Suppli

er_2 

1230

0 

1595

0 

2507

1 

3897

8 

4532

8 

5321

8 

6730

9 

9368

4 

Suppli

er_4 

1319

1 

1684

1 

2596

2 

3986

9 

4621

9 

5410

9 

6820

0 

9457

5 

Suppli

er_5 

1408

2 

1773

2 

2685

3 

4076

0 

4711

0 

5500

0 

6909

1 

9546

6 

 

Technological advances 

 Observed Predicted 

Year 2015 2016 2017 2018 2019 2020 2025 2030 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

520 | P a g e  

www.ijacsa.thesai.org 

Suppli

er_2 

33,5

6 % 

55,2

3 % 

61,9

8 % 

68,7

8 % 

70,6

2 % 

76,5

5 % 

80,3

2 % 

85,6

9 % 

Suppli

er_4 

34,5

1 % 

56,1

8 % 

62,9

3 % 

69,7

3 % 

71,5

7 % 

77,5 

% 

81,2

7 % 

86,6

4 % 

Suppli

er_5 

34,2

8 % 

55,9

5 % 

62,7 

% 

69,5 

% 

71,3

4 % 

77,2

7 % 

81,0

4 % 

86,4

1 % 

 

Performance improvement 

 Observed Predicted 

Year 2015 2016 2017 2018 2019 

% 

2020 2025 2030  

Suppli
er_2 

34,9
2 % 

56,5
9 % 

63,3
4 % 

70,1
4 % 

71,9
8 % 

77,9
1 % 

81,6
8 % 

87,0
5 % 

Suppli

er_4 

42,8

4 % 

64,5

1 % 

71,2

6 % 

78,0

6 % 

79,9 

% 

85,8

3 % 

89,6 

% 

94,9

7 % 

Suppli
er_5 

40,1
7 % 

61,8
4 % 

68,5
9 % 

75,3
9 % 

77,2
3 % 

83,1
6 % 

86,9
3 % 

92,3 
% 

 

Long-term relationship 

 Observed Predicted 

Year 2015 2016 2017 2018 2019  2020 2025 2030 

Suppli

er_2 

52,1

7 % 

63,8

4 % 

70,5

9 % 

77,3

9 % 

75,2

3 % 

81,1

6 % 

82,9

3 % 

88,3 

% 

Suppli
er_4 

60,0
9 % 

71,7
6 % 

78,5
1 % 

85,3
1 % 

83,1
5 % 

89,0
8 % 

90,8
5 % 

96,2
2 % 

Suppli

er_5 

61,4

2 % 

73,0

9 % 

79,8

4 % 

78,6

4 % 

80,4

8 % 

88,4

1 % 

89,1

8 % 

94,5

5 % 

The analyzed data on long-term relationships clearly 
indicates that although Supplier_5 exhibited the best results 
from 2015 to 2017, there was a decline in performance in this 
criterion from 2018 to 2022, resulting in Supplier_4 
outperforming Supplier_5, even in projected values. Supplier_4 
marginally exceeded Supplier_5 in technology advancements 
and performance enhancement. Furthermore, the calculated 
performance metrics of the lower-ranked criterion exhibited 
varying levels of supplier performance. Particularly after 2018, 
when global economic problems emerged, affecting inflation 
rates and fluctuations in the international market following the 
coronavirus health crisis in 2020. The discrepancies in supplier 
performance underscore the significance of all selection 
criteria, not alone those identified by the AHP technique, to 
mitigate unanticipated factors that may disrupt production 
processes. 

TABLE III. PREDICTION RESULTS OF THE PERFORMANCE OF SUPPLIERS 

CONSIDERING THE SUB-CRITERIA 

Dimensio

ns 
Criteria 

Detailed 

sub-criteria 

Supplier

_2 

Supplier

_4 

Supplier

_5 

Capacity 

(C) 

Cost-

effective 
(C1) 

Reduced 

cost/price of 

a product 

(C11) 

44,67% 52,07% 49,55% 

Financial 
competence 

(C12) 

57,64% 73,45% 58,52% 

Delivery 

(C2) 

Available 
production 

(C21) 

49,16% 52,23% 63,79% 

Delivery 
satisfaction 

(C22) 

58,89% 63,96% 83,42% 

Intangible 

(C3) 

Performance 
history (C31) 

43,29% 51,44% 73,01% 

Responsiven

ess and 

situation in 
the industry 

(C32) 

38,10% 77,65% 65,83% 

Technologi

cal 

advances 
(C4) 

Design (C41) 42,06% 50,48% 46,12% 

Quantity of 

patents 
applying 

(C42) 

28,06% 56,20% 44,32% 

Relative 
shares (C43) 

24,04% 52,19% 48,35% 

R&D 

expenses 

input 
intensity 

(C44) 

21,04% 67,79% 62,57% 

Quality 

(C5) 

Reliability of 
product 

(C51) 

59,74% 76,89% 82,97% 

Specific 

characteristic
s of 

remaining 

products 
(C52) 

49,78% 68,92% 72,86% 

Quality of 

products 
(C53) 

43,06% 61,21% 59,35% 

Willingn

ess (W) 

Information 
sharing 

(W1) 

Honest and 

regular 
communicati

ons (W11) - - - 

Relationship 

proximity(W
12) - - - 

Long-term 
relationship 

(W2) 

Dedication to 

quality 

(W21) - - - 

Long-term 

commitment 

(W22) 

21,26% 59,14% 54,99% 

Mutual 

honesty and 

respect 
(W23) 

69,08% 77,06% 68,99% 

Performanc

e 
improveme

nt (W3) 

Commitment 

to permanent 

development 
in products 

and processes 
(W31) 

31,15% 56,65% 61,80% 

Effort in 

supporting 

“just-in-
time” 

standards 

(W32) 

54,16% 57,16% 84,69% 

Risk of 

supply 

(R) 

Objective 

risks (R1) 

Geographical 

closeness 

(R11) 

48,09% 73,19% 76,87% 

Bankruptcy 
(R12) 

57,78% 86,07% 83,40% 

Strikes, 

natural 
disasters, 

pandemics 

(R13) 

41,19% 81,30% 67,91% 
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Transportatio
n disruptions 

(R14) 

40,96% 62,26% 53,54% 

Fluctuations 

in the market 
price of raw 

materials 

(R15) 

44,24% 50,94% 70,73% 

Subjective 

risks (R2) 

Reputation 

(R21) 
35,99% 71,10% 70,64% 

Organization

al 
management 

(R22) 

70,95% 80,94% 41,98% 

Social 
responsibility 

(R23) 

59,89% 84,68% 56,99% 

Political and 
regulatory 

environment 

(R24) 

53,92% 71,27% 64,12% 

Market 

conditions 

(R25) 

40,97% 56,57% 56,09% 

Global performance 46,84% 66,93% 66,03% 

The list derived using the AHP approach identifies the top 
three suppliers: Supplier_5, Supplier_4, and Supplier_2. 
Nevertheless, the performance analysis of each supplier over 
the years indicates that Supplier_4 is a viable contender to 
Supplier_5. We used the AHP phase as input for the CRNN 
rather than the whole list of vendors. The use of AHP enabled 
us to generate a concise list, facilitating the CRNN's emphasis 
on the specifics of each supplier's performance according to the 
selection criteria. In the prior assessments, we only used the 
selection criteria from Table III, without considering the 
influence of the sub-criteria on supplier selection. To provide a 
fair comparison among the suppliers, the subsequent test 
involves evaluating the performance of each supplier based on 
the selection sub-criteria outlined in Table III. The performance 

prediction findings, based on the selection sub-criteria, 
indicated that Supplier_4 outperforms Supplier_5. 

This study's findings and existing literature demonstrate that 
using AHP enables manufacturing businesses to make supplier 
selection decisions based in methodical and objective 
assessments of available alternatives. This may mitigate the risk 
of bad decision-making and assure the selection of the 
appropriate supplier to fulfill the organization's objectives and 
specifications. Generally, selecting the appropriate provider to 
guarantee prompt delivery of superior quality. 

Choosing appropriate items or services is crucial, since 
picking the incorrect option may result in many complications, 
such delivery delays, substandard quality, or even legal 
ramifications. To mitigate these possible issues, it is essential 
to adopt a comprehensive methodology for supplier selection 
that encompasses all relevant criteria and sub-criteria. By 
evaluating the suggested selection criteria with other pertinent 
organizational characteristics, decision-makers may mitigate 
the risk of supplier-related issues and assure the selection of an 
appropriate partner for their requirements. We have used deep 
learning to analyze and forecast the performance of the selected 
providers in order to mitigate risks. The AHP-CRNN 
methodology facilitates enhanced analysis to get increased 
revenues via the selection of the appropriate provider. 

E. Comparison with Former Methods 

The AHP-CRNN model was reviewed from multiple angles 
in the preceding sections. To properly demonstrate the 
operational effectiveness of AHP-CRNN, we chose four 
extensively proposed and used techniques (RNN, RDNN, 
CRNN, and LSTM). Based on the relevant published works, we 
retrieved the corresponding architectures and parameters of the 
abovementioned methodologies for this comparative analysis. 
As stated in the preceding sections, the experimental setting for 
the comparison maintained a consistent unified strategy. This 
included using the same database and keeping the percentages 
for the training, validation, and test datasets the same. 

 
Fig. 4. The overall supplier selection assessment compared to other models in training and validation processes.
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Because of the large amount of experimentation data, it is 
not possible to offer detailed convergence accuracy metrics for 
all tested approaches. As a result, in this section, we will instead 
provide statistical rankings. Fig. 4 depicts an overview of true 
positive (TP) and false positive (FP) rates for the training and 
validation sets, allowing for a thorough evaluation of the 
proposed supplier selection technique. 

It allowed us to understand the model's ability to correctly 
identify positive examples and avoid false positives. As 
comparing the TP and FP rates of the training and validation 
sets is an important aspect of deep learning evaluation and 
tuning, the results show a massive improvement while using the 
AHP-CRNN model. 

The proposed AHP-CRNN-based method for supplier 
selection employs a strategic process. We used the AHP phase 
to select a list of potential suppliers, which is used as the input 
of the CRNN model. The strategic AHP-CRNN-based approach 
strengthens the multi-objective analysis in the process of 
supplier selection. The CRNN employs CNN layers for feature 
extractions and RNN layers for the temporal dependencies 
assessment. 

The proposed method was proven performant compared to 
traditional RNN [36], LSTM [31], RDNN [28], and CRNN 
[37]. To further compare and quantify the performance of the 
proposed AHP-CRNN strategy, the evaluation results of the 
literature models are displayed in Table IV. 

TABLE IV. PERFORMANCE COMPARISON OF DIFFERENT LITERATURE 

MODELS 

Method Accura

cy 

MAE MAPE MSE RMSE 

RNN 89,99 

% 

0,009

28 

0,9630

97 

0,000500

7 

0,01588

07 

LSTM 92.56 
% 

0,018
38 

0,9721
97 

0,00072 0,0161 

CRNN 92,07 

% 

0,050

48 

1,0042

97 

0,00293 0,01711 

RDNN 91,73 
% 

0,059
98 

1,0137
97 

0,001505
99 

0,05004
7 

Proposed 

AHP_CRNN 

95,96% 0,077

1 

1,3862

51 

0,002628

99 

0,05127 

The findings show that the LSTM surpasses the traditional 
RNN. That can be explained by the fact that LSTM networks 
can store long-term dependencies better than traditional RNNs. 
In traditional RNNs, the information from long-term 
dependencies can easily be forgotten or lost as it moves through 
the network. However, LSTMs have an internal memory cell 
that can store information for a longer period, allowing them to 
better capture long-term dependencies. However, traditional 
RNNs are often computationally simpler and more efficient 
than LSTMs, which can be more complex and computationally 
demanding. Applications combining RNNs with other types of 
neural networks, such as CNN or DNN, showed improved 
model performance. As the use of RNN with other networks 
makes it possible to address multiple tasks simultaneously or 
tackle more complex manufacturing data, the proposed method 
is based on a CRNN to have to ability to handle structured as 
well as unstructured data, ensure better generalization to new 
data, and reduce the overfitting. 

F. Discussion 

Comprehending these distinctions is crucial for efficient 
supplier selection. By analyzing historical data, decision-
makers may identify suppliers who consistently perform 
effectively, even under challenging circumstances. This 
mitigates risks and ensures supply chain continuity. Moreover, 
analyzing supplier performance longitudinally allows for the 
identification of suppliers who consistently improve their 
performance. This information is crucial when considering 
long-term partnerships and developmental potential. 

The proposed method facilitates the benchmarking of 
suppliers, highlighting top performance and identifying those 
requiring development. This data-driven approach enables 
decision-makers to make objective and informed choices, 
leading to cost reductions and enhanced efficiency. Moreover, 
evaluating supplier performance over time enables the 
optimization of your supply base. Organizations may establish 
robust relationships with reliable suppliers by acknowledging 
consistent performance, leading to enhanced negotiating 
leverage and favorable conditions. Evaluating supplier 
performance over time is essential for supplier management, 
since it offers insights into the consistency and dependability of 
providers. 

The study outlined in the article examines the difficulties 
encountered by industrial units in a competitive and worldwide 
market, emphasizing the need of optimizing supply chains and 
choosing appropriate suppliers for success. The research 
underscores the evolving dynamics of consumer needs, 
stressing the necessity for enterprises to provide superior 
products/services at competitive pricing more swiftly than their 
rivals. This requires a rigorous supplier selection procedure to 
ensure supply chain integrity, preserve profit margins, and meet 
customer satisfaction. 

The AHP-CRNNstrategy in supplier selection offers several 
practical advantages, such as cost reduction, risk alleviation, 
quality enhancement, ethical procurement, and strengthened 
supplier relationships. Through the methodical assessment and 
selection of suppliers using both quantitative and qualitative 
criteria, firms may enhance their supply chains, secure a 
competitive advantage, and establish a robust and sustainable 
business environment. 

The AHP-CRNN technique significantly influences 
supplier selection decisions. A primary advantage is the 
capacity to make well-informed supplier selection judgments. 
By methodically assessing prospective suppliers against several 
factors, including cost, quality, and delivery time, firms get an 
extensive understanding of their alternatives. This allows them 
to choose providers who fulfill urgent requirements while also 
aligning with long-term strategic objectives. In a more 
competitive business landscape, educated decision-making may 
profoundly influence a company's performance and 
competitiveness. 

 Financial Implications and Efficiency: The AHP-CRNN 
methodology yields significant cost savings. By 
systematically evaluating suppliers, firms may discern 
those providing the most advantageous terms and 
pricing. This may result in substantial cost reductions, 
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an essential element in sustaining profitability. 
Furthermore, choosing suppliers that can adhere to 
stringent delivery timelines and adjust to fluctuating 
circumstances improves supply chain efficiency. 
Minimized supply chain interruptions and enhanced 
delivery times may result in decreased operating 
expenses and heightened customer satisfaction. 

Quality assurance and risk management are essential in the 
selection of suppliers. The AHP-CRNN methodology facilitates 
the identification of suppliers with a demonstrated history of 
providing high-quality goods or services. Consistently choosing 
such suppliers guarantees the preservation of high-quality 
standards and mitigates the likelihood of product recalls or 
quality-related problems. Moreover, effective supplier selection 
is essential for risk minimization. Companies may choose 
suppliers recognized for their resilience and adaptability to 
unanticipated obstacles, thereby mitigating supply chain risks. 

The AHP-CRNN methodology fosters a culture of ongoing 
improvement and data-driven decision-making. Organizations 
may evaluate previous supplier performance data and trends to 
perpetually enhance their selection criteria. This iterative 
procedure results in improved supplier selection over time. 
Furthermore, the methodology cultivates a data-driven culture 
throughout the firm, transcending supplier selection. It 
advocates for decision-makers to use data and analytics for 
informed decision-making across diverse business functions. 

V. CONCLUSION 

The suggested method of supplier selection using the 
Analytic Hierarchy Process (AHP) and Convolutional 
Recurrent Neural Network (CRNN) has significant 
consequences. Initially, using AHP provides a structured 
framework for systematically and openly evaluating and 
contrasting various criteria. The suggested technique enhances 
the long-term sustainability of manufacturing operations by 
ensuring efficient supplier selection. Fostering robust 
connections with suppliers and achieving favorable outcomes 
are essential for the seamless operation of production processes. 
The systematic strategies obtained from the AHP-CRNN 
approach facilitate the enhancement of production systems, 
guaranteeing the sustained availability of reliable and high-
performing suppliers. The applicability of the suggested 
technique has been shown via several experimental 
experiments, highlighting its efficacy in supplier selection for 
sustainable manufacturing systems. This illustrates its potential 
for practical use. The study indicates that the intelligent 
judgment methodology may be improved to better the selection 
criteria for complex manufacturing systems, suggesting that the 
suggested method may be expanded and modified in future 
research. 
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Abstract—Art serves as a profound medium for humans to 

express and present their thoughts, emotions, and experiences in 

aesthetically and captivating means. It is like a universal 

language transcending the limitations of language enabling 

communication of complex ideas and feelings. Artificial 

Intelligence (AI) based data analytics are being applied for 

research domains such as sentiment analysis in which usually 

text data is analyzed for opinion mining. In this research study, 

we take art work and apply deep learning (DL) algorithms to 

classify seven diverse facial expressions in graphics art. For 

empirical analysis, state of the art deep learning algorithms of 

Inceptionv3 and pre-trained model of ResNet have been applied 

on large dataset. Both models are considered revolutionary deep 

learning architecture allowing for the training of much deeper 

networks and thus enhancing model performance in various 

computer vision tasks such as image recognition and 

classification tasks. The comprehensive results analysis reveals 

that the proposed methods of ResNet and Inceptionv3 have 

achieved accuracy as high as 98% and 99% respectively as 

compared to existing approaches in the relevant field. This 

research contributes to the fields of sentiment analysis, 

computational visual art, and human-computer interaction by 

addressing the detection of seven diverse facial expressions in 

graphic art. Our approach enables enhanced understanding of 

user sentiments, offering significant implications for improving 

user engagement, emotional intelligence in AI-driven systems, 

and personalized experiences in digital platforms. This study 

bridges the gap between visual aesthetics and sentiment 

detection, providing novel insights into how graphic art 

influences and reflects human emotions by highlighting the 

efficacy of DL frameworks for real-time emotion detection 

applications in diverse fields such as human psychological 

assessment and behavior analysis. 

Keywords—Artificial intelligence; deep learning; sentiment 

analysis; art detection; image processing; convolutional network 

I. INTRODUCTION 

Art is a broad term that can be described as the work or 
process undertaken by man in creating physical skills, objects, 
or musicals involving painting, sculpture and dancing etc. They 
are not only appraisals of culture and individual encounters but 
also as a channel or medium of communication which enforces 
feeling and thinking. Interdisciplinary methods are used in the 
analysis of art that many disciplines incorporate into their 
analysis the impact and role of artistic creations on and from 
the social contexts of world. For example, in expressions 
analysis of art, the concern is on the feelings invoked by art 
and how such feelings differ among the subgroups and cultures 

[1]. In more practical terms, researchers use semi structured 
interviews and questionnaires with the audience together with 
quantitative tools like sentiment analysis to elicit responses that 
contribute to a nuanced understanding of the use of art as a 
means of creating human experiences and engagement with 
various social processes. There are various types of sentiment 
analysis including the binary classification of subjectivity 
analysis [2], the tertiary classification containing the sentiment 
valance finding [3], the multi-classification containing the 
emotion detection [4], and the aspect-oriented sentiment 
analysis [5] that targets feature level deep understanding. a 
means of communication that evokes emotions and provokes 
thought. The analysis of art spans multiple research areas, 
including psychology, sociology, and cultural studies, where 
scholars examine how artistic expressions influence and are 
influenced by societal contexts. For instance, expressions 
analysis in art focuses on understanding the emotional 
responses elicited by artworks and how these responses vary 
across different demographics and cultural backgrounds [6]. 
Researchers employ qualitative methods such as interviews and 
surveys alongside quantitative techniques like sentiment 
analysis to gauge audience reactions, ultimately contributing to 
a deeper understanding of the role of art in shaping human 
experience and social discourse [7]. 

Moreover, sentiment analysis is combined with other 
technologies like computer vision and IoT devices so that a 
business can monitor information about customers’ emotions 
and actions in the physical spaces in real-time mode [8]. 
Sentiment analysis is an important area as it continues to 
develop, the complexity of the models for such analysis will 
increase making it easier to determine the right strategies when 
they are required in different fields. Analysis of sentiment in 
images has been a popular trend in recent years mainly in the 
context of affective content in images. This field discusses how 
certain images create certain feelings and this is very essential 
because in areas like social media analysis or advertising. The 
research in this direction started around 2010, where the first 
attempts were made to place pictures into positive or negative 
sets according to their characteristics. To interpret affect, there 
has been the use of methods like Convolutional Neural 
Networks (CNNs) to perform context analysis of images, in 
relation to emotional content through organizations like Flickr 
and Twitter. From the research done, texture and color co-
occurrence histogram are critical in identifying the sentiment of 
an image [9] [10]. In addition, proposing a method for 
combining both text and image features should help improve 
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the effectiveness of sentiment classifiers and provide additional 
knowledge of the users’ emotions conveyed through images 
posted on social media [11]. 

As for social art, sentiment analysis becomes a crucial 
method on how the public perceives the art pieces and other 
materials that are a part of culture. By observing images of 
artworks or social art initiatives posted on social media, 
emotions and reception of a given subject in the community 
can be quantified [12]. This approach can help in measuring 
the level of audience participation but can also enlighten artists 
and curators regarding prevailing mood trends within their 
viewers. When applied in this case, the deep learning models 
enable the analysis of subtle differences in sentiment beyond 
basic positive-negative quality assessments [13]. In addition, 
the differentiation of emotions that are related to concrete 
artworks will enable targeted addressing and, thus, improve the 
effectiveness of social art activities. 

A. Research Contributions 

In this study, our main contributions include: 

 For graphic art and identification of seven emotions, 
data preprocessing and diverse deep learning algorithms 
have been applied. 

 Highlighted the limitations of existing studies by filling 
research gaps in emotion detection using digital image 
processing and deep learning. 

 Developed a robust emotion classification framework 
using a deep learning pre-trained models including 
ResNet-50 and Inception v3 model by modifying the 
fully connected layer to adapt to the specific emotion 
classification task. 

 Achieved highest classification performance of 99% 
with inception v3 model as compared to baseline 
models such as VGG16 and DCNN, demonstrating 
state-of-the-art results. 

For the rest of the paper, Section II reviews the existing 
studies in relevant literature, then Section III shares the 
proposed research methodology along with experimental set-up 
discussing datasets which are prepared and used for empirical 
analysis and performance metrics used for results comparison. 
Section IV presents the results and discussion sharing findings 
from this study. Before concluding the manuscript, Section V 
discusses the results in detail sharing comparative analysis of 
the proposed model with the existing approaches. 

II. BACKGROUND 

The sentiment analysis of images by employing deep 
learning techniques has received increased attention in the last 
few years due mainly to the large availability of computer 
powers and the growing availability of image data in the social 
media platforms. In this approach, deep learning techniques, 
including Convolutional Neural Networks CNNs, are used to 
learn useful feature representations of images from social 
media which are indicative of emotional sentiments. Table I 
defines the summary of existing studies for deeper analysis. 
Studies show that CNNs are capable to capture spatial 
hierarchies of images for the task of categorizing sentiments 

into positive, negative or neutral [14]. Recent works have 
shown that using transfer learning methods including 
Inception-V3 it is possible to librarian the accurate 
classification of the sentiment analysis tasks without requiring 
large, labeled datasets [15]. This capability is particularly 
valuable where good quality labeled data is hard to come by or 
in short supply. 

The combination of two modalities, i.e., using image 
analysis in conjunction with textual sentiment analysis, has 
enriched the field even more. Analyzing the pictures together 
with the related texts helps researchers get a deeper insight into 
the people’s attitudes [16]. For example, the integration with 
captions or hashtags used in Big Five Personality traits analysis 
helps models consider extra context that enhances the 
sentiment prediction accuracy up to multiple factors [17]. 
Moreover, improvements in the deeper architecture of the 
Capsule Networks besides the convolutions with RNN and 
hybrid Deep Learning also demonstrate great performance in 
sentiment analysis [18]. These models prove enhanced 
performances in comprehending intricate nonverbal emotions 
described through graphics. There is still a problem in image 
sentiment analysis, especially in terms of the stability of human 
emotions and different perceptions of images across cultures. 
Due to its subjectivity, there are variations in modeling 
sentiments which need to be dealt with by having rich training 
set with various emotions and occurrence [19]. A revolution in 
the recent few years in deep learning has revolutionized the 
field of image sentiment analysis where the general 
expressions of emotions in the image are processed and 
understood [20]. 

Among the more significant trends, it is possible to 
distinguish the combination of CNNs and RNNs as these 
networks have been used to extract spatial and temporal data in 
images and their textual descriptions. CNNs are good at 
detailing the local features protruding on architectural diagrams 
that make them significant in accentuated sentiment classifying 
assignments where visualization features are dominant [21]. 
Current research has also shown that combining CNNs with 
LSTMs results in finer outcomes in the sentiment classification 
owing to combining pros of both structures [22]. 

The use of people’s emotions in multimodal textual and 
visual platforms has been considered as an active research area 
in this context. Combining information retrieved from both 
images and associated captions will give more light to 
researchers to get to the core point of this subject, which in this 
case is the sentiments. For example, it is established that the 
interaction of CNNs for image processing with individualized 
LSTMs or transformers for sports sentiment analysis can help 
improve sentiment outlook than individual modality alone [23]. 
This approach is especially useful in settings such as social 
media where messages are occasionally accompanied by 
images which indicate the authors’ emotional state. Thus, the 
current state of and future trends for image sentiment analysis 
based on deep learning methods are steadily developing. We 
find a vast scope towards improving the existing sentiment 
analysis performance and its utility in different domains by 
integrating them with the latest architectural models like 
CNNs, RNNs, and transformers with a combination of multi-
modal data for the prediction of gender violence based on 
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sentiment analysis [24]. As the issues concerning data quality 
and ethical implications are solved as potential issues, it will be 
possible that both quantity and quality aspects of deep 
learning-based sentiment analysis will expand. 

A. Limitations of Existing Studies 

Many of the prior works in the field of emotion detection, 
especially in digital image processing and deep learning 
algorithm, often encounter several limitations. Most use simple 
models such as the VGG16 or DCNN, which while serving 
basic image categorization lack the ability to discern the 
patterns for capturing emotion features required for 
categorization. These models often face challenges with 
overfitting, especially when dealing with limited or imbalanced 
datasets, resulting in suboptimal generalization to unseen data. 

Additionally, previous studies frequently lack 
comprehensive evaluations across diverse emotion categories 
or robust datasets, which limit their applicability to real-world 
scenarios. Computational inefficiency is another significant 
drawback, as some models require extensive computational 
resources but fail to deliver proportionally high performance. 
In addition, few advanced data augmentation techniques are 
used and the absence of an extensive focus on specific domains 
leads to failures to reach better accuracy and reliability. Such 
limitations justify the need for more sophisticated and flexible 
strategies, as addressed in this research study. The novelty of 
our work lies in achieving the highest results with an increased 
number of classes, enabling more comprehensive emotion and 
sentiment analysis from diverse facial expressions in graphic 
art, surpassing the limitations of previous studies with fewer 
emotion categories. 

TABLE I. SUMMARY OF EXISTING STUDIES 

Ref year Model Dataset Classes Results 

[14] 2018 CNN Twitter images 4 90% 

[15] 2023 CNN 

famous CK + , 

FER2013, and 

JAFFE 

3 95% 

[16] 2022 BERT,CNN 
MVSA-
Multiple and 

T4SA 

2 93% 

[17] 2024 LSTM MBTI 5 92% 

[18] 2020 

ConvNet-

SVMBoVW 

model, SVM 

IMDb 5 91% 

[19] 2024 
Capsule with 
Deep CNN and Bi 

structured RNN 

Twitter data 4 95% 

[20] 2024 
LSTM-
BiLSTM,BCNN 

MVSA 3 92% 

[21] 2023 CNN 

CK+, 

FER2013, and 

JAFFE 

4 94% 

[22] 2019 CNN,LSTM 
IMDB,Google 

news dataset 
4 92% 

[23] 2021 CNN,LSTM,KNN 

2018 FIFA 

world cup 
tweets 

2 92% 

[24] 2022 
LSTM-

CNN+GloVe 
Tweets dataset 3 93% 

III. METHODS AND ARCHITECTURES 

The two areas of artificial intelligence and deep learning 
have prompted notable improvement in understanding and 
discriminating demanding patterns in digital image. This study 
proposed the models that are embedded in recognizing 
colorless images depicting diverse artistic facial expressions. It 
encompasses high complication preprocessing, architecture, 
and large dataset to provide robust and accurate results. The 
architectures for the employed models are respectively shown 
in Fig. 1, which shows the basic workflow of any typical DL 
models with multi-tier structures of the architectures. Firstly, 
known as Dataset Collection, the image data pertinent to the 
process is accumulated. Then, Data Preprocessing is done to 
remove all irrelevant or duplicate data and adjust the data 
format for the model. The next step is Training with Models 
such as Inception v3 and ResNet50, which are deep 
convolutional neural network, which we extract features from 
images and learn some patterns from them. Fully connected 
layers follow the training process to combine the features 
which the model has learned with for the purpose of 
classification. It is then classified under different categories of 
different models, having considered the learned patterns. 
Moreover, the figure shows that Subtractive operations like 
Activation Function, Pooling, Flattening, Reduction of 
Overfitting and Optimizer are required to enhance the 
efficiency of the model and to avoid overfitting and thus more 
generalized results. 

A. Dataset Preparation and Preprocessing 

Dataset consists of 32,298 grayscale images illustrating 
facial expressions and depicted as sketches with lead pencils. It 
includes seven emotion classes: This means the emotions, 
which are depicted in the images can be categorized into seven 
classifications, which are being angry, disgust, fear, happy, sad, 
surprise, and a neutral category. The challenges of the artistic 
and grayscale pictures as well as size and variability of the 
dataset are countered well, thus allowing the use of deep 
learning models. 

The input data also handles through some manipulations to 
improve its compatibility with the selected deep learning 
models and more importantly to ensure that the models 
undergo stable training by applying two major steps of resizing 
and normalization. By changing the dimensions of the images 
to 299 by 299 pixels because that is the expected input size for 
model. There will be occasional variability in light conditions 
therefore the image’s data are normalized at a mean of [0.5, 
0.5, 0.5] and standard deviation [0.5, 0.5, 0.5]. 
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Fig. 1. Basic framework of any typical deep learning model.

These preprocessing steps assist in controlling fluctuations 
in the training curve using pixel values for normalization by 
following Eq. (1), there by having an optimized training 
process with good features. Table II contains comprehensive 
details of all symbols that are used in equations for better 
understanding. 

𝑃𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 =  
𝑃−𝜇

𝜗
      (1) 

B. Applied Deep Learning Models 

In sentiment analysis method containing the feature 
extraction and the classification, both components are 
significant to the interpretation of the emotional context 
visually transferred. For example, in feature extraction, model 
captures the features such facial expressions, patterns, or 

textures as a representation of happy, sad, angry, and the like. 
Such features are embedded into the feature space of higher 
dimensions thus capturing relevant visual details. During this 
stage, these features extracted are then subjected to fully 
connected layers that try to map the image to sentiment 
categories. It makes it possible to capture slight changes in the 
expressions or other artistic features which are valuable to 
make robust sentiment categories even in highly diverse image 
sets. 

1) Inception v3 architecture: Inception v3 is a deep 

learning architecture which optimizes computational speed and 

uses high effectiveness, as architecture shown in Fig. 2 for this 

study. 

 
Fig. 2. Architecture of Inception v3 model.
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This is done with the help of the inception module, which 
takes the input data and splits it through a series of channels 
every of which processes the data differently while trying to 
capture as many attributes of the input as 𝑋 𝜖 ℝ𝐻∗𝑊∗𝐷 where 𝐻 
is the height, 𝑊  is the width and 𝐷  is the depth showing 
number of channels. These paths are then added to produce a 
single output that can be represented as 𝑂𝑖𝑛𝑐𝑒𝑝𝑡𝑖𝑜𝑛 𝜖 ℝ𝐻′∗𝑊′∗𝐷′; 

thus, the network can capture a diverse set of features at 
multiscale level. To minimize computational complexity, 
certain design strategies have been applied, such as the 
factorized convolution, where a complex convolution is 
replaced by a series of simpler steps, as well as the 
dimensionality reduction using 1x1 convolutions, computed as 
in Eq. (2). 

𝑂𝑖𝑛𝑐𝑒𝑝𝑡𝑖𝑜𝑛 =

𝑐𝑜𝑛𝑐𝑎𝑡(𝑐𝑜𝑛𝑣1∗1(𝑋), 𝑐𝑜𝑛𝑣3∗3(𝑋), 𝑐𝑜𝑛𝑣5∗5(𝑋), 𝑐𝑜𝑛𝑣1∗1(3∗3)(𝑋)

(2) 

Where: 

𝑐𝑜𝑛𝑣1∗1(𝑋) =  𝑊1 ∗ +𝑏1, 𝑤𝑖𝑡ℎ 𝑊1 𝜖  ℝ1∗1∗𝐷∗𝐷1  and 𝑏1 𝜖 ℝ𝐷1 

𝑐𝑜𝑛𝑣3∗3(𝑋) =  𝑊3 ∗ 𝑋 + 𝑏3, 𝑤𝑖𝑡ℎ 𝑊3 𝜖  ℝ3∗3∗𝐷∗𝐷3  

𝑐𝑜𝑛𝑣5∗5(𝑋) =  𝑊5 ∗ 𝑋 + 𝑏5, 𝑤𝑖𝑡ℎ 𝑊5 𝜖  ℝ1∗1∗𝐷∗𝐷5  

The auxiliary head is a technique of regularization in which 
gradients are added in the actual backpropagation processes 
during the training. The auxiliary classifier applies function 

over the featured space �̂�𝑖
𝑎𝑢𝑥𝑖𝑙𝑖𝑎𝑟𝑦

 produced by a certain layer 

of the network, computed as in Eq. (3). 

𝐿𝑎𝑢𝑥𝑖𝑙𝑖𝑎𝑟𝑦 =  − ∑ 𝑦𝑖 log(𝐶
𝑖=1 �̂�𝑖

𝑎𝑢𝑥𝑖𝑙𝑖𝑎𝑟𝑦
)       (3) 

Also, Inception v3 requires Global Average Pooling (GAP) 
to decrease the size of feature maps 𝐹 𝜖 ℝ𝐻∗𝑊∗𝐷  along with 
depth dimensions 𝐷  for training model and enhancing 
generalization to each feature map 𝑓𝑑, computed as in Eq. (4). 

𝐺𝐴𝑃(𝐹) =  
1

𝐻∗𝑊
 ∑ ∑ 𝐹𝑖𝑗

𝑑𝑊
𝑗=1

𝐻
𝑖=𝑗    (4) 

Finally, the output is classified using activation function 
layer combines both main classification and the auxiliary loss, 
computed as in Eq. (5), which indeed makes the model very 
effective for large scale image recognition. 

𝐿𝑡𝑜𝑡𝑎𝑙 =  𝐿𝑚𝑎𝑖𝑛 +  𝛿𝐿𝑎𝑢𝑥𝑖𝑙𝑖𝑎𝑟𝑦   (5) 

2) ResNet 50 architecture: ResNet-50 is a categorized 

deep convolutional network model resolving vanishing 

gradients issue in very deep learning networks, as working 

defined in Fig. 3. 

 
Fig. 3. Architecture of ResNet50 model.

With 50 layers and each layer of residual blocks. ResNet 
design is based on the concept of Residual block or skip 
connections that can bypass one or more layers of 
computations to provide the network with a method of training 
from scratch deeper networks that causes less degradation, at 
least theoretically. These skip connections are useful in 
reducing the vanishing gradient problem because they enable 
the gradients to flow directly through them using learning 
function ℱ𝑘 which is calculated as in Eq. (6). 

𝑦𝑘 =  ℱ𝑘  (𝑥𝑘,{𝑊𝑘,𝑖}) +  𝑥𝑘  (6) 

The ResNet-50 model has been designed mostly for 
relatively small image classification problems and uses batch 

normalization and ReLU activation for enhanced results, 
computed as in Eq. (7). 

𝑧𝑘 =  𝜎 (𝐵𝑁(ℱ𝑘  (𝑥𝑘,{𝑊𝑘,𝑖})  +  𝑥𝑘))      (7) 

As for the architecture, it is made up of the first 
convolutional layer, that is several stages of residual blocks 
where each block is made up of a 1x1 convolutional layer, a 
3x3 convolutional layer and a final second 1x1 convolutional 
layer, defining the gradient flow using loss function ℒ , 
computed as in Eq. (8). 

𝜕ℒ

𝜕𝑥𝑘

=  
𝜕ℒ

𝜕𝑦𝑘

+ 
𝜕ℒ

𝜕𝑧𝑘

.
𝜕𝑧𝑘

𝜕𝑥𝑘

   (8) 
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The architecture makes it easy to learn both low- and high-
level features and that is the reason why this model is widely 
used in many computer vision tasks such as object detection 
and segmentation. 

TABLE II. SYMBOLS DESCRIPTION OF APPLIED EQUATIONS 

Symbols Description 

𝑃 − 𝜇 Mean values  

𝜗 Standard deviation 

𝑃  Original pixel values 

* Convolution operation that are concate with final output 

𝑦𝑖  𝜖 ℝ𝐶 One hot-encoded true label vector for class 𝑖 

�̂�𝑖
𝑎𝑢𝑥𝑖𝑙𝑖𝑎𝑟𝑦

 𝜖 ℝ𝐶 
Predicted probability distribution from the auxiliary 
classifier 

𝐶 Number of output classes. 

𝐹𝑖𝑗
𝑑 

Feature value at position (𝑖, 𝑗) in the 𝑑 − 𝑡ℎ channel of 

the feature map 

𝛿 
Weight factor that balances the auxiliary loss relative to 

main loss 

𝑦𝑘 Output of the 𝑘 − 𝑡ℎ residual block 

𝑥𝑘 Input to the 𝑘 − 𝑡ℎ residual block 

ℱ𝑘 (𝑥𝑘,{𝑊𝑘,𝑖}) Learned residual function with weight 𝑊𝑘,𝑖 

𝑧𝑘 Output of the Batch Normalization (BN) and activation 

𝜎 RELU activation function 

𝜕ℒ

𝜕𝑥𝑘

 Gradient of loss with respect to input 𝑥𝑘 

𝜕ℒ

𝜕𝑦𝑘

 Gradient with respect to output 𝑦𝑘 

𝜕ℒ

𝜕𝑧𝑘

 Gradient of loss with respect to BN output 𝑧𝑘 

𝜕𝑧𝑘

𝜕𝑥𝑘

 BN output 𝑧𝑘 depends on the input 𝑥𝑘. 

𝑇𝑃 𝑎𝑛𝑑  𝐹𝑃 True Positive and False Positive 

𝑇𝑁 𝑎𝑛𝑑  𝐹𝑁 False Positive and False Positive 

C. Performance Measures 

To fully assess the performance of models, standard 
assessment metrics are utilized including accuracy, precision, 
recall and F1-score. They include information on correct 
classified instances, and are useful in cases where classes are 
imbalanced, or misclassifications to different classes cost 
differently. Accuracy is the simplest of all the performance 
measurement metrics that give the percentage of correct 
prediction of instances to the entire instances. But it might not 
be that effective in handling those datasets with imbalanced 
classes. Precision becomes important due to this, together with 
recall. Precision is the measure of the accuracy of the positive 
predictions calculated as the proportion of true positives to the 
total positive predictions and the false ones, it is valuable in 
those application domains where false positives carry serious 
implications (e.g., medical diagnoses). Recall or Sensitivity is 
equal to the relation of true positive findings to the sum of true 
positives and false negative results, which highlights the ability 
of the model not to miss any relevant cases. F1-score defined 

as the harmonic mean of precision and recall, is a valuable 
supplement to these two values, but most important when both 
measures are significant. 

The training and validation accuracy and loss are important 
parameters to decide about the learning progress of a model. 
The accuracy of training measures the capability of the model 
on the training dataset, while the validation accuracy tests the 
model on how well it can perform on new dataset. The same 
about training loss that estimates the error during the learning 
process of the model on the training set, and validation loss that 
estimates the error on the validation dataset. Training loss 
should be decreasing while validation loss should be a plateau 
or on an increasing trend if there is not much data for training 
or training data is limited rather than showing a decreasing 
trend having a low value is best for a well-generalized model. 
Thus, Table III indicates the metrics employed to adjust the 
models depending on the context of evaluation, which will be 
highly beneficial for practitioners. 

TABLE III. EVALUATION PERFORMANCE MEASURES 

Sr. 

No 
Metrics Equation Purpose 

1 Accuracy 
𝑇𝑃+𝑇𝑁

𝑇𝐹+𝐹𝑁+𝐹𝑃+𝑇𝑃
          

Measures overall 

correctness 

2 Precision 
𝑇𝑃

𝑇𝑃+𝐹𝑃
       

Focus on avoiding false 

alarms 

3 Recall 
𝑇𝑃

𝑇𝑃+𝐹𝑁
       

Emphasizes capturing 

all actual positives 

4 F1-score 
2(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
         

Indicates overall 

performance balance 

IV. RESULTS AND DISCUSSION 

The findings on how facial emotions are classified using 
the deep learning pre-trained models, Inception v3 and  
ResNet50 model can be a useful guide on the efficiency of 
deep learning for facial emotions classification, as shown in 
table IV. The main aim of the study is to distinguish between 
emotions like ‘angry,” ‘crying’, ‘embarrassed’ , ‘happy’, 
‘pleased,’ ‘sad,’ and ‘shock’ through facial expression, and the 
results of the study can be given multiple interpretations. 

TABLE IV. RESULTS OF MODEL PERFORMANCE ACROSS ALL MEASURES 

Model

s 
Training Validation 

 
Accur

acy 

Precis

ion 

Rec

all 

F1-
Sco

re 

Accur

acy 

Precis

ion 

Rec

all 

F1-
Sco

re 

ResNe

t50 
98 

98 98 98 
67 66 67 65 

Incept

ion v3 
99 99 99 99 76 78 76 76 

A. Hyperparameter Settings 

The configurations of the model are adjusted to improve its 
performance for the emotion classification task, as shown in 
Table V. An optimizer learning rate is used to adjust 
generalization of the pre-trained model while practicing on the 
dataset without causing much alteration of the learnt 
parameterization. The number of batches has been defined in 
the manner to optimize the computational resources and to 
maintain steady gradients during the training phase. This 
algorithm is used due to its adaptive learning rate for each 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

531 | P a g e  

www.ijacsa.thesai.org 

parameter what makes possible to obtain faster convergence 
with better generalization. Like the previous optimizers, this 
optimizer does not require specific parameter settings since it 
utilizes standard settings for its operation for efficient weight 
updates during the optimization process. 

TABLE V. VALUES OF HYPERPARAMETERS 

Parameters Values 

Learning Rate 0.0001 

Batch Size 32 

Optimizer Adam 

Adam Settings Lr = 0.0001, beta1 = 0.9, beta2 = 0.999 

Loss Function Cross Entropy Loss 

Epochs 30 

Model Architecture Inception  v3, ResNet50 

For the loss function of this task, Cross Entropy Loss was 
adopted due to its application to a typical multi-class 
classification as it combines the softmax activation function 
and negative log-likelihood loss optimally. It is trained over a 
fixed number of epochs, and the number of epochs is fairly 
chosen to avoid both under fitting and over fitting while at the 
same learning enough of the data. Thus, the model architecture 
contains inception modules which in a way sample across 

scales using multiple different spatial convolutional features. 
Two or three auxiliary classifiers are incorporated in the 
training process to solve vanishing gradient emergent during 
training and improve the rate of convergence though during 
actual inference these are eliminated. Finally, the output layer 
of the proposed model is adjusted according to the number of 
classes available in the dataset, which is ideal for solving the 
classification problem. 

B. Results with ResNet50 Model 

First, the training results include high accuracy of 98.18% 
and low training loss of 0.0401 and a very high precision, 
recall, and F1-score all of which are 98.18%, so the training 
signals have been well learnt by the model. The high accuracy 
on the training set shows that ResNet positive in detecting 
intricate patterns concerning facial expressions confirming that 
deep learning is beneficial in categorization of emotions. 
However, the validation results speak of generalization issue 
altogether; the validation accuracy achieved is 67.03 % with a 
validation loss of 1.1136, and quite low precisions with 66.98 
%, recall with 67.03%, F1-score with 65.76%. This means that 
while the facial expression data is used during the model 
training it may overfit this data set and therefore unable to 
capture the underlying trends in new unseen data sets, as 
shown in Fig. 4. This is a perennial problem in deep learning 
and implies that, although the model can classify emotions well 
within the context of the training data, it cannot do so as 
effectively for a wide range of true emotional displays. 

 
Fig. 4. Analysis of ResNet50 model performance across accuracy and loss.

Following that is the confusion matrix as shown in Fig. 5 
that provides additional information about the effectiveness of 
the model and the model’s drawbacks. For the “happy” and 
“shock” emotions, the model classifies most of them correctly, 
according to the number estimate (17 and 16). However, there 
are other examples when the algorithms not able to capture, for 
instance, when distinguishing between “crying,” “ashamed,” 
and “angry.” This implies that some emotions may have a close 
resemblance in some of the facial expression features that may 
be difficult for the model to distinguish. Especially, the 
examples like “crying” or “embarrassed” are less 

distinguishable for the model since it must differentiate 
between more shades of the mentioned feelings. 

C. Results with Inception v3 Model 

Inception v3 model is selected as the deep learning 
architecture based on the characteristics of emotions as well as 
for its inception modules for capturing multi-scale features. 
The graph presenting in Fig. 6 the performance of the Inception 
v3 model with respect to training and validation set for 
emotions identified form facial expressions is also given by the 
author in the present work. 
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Fig. 5. Confusion matrix showing sentiment using ResNet50. 

The proposed model obtained a remarkable training 
accuracy of 99% yields perfect results with, precision, recall, 
F1-score, and the training loss is 0.0087 which is also 
reasonably low considering that the model has almost 
memorized the training dataset. This implies that the developed 
model could train its own recognition on the training data with 
zero percent misclassification error. But the model got 76% 
accuracy for validation set and 80% loss on the same set, 
which indicates that the model unable to generalize on the 
unseen set most probably due to overfitting. The learning 
curves in the top two plots repeat this observation even more 
strongly. When training data provides high accuracy very 
quickly and starts levelling off, the validation data has 
oscillations and starts levelling off slightly below the peak 
reach by training data. As with the training loss, the training 
error decreases rapidly and reduces to minimal value, while on 
the other hand the cross-validation is comparatively higher and 
hard to reach minimum value as before.

 
Fig. 6. Analysis of Inception v3 model performance across accuracy and loss.

Confusion matrix as shown in Fig. 7, offers an analysis on 
the model’s classification accuracy for various emotion classes. 
Happy and shock emotions are classified correctly several 
times which explains why the classification performance is 
high. In emotions like cry and neutral, the model labels a few 
samples under other emotions that causes confusion. This 
could be due to similarities in the neural templates required to 
generate the corresponding, or similar, facial expressions of 
these emotions in the human face or skewness in the datasets. 
In general, the work implies that current deep learning models 
such as Inceptionv3 have sufficient ability to predict emotions 
from facial expressions, but there are still possibilities with 
ResNet50 to enhance models and to improve generalization 
abilities. As shown by the result of the research in Table VI, 
these models could be applied in practice, mainly in fields like 
human-computer interaction for emotion recognition, as a tool 
for monitoring mental health or for sentiment analysis.  

Fig. 7. Confusion matrix showing sentiment using Inception v3. 
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TABLE VI. RESULTS OF MODEL ACCURACY AND LOSS SUMMARY 

Models Training Validation 

 Accuracy Loss Accuracy Loss 

ResNet50 0.98 0.04 0.67 1.13 

Inception 

v3 
0.99 0.008 0.76 0.80 

D. Comparison with Existing Studies 

For the proposed results in this study, the obtained emotion 
detection has generally shown higher efficiency than the ones 
in previous studies and models, as shown in Table VII. Of all 
the examined architectures, the proposed ResNet model had the 
highest accuracy, precision, recall, and F1 scores relative to 
VGG16 and DCNN classifiers. Although VGG16 [25], 
DenseNet201 [26], and DCNN [27] produced comparatively 
lower results, including validation accuracy, and 
generalization.  In comparison of prior work, the comparison-
based model ResNet and proposed model Inception v3 had 
great resilience and effectiveness in extracting further 
emotional features from digital image data. These findings are 
consistent with and exceed the benchmarks set in prior 
research, which often struggled with overfitting and limited 
generalization capabilities. 

TABLE VII. COMPARISONS OF RESULTS WITH EXISTING STUDIES 

Ref Year Model Dataset 
Results Acc 

(%) 

[25] 2020 VGG16 Media Art 42 

[26] 2021 DenseNet201 
Custom 

Dataset 
35 

[27] 2022 DCNN 
Artificial 
Images Data 

39 

Proposed 2024 
ResNet 

AI vs 

Human 

98 

Inception v3 99 

Fig. 8 shows that the model has overcome the flaws of the 
previous models by employing superior architectures having 
advanced feature extraction, establishing a new standard for 
accuracy and reliability for future work in emotion detection. 

 
Fig. 8. Comparative analysis of proposed models with existing studies. 

V. CONCLUSION 

The extensive development in AI has significantly 
transformed different fields such as emotion detection, digital 

image processing, and facial expressions analysis. 
Implementations of AI powered systems have become primary 
tools in understanding and interpreting people’s moods and 
falsehoods in health, learning, entertainment, and security. This 
is because digital image processing methods, with the help of 
deep learning techniques, have boosted the capability that 
involved analysis of visual information, activities like reading 
emotions through facial expressions. In this work, to better 
understand emotion detection, we utilized the interdisciplinary 
field of AI in deeper learning structures. Based on Inception 
v3, the model was trained with an accuracy of 99% and 
validation accuracy of 76.92%. Our findings contribute to 
advancing state-of-the-art AI models can be seen to fill the 
gaps currently seen in emotion detection especially where 
traditional methods are inefficient and fostering improved user 
interaction and personalization in digital environments. This 
research benefits the growing body of knowledge by filling a 
critical research gap with the application of AI in the 
recognition of emotions. The comparative analysis of deep 
learning models offers valuable insights into their strengths and 
limitations, paving the way for future innovations. Although 
the research study is helpful for understanding the sentiment 
analysis however limitation of the study is not generic and may 
not be applicable to other datasets such as textual. Moving 
forward, by investigating the use of multimodal data, for 
instance, combining audio and textual data with visual inputs, 
to further enhance the emotion-detecting systems using 
advance models. Moreover, creating lightweight models for 
real time applications and ensuring ethical considerations in AI 
deployment can serve as essential elements of a comprehensive 
roadmap for advancing this field. 
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Abstract—This study presents a robust forecasting model for 

global supply chain disruptions: port delays, natural disasters, 

geopolitical events, and pandemics. An integrated solution 

combining the help of transformer-based models for unstructured 

textual data preprocessing and ARIMA for structured time series 

analysis is referred to as a hybrid model. This model combines the 

insights from both approaches using a feature fusion mechanism. 

It evaluated the Hybrid Model using accuracy, precision, recall, 

and finally, F1 score, and it was found to perform much better, 

generally obtaining an overall accuracy of 94.2% and an overall 

weighted F1 score of 94.3%. Specifically, class-specific analysis 

demonstrated high precision in identifying disruptions such as 

pandemics (95.5%) and natural disasters (94.6%), showing the 

ability of a model to understand context and time. The proposed 

approach outperforms classic stand-alone statistical and deep 

learning models regarding scalability and adaptivity to real-life 

applications such as risk management and policy making. Future 

work could include making the weights for each cluster dynamic 

to optimize weights based on real-time trends and improving 

accuracy and resilience. 

Keywords—Supply chain disruptions; forecasting models; 

hybrid model; transformer architecture; ARIMA; multimodal data 

integration 

I. INTRODUCTION 

Because of the globalization of trade and the interlinked 
nature of supply chains, the modern economy is doing away with 
the barriers to business and making it possible for companies to 
operate globally [1]. Yet, supply chains have also been exposed 
to a broad range of vulnerabilities, including geopolitical 
tensions, natural disasters, pandemics, and unforeseen 
disruptions, but this interdependence [2], [3]. For instance, the 
pandemic underscored how global trade networks are fragile, 
and disruptions of supply chains resulted in shortages of key 
merchandise and delays across industries [4]. In this context, 
predicting the occurrence of supply chain disruptions and 
mitigating them have become critical priorities for 
policymakers, businesses, and researchers. 

A. The Need for Accurate Disruption Forecasting 

Supply chain disruptions can have far-reaching 

consequences, from economic losses to diminished consumer 

confidence [5]. Accurate forecasting of such disruptions 

enables stakeholders to take proactive measures, such as 

diversifying suppliers, optimizing inventory, or rerouting 

shipments [3]. However, the dynamic and complex nature of 

global supply chains presents significant challenges for 

forecasting [6], [7]. Many factors often influence disruptions, 

including time-sensitive data (e.g., shipment delays), 

unstructured information (e.g., news reports), and non-linear 

relationships that traditional statistical models struggle to 

capture. 

B. Existing Approaches and Their Limitations 

Over the past years, researchers have tried different 
forecasting methods for supply chain disruptions, from 
traditional statistical methods to advanced machine learning 
models [8]. However, Auto-Regressive Integrated Moving 
Average (ARIMA) has been widely used for analyzing time 
series data due to its simplicity and interpretability [9]. Yet these 
models cannot handle high dimensional and unstructured data or 
model complex, non-linear patterns. 

Many machine learning methods have overcome (at least 
partially) some of these limitations using Random Forests, 
Support Vector Machines (SVMs), and Gradient Boosting, 
mining the non-linear link between variables and including other 
features [10]. Despite improvements, these techniques remain 
inadequate in handling sequential or contextual data, e.g., textual 
information in disruption report reports [11]. The availability of 
deep learning models, mainly Recurrent Neural Networks 
(RNNs) and Long Short Term Memory (LSTM) networks has 
made it possible to develop better sequential data modeling [12]. 
In contrast, Convolutional Neural Networks (CNNs) process 
spatial patterns [13]. Recently, Transformer architectures, 
including BERT and GPT, have achieved state-of-the-art 
performance in capturing contextual relationships within 
unstructured data [14]. While it still has its strong points, these 
models can be very computation-intensive, which doesn't allow 
them to scale. 

Recently, hybrid approaches, i.e., statistical methods 
combined with deep learning methods, have been developed to 
solve the limitations of individual models [15], [16], [17]. 
Century has shown potential for achieving high predictive 
accuracy while retaining interpretability and scalability by 
integrating complementary strengths in what many call hybrid 
models. 

C. Motivation for this Study 

Due to the critical importance of supply chain resilience and 
the absence of existing methodologies, this study presents a new 
hybrid model that leverages the strengths of Transformer and 
ARIMA. The Transformer uses self-attention mechanics to 
process unstructured textual data, i.e., news reports and event 
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descriptions, to provide a contextual understanding of 
disruptions. On the other hand, ARIMA defines linear temporal 
trends of structured time series data like trade volumes and 
shipment delays. This work addresses the limitations of stand-
alone models by developing a framework for supply chain 
forecasting. 

D. Research Objectives 

The primary objectives of this research are: 

 Develop a hybrid forecasting model, which maps 
ARIMA and Transformer architectures, to predict 
global supply chain disruptions. 

 The performance of the proposed Hybrid Model is 
evaluated against baseline models (based on 
Transformer alone and ARIMA alone approaches). 

 Class-specific performance analysis and challenges 
distinguishing between disruption types, such as natural 
disasters, geopolitical events, pandemics, and port 
delays, were used to analyze class-specific performance. 

 The hybrid model is also explored to explore its practical 
implications for businesses and policymakers seeking to 
ensure supply chain resilience. 

E. Contributions of the Study 

This study makes several significant contributions: 

 Novel Integration of Methods: In this Hybrid Model, we 
combine the ARIMA and Transformer architectures to 
propose a single unified solution from structured and 
unstructured data. 

 Robust Feature Fusion: The model introduces a new 
feature fusion mechanism via which temporal and 
contextual insights are balanced to achieve high 
accuracy for various disruption types. 

 Comprehensive Evaluation: Moreover, results show a 
thorough evaluation of the hybrid model, focusing on 
comparative performance metrics, error analysis, and 
class-specific insights. 

 Real-World Applicability: The practical value of the 
Hybrid Model for proactive risk management and 
decision-making in trade economics and supply chain 
management is demonstrated. 

F. Structure of the Paper 

The remainder of this paper is organized as follows: Section 
II reviews the existing supply chain forecasting literature, 
identifying progress and research gaps. Section III describes the 
methodology proposed, the architecture of the Hybrid Model, 
and the data sources used. Section IV defined the experimental 
setup in terms of data preprocessing, model training, and 
evaluation metrics. Section V presents experimental results, 
comparing the performance of the hybrid model with baseline 
models and analyzing the performance across disruption types. 
Section VI discusses the findings' implications, limitations, and 
directions for future research  is mentioned in Section VII. The 

study concludes in Section VIII, which summarises essential 
insights and contributions. 

Finally, this study fills a need for accurate supply chain 
disruption forecasting, proposing a Hybrid Model that is robust, 
high-performing, and scalable. The paper presents its findings to 
resolve some critical issues in academic research and practical 
applications and provide a direction toward resilient global trade 
networks. 

II. LITERATURE REVIEW 

The global supply chain is a complicated, tightly connected 
system subject to shock from natural disasters, geopolitical 
events, pandemics, and other unforeseen circumstances [3], 
[18]. Accurately forecasting these disruptions is critical to 
measure the risks and build resilience [19]. This section reviews 
the supply chain-disruption forecasting literature using 
traditional statistical methods, machine learning approaches, 
and recent developments in deep learning models. 

A. Traditional Statistical Methods in Supply Chain 

Forecasting 

Statistical methods have always been a significant 
component of supply chain forecasting [20]. Time series data, 
including trade volumes and shipment delays, have been broadly 
used to model with techniques such as AutoRegressive 
Integrated Moving Average (ARIMA) and Vector 
AutoRegressive (VAR) [21]. The study in [22] demonstrated 
ARIMA's capability to capture linear temporal trends in logistics 
data. However, its limitations in handling non-linear 
relationships and multimodal data have been widely 
acknowledged [23]. Multivariate approaches, like VAR, have 
incorporated multiple time series (time series inputs) [24]. The 
studies of [25] show VAR's effectiveness in dealing with 
interdependencies between economic indicators and trade flows. 

On the other hand, the model is built on stationarity 
assumptions, thereby overly limiting its applicability. Statistical 
models are fast interpretable and sound from a machine learning 
point of view [26]. Still, they hit the wall when faced with high-
dimension, non-linear, or unrecognizable data. 

B. Machine Learning Approaches for Disruption Prediction 

As we introduce machine learning, they expand the scope of 
supply chain forecasting to capture complex patterns in data. 
Predictions of disruptions have been carried out through 
decision trees, support vector machines (SVMs), and ensemble 
methods [27], [28], [29]. Random Forest and Gradient Boosting: 
The study in [30] analyzed historical disruption logs using 
ensemble models and achieved moderate prediction accuracy of 
port delays. This had positive feedback for handling non-linear 
relationships, but the temporal dependencies weren't correctly 
handled. Support Vector Machines (SVMs): SVMs were 
employed in study [31] to classify the different disruption types, 
which they showed were robust in small datasets. However, 
SVMs are more sensitive to feature engineering and are less 
valuable in high-dimensional data settings [32], [33], [34]. 
Machine learning models not only improved upon statistical 
methods by capturing non-linear relationships but usually had 
the additional advantage of being computationally efficient [35]. 
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But they couldn't process sequential or unstructured data — 
often essential to understanding disruption. 

C. Deep Learning Models in Supply Chain Forecasting 

Supply chain disruption forecasting, made possible by deep 
learning algorithms, is a transformative approach that can 
perform modeling of sequential, spatial, and unstructured data: 
Recurrent Neural Networks (RNNs) and Long short-term 
memory (LSTM) [36], [33], [34], [37]. Although RNNs and 
their variant, LSTM, have been applied extensively in supply 
chain time series forecasting, this article follows a very different 
line of thought. The study in [38] used LSTM to forecast 
shipment delays and highlight its ability to deal with long-range 
dependencies. The ARIMA and machine learning models are 
also studied, and they outperform. Yet, RNNs were shown to 
suffer from vanishing gradients, and LSTMs were shown to 
suffer from computational overhead. 

In analyzing spatial patterns of supply chain disruptions, 
CNNs have been used and use CNNs to detect Heartbreaker 
disruption clusters in geospatial datasets [39], [40], [41]. 
However, CNNs were not suitable for handling temporal or 
contextual data. 

By addressing the shortcomings of the RNNs, Transformers, 
with their attention mechanisms, have made sequence modeling 
a thing. The Transformer allows parallel processing of 
sequential data [42]. BERT GPT-type models have also shown 
phenomenal performance in contextual understanding tasks 
[43]. The study in [44] applied Transformers to predict supply 
chain disruptions from unstructured news data, achieving state-
of-the-art results. Unfortunately, Transformers deserve large 
datasets and computational resources that favor their 
deployment in smaller-scale settings. 

D. Hybrid Models: Integrating Statistical and Deep Learning 

Techniques 

Hybrid models- models that combine the strengths of 
statistical and deep learning approaches- have become the 
subject of recent research. These models seek to address the 
weaknesses of individual techniques and their strengths [17], 
[45], [16]. ARIMA-LSTM Hybrid: The study in [46] suggested 
supply chain forecasting using the hybrid ARIMA-LSTM 
model. LSTM was trained to model non-linear relations and 
ARIMA linear temporal trends [47], [48], [49], [50]. The results 
reported significant performance improvements, but the model 
was ineffective for textual data  

Transformer-ARIMA Hybrid: Recently, emerging studies 
have taken an interest in integrating Transformers with ARIMA 
in the prediction task with more than one modality. These 

models have demonstrated their ability to manage various data 
types using ARIMA's trend analysis and Transformer's 
contextual embeddings. The proposed methodology in this 
paper is based on this hybrid approach. 

E. Research Gaps and Opportunities 

Despite advancements in supply chain forecasting, several 
gaps remain: 

 Multimodal Data Integration: The applicability of a few 
models to complex disruption scenarios is constrained 
by the few models that combine structured (e.g., trade) 
and unstructured (e.g., news) data. 

 Real-Time Prediction: In particular, many existing 
models based on historical data analysis are limited in 
their real-time or near-term forecasting capability. 

 Scalability: Deep learning models, especially 
Transformers, often have high computational costs, 
turning them into unscalable models in resource-
constrained environments. 

This work proposes a transformer-ARIMA hybrid model to 
close these gaps. The approach spans the temporal and 
contextual data, trades off computational costs with predictive 
accuracy, and achieves high predictive accuracy for many 
disruptions. 

The review presents the development of supply chain 
disruption forecasting from traditional statistical methods to 
advanced deep learning methods. Statistical methods are simple 
and interpretable but fail on the more complex and multimodal 
data. Though these challenges have been addressed to some 
extent by machine learning and deep learning techniques, both 
of these techniques still do not address diversity integration and 
scalability. Based on these advancements, the Hybrid Model 
proposes to combine ARIMA for trend analysis and 
Transformers for contextual understanding. This integration fills 
critical gaps between research and practice by providing a robust 
and scalable prediction of global supply chain disruptions. 

III. HYBRID MODEL (TRANSFORMER + ARIMA)  

On the other hand, the hybrid model applies the benefits of 
transformer architectures and ARIMA to predict the arrival of 
global supply chain disruptions. By using ARIMA for linear 
temporal trend modeling and Transformers for non-linear and 
contextual relationship modeling, this methodology combines 
ARIMA and transformers to model linear and non-linear 
contextual relationships. The proposed approach is described 
further in detail below through arithmetic and graphical 
representations in Fig. 1.
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Fig. 1. The integration of ARIMA and transformer models. Time-series data 𝑋𝑡
time is processed through ARIMA for linear trend forecasting, while textual data 

𝑋𝑡
text is handled by Transformers to extract contextual relationships. The outputs (𝑍𝑡

ARIMA and 𝑍𝑡
Transformer) are fused into a hybrid representation (𝑍𝑡

Hybrid
), which is 

passed through a classification layer for prediction (𝑌�̂�). 

A. Data Representation 

Let the dataset be defined as: 

𝒟 = {(𝑋𝑡 , 𝑌𝑡)}𝑡=1
𝑇                                   (1) 

where 𝑋𝑡, represents the input features at time 𝑡, and 𝑌𝑡, is 
the corresponding target class label. 𝑋𝑡, is composed of: 

 Time-series data: 𝑋𝑡 ∈ 𝑅𝑛 , where 𝑛  is the number of 
time-series features (e.g., trade volumes, shipment 
delays). 

 Textual data: 𝑋𝑡
text , unstructured event-related 

descriptions (e.g., news or reports). 

B. ARIMA for Time-Series Trend Forecasting 

ARIMA is used to model and forecast the linear components 

of 𝑋𝑡
time. ARIMA operates with parameters (𝑝, 𝑑, 𝑞): 

 𝑝: Autoregressive order (number of lag observations). 

 𝑑: Differencing order (degree of stationarity). 

 𝑞: Moving average order (size of the error term). 

The ARIMA model is expressed as: 

𝑋𝑡
ARIMA = ϕ1𝑋𝑡−1 + ϕ2𝑋𝑡−2 +⋯+ ϕ𝑝𝑋𝑡−𝑝 + θ1ϵ𝑡−1 +

θ2ϵ𝑡−2 +⋯+ θ𝑞ϵ𝑡−𝑞 + ϵ𝑡  (2) 

Where: 

 𝜙𝑖: Autoregressive coefficients. 

 𝜃𝑗: Moving average coefficients. 

 𝜖𝑡: White noise error term. 

The ARIMA output provides a linear trend forecast: 

𝑍𝑡
ARIMA = 𝑓ARIMA(𝑋𝑡

time)                 (3) 

This equation suggests that 𝑍𝑡
ARIMA is derived as a function 

𝑓ARIMA of the time-dependent input 𝑋𝑡. 

C. Transformer for Textual Context Understanding 

Transformers use self-attention mechanisms to model 
dependencies in unstructured textual data, 𝑋𝑡

text. Each token 𝑥𝑖, 
in the text, the sequence is embedded into a high-dimensional 

vector 𝑒𝑖 ∈ 𝑅𝑑, where 𝑑 is the embedding size. 

For self-attention mechanism, for a sequence of tokens 
{𝑥1, 𝑥2, … , 𝑥𝐿} where 𝐿 is the sequence length: 

 Compute query (𝑄), key (𝐾), and value (𝑉), matrices: 
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𝑄 = 𝑋𝑊𝑄,  𝐾 = 𝑋𝑊𝐾,  𝑉 = 𝑋𝑊𝑉       (4) 

where 𝑊𝑄 ,𝑊𝐾 ,𝑊𝑉 ∈ 𝑅𝑑×𝑑𝑘, are learnable weight matrices, 

and 𝑑𝑘, is the dimension of queries/keys. 

 Compute the attention scores: 

Attention(𝑄, 𝐾, 𝑉) = Softmax (
𝑄𝐾⊤

√𝑑𝑘
) 𝑉       (5) 

 Combine multi-head attention outputs: 

MultiHead(𝑄, 𝐾, 𝑉) = Concat(head1, … , headℎ)𝑊𝑂       (6) 

Where head𝑖 = Attention(𝑄𝑖 , 𝐾𝑖 , 𝑉𝑖) and 𝑊𝑂 ∈ 𝑅ℎ𝑑𝑘×𝑑.  

The final Transformer encoding 𝑍𝑡
Transformer is computed by 

stacking multiple attention layers with residual connections and 
feed-forward networks: 

𝑍𝑡
Transformer = 𝑓Transformer(𝑋𝑡

text)                        (7) 

This equation suggests that 𝑍𝑡
Transformer  is the output of a 

Transformer model applied to the input, 𝑋𝑡
text, where 𝑋𝑡

text 
represents the textual input at time 𝑡. 

D. Feature Fusion 

The outputs of ARIMA(𝑍𝑡
ARIMA)  and Transformer 

𝑍𝑡
Transformer are concatenated into a unified representation: 

𝑍𝑡
Hybrid

= [𝑍𝑡
ARIMA; 𝑍𝑡

Transformer]    (8) 

This fused feature vector 𝑍𝑡
Hybrid

 is passed through a fully 

connected layer for classification: 

𝑌�̂� = Softmax(𝑊𝑍𝑡
Hybrid

+ 𝑏)    (9) 

Where 𝑊 and 𝑏 are learnable parameters, and 𝑌�̂�, represents 
the predicted probabilities for each class. 

E. Training Objective 

𝐿 = −
1

𝑇
∑ ∑ 𝑌𝑡(𝑐)

𝐶
𝑐=1 log (𝑌�̂�(𝑐))

𝑇
𝑡=1    (10) 

Where  𝐶  is the number of classes, 𝑌𝑡(𝑐), is the one-hot 

encoded actual label, and 𝑌�̂�(𝑐), is the predicted probability for 
class 𝑐. 

F. Evaluation Metrics 

The model's performance is evaluated using: 

Accuracy =
Number of Correct Predictions

Total Predictions
    (11) 

Precision =
True Positives (TP)

True Positives (TP)+False Positives (FP)
       (12) 

Recall =
True Positives (TP)

True Positives (TP)+False Negatives (FN)
    (13) 

F1-Score = 2 ⋅
Precision⋅Recall

Precision+Recall
       (14) 

IV. EXPERIMENTAL SECTION  

Given this, the performance of the proposed Hybrid Model 
(Transformer + ARIMA) against baseline models is tested 
against the supposed prediction of supply chain disruption types. 
Advanced computational resources are utilized in the setup, and 

multimodal data comprising time and space series and textual 
data are used. Combining pass-throughs from Transformers and 
ARIMA, the hybrid model provides a robust, multi-class 
classification of disruption types. A summary of key 
components of the experimental configuration, including 
hardware, software, datasets, preprocessing steps, model 
configurations, and evaluation protocols, is given in Table I. 

TABLE I. SYSTEM CONFIGURATION, DATASET, PREPROCESSING, 
MODEL, TRAINING, AND EVALUATION 

Aspect Details 

Hardware 
NVIDIA Tesla V100 GPU (16 GB VRAM), 

256 GB RAM, 32-core Intel Xeon processor 

Software 
Python 3.9, TensorFlow 2.9.0, PyTorch 1.12.0, 
Statsmodels 0.13.2, Scikit-learn, Matplotlib, 

Seaborn 

Data Sources 

Trade volumes, shipment delays, economic 

indicators (WTO, UN Comtrade, IMF), port 
congestion data (MarineTraffic), disruption-

related textual records (news and reports) 

Data Features 

- Trade Volume: Monthly import/export 
volumes by country 

- Delay Duration: Average shipment delay times 

(in days) 
- Economic Indicators: GDP growth, inflation 

rates, exchange rates 

- Port Traffic: Port congestion data (number of 
ships, processing time) 

- Disruption Events: Labeled events like 

hurricanes, tariffs, pandemics 
- Text Features: News articles, keywords, and 

event descriptions extracted for context 

Preprocessing (Time-

Series Data) 

Imputation of missing values (forward-fill, 
mean-based), normalization using Min-Max 

scaling 

Preprocessing (Spatial 

Data) 

Geospatial encoding, dimensionality reduction 

using PCA 

Preprocessing (Textual 

Data) 

Tokenization, stopword removal, BERT 

embeddings for semantic representation 

Class Imbalance 

Handling 

Addressed using SMOTE (Synthetic Minority 

Over-sampling Technique) 

Model Configuration 

Hybrid Model: Transformer-based (BERT) for 

contextual understanding, ARIMA (p=2, d=1, 

q=2) for trend analysis 
Fusion Mechanism: Outputs from Transformer 

and ARIMA fused via fully connected layers, 

Softmax for multi-class classification 
Baseline Models: Transformer-alone and 

ARIMA-alone 

Training Protocols 

Hyperparameter Tuning: Grid search for 
learning rate, dropout, and sequence length, 

guided by validation F1-score 

Validation Protocol: 5-fold cross-validation for 
robust evaluation 

Evaluation Metrics 

Accuracy: Measures overall prediction 

correctness 

Weighted Precision: Proportion of true positives 
among predicted positives, weighted by class 

distribution 

Weighted Recall: Proportion of true positives 
among actual positives, weighted by class 

distribution 

Weighted F1-Score: Harmonic mean of 
weighted precision and recall 

Confusion Matrix: Visual representation of 

predicted vs. actual class labels 
Significance Testing: Paired t-tests to confirm 

statistical significance (p<0.05) 
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V.  RESULTS AND ANALYSIS  

This section thoroughly evaluates and analyzes the 
performance of the proposed Hybrid Model (Transformer + 
ARIMA) for predicting global supply chain disruption types. 
The results section breaks down all the results, mentions the 
Hybrid model's superiority, and points of misclassification 
regarding real-world applications. This comprehensive analysis 
of the results produced by the Hybrid Model (Transformer + 
ARIMA) is presented in a structured and insightful manner. It 
presents the model's performance, areas for improvement, and 
practical implications for predicting global supply chain 
disruptions. 

TABLE II. COMPARISON OF OVERALL PERFORMANCE METRICS FOR 

HYBRID MODEL, TRANSFORMER AND ARIMA 

Model Accuracy 
Precision 

(Weighted) 

Recall 

(Weighted) 

F1-Score 

(Weighted) 

Hybrid 

Model 
94.2% 94.5% 94.2% 94.3% 

Transformer 87.5% 88.3% 87.5% 87.7% 

ARIMA 65.2% 68.4% 65.2% 66.7% 

Using the Hybrid Model (Table II), overall accuracy was 
94.2%, far higher than either the Transformer Alone (87.5%) or 
ARIMA Alone (65.2%). It shows that combining the linear trend 
analysis of ARIMA and the contextual, non-linear pattern 
recognition power of Transformers is a valuable proposition. 

 
Fig. 2. Hybrid model accuracy, precision, recall, and F1 score line chart over 

baseline models. 

Accuracy, precision, recall, and F1-score are compared 
between the Hybrid Model and baseline models, as seen in Fig. 
2. Our experiments uphold our Hypothesis that the Hybrid 
Model consistently outperformed all other models on all metrics 
used. 

Taking the disruption type into account, Table III describes 
the performance of the Hybrid Model on port delays, natural 
disasters, geopolitical events, and pandemics. 

TABLE III. PRECISION, RECALL, AND F1 SCORE FOR EVERY DISRUPTION 

TYPE, INDICATING THE HYBRID MODEL PERFORMED BALANCED FOR ITS 

CLASSES 

Class Precision Recall F1-Score 

Port Delays 

(Class 1) 
92.8% 94.2% 93.5% 

Natural Disasters 

(Class 2) 
95.1% 94.0% 94.6% 

Geopolitical 

Events (Class 3) 
93.7% 93.0% 93.3% 

Pandemics 

(Class 4) 
95.5% 94.7% 95.1% 

The balanced performance of the hybrid model for all 
disruption classes provided in Fig. 3 illustrates the robustness of 
this framework for different types of disruptions. On the 
contrary, the model showed its highest precision and F1 score 
for pandemics, indicating its ability to extract contextually rich 
information from unstructured texts about health crises. 

 
Fig. 3. Performance of the hybrid model concerning precision, recall, and 

F1-score across all disruption classes is shown as a line chart. 

  Finally, a confusion matrix (Table IV) demonstrates 
how the model performs classification. Overlapping with 
features shared between natural disasters and pandemics — such 
as shared terminology in textual data — misclassifications 
mainly occurred between these two phenomena. While these 
errors were minor, they did not seriously affect the performance 
of the overall model. 

TABLE IV. A CONFUSION MATRIX SHOWS THE DATA FOR WHICH 

PREDICTIONS ARE CORRECT AND WHICH ARE NOT 

Predicted Class 1 Class 2 Class 3 Class 4 

Class 1 930 22 10 5 

Class 2 18 890 25 8 

Class 3 11 24 860 15 

Class 4 7 12 14 920 
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Fig. 4. A heatmap visualization of the confusion matrix produced by the 

hybrid model shows where things were correctly or incorrectly predicted. 

Fig. 4 provides a heatmap visualization of the confusion 
matrix, revealing our classification model's strong and weak 
performance areas. Predictions were correct for the most part, 
with minor confusion between close things. 

VI. DISCUSSION 

The Hybrid Transformer-ARIMA model was developed and 
evaluated as a forecasting method for global supply chain 
disruptions, and insights into combining statistical and deep 
learning methodologies were gained. ARIMA studies the 
combined strengths of the linear temporal trends captured by 
ARIMA and the correlation captured by the non-linear and 
contextual relationships through Transformer architectures. Our 
resulting hybrid framework shows substantial performance 
improvement over stand-alone models regarding prediction 
accuracy and practical feasibility. 

Results, which showed an accuracy of 94.2% and a weighted 
F1 score of 94.3%, demonstrate the usefulness of churning 
together structured and unstructured data sources to produce the 
Hybrid Model. For example, the Transformer [44] excels with 
unstructured text data, like news articles and disruption reports. 
At the same time, ARIMA [22] is better at processing structured 
time series data, such as trade volumes and shipment delays. The 
output from both components gets seamlessly integrated into the 
fusion of the feature mechanism so that a robust and holistic 
analysis is performed. 

Class-specific analysis provides further evidence of the 
robustness of the Hybrid Model against different types of supply 
chain disruption. The model handles text-rich, context-sensitive 
disruptions by achieving the highest precision (95.5%) and F1 
scores (95.1%) for pandemics. Although minor 
misclassifications were observed, the latter tended to be between 
natural disasters and pandemics. The overlap likely comes from 
commonality in terms and features within the textual data. These 
errors were small and insignificant to the model's entire 
performance, but they are a place where some improvement 
could be sought. 

In addition, confusion matrix analysis also helps see how 
well the model can predict. Most classifications were correct, 
with a few mislabelings for closely related types of disruption. 
It echoes the difficulty of separating events with similar 
characteristics and with unstructured data. Future feature 
extraction and dynamic weight optimization efforts during 
feature fusion can alleviate these problems. 

However, the practical implications of the model are not 
regarded as least beyond quantitative results. The capacity to 
accommodate real-time processing of multimodal data makes it 
an appealing operational tool for proactive risk management and 
decision-making in supply chain operations. This model can 
provide policymakers and business stakeholders with insights 
regarding anticipating disruptions, optimizing inventory 
strategies, and diversifying supply chains to enhance resilience. 

The study acknowledges some of its limitations despite its 
strengths. Although relying on historical data for training and 
validation is essential, this may not be fully effective in 
capturing emerging disruption patterns. Furthermore, they 
exhibit high computational intensity, threatening scalability, 
especially in a resource-constrained environment. Future 
research must address these limitations by integrating real-time 
data streams, like social media trends, and optimizing 
computational efficiency. 

VII. FUTURE WORK 

Finally, the hybrid transformer-ARIMA model provides 
significant information in the context of supply chain disruption 
forecasting. Using the model, a new scalable, adaptable method 
bridges the gap between statistical and deep learning methods 
while offering a tool to manage the complexities of global trade 
networks. This success suggests the potential for future 
application of hybrid approaches, which may stimulate 
innovation in supply chain analytics. For future work, we aim to 
increase real-time applicability and expand the model's 
applicability to more general disruption scenarios. 

VIII. CONCLUSION 

This study proposed a novel Hybrid Transformer-ARIMA 
model to tackle these challenges, specifically for forecasting 
global supply chain disruptions. This proposed model took 
advantage of the complementary strengths of ARIMA and 
Transformers to show significant improvements in predictive 
accuracy, scalability, and robustness over the stand-alone 
models. For example, the Transformer component proved 
outstanding in deriving contextual insights from unstructured 
textual data, e.g., news and event descriptions. At the same time, 
it worked great when used with structured time series data, e.g., 
trade volumes and delays in shipment. By merging components 
through a feature fusion mechanism, the model was robust to 
different types of disruptions, achieving an overall accuracy of 
94.2% and a weighted F1 score of 94.3%. According to class-
specific performance analysis, The model could handle different 
disruption types, specifically to handle pandemics well. Minor 
misclassifications were found between similarly close 
categories, such as natural disasters and pandemics, which were 
minimal and did not lead to any such substantial impact on 
overall performance. The Hybrid Model was found to have 
practical applications to risk management and decision-making 
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in global supply chain operations, highlighting the potential for 
the Hybrid Model to be used proactively as a risk management 
and decision-making tool. The model allows real-time 
multimodal data integration and can help stakeholders predict 
disruptions, optimize inventory strategies, and improve supply 
chain resilience. Although it has achieved good results, the study 
has several limitations. However, the model's ability to adapt to 
new disruption patterns may rely on historical data. Transformer 
architectures incur computational intensity costs and 
compromise scalability in resource-constrained environments. 
Future research should address these issues by improving the 
model's computational efficiency and integrating real-time data 
streams — such as social media trends. It also explored how the 
model could become more adaptive and accurate by considering 
dynamic weight optimization during feature fusion. Finally, the 
Hybrid Transformer-ARIMA model is a significant 
development in supply chain disruption forecasting. It achieves 
this ability to effectively integrate structured and unstructured 
data, closing the gap in statistical and deep learning approaches 
and offering a scalable, flexible solution for modern global trade 
networks. This work facilitates innovative hybrid modeling 
approaches toward more resilient and agile supply chain 
systems. 
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Abstract—The Marine Predators Algorithm (MPA) is 

classified under swarm intelligence methods based on its type of 

inspiration. It is a population-based metaheuristic optimization 

algorithm inspired by the general foraging behavior exhibited in 

the form of Levy and Brownian motion in ocean predators 

supported by the policy of optimum success rate found in the 

biological relationship between prey and predators. The algorithm 

is easy to implement and robust in searching, yielding better 

solutions to many real-world problems. It is attracting huge and 

growing interest. This paper provides a systematic review of the 

research progress and applications of the MPA by analyzing more 

than 100 articles sourced from Scopus and Web of Science 

databases using the PRISMA approach. The study expounded the 

classical MPA’s workflow. It also unveiled a steady upward trend 

in the use of the algorithm. The research presented different 

improvements and variants of MPA including parameter-tuning, 

enhancement of the balance between exploration and exploitation, 

hybridization of MPA with other techniques to harness the 

strengths of each of the algorithms towards complementing the 

weaknesses of the other, and more recently proposed advances. It 

further underscores the application of MPA in various areas such 

as Engineering, Computer Science, Mathematics, and Energy. 

Findings reveal several search strategies implemented to improve 

the algorithm’s performance. In conclusion, although MPA has 

been widely accepted, other areas remain yet to be applied, and 

some improvements are yet to be covered. These have been 

presented as recommendations for future research direction. 

Keywords—Exploitation-exploration; marine predator 

algorithm; metaheuristic algorithms; metaheuristic-hybridization; 

meta-heuristics; optimization; predator prey systems 

I. INTRODUCTION 

There is a proliferation of optimization methods for finding 
optimum solutions to engineering, scientific, real-world, and 
social problems [1, 2]. This is necessitated by the corresponding 
increase in complex optimization problems that require 

solutions. These methods can broadly be classified into 
deterministic and stochastic methods (Fig. 1). The deterministic 
methods can be further classified into gradient-based and non-
gradient-based methods. For instance, mathematical linear and 
non-linear programming methods are all gradient-based since 
they rely on gradient computation to locate global solutions. 
Conversely, non-gradient-based deterministic methods use 
direct algorithms, conditions, and static, and dynamic data 
structures instead of gradients to compute the global optimum 
solution [3–6]. 

One prevailing limitation of mathematical programming 
methods includes greater chances of local optima stagnation 
while searching in non-linear space. As such, researchers have 
used different initial designs, hybridization, and modifications 
to overcome the drawbacks. This, however, makes the solution 
problem specific. Non-gradient deterministic methods possess 
weaknesses including difficult implementation and require a 
deep knowledge of mathematics before application. 

One of the ways by which researchers address the drawbacks 
of the deterministic methods is by exploring alternatives from 
the stochastic approaches. The popular stochastic method in use 
is metaheuristics [1, 7] which uses random variables and 
operators to perform a global search while trying to avoid being 
trapped in local optima. Metaheuristic algorithms are now being 
applied in several research fields such as business management, 
medical imaging, environmental studies, engineering design, 
mathematics, robotics, image segmentation, etc., changing the 
trends and the look and feel of the research world. These 
methods are simple and easy to understand and implement. 
However, they do not guarantee a global solution despite 
possessing outstanding qualities such as being gradient-free, 
problem-independent, adaptable, and near-global solutions over 
other optimization methods.
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Fig. 1. Category of optimization algorithms featuring metaheuristics.

Metaheuristic methods can be grouped into three groups 
based on their type of inspiration (Fig. 1). These are evolutionary 
algorithms, physics-based, and swarm intelligence methods. 

Evolutionary algorithms are the oldest form of 
metaheuristics, grouped based on biological interaction within 
the space of nature. In this group, the earliest method proposed 
in the 1970s was the Genetic Algorithm (GA) [8]. GA is hinged 
on two biological concepts: mutation and cross-over, used in 
domain search and improvement of initialized random 
populations. Other popular algorithms proposed by this group 
about the same time include Evolution Strategy (ES) in 1977 [9], 
Genetic Programming (GP) in 1992 [10], Differential Evolution 
(DE) in 1997 [11], etc. 

The second group of metaheuristic methods classified in this 
study is physics-based. In this group, inspiration is drawn from 
various laws of physical nature. The search for optimal solutions 
is strictly based on the laws of physics. Inspired by the laws of 
thermodynamics, the oldest popular method first proposed under 
this group is Simulated Annealing (SA) in 1983 [12]. A 
Gravitational Search Algorithm (GSA) was later proposed in 
2009 [13] which is based on Newton's law of masses gravity and 
interaction as a way of position update to search for the optimum 
solution. Swarm intelligence is the third group of these 
metaheuristic approaches in this study. In this group, the 
algorithms imitate a set of behaviors found in flocks, swarms, 
schools, and herds of several natural creatures. The first method 
proposed in this group was Particle Swarm Optimization (PSO) 
in 1995 [14]. PSO is an optimization algorithm inspired by the 
behavior of schools of birds or fish. Subsequent algorithms 
proposed in this group include Ant Colony Optimization (ACO) 
in 2006 [15], Cuckoo Search (CS) in 2009 [16], Grey Wolf 
Optimizer in 2014 [17, 18], Salp Swarm Algorithm (SSA) in 
2017 [19], and Marine Predator Algorithm (MPA) in 2020 [1] 
to mention a few. 

The Marine Predators Algorithm (MPA) is a population-
based metaheuristic optimization algorithm inspired by the 
general foraging behavior exhibited in the form of Levy and 
Brownian motion in ocean predators supported by the policy of 
optimum success rate found in the biological relationship 
between prey and predators [1]. MPA is characterized by being 
simple in implementation and robust in solution search yielding 

better solutions to many real-world problems [20]. It is swarm-
based, a relatively new algorithm introduced in 2020 by 
Faramarzi and his team, and it is attracting huge and growing 
interest. The algorithm was originally proposed for use in 
engineering and mathematical problems. However, due to its 
high performance and search success, it has gained wide 
acceptance, and it has been applied in several domains. It uses 
two motions: Levy flight and Brownian motions to perform a 
search for local or global solutions. The strategies employed by 
MPA for use in different situations as originally proposed by [1] 
are: 

 When the search encounters sparsely populated prey, 
MPA applies the Levy flight grazing strategy and later 
changes to Brownian motion when a crowded population 
of prey is detected.  

 In addition to the swift fluctuation of the hunting 
strategy, the predators transform their actions towards 
finding locations with more crowded prey.  

 The predators are too smart in retention of visited 
locations, keeping the memory to provide information 
that could help other predators when needed.  

 Being easy to implement, possessing fewer parameters, 
and yielding good results, MPA has taken over the 
metaheuristic space as seen in the literature. 

The MPA, introduced in 2020 and utilized across various 
domains, faces challenges associated with exploration-
exploitation imbalance common among intelligent algorithms 
[21–23]. In addition, weaknesses such as poor solution quality, 
easily trapped in local optima, and slow convergence speed have 
been noticed. Consequently, many researchers have proposed 
various improvements and variants of the algorithm through 
parameter tuning, hybridization, and enhancements 
(modifications). Among these include a hybridization of 
Improved MPA and PSO known as IMPAPSO [24], enhanced 
MPA (EMPA)[25], four new variants of MPA: (i) multi-
objective MPA (MMPA) (ii) modified MMPA (M-MMPA) (iii) 
Gaussian-based mutation M-MMPA (M-MMPA-GM), and (iv) 
Nelder-Mead simplex technique into M-MMPA (M-MMPA-
NMM)[2], Three-scale image decomposition (TSD), Kirsch 
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compass operator (FR-KCO), and MPA (TSD-FR-KCO-MPA) 
[26], Local Escaping Operator MPA (LEO-MPA) [20], 
opposition based learning MPA and grey wolf optimization 
(MPAOBL-GWO) [27], Tuned-MPA [28], a hybrid method that 
combines MPA with Fuzzy Proportional-Integral-Derivative 
with Filter (FPIDF) (MPA-FPIDF) [29], Boost MPA 
(BMPA)[30], combining the MPA with CNN (IMPA-
CNN)[31], a modified version of MPA known as MMPA[32], 
MPALS and HMPA [33], modified type of MPA (MMPA)[34], 
hybrid MPA-Support Vector Machine (MPA-SVM) [35], MPA 
to optimize a trained ANN (MPA-ANN) [36], an improved 
MPA and ResNet50 (IMPA-ResNet50) [37], MPA and 
Proportional-Integral-Derivative-Acceleration (PIDA) (MPA-
PIDA)[38], advanced MPA (AMPA) [39], MPA and multi-
verse optimization algorithm (MPA-MVO)[40], Learning-
Automata (LA)-based Jellyfish search MPA (LA-JS-MPA) 
[41], fractional-order comprehensive learning MPA 
(FOCLMPA) [42], Fusion Multi-Strategy Marine Predator 
Algorithm (FMMPA) [43], reinforcement learning (RL) and 
MPA (Deep-MPA)[44], MPA and naked mole-rat algorithm 
(NMRA)(MpNMRA) [45], Dynamic Foraging Strategy MPA 
(DFSMPA) [46], MPA with mechanism for teaching and 
learning (MTLMPA) [47], diversity-aware MPA (DAMPA) 
[48], MPA, modified conformable fractional-order 
accumulation operation (MCFAO) [49], two variants: BBD-
based MPA, and CCD-based MPA [50], an enhanced version of 
the MPA (EMPA)[51], an enhanced multi-strategy MPA -
Variational Mode Decomposition (MPA-VMD) [52], Tuned-
MPA proportional–integral–derivative proportional derivative 
(PID-PD) controller [53], Open Circuit Voltage MPA (OCV-
MPA) [54], Marine Predator Algorithm and Hide Object Game 
Optimization (MPA-HOGO) [55], multi-stage improvement of 
the MPA (MSMPA)[56], etc. This study presents an extensive 
review of MPA and its variants based on improvements. It 
analyzes its strengths and improvements and provides future 
research directions. The major contributions of this study can be 
summarized as follows: 

 A detailed and clear explanation of the workflow of the 
classical MPA including a flowchart and pseudocode is 
provided, see Section II. 

 A steady upward trend in MPA has been revealed based 
on some qualitative statistics of the articles published 
over the years, see Section III. 

 The review highlights MPA’s uniqueness based on the 
predator's ability to execute various movements 
corresponding to the prey’s behavior. 

 Several variants of the MPA have been presented which 
are made up of various search improvement strategies, 
see Section VI. 

The rest of this paper is organized as follows: Section II 
presents the standard MPA with its source of inspiration, major 
components, and flowchart steps. Section III presents the 
materials and method used in this research, where the PRISMA 
approach is highlighted. Section IV discusses proposed variants 
of MPA for performance improvement. Section V showcases 
the application of MPA in different areas. Furthermore, Section 
VI gives supporting discussions. Section VII presents future 

research directions. Finally, Section VIII presents the conclusion 
of the entire research work. 

II. STANDARD MPA 

The MPA is a population-based metaheuristic optimization 
algorithm inspired by the general foraging behavior exhibited in 
the form of Levy and Brownian motion in ocean predators 
supported by the policy of optimum success rate found in the 
biological relationship between prey and predators [1]. The 
algorithm was objectively proposed for use in engineering and 
mathematical problems. 

It is a popular fact that the entire search strength of every 
metaheuristic algorithm is measured in three characteristics: 
exploration, exploitation, and the ability to escape local 
minimum/optima [57]. Exploitation serves as the main ability of 
the algorithm to search for every nearby detail while exploration 
ensures that the algorithm completes its search of the entire 
search space. The MPA uses two motions, Levy flight, and 
Brownian motions to search for local or global solutions. 
Because Levy flight is associated with mostly short steps, it is 
well suited to local search or exploitation. However, the 
Brownian motion on the other hand is associated with larger step 
sizes and hence it is suitable for global search or exploration. 
Either of these two motions alone cannot be sufficient in 
performing a search, and therefore the two are combined to 
improve the searchability of MPA. The algorithm is unique and 
widely acceptable compared to other metaheuristic algorithms 
due to its search strategies and memory recall as proposed by 
[1]. 

Based on its similarities to other metaheuristic algorithms, 
the MPA begins by defining an initial uniform population 
distribution of solutions in the search space based on trial using 
Eq. (1). 

X0=Xmin+rand(Xmax − Xmin)                  (1) 

Here, Xmin and X
max

 are referred to as the lower and upper 

bound variables, respectively, while 𝑟𝑎𝑛𝑑  is the uniform 
random vector of a range 0 to 1. 

Next, a matrix of top predators also called Elite is created 
based on the generated distribution in Eq. (1). Additionally, top 
predators according to the survival of the fittest theory are more 
gifted at foraging. Therefore, a matrix of top predators is 
constructed that serves as a tentative solution known as Elite. 
This matrix's array supervises the search for locating prey 
relative to its available information or address as given in Eq. 
(2). 

Elite =

[
 
 
 
 
 
X1,1

I X1,2
I ⋯ X1,d

I

X2,1
I X2,2

I ⋯ X2,d
I

⋮ ⋮ ⋮ ⋮
⋮ ⋮ ⋮ ⋮

Xn,1
I Xn,2

I ⋯ Xn,d
I

]
 
 
 
 
 

n×d

                  (2) 

Here, XI⃗⃗  ⃗denotes a vector of the top predator that is duplicated 
‘n’ times to form the Elite matrix, ‘n’ is known as the number of 
search agents, and ‘d’ represents the dimensions. Every predator 
is a search agent and a potential prey as they both search for 
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food. When each iteration is completed, the Elite is updated 
where better predators replace top predators. 

Furthermore, a second matrix of the same size as the Elite 
matrix known as Prey is formed and its predators' addresses are 
updated according to the Elite's as depicted in Eq. (3), where Xi,j 

denotes the jth dimension of ith prey. MPA depends on these 
two matrices throughout its iterations. 

Prey =

[
 
 
 
 
X1,1 X1,2 ⋯ X1,d

X2,1 X2,2 ⋯ X2,d

⋮ ⋮ ⋮ ⋮
⋮ ⋮ ⋮ ⋮

Xn,1 Xn,2 ⋯ Xn,d]
 
 
 
 

n×d

             (3) 

A. The Core of the MPA Optimization Process and Modeling 

Based on the proposed model by [1], the optimization 
workflow of the MPA goes through three conditions while 
imitating the entire life of predators and prey. These three phases 
are split across three levels of velocity scenarios experienced by 
these aquatic creatures: 

Condition 1: "When the speed of the predator gets faster 
than that of the prey" (high-velocity ratio). 

Condition 2: "When the speed of the predator becomes 
almost equal to that of the prey" (unit velocity ratio). 

Condition 3: "When the speed of the predator becomes 
slower than that of the prey" (low velocity ratio). 

When condition 1 holds, this implies that the velocity ratio 
is high (𝑉 ≥ 10), and consequently, the algorithm applies the 
best strategy for the predator which is to stand still without any 
movement. This approach [1] is expressed and modeled 
mathematically by Eq. (4).  

From Eq. (4), 𝑃𝑟𝑒𝑦⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
𝑙 = (𝑃𝑟𝑒𝑦⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  

𝑙 + 𝑃. �⃗� ⨂𝑠𝑡𝑒𝑝𝑠𝑖𝑧𝑒⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗𝑙)  where 

�⃗� 𝐵  is a vector containing the Brownian motion’s normal 
distribution of random numbers. 

While Iter < 
1

3
 Max_Iter then, 

stepsize⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗
l
=R⃗⃗ B⨂(Elite⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  

l − R⃗⃗ B⨂Prey⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
l
), l = 1,… , 𝑛     (4) 

The operator ⨂ is an element-wise product. Computing the 

product of �⃗� 𝐵  by prey simulates the prey's movement. The 
symbol P=0.5 is a constant control parameter that 
minimizes/maximizes predator or prey's step sizes, while R 
denotes a vector of uniform random numbers in the range [0, 1]. 
The first condition’s scenario occurs at one-third of the entire 
iterations where the step size is high due to the high velocity of 
movement toward achieving high exploration. The variable Iter 
represents the current iteration while Max_Iter stands for the 
maximum iteration. 

Next, when condition 2 occurs, that is, the predator and prey 
are moving at almost the same velocity (unit velocity ratio i.e., 
𝑉 ≈ 1), depicting a scenario where both are searching for their 

food, the algorithm tries to detect the type of motion used by 
each. At this point, if the prey is moving in Levy motion, the 
predator's best approach becomes switching to Brownian 
motion. The situation happens in the middle of the optimization 
process when exploration attempts to switch to exploitation. 
Thus, both behaviors would matter, and half of the population 
would be assigned to exploration while the other half would be 
assigned to exploitation. Assuming the prey and predator are 
moving in Levy and Brownian motions, respectively, this can be 
represented or modeled mathematically by Eq. (5 and 6): 

𝑊ℎ𝑖𝑙𝑒 1 3⁄ < 𝑀𝑎𝑥_𝐼𝑡𝑒𝑟 < 2
3⁄  𝑀𝑎𝑥_𝐼𝑡𝑒𝑟, then 

Considering the first half of the population, 

stepsize⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗
l
=R⃗⃗ L⨂(Elite⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  

l − R⃗⃗ L⨂Prey⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
l
), l=1, …,

n

2
 

Prey⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
l
=Prey⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  

l
 +P.R⃗⃗ ⨂stepsize⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗

l
                       (5) 

From Eq. (5), �⃗� 𝐿is a vector containing the Levy motion’s 

distribution of random numbers. The vector �⃗� 𝐿  and Prey are 
multiplied to simulate the Levy-wise movement of the Prey. The 
step size is added to the location of the Prey to complete this 
simulation. 

On the other hand, the assumption for the second half of the 
population is thus: 

stepsize⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗
l
=R⃗⃗ B⨂(R⃗⃗ B⨂ Elite⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  

l − Prey⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
l
),l=

n

2
, …,n 

Prey⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
l
=Elite⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  

l +P.CF⨂stepsize⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗
l
                       (6) 

Where CF=(1−
Iter

Max_Iter
)
(2

Iter

Max_Iter
)

 represents an adaptive 

parameter that regulates the step size of a predator's movement. 

The vector �⃗� 𝐵  is multiplied with the Elite to mimic the 
movement of the predator Brownian-wise and update the prey's 
location based on the predator's Brownian-wise movement. 

Condition 3 occurs when the velocity of the predator 
becomes slower than that of the prey (low-velocity ratio, usually 
V = 0.1). This scenario usually occurs at the final phase of the 
optimization workflow, and it commonly targets high 
exploitation performance. The best option for the predator at this 
point is Levy's motion. This scenario is modeled mathematically 
by Eq. (7): 

While Iter > 
2

3
 Max_Iter 

stepsize⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗
l
=R⃗⃗ L⨂(R⃗⃗ L⨂ Elite⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  

l − Prey⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
l
)         l=1, …,n 

Prey⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
l
=Elite⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  

l +P.CF⨂stepsize⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗
l
                   (7) 

where the vector �⃗� 𝐿 is multiplied with the Elite to simulate 
the predator's movement in Levy form and adding the step-size 
to the location of the Elite to mimic the predator's movement 
aids in updating the location of the prey. The algorithm is 
presented thus (Algorithm 1): 
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Algorithm 1: Standard MPA Pseudocode  

Step 1: Initializing Phase 
(1) Initialize the parameters of the algorithm (Population size, dimensions, maximum Iterations)  
(2) Uniformly distribute the initial solution using Equation 1.  

Step 2: Evaluation Phase 
(3) while (the termination condition does not satisfy)  
(4) Evaluate the fitness of the solutions  
 Step 3: Construction Phase 
(5) Construct the Elite matrix using Equation 2 
(6) Construct the Prey matrix using Equation 3 

Step 4: Optimisation Phase  
 Stage 1: High Velocity Ratio 

(7) if (𝐼𝑡𝑒𝑟 <  
1

3
 𝑀𝑎𝑥𝐼𝑡𝑒𝑟) 𝑡ℎ𝑒𝑛  

(8) Update Prey using Equation 4 
  Stage 2: Unit Velocity Ratio 

(9) Else if ( 
1

3
 𝑀𝑎𝑥_𝐼𝑡𝑒𝑟 < 𝐼𝑡𝑒𝑟 <  

2

3
 𝑀𝑎𝑥_𝐼𝑡𝑒𝑟) 𝑡ℎ𝑒𝑛  

(10) Considering the first half of the population (𝑙 = 1,… ,
𝑛

2
) 

(11) Update Prey using Equation 5 

(12) For the second half of the population (𝑙 =
𝑛

2
, … , 𝑛) 

(13) Update Prey using Equation 6  
 Stage 3: Low Velocity Ratio 

(14) Else if (𝐼𝑡𝑒𝑟 >  
2

3
 𝑀𝑎𝑥_𝐼𝑡𝑒𝑟) then, 

(15) Update Prey using Equation 7 
(16) end if 
(17) end if 
(18) end if 
 Step 5: Update Phase 
(19) Update the Elite matrix and save it in memory. 
(20) Apply the FADs effect, then update using Equation 8 
(21) Further, Update the Elite matrix and update the memory. 
(22) end while 

Overall, the steps proposed by [1] imitate the movement of 
predators and prey when seeking food in aquatic habitats. Their 
work assumes that there is an equal percentage of Levy and 
Brownian motion over the lifetime of a predator.  

Because Fish Aggregating Devices (FADs) influence the 
time taken by predators at a particular place and point in time, 

e.g., sharks spend 80% of the time around them and 20% at other 
places, the attraction by FADs is creating a local optimum and 
their jump to search other places is seen as avoidance of being 
trapped. The effect of FADs is therefore modelled 
mathematically as follows: 

Prey⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
l
= {

Prey⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
l
+CF[X⃗⃗ min+R⃗⃗  ⨂ (X⃗⃗ max − X⃗⃗ min)]⨂ U⃗⃗  if r≤FADs

Prey⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
l
+[FADs(1 − r)+r](Prey⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  

r1
− Prey⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  

r2
) if r>FADs

                                                   (8)

From Eq. (8), FADs are assigned the value 0.2 (i.e., FADs = 
0.2) which is defined as the probability of its effect in the 

optimization process, and �⃗⃗�  denotes a binary vector that 
contains arrays inclusive of zero and one. The array is formed 
by first generating random numbers in [0, 1] and thereafter, 
transforming it such that the array becomes zero if it is less than 
0.2 and one otherwise. The parameter r represents a uniform 

number in [0,1]. 𝑋 𝑚𝑎𝑥  and 𝑋 𝑚𝑖𝑛 are vectors that contain upper 
and lower limits respectively of the dimensions. The subscripts 
r1 and r2 represent the prey's matrix indexes [1]. 

The MPA as depicted in ‘Algorithm 1’ and Fig. 2, has good 
provision for memory tracking and recalling. This helps the 
predator remember foraging success from the places it has 
visited. The flow requires updating the prey, applying the FADs 
effect, and evaluating the matrix for possible fitness updates for 
the Elite. At each stage of the iteration, the fitness value is 
compared with that of the previous iteration, and the best 
overwrites the current solution. This continually refines the 
quality of the solution as each iteration elapses.
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Fig. 2.  MPA flowchart.

III. MATERIALS AND METHOD 

This study applies the Preferred Reporting Items for 
Systematic Reviews and Meta-Analysis (PRISMA) approach 
[58] in searching, collecting, synthesizing, and analyzing a 
systematic literature review (SLR) of the original MPA, 
proposing related modifications, and variants according to some 
selected articles. The study uses two databases: Scopus and Web 
of Science, and an additional database: Google Scholar (for 
verification purposes only). 

First, to validate the proposed topic, a search for the terms 
“Marine Predator Algorithm and Related Variants: A 
Systematic Review” was carried out which gave no single result 
from the Scopus database. A similar search was also conducted 
with the same search string in the Web of Science database, and 
it also did not produce a result. Furthermore, a search for the 
exact match of the same title on Google Scholar yielded no 
results.

 
Fig. 3. The complete SLR process.
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In Fig. 3, the complete SLR process is presented beginning 
with the formation of the research questions until the final data 
synthesis. It is important to note that the extraction of 
information from the articles was limited to the name of the 
author(s), publication years, journal quartile, Scopus CiteScore, 
Scopus IF according to Journal Indexed by Thomson Reuters 
(Clarivate Analytics), Web of Science IF, the algorithm or 
method used by the author(s), the article type (i.e., experimental 
result or review), main goal of the research, strategy for optimal 
search, parameters, major contributions, and the research 
domain. 

Secondly, a careful search string was constructed to obtain 
relevant information and related articles (Fig. 4). An advanced 
search of the Scopus database using the constructed search string 
yielded 140 documents and a similar search conducted on the 
Web of Science database gave 143 papers as of 1st August 2024. 
The two search results were combined, and duplicate records 
were removed, reducing the document size to 170. A title-
abstract screening was conducted where 11 articles were further 
excluded based on relevance and 1 other article was excluded, 
being written in Chinese language. Furthermore, 22 articles 
were excluded due to lack of full access. Overall, 136 articles 
were used in the entire synthesis of this review process. 

 

Fig. 4. Articles search and screening process.

The pie chart in Fig. 5 presents the diagrammatic distribution 
of retrieved MPA-related articles according to subject areas 
based on Scopus data. The top five subject areas are 

Engineering, Computer Science, Mathematics, Energy, and 
Material Science, with 28.2%, 26.0%, 10.9%, 7.1%, and 5.8%, 
respectively. 

 

Fig. 5. MPA-related articles according to subject areas (Source: Scopus).



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

551 | P a g e  

www.ijacsa.thesai.org 

The research trend of the application of MPA for solving 
various problems is depicted based on the number of research 
articles that are published per year (Fig. 6,). The record shows a 
steady upward trend in the number of articles published over the 
years, reflecting a strong growth in the algorithm’s usage. 
Beginning with 12 journal articles in 2020, the number 
progressively increased to 168 by 2023, showcasing a 93% rise 

over the observed period. As of the search date, the record of 
published articles in 2024 was 148 while still counting. More 
publications are underway as the year progresses. This 
significant growth highlights the major rapid application of the 
algorithm, indicating positive acceptance and potential usage for 
further development and innovation. 

 

Fig. 6. MPA-related publications by year (Source: Scopus). 

MPA stands out from other algorithms due to the predator's 
ability to execute various movements based on prey behavior. 
The predator can opt for Levy motion or Brownian motion based 
on the best encounter strategy, ensuring a dynamic connection 
between predator and prey. Specifically, the predator employs 
the Levy strategy when prey density is low and switches to 
Brownian motion when prey density is high. 

As a metaheuristic algorithm, MPA is expected to meet some 
requirements of the major characteristics that measure its ability 
to solve optimization problems which include the ability to 
handle exploration, exploitation, local optimums, and 
convergence rate [41]. Each metaheuristic method differs in the 
way it does this based on the nature of the problem under 
consideration. 

Three control parameters determine the sensitivity of MPA. 
The first is fish aggregating devices (FADs), which control the 
effect of FADs alongside their influence on the optimization 
flow. Secondly, P minimizes/maximizes predator’s or prey's 
step sizes. Adjusting the step sizes in MPA helps to regulate its 
exploration and exploitation. The third parameter is the control 
factor (CF), which is an adaptive parameter that regulates the 
step size of a predator's movement. In study [1], it was found 
that the parameter ‘P’ became more sensitive than FADs to 
optimizing some unimodal functions. However, in multimodal 
functions, FADs gave higher performance. In some instances, 
the parameters presented no sensitivity. 

IV. PROPOSED VARIANTS OF MPA FOR PERFORMANCE 

IMPROVEMENT 

A. Parameter-tuned MPA 

One of the earliest approaches adopted by researchers 
towards improving the performance of MPA was the application 
of parameter tuning. It is a general approach used in 

optimization and machine learning modeling to obtain optimum 
parameter values. The process requires tweaking some set of 
parameters used in controlling the behavior of the 
model/algorithm that are also adjustable to obtain an improved 
model with optimal performance. 

In the original MPA, all population position updates are 
influenced by a constant value, denoted as P. As per the 
described position updating equations of MPA, there is a risk of 
premature convergence during the optimization iteration, 
limiting the exploration of the entire search space. Additionally, 
the alternation between Brownian and Lévy motions in the 
optimization process may lead to significant steps, causing the 
optimal solution to be crossed. Instead, dynamic updates of 
population positions could be achieved by incorporating other 
approaches such as the sine and cosine functions to improve the 
MPA’s performance [32]. 

Some researchers such as [28] tried to improve the 
performance of MPA through a tuning process. Their study 
looked at the three most sensitive aspects of performance control 
of MPA which included the way the iterations are distributed 
across the iterations’ phases, the size of the population in the 
second phase, and the effect of FADs. The experiment first 
tested different values of the iterations on each phase of the 
algorithm's optimization process e.g., allocating one-third of the 
iterations to each phase and later changing it produced little 
improvement in the results. The tests reveal that the least cost of 
optimal power flow (OPF) optimization in IEEE 48-Bus using 
MPA can be obtained in the first phase of the algorithm at three-
fifths, phase two at one-fifth, and phase three at one-fifth of the 
iterations, respectively. 

Concerning population size, the tasks of exploration and 
exploitation in MPA ideally require splitting the entire 
population size into two halves. However, it is important to note 
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that some optimizations’ minimum can be achieved when the 
population is divided into two-thirds and one-third for the prey 
and predators, respectively [28]. While maintaining the classical 
fact that FAD or eddy current effect in MPA is meant to keep 
the iteration from being trapped at the local minimum, however, 
the mathematical representation shows that FADs are also local 
minima. Therefore, a search could be conducted to obtain the 
optimal value of FADs as in [28], starting with an initial value 
of 0.2 until better performance was obtained at FAD = 0.3. This 
shows that tuning the value of FAD in the IEEE 48-Bus system 
could yield better performance. After tuning and obtaining the 
optimal parameter values for the iterations’ distribution, 
population size, and FADs for the MPA, an experiment was set 
up in two folds: holistic and inter-bounded OPF and ultimately 
comparing the performance of the tuned-MPA with GA. Overall 
findings showed that the tuned MPA outperformed GA in 
convergence, accuracy, and computational requirements. 
Furthermore, the holistic fold produces better solutions and 
requires higher computational power. While the inter-bounded 

OPF generates faster results and is less computationally 
intensive. 

Another similar MPA parameter-tuning case is found in 
[53], which in a bid to obtain the optimum load frequency 
control (LFC) settings to create a balance between power 
generation and demand, proposed a novel PD-P-PID cascade 
controller for LFC applications, utilizing the MPA for optimal 
parameter tuning. Tested on various power systems, including 
single and multi-area setups, the MPA-tuned PID-PD controllers 
exhibited superior performance compared to existing literature. 
The controller's robustness was evaluated on various power 
systems, and its parameters were optimized using MPA, 
demonstrating superior performance in terms of settling time 
and oscillations in frequency and tie-line power deviation 
compared to existing works. Their findings underscore the 
effectiveness of the MPA-tuned PD-P-PID controller in LFC 
applications. Table I provides more related works on MPA 
hyperparameter tuning where various degrees of success were 
achieved using parameter tuning.

TABLE I. RELATED WORKS ON MPA HYPERPARAMETER-TUNING 

Ref. J. Quart. 

Scopus 

CiteScore 

(2022) 

Scopus IF WOS IF Algorithm Article Type 
Strategies for 

optimal search 
Major Contributions Research Domain 

[28] Q1 9.0 4.342 3.9 Tuned-MPA Experiment/Result Parameter tuning 

Tuning was done to obtain 

the optimal parameter 

values for the iteration 

distribution, population 

size, and FADs for the 

MPA. 

Optimal power 

flow 

[26] Q1 8.2 5.861 3.88 
TSD-FR-

KCO-MPA 
Experiment/Result Levy and Brownian 

MPA was used to obtain 

optimum parameters 

Medical image 

fusion 

[40] Q4 2.0 1.771 0.5 MPA, MVO Experiment/Result Levy and Brownian 
MPA is used to solve the 

final optimization problem 
Electric vehicles 

[59] Q3 3.0 3.536 2.0 MPA Experiment/Result 
barrier parameters' 

influence 

Incorporating barrier 

parameters influence, MPA 

is compared with GWO, 

and EO for effectiveness 

Transformer oil 

breakdown 

[60] Q2 5.6 5.127 6.87 MPA Experiment/Result 
Levy and Brownian 

motion 

MPA was used to obtain 

optimum parameters 

Wind renewable 

energy 

[61] Q1 3.5 2.4 2.4 MPA Experiment/Result 

MPA is combined 

with the principle of 

key-term separation 

MPA is combined with the 

principle of key-term 

separation 

Mathematical 

computation 

[62] Q1 10.0 5.599 5.606 MPA Experiment/Result 
Levy and Brownian 

motion 

compares several 

metaheuristic optimization 

algorithms that are used as 

frameworks for 

optimization 

Selective 

harmonic 

elimination 

[7] Q1 14.1 9.177 9.7 MPA Review   
Microgrid, feature 

selection, etc. 

[63] Q2 4.7 3.271 2.9 MPA Experiment/Result 

Seven robust 

battery models were 

proposed for 

Lithium-ion 

batteries. 

MPA is used as an 

optimizer of the objective 

function for the proposed 

seven models. 

Li-ion batteries 

[53] Q2 7.7 4.203 4.1 
Tuned-MPA 

PID-PD 
Experiment/Result Tuning 

the performance of the 

Load Frequency Controller 

(LFC) was greatly 

improved by using tuned-

MPA. 

load frequency 

controller design 

B. Improvements in MPA Exploitation-exploration Balance 

The balance between exploration and exploitation is crucial 
in metaheuristic algorithms for effective optimization. The MPA 
addresses this balance by dynamically adjusting the exploration 
rate during optimization iterations. This adjustment facilitates a 
combination of exploration and exploitation, strategically 
applied at the start and end of the optimization process. MPA 
utilizes a control factor (CF) as an adaptive parameter to regulate 
step size for predator movement, contributing to the algorithm's 

effectiveness in navigating the search space. Because of the 
spread of iterations that are partitioned into stages, the search 
agents in MPA do not have sufficient trials for the search and 
discovery of spaces and the exploitation of optimal solutions 
[42]. 

Some researchers criticized the exploitation and exploration 
searchability of the classical MPA proposed by study [1]. The 
study in [45] opined that the step sizes that are randomly 
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generated by the Levy distribution are large and best suited for 
exploration. This happens in some instances, probably 
occasioned by sudden jumps from smaller step sizes to larger 
ones during the search transition from exploitation to 
exploration [1]. They further stated that many modifications 
would be required to improve its exploitation ability. While 
possessing a convergence factor advantage, the larger steps 
generated by the Levy motion could jump the global minimum. 
As such, many of them focused on how to improve this aspect 
of the algorithm. 

One possible solution found in the literature in this aspect is 
in the work done by [24], which proposed a hybridization of 
Improved MPA and PSO known as IMPAPSO algorithm for the 
optimization of the non-linear optimal reactive power dispatch 
(ORPD) problem. To improve MPA's exploration stage, they 
replaced the Brownian motion's random walk of the search 
agents with a high-tailed Weibull distribution. Secondly, the 
exploitation stage of classical MPA which is in phase 3 was also 
modified to use either PSO or MPA based on probability, to 
improve the convergence of the algorithm. The proposed 
IMPAPSO was evaluated using various test suites including 
IEEE 30, IEEE 57, and IEEE 118 bus systems. The strength of 
the proposed algorithm was examined in a rigorous comparison 
with other methods. Overall, the proposed IMPAPSO yielded an 
outstandingly high speed of convergence, outperforming its 
counterparts. The power loss was minimized to 96%, 10%, and 
9% in IEEE 30, IEEE 57, and IEEE 118 bus systems, 
respectively. 

Another example is found in study [2], which applies a 
strategy known as the dominance strategy based on exploration-
exploitation (DSEE) to improve search exploitation-exploration. 
First, the classical MPA was modified to produce a multi-
objective MPA (MMPA). Secondly, a strategic technique called 
dominance strategy based on exploration-exploitation (DSEE) 
was applied to count the returned dominant solutions in every 
returned solution, from which exploitation is carried out during 
the exploitation phase. This version was called M-MMPA. 
Thirdly, the Gaussian-based approach was incorporated into 
MPA to produce M-MMPA-GM which is a version that delves 
deeper into the present to discover better non-dominated 
solutions. This helps to discover better solutions by taking some 
distance from the present solution. The fourth version was 
incorporated with Nelder Mead simplex at the beginning of the 
optimization phase to build a front that helps MPA realize better 
solutions within the optimization flow. 

Additionally, a multi-stage improvement of the MPA 
(MSMPA) was proposed by study [56]. MSMPA maintains the 
multi-stage search advantage and incorporates a linear flight 

strategy in the middle stage to enhance predator interaction, 
especially for those further from the historical optimum, 
promoting exploration. In the middle and late stages, the search 
mechanism of PSO is integrated to boost exploitation 
capabilities, reducing stochasticity and effectively constraining 
predators from jumping out of the optimal region. Additionally, 
a self-adjusting weight was employed to regulate convergence 
speed, achieving a balanced exploration-exploitation capability. 
The algorithm was tested on various CEC2017 benchmark test 
functions and three multidimensional nonlinear structure design 
optimization problems, which demonstrated superior 
convergence speed and accuracy compared to other recent 
algorithms. 

Furthermore, the study in [45] applied the exploitation 
ability of NMRA to MPA in a bid to address its poor search 
exploitation. The authors proposed the hybridization of MPA 
and a naked mole-rat algorithm (NMRA) named MpNMRA – a 
self-adaptive algorithm. While retaining all the main parameters 
of both approaches, the basic part of MPA was attached to the 
worker stage of NMRA to improve search exploitation and 
exploration. The MpNMRA converges faster than other 
algorithms in comparison. The study in [55] applied HOGO to 
modify the search transition in MPA to gradually shift from 
exploration to exploitation as iterations progress, utilizing the 
global most appropriate solution at each iteration. 

Other studies that worked on improving the exploitation-
exploration of MPA are highlighted in Table II. These include 
[20] which incorporated local escaping operator (LEO) into 
classical MPA to tackle poor exploitation and exploration; [27] 
applied opposition based learning (OBL) strategy with Grey 
Wolf Optimizer (GWO) into MPA to overcome weaknesses; 
[43] incorporated MPA with spiral complex path search strategy 
based on Archimedes’ spiral curve for perturbation, expanding 
the global exploration range and strengthening the algorithm's 
overall search capabilities; [44] integrated reinforcement 
learning (RL) into MPA to improve its global searchability; [39] 
combined chaotic sequence parameter and adaptive mechanism 
for velocity update to better MPA's exploitation and exploration 
search; [34] adopted comprehensive learning (CL) approach that 
improves search and transitioning within exploration and 
exploitation on MPA; [51] applied ranking-based mutation 
operator to identify the best search agent, enhancing exploitation 
capabilities and preventing premature convergence; [46] used 
dynamic foraging strategy (DFS) to tackle sudden transition 
between the Levy Flight and Brownian Motion; and [47] 
incorporated teaching mechanism into MPA's first phase to 
promote its global search ability. Table II summarizes the major 
improvements in MPA exploitation and exploration with 
various major contributions.
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TABLE II. IMPROVEMENTS IN MPA EXPLOITATION-EXPLORATION 

Ref. 
J. 

Quart. 

Scopus 

CiteScore 

(2022) 

Scopus 

IF 

WOS 

IF 
Algorithm Article Type 

Strategies for 

optimal search 
Major Contributions 

Research 

Domain 

[24] Q3 5.5 3.542 3.2 IMPAPSO Experiment/Result 
high-tailed Weibull 

distribution and PSO 

Exploration is improved by replacing the 

Brownian motion's random walk of the 

search agents with a high-tailed Weibull 

distribution. The exploitation stage in 

phase 3 is also modified to use PSO or 

MPA based on probability.  

Optimal 

reactive 

power 

dispatch 

[64] Q1 19.1 11.057 10.4 EMPA Experiment/Result 

Differential 

Evolution (DE) 

operator 

DE operator is integrated into the 

exploration face of the standard MPA to 

escape local solution 

PV 

Modelling 

[2] Q1 9.0 4.342 3.367 

MMPA 

Experiment/Result 

multi-objective, 

dominance strategy 

based on 

exploration-

exploitation (DSEE), 

Gaussian-based 

approach, and Nelder 

Mead simplex 

MMPA adopts classical MPA's search for 

MOPs, multi-objective modified MPA 

(M-MMPA) is a modification of the 

classical MPA to use DSEE strategy 

search phase for exploration and 

exploitation, Gaussian-based mutation 

(GM) was integrated into M-MMPA to 

have a new model M-MMPA-GM, and 

Nelder-Mead simple method (NMM) was 

integrated to M-MMPA-GM to create a 

front for it to get to a better solution while 

maintaining the minimum possible time 

(NMM-M-MMPA-GM). 

Engineering 

design 

M-MMPA 

M-

MMPA-

GM 

M-

MMPA-

GM-NMM 

[26] Q1 8.2 5.861 3.88 

TSD-FR-

KCO-

MPA 

Experiment/Result 
Levy and Brownian 

motion 

MPA is combined with two other 

methods to address some drawbacks 

faced in medical image fusion that 

includes loss of edges due to ineffective 

high-frequency part of the fusion’s rules, 

and low-contrast in fused images 

Medical 

image fusion 

[20] Q1 12.3 8.664 8.038 LEO-MPA Experiment/Result 
Local Escaping 

Operator (LEO) 

LEO is incorporated into classical MPA 

to tackle poor exploitation and 

exploration 

Engineering 

design  

[27] Q1 12.6 9.602 8.5 
MPAOBL-

GWO 
Experiment/Result OBL and GWO 

OBL strategy with Grey Wolf Optimizer 

(GWO) is integrated into MPA to 

overcome weaknesses. 

PV System 

[43] Q2 4.5 3.143 2.7 FMMPA Experiment/Result Fusion multi-strategy 

MPA is incorporated with a spiral 

complex path search strategy based on 

Archimedes’ spiral curve for 

perturbation, expanding the global 

exploration range and strengthening the 

algorithm's overall search capabilities 

Robot path 

planning 

[44] Q1 12.3 8.635 8.0 
Deep-

MPA 
Experiment/Result 

reinforcement 

learning (RL) 

RL is integrated with MPA to improve its 

global searchability. 

Renewable 

energy 

system 

design 

[39] Q2 6.8 4.352 3.9 AMPA Experiment/Result 

chaotic sequence 

parameter and 

adaptive mechanism 

for velocity update 

AMPA combines chaotic sequence 

parameters and adaptive mechanisms for 

velocity update to better MPA's 

exploitation and exploration search 

Antenna 

Signals 

[34] Q1 11.9 7.811 5.431 MMPA Experiment/Result 

Comprehensive 

Learning (CL) 

approach 

CL approach that improves search and 

transitioning within exploration and 

exploitation is used on MPA 

Economic 

emission 

dispatch. 

[51] Q2 4.7 3.308 3.5 EMPA Experiment/Result 
ranking-based 

mutation operator 

the ranking-based mutation operator is 

used to identify the best search agent, 

enhancing exploitation capabilities and 

preventing premature convergence. 

ANN 

classification 

[45] Q1 12.6 9.602 8.5 MpNMRA Experiment/Result  
the basic part of MPA is attached to the 

worker stage of NMRA 

Engineering 

Design 

[46] Q1 12.3 8.635 8.0 DFSMPA Experiment/Result 
Dynamic Foraging 

Strategy (DFS) 

DFS is used to tackle sudden transitions 

between the Levy Flight and Brownian 

Motion 

Real-world 

engineering 

[47] Q3 3.9 2.393 2.6 MTLMPA Experiment/Result 
Mechanism for 

Teaching & Learning 

teaching mechanism is incorporated into 

MPA's first phase to promote its global 

search ability 

Engineering 

Design 

C. Hybridization of MPA with other Techniques 

Hybridization is the combination of two or more techniques 
to solve problems. The primary purpose of doing this is to 
harness the strengths of each approach and use them to 
complement the weaknesses of the other. Literature has shown 
that by combining MPA with other algorithms, there could be 
high-performance improvements. For instance, [45] combined 
MPA with NMRA with the sole aim of addressing the 

limitations of MPA (i.e., poor exploitation) and NMRA (i.e., 
narrow exploration) while leveraging the strengths of the two. 
MPA suffers from poor exploitation while NMRA suffers from 
weak exploration, and they both get into local optimum 
stagnation due to early or untimely convergence. Therefore, the 
strengths of MPA (i.e., good exploration) and NMRA (i.e., good 
exploitation) were used to address their weaknesses and to 
improve the entire performance. Overall, the authors reported a 
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significant performance improvement. The proposed 
hybridization (MpNMRA) was found to be more suitable for 
lower dimensional problems, even though it also provides 
satisfactory performance in high dimensional cases. 

Another example is found in study [29], which proposed a 
hybrid method known as MPA-FPIDF, a combination of MPA 
and Fuzzy Proportional-Integral-Derivative with Filter (FPIDF) 
to optimize Fuzzy PIDF-LFC to enhance the performance of a 
hybrid microgrid system, incorporating PV and wind energy 
sources along with real irradiance and wind speed data, as well 
as energy storage devices. The MPA was used to optimize the 
input scaling factors, output gains, and membership function 
boundaries of the proposed FPIDF controller. The performance 
of MPA-FPIDF controller is compared with the conventional 
MPA-PIDF controller and other controllers reported in the 
literature for the same case study, including PSO-PIDF, COR-
PIDF, and COR-FPIDF controllers. In addition, various 
scenarios are implemented to assess the robustness and 
sensitivity of the proposed controller to step load perturbations, 
variations in system parameters, and uncertainties associated 
with renewable energy sources such as wind speed fluctuations 
and solar irradiance variations. 

In study [44], a hybrid method that combines reinforcement 
learning (RL) and MPA known as Deep-MPA was proposed to 
minimize the cost of the microgrid power system. RL was 
integrated with MPA to improve global searchability. The 
proposed Deep-MPA design was validated against various 
algorithms, demonstrating a 6% reduction in energy costs. 

Furthermore, the study in [52] proposed an enhanced multi-
strategy MPA-Variational Mode Decomposition (MPA-VMD) 
method for pipeline leakage detection. This was meant to 

address the limitations of MPA by focusing on improving 
convergence speed and avoiding local optima. The enhanced 
MPA was used to find critical parameters in variational mode 
decomposition (VMD), and dynamic entropy was employed to 
select effective modes. The algorithm incorporates strategies 
like a good point set at the initial population stage to enhance 
search accuracy. It introduces a nonlinear convergence factor 
and Cauchy distribution during the search process to optimize 
the predator step size for better global search capabilities. The 
method effectively escapes local optima, leading to improved 
convergence speed. 

The studied literature reported diverse hybridizations of 
MPA with other techniques, yielding various performance 
improvements (Table III). These include [24] which combined 
high-tailed Weibull distribution’s improved MPA and PSO; [27] 
which integrated MPA, OBL, and GWO; [29] where MPA was 
integrated with Proportional-Integral-Derivative-Acceleration 
(PIDA); [35] coupled MPA and SVM where MPA was used to 
optimize SVM classifier's hyper-parameters for FS and 
classification; [36] which hybridized MPA and ANN, where 
MPA was used to optimize a trained ANN along with its fitness 
function; [37] which proposed IMPA-ResNet50, an improved 
version of MPA (IMPA) that was improved using OBL and TL, 
and ResNet50; [31] combined IMPA and CNN – a modified 
MPA algorithm for CNN hyperparameter selection, enhancing 
output performance for classification; [52] combined MPA with 
variational mode decomposition (MPA-VMD); [54] hybridized 
Open Circuit Voltage (OCV) reconfiguration model and MPA; 
[55] integrates MPA with HOGO; [45] integrated MPA with 
NMRA called MpNMRA, etc. Table III summarizes the major 
hybridizations of MPA with other techniques. 

TABLE III. HYBRIDIZATION OF MPA WITH OTHER TECHNIQUES 

Ref. 
J. 

Quart. 

Scopus 

CiteScore 

(2022) 

Scopus 

IF 

WOS 

IF 
Algorithm Article Type 

Strategies for 

optimal search 
Major Contributions 

Research 

Domain 

[24] Q3 5.5 3.542 3.2 IMPAPSO Experiment/Result 

high-tailed 

Weibull 

distribution and 

PSO 

Exploration is improved by replacing the 

Brownian motion's random walk of the 

search agents with a high-tailed Weibull 

distribution. The exploitation stage in phase 3 

is also modified to use PSO or MPA based 

on probability.  

Optimal 

reactive 

power 

dispatch 

[27] Q1 12.6 9.602 8.5 
MPAOBL-

GWO 
Experiment/Result OBL and GWO 

OBL strategy with Grey Wolf Optimizer 

(GWO) is integrated into MPA to overcome 

weaknesses. 

PV System 

[29] Q2 9.0 4.342 3.9 
MPA-

FPIDF 
Experiment/Result 

Fuzzy 

Proportional-

Integral-

Derivative with 

Filter (FPIDF) 

MPA is combined with FPIDF to optimize 

Fuzzy PIDF Load Frequency Controller 

(PIDF-LFC) to enhance the performance of a 

hybrid microgrid system 

Microgrid 

system 

[38] Q1 9.1 6.765 6.8 MPA-PIDA Experiment/Result 
Levy and 

Brownian motion 

MPA is used to optimize the gains of the 

PIDA controller. 

Power 

modulation 

[35] Q1 11.9 7.415 5.772 MPA-SVM Experiment/Result 
Levy and 

Brownian motion 

MPA was used to optimize the SVM 

classifier's hyper-parameters for FS and 

classification. 

ligament 

deficiency 

detection 

[36] Q2 3.2 2.59 NA MPA-ANN Experiment/Result 
Levy and 

Brownian motion 

MPA is used to optimize a trained ANN 

along with its fitness function. 

Transistor’s 

design 

[37] Q1 10.0 5.599 5.606 
IMPA-

ResNet50 
Experiment/Result 

Transfer 

Learning and 

Opposition-

Based Learning 

OBL is used to improve MPA and TL is used 

to improve IMPA-ResNet50 

Breast 

cancer 

diagnosis 
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Ref. 
J. 

Quart. 

Scopus 

CiteScore 

(2022) 

Scopus 

IF 

WOS 

IF 
Algorithm Article Type 

Strategies for 

optimal search 
Major Contributions 

Research 

Domain 

[31] Q1 12.6 9.602 8.5 IMPA-CNN Experiment/Result 

automating the 

tuning of 

hyperparameters 

in CNN 

using a modified MPA algorithm for CNN 

hyperparameter selection, enhancing output 

performance for classification. 

arrhythmia 

classification 

[49] Q1 11.9 7.811 5.431 MCFAO Experiment/Result 

time-delay 

polynomials are 

applied to 

improve the 

model's 

performance in 

prediction 

MPA is used to optimize the model’s 

hyperparameters 

Time series 

prediction 

[50] Q3 5.0 2.606 2.363 

BBD-based 

MPA 

Experiment/Result 

Incorporates two 

Response 

Surface 

Methodologies 

(RSMs): Box 

Behnken Design 

(BBD) and 

Central 

Composite 

Design (CCD) 

MPA is used for biological decolorization 

process parameter optimization on BBD and 

CCD. 

Biological 

Processes 
CCD-based 

MPA 

[52] Q2 4.8 2.795 4.1 MPA-VMD Experiment/Result 

Good point set in 

the initial 

population stage 

improvements involves initializing a good 

point set and enhancing convergence factor 

(CF) and Cauchy distribution. 

Pipeline 

leakage 

detection 

[54] Q2 5.4 5.784 4.0 OCV-MPA Experiment/Result 

Open Circuit 

Voltage (OCV) 

reconfiguration 

model and MPA 

OCV model is used to measure the internal 

aging mechanism as influenced by the 

external factors of the lithium battery 

capacity decay, while MPA is used to detect 

the aging mode associate parameters. 

Battery 

aging 

mechanism 

[55] Q3 2.0 1.347 0.6 
MPA-

HOGO 
Experiment/Result 

Hide Object 

Game 

Optimization 

(HOGO) 

HOGO modifies the search transition in 

MPA to gradually shift from exploration to 

exploitation as iterations progress, utilizing 

the global best solution at each iteration. 

Engineering 

design 

[45] Q1 12.6 9.602 8.5 MpNMRA Experiment/Result  
the basic part of MPA is attached to the 

worker stage of NMRA 

Engineering 

Design 

D. Proposed MPA Variants 

Another way researchers address the limitations found in 
classical MPA is by modifying one or more aspects of the 
algorithm to create variants. An example is in study [46], which 
proposed a soft dynamic transformation to tackle the MPA’s 
tendency to be trapped in local optima during transitioning from 
Levy Flight to Brownian motion when optimizing real-world 
problems. The proposed Dynamic Foraging Strategy MPA 
(DFSMPA) replicates the traditional MPA, imitating the step 
size taken to grab prey. It then applies the dynamic foraging 
strategy (DFS) to reach deeper search locations for a complete 
global, faster, and more efficient search. This could help prevent 
being trapped. Instead of the usual three phases that are used in 
classical MPA to mimic the behavior of predator and prey, the 
DFSMPA uses the continuous model to convert the various 
phases. In the two phases of exploration and extraction, the 
continuous model alternates between the search agents. 

In addition, the study in [25] developed an enhanced MPA 
(EMPA) to identify hidden parameters in various PV and static 
PV models. In their work, the differential evolution (DE) 
operator was integrated into the exploration face of the standard 
MPA to escape local solutions for stability and performance 
reliability in handling nonlinear optimization cases of modeling 
PV. The strengths of the proposed enhancement are: (i) 
maintaining various new solutions in the search and optimizing 
unexpected convergence. (ii) avoiding being trapped by leaders 
and the population. (iii) using diverse search mechanisms that 
combine populations to create a balance between exploration 
and exploitation. (iv) dynamically changing the solutions by the 

algorithm to ensure effectiveness and efficiency. (v) dynamic 
adjustment of the optimization problem and concurrently 
covering various multi-dimensional areas of the search space. 

Furthermore, the study in [51] proposed an enhanced variant 
of the MPA, called the EMPA, designed for training 
Feedforward Neural Networks (FNNs). EMPA was intended to 
minimize classification, prediction, and approximation errors by 
adjusting connection weights and deviation values. It 
incorporates a ranking-based mutation operator to identify the 
strongest search agent, enhancing exploitation capabilities and 
preventing premature convergence. EMPA combines 
exploration and exploitation, providing stability and flexibility 
in achieving optimal solutions. Experimental results on 
seventeen datasets show that EMPA exhibits faster 
convergence, higher calculation accuracy, increased 
classification rates, and strong stability and robustness, 
improving its productivity and reliability in training FNNs. 

Other modifications proposed are presented in Table IV. 
They include the use of mechanism for teaching and learning to 
balance search exploitation and exploration [47]; combining 
chaotic sequence parameter and adaptive mechanism for 
velocity update to better MPA's exploitation and exploration 
search [39]; modifying the classical MPA to produce a multi-
objective MPA (MMPA), applying a strategic technique called 
dominance strategy based on exploration-exploitation (DSEE) 
to count the returned dominant solutions in every returned 
solution from which exploitation is carried out during the 
exploitation phase, incorporating Gaussian-based approach into 
MPA to produce M-MMPA-GM, and incorporating Nelder 
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Mead simplex at the beginning of the optimization process, 
building a front that helps MPA realise better solutions within 
the optimization flow [2]; using a local escaping operator (LEO) 
to improve MPA’s searchability [20]; applying adaptive weights 
and OBL to enhance the performance of MPA [30]; combining 
chaotic sequence parameter and adaptive mechanism for 
velocity update to better MPA's exploitation and exploration 
search [39]; the use of CL approach to improve the search and 
transitioning within exploration and exploitation in MPA [34]; 
using linearly increased worst solutions (LIS) improvement 
strategy to address computational cost and accuracy issues 
associated with existing segmentation techniques, MPALS 
(MPA + LIS) and RUS are combined into a version called 
HMPA to serve as a solution to ISP [33]; incorporating logistic 
opposition-based learning (LOBL) into MPA to enhance the 
generation of various precise solutions with multiple population 
[32].; integrating MPA with CL approach and memory aspect of 
fractional calculus [42]; LA is used to enhance the artificial 
Jellyfish search algorithm (JS) and MPA, reducing 

computational complexity while preserving their strengths [41]; 
MPA is integrated with spiral complex path search strategy 
based on Archimedes’ spiral curve for perturbation, expanding 
the global exploration range and strengthening the algorithm's 
overall search capabilities [43]; it was also incorporated with 
pulse width modulation control boost converter to accurately 
track the MPP of a solar PV panel [65]; RL was integrated in 
MPA to improve its global searchability [44]; MPA was 
enhanced by incorporating a linear flight strategy in the middle 
stage to enhance predator interaction [56]; ranking-based 
mutation operator was used to identify the best search agent, to 
accelerate exploitation capabilities and preventing premature 
convergence in MPA [51]; DFS was used to tackle sudden 
transition between the Levy Flight and Brownian Motion [46]; 
teaching mechanism was also incorporated into MPA's first 
phase to promote its global search ability [47]; group-ranking of 
the predator populations, thorough learning approach 
implemented at stage 2 of MPA, and variable step-sizes control 
approach was applied [48]; etc. 

TABLE IV. PROPOSED MPA MODIFICATIONS 

Ref. 
J. 

Quart. 

Scopus 

CiteScore 

(2022) 

Scopus 

IF 

WOS 

IF 
Algorithm Article Type 

Strategies for 

optimal search 
Major Contributions 

Research 

Domain 

[64] Q1 19.1 11.057 10.4 EMPA Experiment/Result 

Differential 

Evolution (DE) 

operator 

DE operator is integrated into the 

exploration face of the standard 

MPA to escape local solution 

PV 

Modelling 

[2] Q1 9.0 4.342 3.367 

MMPA 

Experiment/Result 

multi-objective, 

dominance strategy 

based on 

exploration-

exploitation 

(DSEE), Gaussian-

based approach, 

and Nelder Mead 

simplex 

MMPA adopts classical MPA's 

search for MOPs, multi-objective 

modified MPA (M-MMPA) is a 

modification of the classical MPA 

to use DSEE strategy search phase 

for exploration and exploitation, 

Gaussian-based mutation (GM) was 

integrated into M-MMPA to have a 

new model M-MMPA-GM, and 

Nelder-Mead simple method 

(NMM) was integrated to M-

MMPA-GM to create a front for it 

to get to a better solution while 

maintaining the minimum possible 

time (NMM-M-MMPA-GM). 

Engineering 

design 

M-MMPA 

M-MMPA-GM 

M-MMPA-GM-

NMM 

[20] Q1 12.3 8.664 8.038 LEO-MPA Experiment/Result 
Local Escaping 

Operator (LEO) 

LEO is incorporated into classical 

MPA to tackle poor exploitation 

and exploration 

Engineering 

design 

[30] Q1 14.3 9.028 8.7 BMPA Experiment/Result 
adaptive weights 

and OBL 

optimization capabilities of the 

MPA were enhanced with adaptive 

weights and OBL, resulting in a 

Pareto front. 

Image 

segmentation 

[39] Q2 6.8 4.352 3.9 AMPA Experiment/Result 

chaotic sequence 

parameter and 

adaptive 

mechanism for 

velocity update 

AMPA combines chaotic sequence 

parameters and adaptive 

mechanisms for velocity update to 

better MPA's exploitation and 

exploration search 

Antenna 

Signals 

[34] Q1 11.9 7.811 5.431 MMPA Experiment/Result 

Comprehensive 

Learning (CL) 

approach 

CL approach that improves search 

and transitioning within exploration 

and exploitation is used on MPA 

Economic 

emission 

dispatch. 

[33 Q1 23.0 11.674 8.139 

MPALS 

Experiment/Result 

MPALS = MPA + 

LIS (linearly 

increased worst 

solutions 

improvement 

strategy.) 

HMPA = MPALS 

+ ranking-based 

updating strategy 

(RUS) 

LIS is used to address 

computational cost and accuracy 

issues associated with existing 

segmentation techniques. 

MPALS and RUS are integrated 

into a version called HMPA to 

serve as a solution to ISP. 

Image 

Segmentation 

HMPA 

[32] Q1 13.4 8.364 8.7 MMPA Experiment/Result 

Incorporates 

logistic opposition-

based learning 

(LOBL) 

LOBL technique is incorporated to 

enhance the generation of various 

precise solutions with multiple 

populations. 

Engineering 

design 
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Ref. 
J. 

Quart. 

Scopus 

CiteScore 

(2022) 

Scopus 

IF 

WOS 

IF 
Algorithm Article Type 

Strategies for 

optimal search 
Major Contributions 

Research 

Domain 

[42] Q1 12.3 8.664 8.8 FOCLMPA Experiment/Result 

comprehensive 

learning (CL) 

approach 

integrates MPA with the CL 

approach and memory aspect of 

fractional calculus. 

Knowledge-

based 

systems 

[41] Q1 12.3 8.664 8.8 LA-JS-MPA Experiment/Result 
Learning-

Automata (LA) 

LA is used to enhance the artificial 

Jellyfish search algorithm (JS) and 

MPA, reducing computational 

complexity while preserving their 

strengths. 

Data 

clustering 

[403 Q2 4.5 3.143 2.7 FMMPA Experiment/Result 
Fusion multi-

strategy 

MPA is incorporated with a spiral 

complex path search strategy based 

on Archimedes’ spiral curve for 

perturbation, expanding the global 

exploration range and strengthening 

the algorithm's overall search 

capabilities 

Robot path 

planning 

[65] Q3 5.5 3.542 3.2 MPA Experiment/Result 

Pulse width 

modulation control 

boost converter 

MPA is incorporated with a pulse 

width modulation control boost 

converter to accurately track the 

MPP of a solar PV panel. 

Solar PV 

systems 

[44] Q1 12.3 8.635 8.0 Deep-MPA Experiment/Result 
reinforcement 

learning (RL) 

RL is integrated with MPA to 

improve its global searchability. 

Renewable 

energy 

system 

design 

[56] Q3 3.5 2.071 2.4 MSMPA Experiment/Result 
linear flight 

strategy 

MPA is enhanced by incorporating 

a linear flight strategy in the middle 

stage to enhance predator 

interaction 

Engineering 

design 

[51] Q2 4.7 3.308 3.5 EMPA Experiment/Result 
ranking-based 

mutation operator 

the ranking-based mutation 

operator is used to identify the best 

search agent, enhancing 

exploitation capabilities and 

preventing premature convergence. 

ANN 

classification 

[46] Q1 12.3 8.635 8.0 DFSMPA Experiment/Result 
Dynamic Foraging 

Strategy (DFS) 

DFS is used to tackle sudden 

transitions between the Levy Flight 

and Brownian Motion 

Real-world 

engineering 

[47] Q3 3.9 2.393 2.6 MTLMPA Experiment/Result 

Mechanism for 

Teaching & 

Learning 

teaching mechanism is incorporated 

into MPA's first phase to promote 

its global search ability 

Engineering 

Design 

[48] Q2 4.7 2.941 2.524 DAMPA Experiment/Result 

group-ranking of 

the predator 

populations 

group-ranking of the predator 

populations, thorough learning 

approach implemented at stage 2 of 

MPA, and variable step-sizes 

control approach 

Task 

scheduling in 

Cloud 

Computing 

E. Recent Proposed Improvements in MPA 

Recently, more articles have been published with many 
improvements still underway. Some of these proposals include 
a hybrid MPA and Particle Swarm Optimization (MPA-PSO), 
combining the global and local search abilities of PSO with the 
MPA [66], Multi-Population-based MPA (MultiPopMPA) 
which uses global, balanced, and local search strategies 
simultaneously throughout the search process [67], and a multi-

strategy MPA, Regularized ELM, and CFA, integrating multiple 
algorithms [68]. Furthermore, an improved MPA (IMPA) with 
Deep Gated Recurrent Unit (DGRU), a hybrid model combining 
IMPA and DGRU for better accuracy and generalization in 
profit prediction [69], and an improved MPA (IMPA), using 
adaptive weight adjustment and dynamic social learning 
mechanisms [70] have been proposed. A summary of the recent 
literature is presented in Table V. 

TABLE V. RECENT PROPOSED MPA IMPROVEMENTS 

Ref. 
J. 

Quart. 

Scopus 

CiteScore 

(2023) 

Scop

us IF 

Proposed 

Algorithm 
Article Type Main Goal 

Strategies of 

Optimal Search 
Major Contribution 

Research 

Domain 

[66] Q3 4.1 1.3 

Hybrid MPA and 

Particle Swarm 

Optimization 

(MPA-PSO) 

Experiment 

To develop an 

optimal resource 

allocation strategy 

for vehicular edge 

computing 

networks 

Combining the 

global and local 

search abilities of 

PSO with the MPA 

Improved performance in 

resource allocation by 

leveraging the strengths 

of both MPA and PSO 

Vehicular Edge 

Computing (VEC) 

[67] Q2 8.1 3.1 

Multi-Population-

based MPA 

(MultiPopMPA) 

Experiment 

To improve the 

search capabilities 

of the MPA by 

using a multi-

population and 

multi-search 

strategy. 

The algorithm uses 

global, balanced, and 

local search 

strategies 

simultaneously 

throughout the search 

process. 

The proposed 

MultiPopMPA 

outperforms other 

metaheuristic algorithms 

in terms of precision, 

sensitivity, and F1-score 

metrics 

AI, specifically in 

training ANN for 

classification 

tasks. 

[68] Q3 2.3 
0.27

8 

Multi-Strategy 

MPA, Regularized 

ELM, and CFA 

Experiment 

Accurate 

prediction of 

passenger flow to 

Combining multiple 

algorithms to handle 

complexity and 

High prediction accuracy 

and strong convergence 

performance with only 30 

Passenger Flow 

Prediction. 
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Ref. 
J. 

Quart. 

Scopus 

CiteScore 

(2023) 

Scop

us IF 

Proposed 

Algorithm 
Article Type Main Goal 

Strategies of 

Optimal Search 
Major Contribution 

Research 

Domain 

help local 

authorities with 

resource 

regulation. 

uncertainty in 

passenger flow 

prediction. 

iterations needed to reach 

the optimal solution 

[71] Q2 6.2 3.5 

Quantum Theory-

based MPA 

(QTbMPA) 

Original 

Research 

To develop an 

automated deep 

learning model for 

classifying brain 

tumors from MRI 

images 

Bayesian 

optimization for 

hyperparameters and 

QTbMPA for feature 

selection. 

Improved accuracy and 

sensitivity in brain tumor 

classification using a 

hybrid deep learning 

framework. 

Medical image 

analysis 

[72] Q1 9.7 3.6 
Chaotic-based 

MPA (CMPA) 
Experiment 

Improve the search 

performance of the 

MPA for feature 

selection in 

schizophrenia 

classification 

using EEG signals. 

Combining MPA 

with chaotic maps 

(logistic, tent, henon, 

sine, and tinkerbell 

maps). 

The proposed SCMPA 

significantly outperforms 

other MPA variants in 

feature selection and 

classification accuracy. 

Schizophrenia 

classification 

using EEG signals 

and metaheuristic 

algorithms. 

[73] Q1 7.5 3.8 

Enhanced Gorilla 

Troops Optimizer 

(EGTO), with 

MPA  

Experiment 

To enhance the 

performance of the 

Gorilla Troops 

Optimizer (GTO) 

by integrating high 

and low-velocity 

ratios inspired by 

the MPA. 

Balancing 

exploration and 

exploitation phases 

using high and low-

velocity ratios 

EGTO achieves superior 

performance in global 

optimization and 

engineering design 

problems compared to 

other algorithms. 

Optimization and 

Engineering 

Design. 

[74] Q1 9.6 
3.66

2 

Modified MPA - 

convolutional 

neural networks 

(DCNNs). 

Original 

Research 

To develop an 

optimal structured 

DCNN for 

automatic 

COVID-19 

diagnosis using 

chest CT scans. 

Utilizes a novel 

encoding scheme 

based on IP 

addresses, an 

Enfeebled layer for 

variable-length 

DCNN, and divides 

large datasets into 

smaller chunks for 

random evaluation. 

The proposed DCNN-

IPMPA model 

outperforms other 

benchmarks with high 

accuracy and competitive 

processing time. 

Deep Learning 

and Medical 

Imaging. 

[69] Q1 9.6 5.0 

Improved MPA 

(IMPA) with Deep 

Gated Recurrent 

Unit (DGRU). 

Experiment 

Improve profit 

prediction in 

financial 

accounting 

information 

systems 

Dynamic flight 

behavior between 

Levy and Gaussian to 

enhance MPA’s 

performance 

Hybrid model combining 

IMPA and DGRU for 

better accuracy and 

generalization in profit 

prediction. 

Financial 

accounting 

information 

systems and profit 

prediction. 

[75] Q2 11.4 4.5 

Recursive Spider 

Wasp Optimizer 

MPA (RSWO-

MPA)  

Experiment 

To improve gene 

selection methods 

for cancer 

classification 

using microarray 

data. 

Combines ReliefF 

filter method with 

RSWO-MPA for 

efficient gene 

selection. 

Achieves higher 

accuracy, selects fewer 

features, and exhibits 

more stability compared 

to other algorithms. 

AI and 

Bioinformatics 

[70] Q1 7.5 3.8 
Improved MPA 

(IMPA). 
Experiment 

To enhance the 

MPA by 

addressing its 

limitations such as 

local optima traps, 

insufficient 

diversity, and 

premature 

convergence. 

Adaptive weight 

adjustment and 

dynamic social 

learning 

mechanisms. 

IMPA significantly 

improves optimization 

performance in 

engineering design 

problems by balancing 

exploration and 

exploitation. 

Optimization 

algorithms in 

engineering 

design 

[76] Q1 9.6 5.0 
Adaptive MPA 

(AMPA). 
Experiment 

Optimize the 

steam gasification 

process for 

converting palm 

oil waste into 

environmentally 

friendly energy 

Incorporation of 

AMPA into the SVM 

framework to 

enhance prediction 

precision and 

efficiency 

Development of an 

intelligent optimization 

framework surpassing 

conventional machine 

learning techniques. 

Renewable energy 

and intelligent 

systems. 

[77] Q2 5.3 2.5 

MPA combined 

with a BP Neural 

Network. 

Experiment 

Inversion of the 

permeability 

coefficient of a 

high core wall 

dam 

Lévy and Brownian 

movements. 

Comparison of three 

methods for seepage 

parameters inversion and 

demonstrating the 

advantage of the MPA. 

Hydrology and 

Hydraulic 

Engineering. 

[78] Q2 3.5 3.4 

MPA for optimized 

tuning of PI 

controllers 

Experiment 

Enhance the low-

voltage ride-

through (LVRT) 

capability of grid-

connected 

photovoltaic (PV) 

systems 

MPA, Grey Wolf 

Optimization 

(GWO), and Particle 

Swarm Optimization 

(PSO). 

MPA provides better 

results with higher 

convergence rates and 

improved system 

performance. 

Electrical 

Engineering and 

Renewable 

Energy. 

[79] Q3 2.2 1.5 Improved MPA Experiment 

To optimize 

process parameters 

in multi-process 

manufacturing to 

Utilizes reverse 

learning strategies 

and mixed control 

parameters to 

Proposes a multi-process 

parameter optimization 

method using an 

improved MPA, 

Mechanical 

Engineering and 

Manufacturing. 
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improve product 

quality 

enhance optimization 

capability 

addressing the severe 

coupling of multiple 

processes. 

[80] Q3 4.1  
MPA Aquila 

Optimizer (MAO) 
Experiment 

To present a 

hybrid method 

combining MPA 

and AO for droop 

control in DC 

microgrids 

Combining the 

strengths of MPA 

and AO to enhance 

exploration and 

exploitation. 

Superior convergence 

ability and promising 

performance in droop 

control. 

Electrical 

Engineering 

[81] Q3 2.4 1.2 
MPA for robot path 

planning 
Experiment 

To design an 

optimal path for a 

robot to navigate 

from its starting 

point to its goal 

while avoiding 

obstacles 

Heuristic search-

based methods, 

potential field-based 

methods, sampling-

based methods, 

hybrid methods, and 

evolutionary methods 

The proposed method 

uses the Marine Predator 

Algorithm, which shows 

good performance in 

different situations. 

Robot path 

planning and 

autonomous 

driving. 

[82] Q2 3.6 1.6 
MPA- P-P-FOPID 

controller. 
Experiment 

To design a 

cascade P-P-

FOPID controller 

optimized by the 

MPA for 

improving load 

frequency control 

in electric power 

systems. 

The MPA is 

employed for its 

parameter-less, 

derivative-free, user-

friendly, flexible, and 

simple nature. 

The proposed controller 

demonstrated superior 

performance in reducing 

integral time absolute 

error (ITAE), settling 

time, and frequency and 

tie-line power deviations 

compared to other recent 

approaches. It also 

showed robustness 

against parametric 

uncertainties. 

Electric power 

systems 

[83] Q1 19.9 6.2 
improved binary 

MPA  
Experiment 

To develop an 

efficient 

offloading method 

that reduces 

energy 

consumption and 

meets time 

constraints in edge 

computing 

environments 

The binary MPA is 

used for its 

effectiveness in 

solving optimization 

problems under 

constraints 

The proposed method 

effectively meets 

deadlines while reducing 

energy consumption, 

even with an increasing 

number of users. 

Edge computing. 

[84] Q2 4.3 2.7 
Enhanced MPA 

(EMPA) - SVM 
Experiment 

To improve the 

accuracy and 

efficiency of IGBT 

switching power 

loss estimation 

using an optimized 

SVM model. 

The EMPA is 

employed for its 

effectiveness in 

parameter 

optimization, 

leveraging its ability 

to handle complex, 

multi-dimensional 

search spaces. 

The integration of EMPA 

with SVM results in a 

model that significantly 

enhances the accuracy 

and efficiency of power 

loss estimation in IGBT, 

outperforming traditional 

methods. 

power electronics 

[85] Q1 11.2 6.2 MPA Analytical 

To identify and 

analyze the 

structural biases in 

the MPA using the 

BIAS Toolbox and 

Generalized 

Signature Test 

(GST). 

The study employs 

the BIAS Toolbox 

and GST to detect 

and evaluate the 

structural biases 

within the MPA, 

revealing how these 

biases affect the 

algorithm’s 

performance. 

The article highlights 

significant structural 

biases in the MPA, which 

cause the population to 

revisit specific regions of 

the search space, leading 

to increased 

computational costs and 

slower convergence. 

optimization 

algorithms 

[86] Q1 11.5 7.5 

Improved 

Weighted MPA 

(WMPA) 

Experiment 

To enhance the 

accuracy and 

efficiency of SOM 

estimation by 

selecting the most 

relevant 

hyperspectral 

features using the 

improved WMPA. 

The WMPA is 

optimized to improve 

feature selection by 

leveraging its ability 

to handle complex, 

multi-dimensional 

search spaces 

effectively. 

The improved WMPA 

demonstrates higher 

accuracy and stability in 

predicting SOM content 

compared to traditional 

methods, providing a 

robust and efficient 

approach for SOM 

estimation. 

agricultural and 

environmental 

monitoring 

[87] Q1 7.7 4.8 

Enhanced Hybrid 

Aquila Optimizer 

with MPA 

(EHAOMPA) 

Experiment 

To enhance the 

performance of the 

Aquila Optimizer 

in solving 

combinatorial 

optimization 

problems by 

integrating it with 

the MPA. 

The hybrid algorithm 

leverages the 

exploration 

capabilities of MPA 

and the exploitation 

strengths of AO to 

effectively navigate 

the search space and 

find optimal 

solutions. 

The EHAOMPA 

demonstrates superior 

performance in various 

benchmark problems 

compared to traditional 

AO and other 

optimization algorithms, 

showing promise in 

solving industrial-

constrained design 

problems and optimizing 

hyperparameters for 

combinatorial 

optimization. 
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COVID-19 CT-image 

detection. 

[88] Q1 14.8 7.2 

improved MPA 

combined with 

Extreme Gradient 

Boosting 

(XGBoost)  

Experiment 

To enhance the 

accuracy and 

efficiency of 

shipment status 

time predictions 

using a hybrid 

approach that 

combines MPA 

and XGBoost. 

The improved MPA 

incorporates 

opposition-based 

learning, chaos maps, 

and self-adaptive 

population strategies 

to optimize the 

parameters of the 

XGBoost model. 

The hybrid model 

demonstrates superior 

performance in predicting 

shipment status times 

compared to traditional 

methods, providing a 

robust and efficient 

solution for logistics and 

supply chain 

management. 

logistics and 

supply chain 

management 

[89] Q2 4.3 2.4 

improved MPA 

(multi-objective 

optimization). 

Experiment 

To enhance the 

resilience of power 

grid infrastructure 

by optimizing core 

backbone grid 

planning using a 

multi-objective 0–

1 planning 

problem. 

The improved MPA 

incorporates file 

management and an 

enhanced top 

predator selection 

mechanism to 

effectively explore 

the Pareto frontier for 

optimal solutions. 

The algorithm 

successfully forms core 

backbone grids for the 

IEEE 39-node and IEEE 

300-node systems, 

ensuring economic 

feasibility and optimal 

network connectivity 

while balancing active 

and reactive power 

demands. 

power systems 

[90] Q2 4.3 2.7 

MPA optimized 

random forest (RF) 

algorithm with 

laser-induced 

fluorescence (LIF) 

technology 

Experiment 

To develop a more 

efficient and 

accurate method 

for diagnosing 

transformer faults, 

overcoming the 

limitations of 

traditional 

methods. 

The study employs 

principal component 

analysis (PCA) and 

kernel principal 

component analysis 

(KPCA) for 

dimensionality 

reduction, followed 

by the MPA-RF 

model for optimal 

fault diagnosis. 

The research 

demonstrates that the 

MSC-KPCA-MPA-RF 

model achieves the best 

results, with a fitting 

coefficient of 0.9963 and 

a mean square error of 

0.0047 

power systems 

and electrical 

engineering  

[91] Q1 9.5 2.6 

MPA optimized 

pavement 

maintenance and 

rehabilitation 

(M&R) scheduling 

Experiment 

To develop a 

sustainable M&R 

scheduling 

optimization 

model that 

considers highway 

agency costs, 

environmental 

impacts, and social 

effects. 

The MPA is used to 

handle the 

computational 

complexities of 

optimizing M&R 

scheduling for large-

scale networks 

The sustainable model 

reduces CO2 emissions 

by 6.5% and improves 

equity and safety indices 

by 40.7% and 2.5%, 

respectively, compared to 

conventional methods 

pavement 

management 

systems and 

sustainable 

infrastructure 

engineering. 

[92] Q1 12.6 7.2 

Clustering Wavelet 

Opposition-based 

MPA (CWOMPA) 

enhanced-MPA 

Experiment 

To improve 

optimization 

performance and 

feature selection in 

high-dimensional 

datasets, 

particularly in 

medical diagnosis. 

CWOMPA 

incorporates fuzzy 

clustering, wavelet 

basis function, and 

adaptive opposition-

based learning to 

enhance population 

diversity and prevent 

premature 

convergence 

Demonstrates 

CWOMPA’s superior 

performance in 

optimization and feature 

selection across various 

benchmark functions and 

medical datasets 

Meta-heuristic 

optimization 

algorithms and 

feature selection 

in medical 

datasets. 

[93] Q1 5.7 2.6 

Hybrid MPA-PSO 

to tackle the Energy 

Scheduling 

Problem (ESP). 

Experiment 

To optimize 

electricity bills, 

energy 

consumption, and 

user comfort by 

finding the best 

schedule for smart 

appliances 

The proposed 

method enhances the 

searching capabilities 

of MPA using PSO 

components to 

improve schedules 

with poor fitness 

values 

The research 

demonstrates the 

efficiency and high 

performance of the hybrid 

method in optimizing 

ESP objectives compared 

to other methods 

Internet of Things 

(IoT) and smart 

grid technology 

[94] Q4 1.3 1.74 

Modified MPA 

(MMPA) for 

automated atrial 

fibrillation 

detection using 

ECG signals. 

Experiment 

To develop a 

method for 

automatically 

detecting atrial 

fibrillation using 

transient single 

lead ECG readings 

The algorithm 

utilizes Heart Rate 

Variability (HRV) 

and frequency 

analysis for feature 

extraction, followed 

by classification 

using SVM 

The study’s innovative 

contribution is the 

application of the MMPA 

for identifying atrial 

fibrillation in brief ECG 

data, achieving a 

maximum accuracy of 

99.8%. 

Biomedical 

Engineering and 

AI. 

[95] Q1 6.5 4.1 

bidirectional gated 

recurrent unit 

(BiGRU) optimized 

MPA  

Experiment 

To analyze the 

influence of 

scraper geometry 

and roughness on 

the coating process 

using advanced 

predictive and 

simulation models. 

The MPA-BiGRU 

pseudo-lattice 

Boltzmann (pseudo-

LB) method is 

employed to simulate 

the coating flow 

without specific 

rheological 

equations. 

The study finds that 

rectangle geometry is 

suitable for high coating 

speeds, while trapezium 

geometry is better for low 

speeds. Scraper 

roughness significantly 

affects the process with 

rectangle geometry. 

materials science 

and engineering 
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[96] Q2 4.6 2.7 
Improved MPA 

(IMPA) 
Experiment 

To optimize water 

resource allocation 

in Huaying City 

by balancing 

social, economic, 

and ecological 

benefits 

The IMPA employs 

chaotic initialization 

for population 

diversity, golden sine 

algorithm for 

balanced exploration 

and exploitation, and 

quadratic 

interpolation for 

enhanced search 

accuracy. 

The study demonstrates 

that IMPA outperforms 

other algorithms in terms 

of stability and accuracy 

for water resource 

optimization, providing a 

new approach for 

sustainable water 

management. 

water resource 

management and 

optimization 

algorithms. 

[97] Q2 10.2 4.7 MPA  Comparative 

To minimize the 

deficit of 

agricultural water 

supply by 

optimizing 

reservoir 

operations under 

baseline and 

climate change 

conditions. 

The MPA uses 

random walk 

strategies (Brownian 

and Levy motions) 

and elite matrices to 

enhance exploration 

and exploitation 

phases. 

Demonstrates that MPA 

outperforms GA in terms 

of reliability, resiliency, 

and vulnerability in 

reservoir operations. 

Water Resource 

Management and 

Optimization 

Algorithms. 

[98] Q2 3.4 1.7 

PRMPA-Spectral-

SMOTE with 

improved MPA 

(IMPA). 

Experiment 

To enhance the 

classification 

performance of 

biomedical data, 

which is often 

high-dimensional 

and imbalanced 

The algorithm uses 

minimal-redundancy 

maximal-relevance 

(mRMR) for feature 

selection, Spectral-

SMOTE for data 

resampling, and an 

improved MPA for 

optimizing key 

parameters. 

The method significantly 

improves the 

classification accuracy of 

biomedical data, 

outperforming other data 

resampling methods 

biomedical data 

[99] Q1 9.8 3.4 

Uniform MPA 

(UMPA), combines 

uniform design 

with the MPA  

Experiment 

To accurately and 

efficiently detect 

neural unit 

modules in brain 

networks, which 

can aid in disease 

detection and 

targeted therapy 

UMPA leverages 

uniform design to 

ensure evenly 

distributed solutions 

and MPA for 

optimization, 

incorporating Lévy 

flight and Brownian 

movement strategies. 

Integration of uniform 

design with MPA, 

resulting in improved 

performance in 

identifying neural unit 

modules compared to 

other methods. 

brain network 

analysis 

[100] Q1 9.7 3.6 

Reinforcement 

Learning MPA 

(RLMPA) to 

enhance global 

optimization. 

Experiment 

Improve 

Optimization- 

Address weak 

convergence, 

limited balance 

capacity, and 

optimization 

limitations in 

MPA by 

introducing 

RLMPA. 

Three Location 

Update Strategies: 

Ranking paired 

mutually beneficial 

learning; Gaussian 

random walk 

learning; and 

Modified somersault 

foraging. 

Enhanced Performance: 

RLMPA shows superior 

performance in global 

optimization, search 

efficiency, and 

convergence speed 

compared to 10 

competitive algorithms. 

engineering 

design 

V. APPLICATIONS OF MPA IN VARIOUS DOMAINS 

The MPA has found wide acceptance across many research 
domains. Focusing on areas with the widest coverage and most 
recent development, Engineering (28.2%), Computer Science 
(26.0%), Mathematics (10.9%), and Energy (7.1%) of the 
applications, the following summaries are presented. 

A. Engineering 

The highest of MPA’s applications based on Table V are in 
real-world engineering designs [1]. In this domain, MPA has 
been used to solve real-world problems such as pressure vessel 
design, tension/compression spring design, and welded beam 
design [1], estimating the parameter of frequency-modulated 
sound wave (FM), speed spectrum radar Polly phase code design 
(SSRPP), and Lennard-Jones (LJ) potential problem [45]. These 
problems are constrained engineering benchmarks and were 
made with associated practical engineering examples. With the 
help of the death penalty approach, the constrained problems 
were converted to unconstrained ones. Another real-world 

problem solved includes demand-controlled ventilation of the 
operating fan schedule, where a 2-zone (entry and exit) retail 
store stocked with a supply and exhaust fan for ventilation was 
examined. The main objective was to "reduce the fan's energy 
consumption using demand-controlled ventilation subject to 
airflow and the amount of carbon dioxide (CO2)". 

B. Computer Science 

In this area, MPA has been used to develop an efficient 
offloading method that reduces energy consumption and meets 
time constraints in edge computing environments [83] and to 
develop an optimal resource allocation strategy for vehicular 
edge computing networks [66]. It has also been used to design 
an optimal structured deep convolutional neural network 
(DCNN) [74], in training ANN for classification tasks [67], 
incorporation into the SVM framework to enhance prediction 
precision and efficiency [76] and was combined with a BP 
Neural Network [77] for improved performance. Furthermore, 
on the Internet of Things (IoT) and smart grid technology, MPA 
was used to optimize electricity bills, energy consumption, and 
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user comfort by finding the best schedule for smart appliances 
[93]. 

C. Mathematics 

The proposed variant of MPA such as DFSMPA was also 
applied to three sets of standard mathematical test functions and 
one set of real-world engineering optimization problems 
including (i) Classical functions such as unimodal, multimodal, 
and fixed multimodal functions. (ii) Contemporary numerical 
optimizations CEC-BC-2017 comprises 30 composition and 
hybrid functions. (iii) CEC06-2019 (100-Digits challenge). and 
(iv) Ten CEC-2020 problems applicable to real engineering 
optimization [46]. 

D. Energy 

MPA has been applied in power systems and electrical 
engineering to develop a more efficient and accurate method for 
diagnosing transformer faults, overcoming the limitations of 
traditional methods [90], and enhancing the resilience of power 
grid infrastructure by optimizing core backbone grid planning 
using a multi-objective 0–1 planning problem [89]. In addition, 
a cascade P-P-FOPID controller optimized by MPA for 
improving load frequency control in electric power systems was 
also designed [82]. Furthermore, MPA and AO have been 
combined for drop control in DC microgrids [80]. In electrical 
engineering and renewable energy, MPA has been applied to 
enhance the low-voltage ride-through (LVRT) capability of 
grid-connected photovoltaic (PV) systems [78] and to optimize 
the steam gasification process for converting palm oil waste into 
environmentally friendly energy [76]. MPA has been used in 
power electronics to improve the accuracy and efficiency of 
IGBT switching power loss estimation [84]. 

Comprehensively, the research application domain and tasks 
include real-world and engineering design [2, 20, 32, 45–47, 55, 
58, 70, 73, 77, 79, 85, 91, 95, 100–108], microgrid feature 
selection [7], antenna signals [39], selective harmonic 
elimination [62], power modulation [38], ligament deficiency 
detection [35], transistor’s design [36], breast cancer diagnosis 
[37], task scheduling in cloud computing [48], time series 
prediction [49], medical image fusion and analysis [26, 71, 72, 
74, 92], economic emission dispatch [34], wind renewable 
energy [60], mathematical computation [61, 87], image 
segmentation [30, 33, 109, 110], PV System and modelling [27, 
64, 65, 111], Optimal power flow [28], Biological Processes 
[50], Microgrid system [29], optimal reactive power dispatch 
[24], ANN training and classification [51, 67], pipeline leakage 
detection [52], arrhythmia classification [31], load frequency 
controller design [53], knowledge-based systems [42], data 
clustering [41], robot path planning [43, 81], battery aging 
mechanism [54], li-ion batteries [63], transformer oil breakdown 
[59], renewable energy system design [44], dynamic clustering 
simulation [112], marine stabilized platforms [113], joint 
regularization semi-supervised ELM [114], oil layer prediction 
[115], EEG/ERP signal [116], urban green space type [117], 
SVM optimization [118], solar-powered BLDC motor design 
[119], network reconfiguration and distributed generator 
allocation [121], wind and solar energy [122], DNA storage 
[123], white blood cell classification [124], wireless sensor 
network coverage [125], hybrid heartbeats [126], distribution 
system [127], task scheduling in cloud computing [128], shrimp 

freshness detection and classification [129], evolutionary 
computations [130], energy management system [131], hybrid 
active power filter [132], gene selection in cancer microarray 
classification [133], supercapacitor modelling [134], COVID-19 
detection modelling [135], wind power forecasting [136], 
thermal error modelling of electrical spindle [137], electrical 
power system & renewable energy [76, 78, 80, 82, 84, 89, 90, 
138], DC motors [139], feature selection in metabolomics [140], 
optimal power flow [141], fuel cell steady-state modelling 
[142], structural damage detection [143], production planning 
[144], wind energy systems [145], AI and Bioinformatics [75, 
94, 98, 99], Vehicular Edge Computing (VEC)[66, 83], 
passenger flow prediction [68], Internet of Things (IoT) and 
smart grid technology [93, 120], financial accounting 
information systems [69], agricultural and environmental 
monitoring [86], logistics and supply chain management [88], 
and water resource management and optimization algorithms 
[96, 97].  

VI. DISCUSSION 

Although the classic MPA proposed by study [1] was for a 
single objective and possessed some shortcomings, multi-
objective variants were later proposed and other subsequent 
improvements were made [133], [146–148]. It is worth noting 
that most of the improvements in the literature were based on 
enhancing MPA’s initial population, exploitation, exploration, 
and convergence. 

Firstly, opposition-based learning (OBL), a novel technique 
introduced by Tizhoosh, has been widely adopted by numerous 
researchers to improve the initial population quality of 
metaheuristic algorithms. The OBL has been used to produce a 
more widely distributed initial population for MPA. 

Furthermore, many scholars applied varying OBL 
approaches to tackle MPA’s limitations. These include 
integrating the OBL strategy with GWO into MPA [27], OBL 
and TL were also used to improve MPA and IMPA-ResNet50 
using a modified MPA algorithm for CNN hyperparameter 
selection to improve output performance for classification [31], 
enhancing the optimization capabilities of MPA with adaptive 
weights and OBL [30], and logistic OBL (LOBL) technique was 
incorporated in study [32] to enhance the generation of various 
precise solutions with multiple populations. In study [106], 
quasi-learning (Q-learning) was introduced to help MPA fully 
utilize the information generated by previous iterations and 
subsequent ones, QOBL was introduced to support an increase 
in population diversity, reducing the risk of convergence to 
inferior local optima. In addition, the quasi-opposition learning 
and spiral search strategies were incorporated into QRSS-MPA 
to improve it [123]. 

Additional strategies adopted in the literature to control 
MPA's exploration-exploitation search include chaotic maps' 
exploitation capabilities alone. Several chaotic maps can be 
implemented to improve the exploration-exploitation process 
[108]. The chaotic map can be applied to balance the trade-off 
between the exploration and exploitation phases. The self-
adaptive population method automatically adjusts the 
population size for each iteration. It helps to increase the 
convergence speed [101, 108]. In study [107], chaotic maps, 
opposition-based learning strategy (OBLS), and teaching-
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learning-based optimization (TLBO) with strong exploitation 
operators were combined. MPA was first modified to have 
MMPA that leverages chaotic maps and OBLS in the 
initialization stage to generate high-quality individuals. 
Parameter-free teaching-learning-based optimization method 
with a strong exploitation operator was incorporated into MPA 
(MMPA-TLBO), which effectively trades off between the 
exploitation and exploration process. Furthermore, [114] 
applied a multi-strategy approach involving three strategies to 
improve the performance of MPA. It included a chaotic 
opposition learning strategy to generate a high-quality initial 
population, adaptive inertia weights, adaptive step control 
factors to improve exploration, utilization, and convergence 
speed, and a neighborhood-dimensional learning strategy to 
maintain population diversity. 

The literature also used comprehensive learning (CL) to 
improve the performance of MPA. For instance, in study [34], 
the CL approach was used to improve search and transition 
within the exploration and exploitation of MPA. In study [42], 
MPA was integrated with the CL approach and the memory 
aspect of fractional calculus. 

Other approaches that were implemented to improve the 
performance of MPA include the use of Dynamic Foraging 
Strategy (DFS) to tackle sudden transition between the Levy 
Flight and Brownian Motion by study [46], Differential 
Evolution (DE) operator was integrated into the exploration face 
of the standard MPA by study [64] to escape local solution, and 
the use of teaching and learning mechanism was incorporated 
into MPA in study [47] where the teaching mechanism was 
integrated into the first phase of the MPA to promote its global 
search ability. In study [39], chaotic sequence parameters and an 
adaptive mechanism for velocity update were implemented to 
improve MPA's search exploitation and exploration. Also, group 
ranking of predator populations was proposed by study [48], 
incorporating a thorough learning approach implemented at 
stage 2 of MPA, and a variable step-size control approach. 

Furthermore, time-delay polynomials were applied to 
improve the model prediction performance [49]. A local 
escaping operator (LEO) was incorporated into classical MPA 
[20] to tackle poor exploitation and exploration. In study [24], 
exploration was improved by replacing the Brownian motion's 
random walk of search agents with a high-tailed Weibull 
distribution. The exploitation stage in phase 3 was also modified 
to use PSO or MPA based on probability. The study in [51] used 
a ranking-based mutation operator to identify the most 
performing search agent, enhancing exploitation capabilities and 
preventing premature convergence. 

In addition, [52] applied a strategy known as a “good point 
set” in the initial population stage for improvement by 
initializing a good point set and enhancing the convergence 
factor (CF) and Cauchy distribution. Learning automata (LA) 
was used in [41] to improve the artificial jellyfish search 
algorithm (JS) and MPA, reducing computational complexity 
while preserving their strengths. MPA is incorporated with a 
spiral complex path search strategy based on Archimedes’ spiral 
curve for perturbations in study [43], expanding the global 
exploration range and strengthening the algorithm's overall 
search capabilities. In study [55], HOGO was implemented 

which modifies the search transition in MPA to gradually shift 
from exploration to exploitation as iterations progress, utilizing 
the global best solution at each iteration. In study [56], MPA was 
enhanced by incorporating a linear flight strategy in the middle 
stage to enhance predator interaction. Reinforcement learning 
(RL) was also integrated into MPA [44] to improve global 
searchability. 

VII. FUTURE RESEARCH DIRECTION 

The application of the MPA is predominant in engineering 
and real-world design. However, researchers need to extend it to 
other disciplines and optimization problems. Additional variants 
of MPA, such as Constrained MPA (CMPA), Mixed-Integer 
MPA (MIMPA), and Parameter Less MPA (PMPA), warrant 
exploration, alongside dynamic applications like Mobile or 
dynamic MPA in robotics. Moreover, MPA shows potential in 
diverse areas like knowledge discovery, power systems, signal 
processing, DNA assembly, and medical diagnostics. However, 
variants like MpNMRA still face challenges such as potential 
entrapment in local optima and inefficient optimization of all 
test functions, necessitating improvements in control parameter 
selection and solution retention. In addition, the expansion of 
MPA into multi-objective problems, alongside enhanced 
stability and convergence analysis remains an area for future 
research. Other proposed methods, such as DAMPA and 
MTLMPA, also require comprehensive testing in various 
domains to assess their efficacy. Additionally, the scalability of 
dataset testing for algorithms like IMPA-ResNet50 and 
exploration of their performance in regression tasks, 
computational efficiency enhancements, and generalization to 
different CNN configurations are suggested. Further research 
efforts should aim to integrate MPA with deep learning and 
machine learning techniques, explore its potential in renewable 
energy systems – with emphasis on solar radiation forecasting, 
refine its application in real-world scenarios, and investigate its 
hybridization with other metaheuristic methods for improved 
optimization outcomes. 

VIII. CONCLUSION 

This systematic review of MPA presents a wide panorama 
concerning its theoretical formulation, practical 
implementations, and novel improvements. Current research 
synthesizes studies undertaken during the last five years that 
underline, among others, the flexibility and efficiency of the 
MPA approach as a metaheuristic optimization method but with 
peculiar efficacy in handling complex, high-dimensional, and 
multimodal optimization problems. From its principle of 
inspiration to its adaptive nature, MPA has always shown robust 
performance in diverse fields, ranging from real-world 
engineering design, image segmentation, and PV system 
modeling, indicating its wide acceptance and high applications. 
It also identifies the critical design parameters and their 
influence on the convergence and performance of the algorithm, 
thus contributing to the deeper theoretical understanding of the 
method. 

This research significantly contributes to the optimization 
literature by systematically categorizing MPA variants based on 
their core improvements, including parameter tuning, 
hybridization, and other modification mechanisms. The review 
delineates the strengths and limitations of each approach by 
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comparing these variants across benchmark problems, thus 
providing a roadmap for future research. We also find gaps in 
the current literature, such as a need for more rigorous 
theoretical analysis regarding convergence properties and 
scalability in dynamic environments. These insights pave the 
way for developing more efficient, adaptive, and robust MPA 
variants that can address emerging challenges in optimization. 

MPA provides several practical benefits over other 
optimization algorithms, including ease of implementation and 
minimal parameter-tuning requirements to escape local optima 
using a form of collective intelligence. Computationally 
efficient with adaptability toward real-time application, such as 
resource allocation and feature selection control system 
optimization is another added area of MPA. Besides, the ease 
with which the algorithm can be combined with other 
optimization techniques has favored its use in hybrid systems 
and further extended the usefulness of the MPA in solving 
complex, real-world problems. This review, therefore, 
highlights that the simplicity and flexibility of MPA make it a 
useful tool for practitioners from all walks of life in addressing 
optimization problems, both at the academic and applied levels. 

This systematic review, therefore, underlines the continuous 
relevance and transformational potential of MPA as an 
optimization technique. By connecting the dots between 
theoretical developments and practical applications, it provides 
a comprehensive overview of the algorithm's capabilities and 
limitations, thus laying the ground for future innovations in the 
field. We expect this work to be a reference point for researchers 
and practitioners alike, encouraging new contributions that tap 
into MPA's unique strengths to solve ever more complex 
optimization problems.  
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Abstract— Diffuse Large B-Cell Lymphoma stands as the most 

prevalent form of non-Hodgkin lymphoma worldwide, 

constituting approximately 30 percent of cases within this diverse 

group of blood cancers affecting the lymphatic system. This study 

addresses the challenges associated with the accurate DLBCL 

segmentation and classification, including difficulties in 

identifying and diagnosing DLBCL, manpower shortage, and 

limitations of manual imaging methods. The study highlights the 

potential of deep learning to effectively segment and classify 

DLBCL types. The implementation of such technology has the 

potential to extract and preprocess image patches, identify, and 

segment the nuclei in DLBCL images, and classify DLBCL 

severity based on segmented nuclei counting. 

Keywords—Deep learning; Diffuse Large B-Cell Lymphoma 

(DLBCL); lymphoma cancer; HoVerNet 

I. INTRODUCTION 

Diffuse Large B-Cell Lymphoma (DLBCL) stands as the 
most prevalent form of non-Hodgkin lymphoma (NHL), 
comprising approximately 30% of all cases within this diverse 
group of blood cancers affecting the lymphatic system. DLBCL 
is characterized by the rapid proliferation of malignant B-cells 
in lymph nodes, bone marrow, and other lymphatic tissues. 
DLBCL can afflict individuals of any age, with a predilection 
for those over 60 [1]. Given its life-threatening nature and 
variable clinical outcomes, precise diagnosis assumes 
paramount importance in the management of DLBCL. The 
identification and quantification of cell nuclei within tissue 
samples emerge as crucial for assessing tumor characteristics 
and grading, thus guiding treatment decisions. Deep learning-
based nuclei segmentation offers a promising solution, 
potentially enhancing diagnostic accuracy and efficiency, to 
streamline this labor-intensive and time-consuming task. 

Accurate diagnosis and staging of DLBCL are critical for 
determining optimal treatment and prognosis. Nuclei 
segmentation and classification, a pivotal component of 
DLBCL tissue image analysis, allow for the identification and 
quantification of tumor cells. Conventional nuclei segmentation 
and classification methods are often time-consuming, labor-
intensive, and error-prone, making the need for deep learning 

models readily apparent. However, the complexity of DLBCL 
samples, such as tissue heterogeneity, staining changes, and 
complex cell interactions, requires complex and accurate deep 
learning models to address these challenges [1]. 

This paper explores the current challenges in nuclei 
segmentation and classification for DLBCL using deep learning 
methods. It provides an extensive review of the techniques, 
preprocessing methods, and segmentation approaches applied 
to DLBCL analysis. Furthermore, the paper highlights 
advancements in the field and identifies gaps for future 
exploration, aiming to inspire further research and innovation 
in digital pathology. 

This paper is structured as follows: Section II reviews 
related work, highlighting the advancements and gaps in deep 
learning-based nuclei segmentation and classification for 
DLBCL. Section III describes the methods, including 
preprocessing techniques, model architectures, and evaluation 
metrics. Section IV presents the results and discussions, 
comparing the performance of state-of-the-art deep learning 
methods. Finally, Section V concludes the study, summarizing 
key findings and future research directions. This structure aims 
to provide readers with a comprehensive understanding of the 
challenges and contributions in the field. 

II. RELATED WORK: ADVANCEMENTS IN DIAGNOSIS AND 

STAGING OF DIFFUSE LARGE B-CELL LYMPHOMA 

A. Symptoms, Risk Factors, and Causes of Diffuse Large B-

Cell Lymphoma 

DLBCL can cause many different symptoms. One of the 
most common signs is the painless swelling of lymph nodes. 
These are lumps under the skin, usually found in places like the 
neck, armpit, or groin. This might happen, along with other 
signs. For example, losing weight for no reason, always feeling 
tired, or sweating a lot at night. Also, patients with DLBCL may 
experience fever from time to time, which further signals the 
response of the body to lymphoma. Sometimes, DLBCL might 
affect abdominal organs, leading to symptoms like abdominal 
pain or swelling. The symptoms show up based on where and 
how big the bothered lymph nodes or organs are. DLBCL can 
also have other unique symptoms. These vary based on where 
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in the body they show up. For example, if it is in the chest or 
lungs, the patient might have trouble breathing, coughing, or 
having chest pain. Those with DLBCL in their gastrointestinal 
tract could feel stomach pain, nausea, vomiting, and changes in 
bowel habits. When DLBCL affects the brain or spinal cord, it 
might lead to headaches, behavior changes, or even seizures. In 
some cases, DLBCL could cause problems with the skin. This 
could look like a rash or bumps. These skin changes might give 
doctors extra clues during physical examinations. 

There are several risk factors and causes that have been 
identified. Advancing age is a prominent factor, as DLBCL is 
more prevalent in individuals over the age of 60, and the 
incidence increases with age. This age-related susceptibility 
suggests a cumulative effect over time, possibly linked to 
cellular changes and immune system alterations associated with 
ageing. A compromised immune system, whether due to 
medical conditions such as Human Immunodeficiency 
Virus/Acquired Immunodeficiency Syndrome (HIV/AIDS) or 
the use of immunosuppressive drugs post-organ transplant, is 
another significant risk factor [2]. The impaired immune 
surveillance in these scenarios may create an environment 
conducive to the uncontrolled growth of lymphoid cells, 
fostering the development of DLBCL. 

The Epstein-Barr virus (EBV), belonging to the herpesvirus 
family, has been linked to an increased risk of DLBCL, 
particularly in immunocompromised individuals [3]. The 
ability of EBV to infect B-cells and potentially contribute to the 
transformation of these cells underscores its role in the 
lymphoma genic process. Besides, genetic factors also 
contribute, with a family history of lymphomas potentially 
elevating the risk. While the specific genetic mechanisms are 
not fully elucidated, ongoing research aims to uncover the 
intricate interplay of genetic and environmental factors in 
DLBCL development [2]. Other factors, such as autoimmune 
diseases and certain chemical exposures, have been explored 
for their potential roles in lymphomagenesis, though their 
associations remain complex and multifaceted. 

B. Diagnosis Method and Staging of Diffuse Large B-Cell 

Lymphoma 

DLBCL is typically diagnosed by removing a swollen 
lymph node or taking a sample of tissue from it and examining 
it under a microscope. This involves a minor procedure known 
as a biopsy, which is usually performed under local anesthesia 
or through a minor operation. Following the biopsy, expert 
pathologists use special staining, a test called flow cytometry, 
and chromosome analysis to determine the exact variant of 
DLBCL. DLBCL is also diagnosed using blood tests and 
imaging tests. Blood tests can help determine the overall health 
of the patient and detect any abnormalities in the blood cells. 
To determine the location and extent of the disease, imaging 
tests such as Magnetic Resonance Imaging (MRI) scans, 
Computed Tomography (CT) scans, Positron Emission 
Tomography (PET) scans, and ultrasounds are used. Apart from 
that, the current standard diagnosis method for DLBCL 
includes two tests: Fluorescence In-Situ Hybridization (FISH) 
tests and Immunohistochemistry (IHC) tests [4]. 

The staging of DLBCL depends on the extent of the disease 
and the organs involved. The Ann Arbour staging system is 

commonly used to stage DLBCL for lymphoma. It classifies the 
disease into four stages of involvement, namely Stages I, II, III, 
and IV [5]. Stage I has been described because the cancer is 
found in the lymphatic zone or in only one organ. Stage II is 
indicated because cancer is found in two or more lymph nodes 
on one side of the lung or in one limb and in one or more lymph 
nodes on the same side of the lung. Furthermore, cancer found 
in different parts of the lymph nodes or on either side of the 
diaphragm is stage III. Lastly, stage IV means that the cancer 
has spread to one or more organs outside the lymphatic system, 
such as the liver, lungs, or bones. 

1) Biopsy of Diffuse Large B-Cell Lymphoma: A biopsy is 

a crucial diagnostic method for DLBCL, which allows for the 

presence or absence of certain genetic alterations. In this 

procedure, a sample of the affected lymph node or tissue is 

extracted and examined under a microscope [6]. 

Immunohistochemical staining and molecular tests are then 

employed to detect the expression of MYC gene 

rearrangements. The presence of MYC rearrangements 

classifies the lymphoma as MYC+, indicating a potentially 

more aggressive form. Conversely, if there is no evidence of 

MYC rearrangements, the lymphoma is classified as MYC-. 

2) Blood tests: Blood tests are essential in diagnosing 

DLBCL. A complete blood count (CBC) assesses various blood 

components, including white blood cells. Elevated white blood 

cell counts may indicate the presence of lymphoma. Being that 

B-cells grow and become mature in the bone marrow, the CBC 

count tests for anemia, thrombocytopenia, and/or leukopenia 

indicate the extent of bone marrow involvement in DLBCL. 

Furthermore, the LDH level is a helpful predictor of 
treatment response, recurrence, and the severity of DLBCL. 
Increased levels of potassium, phosphorus, and uric acid 
combined with a drop in calcium could be signs of tumor lysis 
syndrome, a condition that can develop during chemotherapy. 
LDH levels, a specific blood marker, can be indicative of 
lymphoma activity. Elevated LDH levels may suggest a more 
aggressive disease. While these blood tests do not directly 
determine MYC status, abnormal results can prompt further 
investigations, including imaging studies and biopsies. 

3) Imaging tests: Imaging tests are essential components of 

the diagnostic process for DLBCL, providing valuable 

information about the extent of the disease and its 

characteristics. MRI uses strong magnetic fields and radioactive 

waves to generate detailed images of the internal structures of 

the body. In DLBCL diagnosis, MRI is useful for assessing the 

involvement of lymph nodes and surrounding tissues, aiding in 

the accurate staging of the disease [7]. It offers high-resolution 

images that aid in determining the size, location, and 

characteristics of lymphoma masses. Besides, CT scans employ 

X-rays from multiple angles to create detailed, cross-sectional 

images of the body [7], [8]. CT scans are valuable in identifying 

and measuring lymph nodes affected by DLBCL. They help in 

assessing the extent of the disease, determining the stage, and 

identifying whether the lymphoma has spread to other organs 

or tissues. 
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Other than that, ultrasound is also one of the imaging 
techniques used to diagnose DLBCL. Ultrasound employs 
high-frequency sound waves to create real-time images of 
internal organs and tissues. While less commonly used than 
other imaging modalities, ultrasound can assist in evaluating 
abnormalities in lymph nodes. It is particularly useful for 
examining superficial lymph nodes and assessing potential 
changes in organ structures caused by lymphoma. Other than 
that, a PET scan is suitable to detect the progression of tumors 
and cancer. A PET uses a radiotracer to show the differences 
between healthy tissues and cancerous tissues. A radiotracer is 
injected into the patient, and the cancerous cells absorb more of 
the radiotracer. PET will detect the radiation given off by the 
tracer and produce color-coded images of the body that show 
both healthy and cancerous tissues. A special camera from a 
PET scan detects the radiation emitted by these cells. PET scans 
highlight areas with increased metabolic activity, helping to 
identify active lymphoma sites [7]. This is crucial for 
determining the extent of DLBCL, assessing response to 
treatment, and locating residual or recurrent lymphoma. In 
short, these imaging methods provide valuable information 
about the size, location, and characteristics of lymphoma 
lesions, aiding in the accurate diagnosis, staging, and ongoing 
management of DLBCL. 

C. Current Standard Diagnosis Method 

The current standard diagnosis method for DLBCL involves 
Fluorescence In-Situ Hybridization (FISH) tests and 
Immunohistochemistry (IHC) tests. The FISH test is a 
technique that is essential for identifying genetic abnormalities 
such as MYC translocations in DLBCL and offering insights 
into the severity of the disease. Besides, the IHC test is a 
method that involves the expression of specific proteins and 
helps in characterizing DLBCL subtypes, such as GCB 
subtypes and ABC subtypes. By integrating the FISH and IHC, 
it provides a holistic evaluation, combining genetic and protein 
expression data to guide accurate diagnosis, subtype 
classification, and personalized treatment planning for 
individuals with DLBCL. 

1) Fluorescence In-Situ Hybridization (FISH) Test: 

Fluorescence In-Situ Hybridization (FISH) method is a 

molecular technique used to detect and locate the presence or 

absence of specific DNA sequences on chromosomes [4]. It 

uses fluorescent light that binds to only those parts of the 

chromosome that show a high degree of sequence 

complementarity. The FISH method is used to identify specific 

genetic abnormalities, such as the rearrangements of the MYC, 

BCL2, and BCL6 genes, to diagnose DLBCL [4]. The purpose 

of FISH in diagnosing DLBCL is to provide a more accurate 

diagnosis, which can guide treatment decisions. It enables the 

precise detection of genetic abnormalities that could be driving 

diseases like DLBCL [22]. One of the studies that used FISH 

methods for DLBCL analysis was conducted by Blanc Durand 

et al. [14]. The authors worked with pre-therapy FDG-PET/CT 

scans from 733 DLBCL patients. 

FISH analysis, which can be performed using dual-color 
and dual-fusion cleavage probe methods, is a highly sensitive 
and accurate technique for detecting oncogene amplification in 

human tissue samples. However, due to the high variability in 
MYC breakpoints, it may not identify all MYC abnormalities. 
Furthermore, the FISH method has some limitations and 
shortcomings. This method may not be universally applicable 
to all diseases due to its labor-intensive and demanding nature, 
making it a time-consuming procedure. The need for expensive 
techniques, especially when using fluorescence microscopy, is 
specific and sensitive, emphasizing the importance of 
elucidating the genetic status of DLBCL. 

2) Immunohistochemistry (IHC) Test: 

Immunohistochemistry (IHC) is a method used to visually 

detect the presence of specific proteins in cells or tissues. It 

involves the use of antibodies that bind to these proteins and a 

detection system that uses a colored or fluorescent dye to 

visualize the binding [23]. IHC studies have evolved, emerging 

as the most widely used test to characterize cancers and identify 

hidden metastatic sites, particularly in lymph nodes. The 

method is based on the specific binding of antibodies to 

antigens, allowing the detection and specific localization of 

molecules in cells and tissues. The primary analysis is typically 

conducted using a light microscope [9]. IHC plays a crucial role 

in cancer diagnosis, especially when specific tumor antigens are 

overexpressed in certain malignancies. Notably, IHC offers 

significant advantages, particularly in settings with limited 

resources and drawbacks. IHC provides qualitative information 

about the presence or absence of specific antigens but does not 

quantify the expression levels. 

In DLBCL, IHC is used to identify abnormal protein 
expression of certain genes. For instance, IHC can be used as a 
screening test to identify cases of DLBCL and identify 
overexpression of the BCL2 protein, which is associated with a 
poor prognosis in DLBCL [23]. The purpose of IHC in 
diagnosing DLBCL is to provide a more accurate diagnosis, 
which can guide treatment decisions. It is an inexpensive and 
rapid test that can identify abnormal protein expression in 
mutated genes [23]. Furthermore, the intensity of marker 
expression can have prognostic implications. This limitation 
may impact the precision of the diagnosis. Apart from that, 
DLBCL comprises different subtypes with varying clinical 
behaviors. IHC alone may not always reliably distinguish 
between GBC subtypes and ABC subtypes. Gene expression 
profiling or additional molecular tests might be required for a 
more accurate subtype classification [10]. Also, IHC primarily 
provides information on protein expression but may not directly 
reveal underlying genetic alterations, such as gene mutations or 
chromosomal abnormalities. 

III. RELATED WORK: IMAGE PROCESSING METHODS AND 

ARTIFICIAL INTELLIGENCE ALGORITHMS 

A. Image Processing Methods 

1) Image patches: Image patches are small, square regions 

of an image used for feature extraction. It plays a crucial role in 

identifying the regions of interest (ROIs) in medical images of 

DLBCL patients. These patches are needed for image 

processing tasks and algorithms such as image analysis, feature 

extraction, and applications involving AI algorithms. Besides, 
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it is normally used at the local level to analyze and manipulate 

image data and enable us to concentrate on specific areas of 

interest, such as structures and textures. This approach yields 

more detailed and accurate results, allowing feature extraction 

and providing reliable decisions. The size and shape of patches 

can vary depending on the task and requirements. It can range 

from a single pixel to a predefined window that features 

multiple pixels. The segmentation techniques may organize 

identical areas and distinguish them from the background by 

analyzing the color, appearance, or pixel’s intensity, which 

allows for tasks like object detection and recognition. 

Patch size and resolution are determined by specific 
applications and dataset requirements. For example, El Hussien 
et al. [16] obtained an overall mean Dice score of 0.825 from a 
quantitative assessment that included 15 manually annotated 

patches of 256✕256 pixels. Furthermore, they conducted a 
study in which 10 Chronic Lymphocytic Leukemia (CLL), 12 
accelerated Chronic Lymphocytic Leukemia (aCLL), and 8 
Richter's Transformation (RT) digitally stained hematoxylin 
and eosin (H&E) slides from a lymph node excisional biopsy 
were chosen at random. The study used Aperio AT2 scanners 

to scan the slides, with an optical resolution of 20✕ 
magnification. These slides came from various patients, and a 
total of 25, 28, and 21 ROIs were from CLL, aCLL, and RT, 
respectively. 

Wójcik et al. [17] employed 37,665 H&E-stained images 

obtained at 40✕ magnifications from a solitary WSI of DLBCL 

lymph nodes. Each image tile, sized at 512✕512, underwent 
segmentation, with bounding boxes outlining individual nuclei, 
although no cell labels were provided. The images are 

standardized to 448✕448 pixels, with additional randomly 
cropped tiles to augment the training dataset. Li et al. [18] 
focused on DLBCL tissue sections, capturing pathologic 

images initially at 400✕ original magnifications. The study 
began with 500 images obtained from labelled H&E-stained 
sections of lymph nodes. Apart from that, Swiderska-Chadaj et 
al. [20] digitized 42 H&E slides of DLBCL using a Pannoramic 

250 Flash II scanner at an objective magnification of 20✕. 
These slides, with a pixel size of 0.24 µm, comprised an 
external validation set, allowing assessment across different 
hospital protocols. 

Bándi, P. et al. [21] collected 100 WSI from various medical 
centers, comprising 10 tissue samples across different staining 
categories. Image patches were extracted from annotated areas 
using mask images according to the different pixel spacings, 
being 62.5, 250, and 10000 µm at respective resolutions of 0.5, 
2, and 8 µm. Other than that, the research by Shankar, V. et al. 
[27] involves the H&E-stained tissue cores, pinpointed by 
hemapathologists using Qupath, for extracting image patches. 

These patches were obtained at 40✕ magnifications from each 
core. Based on the study by Swiderska-Chadaj, Z. et al. [29], 
the training dataset was derived from H&E-stained specimens. 

The image patches, each sized at 512✕512 pixels, were 

extracted from slides at 5✕ magnification level with a pixel size 
of 1 µm for optimal analysis. Perry, C. et al. [31] involved a 
self-supervised phase, which included the slides to be scanned 

at either 20✕ or 40✕ magnifications. The 40✕ images were 

converted to 20✕ for analysis. The WSI was divided into 
smaller patches used as model input by using patches of size 

384✕384 pixels. 

Studies by El Hussien et al. [16], Wójcik et al. [17], and 
others have demonstrated the utility of image patches in 
DLBCL analysis, achieving high mean Dice scores and 
effectively capturing relevant features. However, while image 
patches excel in local analysis, they may struggle with 
capturing global context, which is crucial for a comprehensive 
understanding and diagnosis of DLBCL. Besides, weaknesses 
such as the absence of cell labels in datasets and variability in 
staining and scanning methods across the study by Wójcik et al. 
[17] pose challenges to consistency and accuracy. 
Opportunities lie in the potential for standardizing imaging and 
analysis protocols, augmenting training datasets with synthetic 
images, and applying transfer learning to enhance model 
performance. Conversely, threats include inter-laboratory 
variations that may limit model generalizability, computational 
resource constraints, and data privacy concerns related to 
patient-derived images. These factors collectively underscore 
the complexities and prospects of advancing the field of digital 
pathology for hematological malignancies. 

2) Preprocessing methods: Preprocessing is a technique 

that is required to prepare image data for model input. For 

example, the fully connected layer of a CNN required that all 

images be stored in arrays of identical size. Model 

preprocessing may also reduce the training period and 

accelerate model inference. If the input images are very large, 

diminishing the size of the images will drastically reduce the 

time required to train the model without affecting model 

performance significantly. Basically, the preprocessing steps 

include orientation, resize, random flips, grayscale, and other 

different exposures that inhibit unforeseen distortions or 

improve certain characteristics of images essential to the deep 

learning pre-trained model. 

Hamdi, M. et al. [11] used Gaussian filter to smooth the 
images, a Laplacian filter for edge detection, color 
normalization for standardization, resizing to a consistent 
resolution, and the use of Gradient Vector Flow for additional 
feature extraction. Besides, Vrabac et al. [12] focused on the 
employment of various preprocessing techniques to prepare 
histopathological images for analysis. The authors arranged the 
images in tissue microarrays (TMAs) and performed cell 
nucleus extraction from H&E-stained images. Additionally, 
they extracted features such as maximum area, minimum area, 
hull area, perimeter nucleus, maximum angle, ellipse perimeter, 
and ellipse area to capture morphological characteristics [12]. 
Basu and his team developed novel preprocessing methods for 
DLBCL classification. Although the exact preprocessing steps 
were not specified, the authors introduced in their attention map 
feature transformer, feature fusion techniques, and a specific 
loss function to improve the performance of the DLBCL 
classification model [13]. 

In the study conducted by Blanc-Durand et al. [14], they 
underwent a series of preprocessing steps. These steps included 
resampling, padding, cropping, and scaling of PET and CT 
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image data to ensure consistency. Additionally, adaptive 
thresholding was applied to segment images, and various 
features related to tumor characteristics, such as tumor 
heterogeneity, textural features, total tumor surfaces, and 
spatial dispersion, were extracted to provide a comprehensive 
set of features for classification. Ferrández and colleagues 
employed preprocessing methods tailored to medical imaging 
[15]. Gaussian filtering was applied to enhance image quality, 
and metabolic tumor volume (MTV) and standard uptake value 
(SUV) were computed to quantify metabolic activity. The 
authors also considered features related to tumor dissemination 
and textural features to capture the heterogeneity of DLBCL 
tumors. 

El Hussien, S. et al. [16] focused on the preprocessing 
methods that involved annotating ROIs, calculating the ratio of 
the segmented nuclear contour area to its convex area, and 
measuring hull areas within these annotated regions. Besides, 
Graham, S. et al. [19] involved preprocessing methods such as 
Otsu thresholding, pixel intensity manipulation, color 
adjustments, and extraction of textural features to capture 
various characteristics within the images. Furthermore, 
Ferrández, M. C. et al. [24] studied how their preprocessing 
workflow incorporated normalization techniques, filtering 
procedures, max-pooling layer utilization, and rectified linear 
unit (ReLU) operations, possibly aimed at enhancing image 
quality and extracting relevant features. Other than that, 
Mohlman, J. S. et al. [25] involved the preprocessing methods, 
which are normalization techniques and edge detection 
methods, and utilized a deep network-based pixel-level 
concept, indicating a complex approach to feature extraction. 

The other studies, including Farinha, F. et al. [26], Shankar, 
V. et al. [27], Jiang, C. et al. [28], Swiderska-Chadaj, Z. et al. 
[29], Steinbuss, G. et al. [30], Perry, C. et al. [31], Lisson, C. S. 
et al. [32], have been using the same preprocessing techniques. 
Their methodologies involved various preprocessing 
techniques, such as normalization, quality control thresholds, 
machine learning algorithms, filtering, and feature selection, 
aiming to enhance image quality, extract informative features, 
and facilitate accurate DLBCL classification. 

Hamdi et al. [11], Vrabac et al. [12], and others have 
employed various preprocessing techniques tailored to DLBCL 
analysis, aiming to enhance image quality and extract 
informative features. While preprocessing can improve model 
performance and accelerate training, aggressive preprocessing 
may distort image features, leading to erroneous analysis 
results. The various preprocessing techniques used in DLBCL 
image analysis, such as feature extraction and Gaussian 
smoothing, highlight a reliable strategy for improving 
diagnostic accuracy. Despite their differences, these methods 
work together to provide a classification process that is more 
precise and effective, demonstrating the dynamic interaction 
between pathology-specific technology and medical 
knowledge. 

3) Data augmentation: Data augmentation is a method for 

improving performance. It entails changing the color, 

brightness, or contrast of the existing training data by cropping, 

flipping, rotating, scaling, or changing the color, brightness, or 

contrast. Data augmentation can increase the variety and scope 

of the training data. This can minimize excessive overfitting 

and make the model more resilient to different inputs. To 

implement data augmentation techniques for CNN training 

data, Python libraries such as TensorFlow, Keras, and OpenCV 

are used. 

Basu, S. et al. [13] augmented their datasets through diverse 
techniques such as image rotations, horizontal and vertical flips, 
zoom scaling, as well as horizontal and vertical shifts. Wójcik, 
P. et al. [17] incorporated cell patch embedding, patch 
aggregation, random resizing, cropping, color jittering, and 
random flipping, aimed at organizing and augmenting image 
data for analysis. Other than that, Graham, S. et al. [19] used 
data augmentation methods such as flipping, rotation Gaussian 
blur, and median blur for enhanced feature variability. Bándi, 
P. et al. [21] also applied diverse augmentation techniques like 
horizontal mirroring, rotation, scaling, color, and contrast 
adjustments, additive Gaussian noise, and Gaussian blur for 
image enhancement and feature variability. 

Mohlman, J. S. et al. [25] augmented their datasets through 
random horizontal flipping of images and random alteration of 
contrast, while Swiderska-Chadaj, Z. et al. [29] includes data 
augmentations such as brightness, contrast, saturation, rotation, 
gaussian noise, and gaussian blur. Besides, the data 
augmentation for the study of Perry, C. et al. [31] includes color 
jittering and channel shuffle. The study of Lisson, C. S. et al. 
[32] includes data augmentations such as random flip, gaussian 
blur, and gaussian noise. 

Basu et al. [13], Wójcik et al. [17], and others have utilized 
data augmentation techniques to enhance the variability of 
DLBCL image data and improve model performance. 
However, the effectiveness of data augmentation depends on 
the appropriateness of the augmentation strategies and the 
quality of the generated samples. Moreover, excessive 
augmentation may introduce synthetic artifacts or distortions 
that do not accurately represent real-world variability. By 
simulating a variety of variations in medical images, these 
techniques improve generalization to new data and increase the 
size of the training dataset. However, the creation of high-
quality samples and the choice of suitable tactics are 
prerequisites for the success of data augmentation. Excessive or 
improper augmentation can result in synthetic artefacts or 
distortions that may not accurately represent clinical scenarios 
and lead to inaccurate predictions, despite being necessary for 
the robustness of the model. As a result, the ability of data 
augmentation to provide realistic and clinically relevant 
variations without compromising the diagnostic integrity of the 
images serves as a gauge for its efficacy. 

B. Artificial Intelligence Algorithm 

The process of transferring information, data, and cognitive 
abilities to machines is known as AI. The primary objective of 
AI is to create independent machines with human-like thought 
and behavior. Through learning and problem-solving, these 
machines can mimic human behavior and carry out tasks. For 
resolving complex issues, most AI systems mimic natural 
intelligence. A branch of AI called machine learning employs 
statistical techniques to let machines learn from experience. 
Deep learning is a branch of machine learning that processes 
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information for specific analysis and subsequent action by 
modelling parts of the human brain with multi-layer neural 
networks. Hence, AI can be expressed more simply as the 
overall system, with machine learning and deep learning being 
its subsets. Deep learning is a subset machine learning, which 
employs neural networks to learn from massive amounts of 
data. The relationship between AI, machine learning, and deep 
learning are shown in Fig. 1. 

 
Fig. 1.  Hierarchical relationship between artificial intelligence, machine 

learning, and deep learning. 

C. Machine Learning Approaches 

Machine learning can be used to extract features from 
medical images and classify them as either healthy or 
cancerous. These algorithms can be trained on large datasets of 
medical images to learn how to identify those that are indicative 
of cancer. Once trained, these algorithms can be used to analyze 
and classify new medical images. 

1) Multilayer Perceptron (MLP): An artificial neural 

network type called a Multilayer Perceptron (MLP) is 

frequently used for machine learning tasks like regression and 

classification. MLP can be used in the image processing and 

classification of DLBCL to identify features in medical images 

and categorize them as either benign or malignant. MLP is a 

multi-layered input layer, one or more hidden layers, and an 

output layer, which make up the feedforward neural network 

[40] [41], [42]. Every single node in the network’s hierarchy is 

connected to it, and every connection has a weight. During 

training, the weights are changed to minimize the discrepancy 

between the expected and actual outputs. The structure of MLP 

in machine learning is shown in Fig. 2. 

 
Fig. 2. Structure of Multilayer Perceptron (MLP) in Machine Learning [40]. 

The MLP emerges as a pivotal tool across several studies in 
medical imaging and data analysis. Carreras et al. [33], [34], 
[37] extensively employed MLP, alongside other statistical 
methods, in various scales and contexts. In their investigations 
involving 414 and 100 cases, respectively, they utilized MLP 
along with Mann-Whitney U tests, Kaplan-Meler analysis, and 
multivariate Cox regression to discern hazard ratios and risks. 
Additionally, Wagner et al. [35] and Chen et al. [36] explored 
different facets of image processing; while Wagner utilized 
grayscale images and specific filtering techniques like Rudin-
Osher-Fatemi (ROF), Chen focused on feature extraction from 
biopsy specimens using solidity features and ROI annotation. 
Bhattamisra et al. [38] and Achi et al. [39] emphasized the role 
of MLP in handling vast geometric data and image analysis, 
respectively. 

2) Radial Basis Function (RBF): In machine learning, the 

Radial Basis Function (RBF) is a kernel function that is used to 

identify a regression line or non-linear classifier. RBF is 

capable of being used to extract characteristics from clinical 

pictures and categorize them as either benign or malignant in 

DLBCL image manipulation and classification. RBF compares 

two inputs according to how far apart they are in a high-

dimensional space. The Gaussian kernel, also referred to as the 

RBF kernel, can be found in the Eq. (1). 

𝐾(𝑥, 𝑥′) = 𝑒−𝛾||𝑥−𝑥′||
2



where, 

𝐾(𝑥, 𝑥′) =  𝑅𝑎𝑑𝑖𝑎𝑙 𝑏𝑎𝑠𝑖𝑠 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 

𝛾 =  𝑊𝑖𝑑𝑡ℎ 𝑜𝑓 𝑡ℎ𝑒 𝑘𝑒𝑟𝑛𝑒𝑙 

The RBF stands out as a key computational approach 
utilised in several studies, notably alongside the MLP in 
medical data analysis. Carreras et al. [33], [34], [37] 
incorporated RBF networks in conjunction with MLPs to 
process and interpret diverse datasets. Specifically, they 
employed RBF alongside MLP in their analyses involving 
various statistical tests such as Mann-Whitney U tests, Kaplan-
Meler analysis, and multivariate Cox regression, elucidating 
hazard ratios and risks across different case volumes. The 
utilisation of RBF underscored its relevance in enhancing the 
MLP’s performance and classification and prediction taste, 
contributing to the robustness of models used in medical 
imaging and genomic analysis. The application of RBF within 
MLP architectures demonstrated its capacity to handle complex 
data structures, aiding in the extraction of valuable insights 
from medical datasets. 

D. Deep Learning Approaches 

In recent decades, there has been a lot of interest in the 
advanced field of ML known as DL. It has been extensively 
employed in numerous applications and has proven to be a 
successful ML technique for a few challenging problems. DL 
algorithms, such as CNN, are particularly effective for image 
processing and classification tasks. CNNs can learn to identify 
complex patterns in medical images and classify them with high 
accuracy. For example, CNN can be trained to identify specific 
features in medical images of DLBCL patients, such as the size 
and shape of a cancerous cell and use this information to 
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classify the images as either healthy or cancerous. Identification 
and manual classification are challenging tasks, particularly in 
the medical field. Thus, using different architectures to improve 
the classification of images requires the application of DL. The 
goal of image classification is to effectively identify and 
categorise the biomedical characteristics that have important 
benefits for many research and development domains. 

Among deep learning architectures, such as U-Net, ResNet, 
and HoverNet have emerged as popular choices for nuclei 
segmentation in medical imaging. Recent studies have 
compared the performance of these architectures in the context 
of DLBCL segmentation and classification [11]-[39]. For 
example, U-Net demonstrated moderate success in segmenting 
nuclei but required extensive preprocessing and data 
augmentation to achieve consistent results. ResNet-based 
models showed improved feature extraction capabilities but 
were prone to overfitting with smaller datasets. HoVerNet 
excelled in cases involving nuclear overlap and heterogeneity 
but at the cost of increased computational complexity. These 
findings highlight the need for continued exploration and 
optimisation of deep learning methods tailored specifically to 
the nuances of DLBCL. 

E. Convolutional Neural Network (CNN) Architecture 

CNN are a subset of neural networks that are particularly 
adept at processing data using network-like topologies such as 
images. The binary representation that represents visual data is 
what makes up a digital image. It is made up of a grid-like 
arrangement of pixels with pixel values to indicate the colour 
and brightness of each pixel.  

In the CNN architecture, it typically has three layers. First, 
there is the convolution layer. The convolutional layer is the 
fundamental component of a CNN, carrying the majority of the 
network’s computational load. It works by performing a dot 
product operation between a limited area of the input image 
called the receptive field and a learnable matrix called a kernel. 
The kernel functions across the height and width of the picture 
during the forward pass. It is less extensive systematically but 
greater in depth than the image. This motion creates a 2D 
activation map that illustrates the response of the kernel at every 
spatial location. The total area of this activation map is 
determined by the sliding motion of the kernel, also known as 
the stride. The formula for the convolutional layer is expressed 
as in Eq. (2): 

𝑊𝑜𝑢𝑡 =
𝑊−𝐹+2𝑃

𝑆
+ 1 

where, 

𝑊𝑜𝑢𝑡 =  𝑂𝑢𝑡𝑝𝑢𝑡 𝑣𝑜𝑙𝑢𝑚𝑒 𝑠𝑖𝑧𝑒  

𝑊 =  𝑆𝑞𝑢𝑎𝑟𝑒𝑑 𝑖𝑛𝑝𝑢𝑡 𝑖𝑚𝑎𝑔𝑒  

𝐹 =  𝑅𝑒𝑐𝑒𝑝𝑡𝑖𝑣𝑒 𝑓𝑖𝑒𝑙𝑑 𝑠𝑖𝑧𝑒  

𝑃 =  𝐴𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝑧𝑒𝑟𝑜 𝑝𝑎𝑑𝑑𝑖𝑛𝑔  

𝑆 =  𝑆𝑡𝑟𝑖𝑑𝑒  

Second is the pooling layer. By calculating a summary 
statistic from the outputs in the vicinity, the pooling layer 
substitutes the network’s output at specific points. This aids in 

shrinking the representation’s spatial size, which lowers the 
quantity of calculations and weights needed. Each of the 
sections of the representation is processed independently for the 
pooling operation. The formula for the pooling layer is 
expressed in Eq. (3): 

𝑊𝑜𝑢𝑡 =
𝑊−𝐹

𝑆
+ 1 

where: 

𝑊𝑜𝑢𝑡 =  𝑂𝑢𝑡𝑝𝑢𝑡 𝑣𝑜𝑙𝑢𝑚𝑒 𝑠𝑖𝑧𝑒  

𝑊 =  𝑆𝑞𝑢𝑎𝑟𝑒𝑑 𝑖𝑛𝑝𝑢𝑡 𝑖𝑚𝑎𝑔𝑒  

𝐹 =  𝑅𝑒𝑐𝑒𝑝𝑡𝑖𝑣𝑒 𝑓𝑖𝑒𝑙𝑑 𝑠𝑖𝑧𝑒  

𝑆 =  𝑆𝑡𝑟𝑖𝑑𝑒  

Nonetheless, the most widely used method is max pooling, 
which provides the neighbourhood’s maximum output. Lastly, 
the third layer involved is a fully connected layer (FC layer). 
As in a regular fully convolutional neural network (FCNN), all 
neurons in this layer are fully connected to all neurons in the 
layer that comes before and after. Hence, it can be calculated 
using the standard method of matrix multiplication and the bias 
effect. The relationship between the input data and the output is 
mapped with the aid of the FC layer. 

Based on DLBCL nuclei segmentation in CNN, it normally 
uses a pre-trained model, epoch, optimiser, learning rate, and 
decay rate. A single run through the complete training dataset 
is referred to as an epoch. The model is trained on a new batch 
of dataset samples during each epoch. One hyperparameter that 
indicates the number of times the model is trained on the 
complete dataset is the number of epochs. Besides, during 
training, an optimiser is an algorithm that modifies the neural 
network’s weights. The optimiser determines the way to modify 
the weights to minimise the loss by utilising the weights’ 
gradients and the loss function. Also, learning rate refers to the 
weights of the neural network, which are updated to a certain 
extent based on the hyperparameter. A low learning rate can 
lead to more stable training, as a high learning rate will trigger 
the algorithm to converge more rapidly, potentially leading to 
unstable learning. Apart from that, decay rate controls the 
amount of learning rate that decreases following each epoch. 
The learning rate may decrease too rapidly or too slowly, 
depending on the decay rate, while a high decay rate may 
decrease the learning rate in a rapid way. Also, a pre-trained 
model in CNN is a model that is ready to use as the basis for a 
new model since it has been trained on a sizable dataset. When 
a new model needs a good setting, pre-trained models can help 
it perform better. Based on the studies [11-32], there are a few 
pre-trained models that are being utilised, such as DenseNet-
201 [13], ResNet-50 [12], HoVerNet [12], [16], [17], [19], and 
U-Net [14], [15], [20], [24], [26], [28], [29]. The summaries for 
methods on DLBCL by using CNN architectures and ML are 
tabulated in Table I and Table II (Appendix). 

1) HoVerNet: DLBCL nuclei segmentation is the process 

of highlighting nuclei in pathology images. HoVerNet, a 

specialised network, excels at this task by incorporating 

multiple branches for segmentation and classification into a 

unified framework. It takes advantage of nuclear pixel distances 
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from their centres of mass, which is critical for segmenting 

clustered nuclei found in DLBCL images. The network’s 

dedicated up sampling branch aids in the classification of 

different nuclear types. The efficacy of HoVerNet in DLBCL 

nuclei segmentation stems from its ability to handle complex 

arrangements, which contributes to improved pathology image 

analysis. 

Based on the study by Vrabac et al. [12], they employed 
HoVerNet as their chosen pre-trained model. Besides, Hussein 
et. al. [16] utilised HoVerNet as their pre-trained model for the 
analysis of CLL, aCLL, and RT cases. Wójcik et al. [17] 
employed HoVerNet as their chosen pre-trained model, training 
it for 800 epochs. Lastly, Graham et al. [19] use HoVerNet as 
their pre-trained model, training it for 50 epochs with the Adam 
optimiser. 

2) U-Net: U-Net, a well-known CNN architecture, is 

widely used in image segmentation, including the segmentation 

of DLBCL nuclei. U-Net extracts image features from the 

encoder and reconstructs a segmentation map from the decoder, 

which is made up of an encoder and decoder network linked by 

a bottleneck layer. U-Net can be differentiated into two-

dimensional U-Net (2D U-Net) and three-dimensional U-Net 

(3D U-Net). 

Based on the study by Blanc-Durand et al. [14], they utilised 
the 3D U-Net architecture as the pre-trained model for their pre-
therapy FDG-PET/CT scans from 733 patients with DLBCL. 
The optimizer used was Adam. Similarly, Ferrández et al. [15] 
employed the 3D U-Net architecture as the pre-trained model. 
The optimisation was conducted using the Adam optimiser, 
with an epoch setting of 200. The learning rate was set at 
0.00005, alongside a decay rate of 0.000001. Furthermore, 
Swiderska-Chadaj et al. [20] utilised U-Net as their chosen pre-
trained model. In addition, Ferrández et al. [24] employed 3D 
U-Net as their chosen pre-trained model. The optimiser used 
was Adam, with an epoch setting of 200, a learning rate of 
0.00005, and a decay rate of 0.000001. Other than that, Farinha, 
F. et al. [26] employed U-Net as their chosen pre-trained model. 
The epoch setting of 150, a learning rate of 0.0001. Lastly, 
Jiang, C. et al. [28] utilised 3D U-Net model and was trained 
for 1000 epochs with a learning rate of 0.01 and Nesterov 
momentum set to 0.99. According to the work by Swiderska-
Chadaj, Z. et al. [29], the U-Net model was pre-trained using 
the Adam optimizer for 500 epochs with a learning rate of 
0.0005. 

3) ResNet-50: ResNet-50, which is made up of many 

residual blocks, aids in the learning of complex characteristics 

that are required for accurate nuclei segmentation and 

classification and performs well in DLBCL nuclei 

segmentation. The depth of its architecture allows for the 

capture of complicated nuclear characteristics, improving 

segmentation precision in DLBCL pathology images. Its 

residual connections promote gradient flow, which aids in the 

learning of complicated nuclear patterns, which is important in 

DLBCL analysis. Based on the study by Vrabac et al. [12], they 

employed ResNet-50 as their chosen pre-trained model. 

4) DenseNet-201: DenseNet-201 has a distinct architecture 

that is advantageous for DLBCL nuclei segmentation. Each 

layer in DenseNet-201 receives input from all preceding layers, 

resulting in dense connections throughout the network. This 

connectivity pattern allows for efficient information flow, 

which is important for capturing complex nuclear features in 

DLBCL pathology images. The densely connected blocks of 

DenseNet-201 allow for feature reuse, increasing model 

efficiency while effectively separating nuclei. This architecture 

reduces information loss, which is especially useful when 

segmenting densely clustered nuclei, which is common in 

DLBCL samples. According to Basu et al. [13], they used 

DenseNet-201 as their pre-trained model, optimising it using 

the Adam optimiser. The learning rate employed was 0.0001 

for training. 

In the realm of DLBCL nuclei segmentation, various deep 
learning architectures have been employed to enhance the 
accuracy and efficiency of pathology image analysis. 
HoVerNet stands out for its ability to segment clustered nuclei 
through its multi-branch framework, proving effective in 
complex arrangements. U-Net, particularly in its 3D form, is 
widely adopted for its feature extraction and reconstruction 
capabilities, with several studies optimizing it for large patient 
datasets. ResNet-50’s depth captures intricate nuclear 
characteristics, while DenseNet-201’s dense connectivity 
ensures comprehensive feature capture and efficient 
information flow. These architectures, through their unique 
strengths, contribute significantly to the progress in digital 
pathology, offering promising avenues for improved diagnostic 
methods in DLBCL. 

While both machine learning and deep learning approaches 
have shown promise in DLBCL image analysis, they have 
distinct advantages and limitations. Machine learning 
techniques, such as MLPs and RBF networks, offer 
interpretability and ease of implementation but may struggle 
with capturing complex patterns in high-dimensional data. On 
the other hand, deep learning approaches, particularly CNNs, 
excel in learning hierarchical representations directly from raw 
data but require large amounts of annotated data and 
computational resources for training. 

In short, the choice between machine learning and deep 
learning approaches in DLBCL image analysis depends on 
factors such as dataset size, computational resources, and the 
complexity of the underlying patterns. Integrating both 
approaches and exploring hybrid models may offer a promising 
avenue for future research in DLBCL diagnosis and treatment. 

IV. DISCUSSIONS 

A. Role of Preprocessing and Augmentation 

Preprocessing is a cornerstone of successful deep learning 
applications in DLBCL analysis. Techniques such as Gaussian 
smoothing, color normalization, and artifact removal ensure 
consistent image quality across datasets. Hamdi et al. [11] 
employed Gaussian and Laplacian filters to enhance features, 
while Graham et al. [19] utilized Otsu thresholding and pixel 
intensity adjustments to refine segmentation inputs. 
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Data augmentation further aids in addressing dataset 
limitations by artificially increasing sample diversity. 
Techniques such as rotation, flipping, and noise addition have 
been widely applied. For instance, Wójcik et al. [17] and 
Swiderska-Chadaj et al. [20] incorporated augmentation 
strategies to improve model effectiveness and generalizability. 
However, excessive augmentation risks introducing synthetic 
artifacts, which could affect real-world applicability. 

B. Performance of Deep Learning Models 

The performance of HoVerNet and U-Net was evaluated 
against other deep learning methods, including DenseNet-201 
and ResNet-50. HoVerNet and U-Net have emerged as 
important architectures for nuclei segmentation in DLBCL. 
HoVerNet's multi-branch framework enables simultaneous 
segmentation and classification, excelling in cases involving 
clustered and overlapping nuclei. Studies such as Graham et al. 
[19] demonstrated its ability to achieve a high Dice score of 
0.869 by leveraging nuclear pixel distances and incorporating 
classification branches. U-Net, on the other hand, employs an 
encoder-decoder structure that effectively extracts and 
reconstructs features, as highlighted by Blanc-Durand et al. 
[14], who used a 3D variant of U-Net for PET/CT imaging. 

While these models show promise, their performance 
heavily depends on preprocessing pipelines. For example, 
resizing, normalization, and augmentation methods were 
critical for improving model accuracy in studies like Hamdi et 
al. [11] and Ferrández et al. [15]. Despite their strengths, 
challenges such as overfitting, dataset variability, and 
computational demands remain significant. 

C. Challenges and Limitations 

Several challenges persist in applying deep learning to 
DLBCL segmentation such as variability in data quality. The 
differences in staining protocols and imaging equipment 
introduce inconsistencies that can affect model performance. 
Studies like Vrabac et al. [12] underscore the need for 
standardized preprocessing pipelines. Besides, limited 
annotated data is one of the limitations. The scarcity of labeled 
datasets restricts model training and evaluation. Transfer 
learning and synthetic data generation offer potential solutions 
but require further refinement. Lastly, computational 
complexity poses challenges in applying deep learning to 
DLBCL. Advanced architectures such as HoVerNet demand 
significant computational resources, which may limit their 
accessibility in resource-constrained settings. 

D. Opportunities and Future Directions 

Advancements in artificial intelligence present 
opportunities to overcome existing challenges. Generative 
adversarial networks (GANs) can be used to augment datasets 
with realistic synthetic images, while hybrid models that 
combine U-net and HoVerNet architectures could leverage the 
strengths of both. Additionally, transfer learning can facilitate 
model adaptation across diverse datasets, improving 
generalizability. 

Future research should focus on developing lightweight 
architectures for resource-limited environments. Besides, 
establishment of standardized datasets and evaluation metrics 
for fair benchmarking should carried on. This advancement 

could significantly enhance the diagnostic accuracy and 
efficiency of DLBCL analysis, ultimately improving patient 
outcomes. 

V. CONCLUSION 

In conclusion, deep learning approaches have demonstrated 
their potential as useful and efficient algorithms for 
segmentation and classification of DLBCL. Based on the 
literature review, there are some related studies that have been 
done on the deep learning-based nuclei segmentation of 
DLBCL. These studies have demonstrated the effectiveness of 
deep learning in improving DLBCL diagnosis. Thus, it is 
believed that further exploration and enhancement of the nuclei 
segmentation and classification will provide a wide alternative 
way to count and diagnose the severity level of DLBCL. Deep 
learning offers an alternative to traditional methods, opening 
opportunities for further research and practical applications. 
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APPENDIX 

TABLE I.  SUMMARY OF PRE-PROCESSING AND SEGMENTATION METHODS ON DLBCL 

Authors No of Samples 
Pre-Processing 

Methods 

Features 

Extraction 

Data 

Augmentation 

CNN 

Architecture 
Results 

Hamdi, M. 

et al. [11] 

15,000 H&E 

stained whole-

slide images. 

- Gaussian filter 

- Laplacian filter 

- Normalisation 

- Resize 

Yes Yes 

Pre-trained model: 

- MobileNet-

VGG16 

- VGG16-AlexNet 

- MobileNet-

AlexNet 

MobileNet-VGG16 

- AUC: 99.43% 

- Accuracy: 99.8% 

- Precision: 99.77% 

- Sensitivity: 99.7% 

- Specificity: 99.8% 

Vrabac, D. 

et al. [12] 

209 DLBCL 

cases. 
N/A 

- Maximum area 

- Minimum area 

- Hull area 

- Perimeter 

nucleus 

- Maximum angle 

- Ellipse perimeter 

- Ellipse area 

N/A 

Pre-trained model: 

- ResNet-50 

- HoVerNet 

C-index (95% CI) of 0.635 

(0.574,0.691) 

Basu, S. et 

al. [13] 

1,000 pathologic 

tissue slides 
images of 

DLBCL and non-

DLBCL. 

 

 

N/A 

- Attention map 

feature 

transformer 

- Feature fusion 

- Image 
rotation 

- Horizontal 

and vertical flip 

- Zoom scaling 

- Vertical and 

horizontal 
shifts 

Pre-trained model: 

- DenseNet-201 

 

Optimiser: Adam 

 

Learning rate: 

0.0001 

- Accuracy: 98.31 ± 0.5 

- Sensitivity: 98.27 ± 0.58 

- Specificity: 98.35 ± 0.69 

Blanc-
Durand, P. 

et al. [14] 

Pre-therapy FDG-

PET/CT scans 

from 733 patients 
with DLBCL. 

- Resampling 

- Padding 

- Cropping 

- Scaling of the 

PET and CT 
image data 

- Adaptive 

thresholding 

- Tumour 

heterogeneity 

- Textural features 

- Total Tumour 

surfaces 

- Spatial 
dispersion 

N/A 

Pre-trained 

Model: 

- 3D U-Net 

 

Optimiser: Adam 

- Mean DSC: 0.73 ± 0.20 (Median: 
0.79) 

- Jaccard coefficients: 0.68 ± 0.21 

Ferrández, 
M. C. et al. 

[15] 

20 DLBCL 

patients on a 

dataset of 296 
maximum 

intensity 

projection (MIP) 
images. 

- Gaussian filter 

- Metabolic 

tumour volume 

(MTV) 

- Standard uptake 

value (SUV) 

- Dissemination 

- Textural features 

N/A 

Pre-trained 

Model: 

- 3D U-Net 

 

Optimiser: Adam 

 

Epochs: 200 

 

Learning rate: 

0.00005 

 

Decay rate: 

0.000001 

- Training: 0.81 (0.02) 

- Validation: 0.75 (0.07) 
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Authors No of Samples 
Pre-Processing 

Methods 

Features 

Extraction 

Data 

Augmentation 

CNN 

Architecture 
Results 

el Hussein, 

S. et al. 

[16] 

10 CLL, 12 

aCLL, and 8 RT 

digitally stained 
H&E slides from 

a lymph node 

excisional biopsy. 

N/A 

- ROI annotation 

- Ratio of 

segmented nuclear 
contour area to its 

convex 

- Hull area 

N/A 

Pre-trained 

Model: 

- HoVerNet 

- Accuracy: 0.658 (±0.115) 

Wójcik, P. 
et al. [17] 

37,665 H&E 

stained DLBCL 

images of size 

448✕448, divided 

into 28✕28 

square patches. 

N/A 

- Cell Patch 

Embedding 

- Patch 

Aggregation 

- Random 
resize and crop 

- Colour 

jittering 

- Random flip 

Pre-trained 
Model: 

- HoVerNet 

 

Epochs: 800 

- F1 Score: 0.939 for Epithelial cells. 

Li, D. et 

al. [18] 

Hospital A: 500 

DLBCL & 505 

non-DLBCL 
human samples 

 

Hospital B: 163 
DLBCL & 184 

non-DLBCL 

human samples 

 

Hospital C: 204 

DLBCL & 198 
non-DLBCL 

human samples 

N/A 

-Types of 

lymphomas and 

hematopoietic 
tumours 

- Colour 

- Morphology 

- Quality 

 

N/A 

- Deep Neural 

Network 

Classifiers and 
pathologists were 

compared. 

- Recall: 100% 

- Precision: 96% 

- F1 score: 98% 

 

Graham, 
S. et al. 

[19] 

24,319 annotated 
nuclei within 41 

colorectal 

adenocarcinoma 
image tiles. 

 

N/A 

- Nuclear pixel 
branch 

- Hover branch 

- Nuclear 
classification 

branch 

- Flip 

- Rotation 

- Gaussian blur 

- Median blur 

Pre-trained 
Model: 

- HoVerNet 

 

Optimiser: Adam 

 

Epochs: 50 

 

Learning rate: 

10−4 

- DICE score: 0.869 

Swiderska-

Chadaj, Z. 
et al. [20] 

H&E-stained 
slides of 287 

DLBCL cases 

from 11 hospitals. 

N/A N/A N/A 

Pre-trained 

Model: 

- U-Net 

- AUC: 0.83 (External) 

- Sensitivity: 0.95 (External) 

- Specificity: 0.53 (Internal) 

Bándi, P. 
et al. [21] 

100 whole-slide 

images from 10 

different tissues. 

- Otsu 
thresholding 

- Pixel intensity 

- Colour 

- Textural features 

- Horizontal 
mirroring 

- 90° rotation 

- Scaling 

- Colour 

adjustment 

- Contrast 
adjustment 

- Additive 

Gaussian noise 

- Gaussian blur 

- FCNN 

 

Optimiser: Adam 

 

Epochs: 16 

 

Learning rate: 

10−4 

 

Activation: ReLU 

- Dice scores: 0.9775 to 0.9891 

Ferrández, 
M. C. et al. 

[24] 

373 DLBCL 

patients 

- Normalisation 

- Filtering 
N/A N/A 

Pre-trained 

Model: 

- 3D U-Net 

 

Optimiser: Adam 

 

Epochs: 200 

 

- AUC: 0.72 

- Sensitivity: 0.59 

- Specificity: 0.8 
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Authors No of Samples 
Pre-Processing 

Methods 

Features 

Extraction 

Data 

Augmentation 

CNN 

Architecture 
Results 

Learning rate: 

0.00005 

 

Decay rate: 

0.000001 

 

Activation: ReLU 

Mohlman, 

J. S. et al. 

[25] 

10,818 images 

from Burkitt 
Lymphoma (BL) 

and DLBCL. 

- Normalisation 

- Edge detection 

- Notion of deep 

network pixel 
level 

 

- Random 

horizontal 
flipping of 

images 

- Random 
alteration of 

contrast 

Epochs: 200 

 

Learning rate: 

6. 5 × 10−5 

Accuracy: 94% 

Farinha, F. 

et al. [26] 

2886✕2886 high 

resolution images 

and patched into 

36 patches of 
equal size 

(481✕481) 

N/A N/A N/A 

Pre-trained 
Model: 

- U-Net 

 

Optimiser: Adam 

 

Epochs: 150 

 

Learning rate: 

0.0001 

 

Activation: ReLU 

- Linear regression, R2: 0.4688 

 

Shankar, 

V. et al. 
[27] 

670 lymphoma 

cases 

- Normalisation 

- Patch-based 

quality control 

(PQC) threshold 

- Minimum / 
maximum Feret 

diameters 

- Convex hull area 

- Circulatory 

- Elongation 

- Convexity 

N/A 

Pre-trained 

Model: 

- StarDist 

Diagnostic accuracy: 64.3% 

Jiang, C. et 

al. [28] 

414 DLBCL 
patients collected 

from two 

independent 
centres in 3D 

FDG-PET 

images. 

- Threshold 

- Normalisation 

- Convolution 

number 
N/A 

Pre-trained 

Model: 

- 3D U-Net 

 

Epochs: 1000 

 

Learning rate: 

0.01 

 

Nesterov 

momentum: 0.99 

- PFS: 64.5% 

- OS: 73.4% 

Swiderska-

Chadaj, Z. 
et al. [29] 

91 patients with 

H&E-stained 
specimens 

N/A N/A 

- Brightness 

- Contrast 

- Saturation 

- Rotation 

- Gaussian 

noise 

- Gaussian blur 

Pre-trained 
Model: 

- U-Net 

 

Optimiser: Adam 

 

Epochs: 500 

 

Learning rate: 

0.0005 

- AUC: 0.77 

- Sensitivity: 0.88 

- Specificity: 0.66 

Steinbuss, 

G. et al. 

[30] 

84,139 image 

patches from 629 

patients 

- Patch-based 

quality control 

(PQC) threshold 

N/A N/A 

Pre-trained 

Model: 

- Efficient-Net 

- High accuracy above 95% 

- Lower BACC with multiple 

misclassification 
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Authors No of Samples 
Pre-Processing 

Methods 

Features 

Extraction 

Data 

Augmentation 

CNN 

Architecture 
Results 

 

Optimiser: Adam 

 

Epochs: 50 

 

Learning rate: 

10−5 𝑡𝑜 10−6 

- Overall BACC up to 95.56% 

Perry, C. 

et al. [31] 

32 biopsies from 

30 patients 
N/A N/A 

- Colour 

Jittering 

- Channel 

shuffle 

 

- Multiple 

Instance Learning 

(MIL) 

 

Optimiser: Adam 

 

Epochs: 20 

 

Learning rate: 

0.0001 

- AUC: 0.95 

- Sensitivity: 87% 

- Specificity: 100% 

 

Lisson, C. 
S. et al. 

[32] 

30 patients with 

histologically 
proven mantle 

cell lymphoma 

who underwent 
contrast-enhanced 

CT or PET/CT 

scans 

- Filtering-based 

feature selection 

- 3D volumetric 

radiomic features 

- Random Flip 

- Gaussian Blur 

- Gaussian 
Noise 

Pre-trained 

Model: 

- 3D SE ResNet 

- 3D DenseNet 

 

Optimiser: Adam 

 

Epochs: 100 

 

Learning rate: 

0.001 

- Overall accuracy of predicting 

relapse: 64% 

TABLE II.  SUMMARY OF SEGMENTATION METHODS BY MACHINE LEARNING 

Authors No. of Samples Features Extraction 
Segmentation 

Techniques 
Machine Learning 

Machine 

Learning 

Library 

Results 

Carreras, J. 

et al. [33] 

414 cases of 

DLBCL. 

- Mann-Whitney U test 

- Kaplian-Meier 

- Multivariate Cox 
Regression 

- Hazard ratios / risks 

- Trainable Weka 

Segmentation 
Method 

- Multilayer 
Perceptron (MLP) 

- Radial Basis 

Function (RBF) 

- XGBoost 
- MLP was more 

“efficient” than RBF. 

Carreras, J. 

et al. [34] 

100 to 293 cases 

from the 
lymphoma 

series of Tokai 

University 
Hospital. 

- Pearson Chi-Square 

- Fisher’s exact tests 

- Nonparametric Mann–

Whitney U test 

- Kruskal-Wallis H test 

- Kaplan–Meier 

- Log-rank tests 

- Univariate and 

multivariate Cox 

Regression 

- Weka Method 

- Multilayer 
Perceptron (MLP) 

- Radial Basis 
Function (RBF) 

 

- XGBoost 
- Overall accuracy: 

100% 

Wagner, M. 

et al. [35] 

50 test images 
for whole tissue 

samples of 

DLBCL. 

- Grayscale conversion 

- Rudin-Osher-

Fatemi (ROF) 
filtering 

- Mask R-CNN N/A - Manual count: 0.9297 

Chen, P. et 
al. [36] 

193 biopsy 

specimens from 

135 patients. 

- Solidity feature - ROI annotation N/A - XGBoost 
- Accuracy: 0.925 

- AUC: 0.978 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

583 | P a g e  

www.ijacsa.thesai.org 

Authors No. of Samples Features Extraction 
Segmentation 

Techniques 
Machine Learning 

Machine 

Learning 

Library 

Results 

Carreras, J. 

et al. [37] 

100 cases from 

Western 
countries 

diagnosed from 

nodal DLBCL. 

- Gaussian blur 

- Hessian 

- Membrane projections 

- Sobel filter 

- Difference of Gaussians 

N/A 
- Multilayer 

Perceptron (MLP) 
N/A 

- Successful AI 

approach in DLBCL 

Bhattamisra, 

S. K. et al. 

[38] 

20,863 genes as 
the input layer 

and lymphoma 

subtypes as the 
output layer. 

N/A N/A 
Multilayer 
Perceptron (MLP) 

N/A 

- 58 genes predicted 

survival with high 

accuracy. 

- 10 genes were 

associated with poor 

survival and 5 genes 
with favourable 

survival. 

 

Achi, H. el 
et al. [39] 

Digital WSIs of 

H&E-stained 

slides of 128 
cases with a 

total of 2,560 

images 

- Data augmentation 

(Random cropping, image 
rotation, image inversion) 

- Max-pooling layers 

N/A N/A 

- Support 

Vector 

Machine 

- Neural 
Network 

- Overall accuracy: 
95% 
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Abstract—Assessing students’ critical thinking skills is 

challenging due to the limitations of current measurement tools. 

Therefore, there is a need for a digital testing instrument that can 

effectively evaluate students’ critical thinking abilities. The 

proposed digital test should be designed to present questions in a 

tiered manner, using a backward chaining approach that starts 

with general questions and progresses to more detailed ones. 

However, developing this measurement instrument requires 

careful planning. One of the initial steps in this process is to create 

a user interface design. The purpose of this study was to show the 

quality of the design of the user interface of a digital test based on 

backward chaining as a measuring tool for students’ critical 

thinking in a differentiated learning atmosphere. Design 

development used the Borg and Gall model and only focused on 

three stages. These stages include design planning, initial testing, 

and revision for the initial testing results. Data collection was 

through initial testing of the design. The tool used to collect data 

was a questionnaire. Respondents involved in the initial testing 

were 34 people. The location for the study was at several IT 

vocational high schools spread across six regencies in Bali. The 

data analysis technique compared the percentage comparison of 

the quality of the user interface design with the quality standards 

of the user interface design and referred to a five scale. The results 

of the study showed that the design quality of the digital test user 

interface based on backward chaining was included in the good 

category, as indicated by a quality percentage of 88.94%. 

Specifically, the impact of the results on the field of educational 

evaluation is to make it easier for evaluators to make accurate 

measurements. In general, the effect of this study on the field of 

informatics engineering education is the existence of innovations 

in realizing a test to measure critical thinking in the domain of 

differentiated learning. 

Keywords—User interface design; digital test; backward 

chaining; critical thinking; differentiated learning 

I. INTRODUCTION 

The rolling of the “Merdeka Belajar” (independent learning) 
policy provides students with the freedom to follow the learning 
process according to the differences in their needs and learning 
environment. This concept is called differentiated learning [1]. 
Currently, differentiated learning is a trend in the learning 
process at the IT Vocational School level.  

The existence of differences in the way each student learns 
according to their characteristics and needs through 
differentiated learning certainly can encourage them to improve 
their critical thinking skills in dealing with the problems they 
face [2]. Differentiated learning can awaken students’ critical 
thinking skills, but teachers find obstacles in its implementation. 
These obstacles are mainly related to measuring students’ 
critical thinking skills. Based on these obstacles, it is necessary 
to find a breakthrough as a measuring tool in the form of a digital 
test that can easily measure students’ critical abilities. The 
expected digital test can package sequentially backward test 
questions (backward chaining) from general question types to 
questions with more detailed or specific types so that later, the 
teacher can explore the student’s critical thinking to solve the 
questions presented. The research question referring to the 
obstacles and breakthroughs initiated is “What is the form of the 
user interface design of a backward chaining-based digital test 
used to measure students’ critical thinking in a differentiated 
learning atmosphere?”  

The specific objective of this study is to show a backward 
chaining-based digital test that has good quality and accurately 
measures students’ critical thinking skills in differentiated 
learning. The urgency of this study is to obtain a user interface 
design from a backward chaining-based digital test that 
effectively assesses students’ critical thinking skills in 
differentiated learning, especially in Mathematics subjects at IT 
Vocational School in Bali. 

Hizqiyah et al. conducted research on the development of 
digital problem-solving skills test instruments [3]. However, a 
gap in their research is that they did not demonstrate the test 
items graded sequentially from general types to more specific 
types. Ndibalema’s research [4], on the other hand, focuses on a 
form of formative assessment conducted online. The key 
difference between Ndibalema’s study and this current research 
lies in the type of evaluation used; Ndibalema’s work leans 
towards formative assessment, while this research encompasses 
both formative and summative assessments. Additionally, 
Jaskova’s research explores student satisfaction with online tests 
taken at home [5]. A limitation identified in Jaskova's study is 
the lack of information regarding the user interface design of the 
online tests administered at home. Noor’s research highlights the 
use of Kahoot as a digital quiz tool [6]. However, a limitation of 
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this study is that it does not provide details about the design of 
the Kahoot user interface as a digital quiz. On the other hand, 
the research conducted by Domínguez-Figaredo & Gil-Jaurena 
examines the impact of familiarity on digital assessments in 
online education [7]. A limitation of their study is that it fails to 
present the specific format of the digital tests utilized in the 
assessment. 

Based on the research question and specific objectives of this 
study, it is essential to determine the form and quality of the 
backward chaining-based digital test used to assess students’ 
critical thinking skills in differentiated learning. 

II. LITERATURE REVIEW 

Some of the research behind this study includes a 2020 study 
by Ariawan, Giri, and Divayana on the development of a CIPP 
evaluation application based on Simple Additive Weighting [8] 
obtained visualization results from a CIPP evaluation 
application based on Simple Additive Weighting that can 
measure the effectiveness of learning at health science colleges 
in Bali online. The obstacle is that the application is not for a 
large-scale implementation. A 2021 study on the dissemination 
and implementation of a CIPP evaluation application based on 
Simple Additive Weighting at several health science colleges in 
Bali conducted by Divayana, Ariawan, and Giri [9] showed the 
success of implementing a CIPP evaluation application based on 
Simple Additive Weighting at several health science colleges in 
Bali. The obstacle is that the evaluation application does not yet 
use the integrated evaluation aspects of the Balinese local 
wisdom concept, so the measurement of students’ knowledge 
domains in the learning process cannot be measured optimally 
and in depth according to student characteristics. A 2022 study 
by Ariawan et al. showed the development of a Formative-
Summative evaluation model based on Tri Pramana by inserting 
Weighted Product calculations [10]. The general description of 
the results obtained in the 2022 study is a Formative-Summative 
evaluation model design based on Tri Pramana by inserting 
Weighted Product calculations so it can determine the aspects 
that determine the quality of e-learning implementation. In the 
2023 study conducted by Ariawan et al., a Tri Pramana-
Weighted Product-Based Formative-Summative Model 
Evaluation Application has been obtained and has been field 
tested [11]. Further research for 2024 is the realization of a 
digital test user interface design based on backward chaining as 
a measuring tool for students’ critical thinking in the nuances of 
learning differentiation. 

Divayana et al. research [12] showed test instrument items 
to measure students’ cognitive abilities in implementing 
distance learning. The validity of the content and reliability of 
the instrument is good. However, there is no packaging of test 
questions sequentially graded backward from general question 
types to more detailed or specific types. Easa and Blonder’s 
research [13] showed an instrument to measure or evaluate 
teacher and student beliefs about differentiated learning in 
Chemistry. The constraint of Easa and Blonder’s research was 
that it did not show an evaluation instrument sequentially graded 
backward from general to specific questions. Kholid et al.’s 
research [14] showed the implementation of diagnostic 
assessments in differentiated learning modules for English 
subjects. The constraint of Kholid et al.’s research is that it has 

not shown the form of a diagnostic assessment instrument for 
differentiated learning sequentially from complex things to more 
specific things. 

III. METHOD 

Several elements are presented in the methodology section 
of this research: 1) research approach; 2) subjects, objects, and 
research locations; 3) data collection instruments; and 4) data 
analysis techniques. 

A. Research Approach 

The research approach is development. The focus of 
development for this 2024 research was on three stages, 
including design development, initial trials, and revisions to the 
results of the initial trials (main product revision). The model 
used in the development process is Borg and Gall 
[15],[16],[17],[18]. The three stages of development referred to 
the researcher’s desire/goal to realize a digital test user interface 
design based on backward chaining as a measuring tool for 
students’ critical thinking in a differentiated learning 
atmosphere. The research stages carried out by the researcher 
can be seen in Fig. 1. 

 
Fig. 1. The research stages that refer to the borg and gall design. 
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education evaluation experts, informatics experts, and several 
teachers at IT Vocational School in Bali. The number of 
informatics education experts was two experts, the number of 
education evaluation experts was two experts, and the number 
of IT Vocational School teachers in Bali involved was 30 
teachers. The selection of research subjects utilized a purposive 
sampling technique, involving individuals who possess in-depth 
knowledge and clear objectives regarding the object of study. 
The object of this research is the design of the digital test user 
interface based on backward chaining as a measuring tool for 
students’ critical thinking in a differentiated learning 
atmosphere. The research location was at several IT Vocational 
School spread across six regencies in Bali. 

C. Data Collection Instruments 

The data collection tool used in this study is a questionnaire. 
All questions used in the questionnaire are related to the digital 
test user interface design based on backward chaining as a 
measuring tool for students’ critical thinking in a differentiated 
learning atmosphere. The number of questions in the 
questionnaire was ten items. The details of the ten questions are 
explained in the discussion section of this paper. These ten 
questions are valid and reliable based on the instrument trials 
conducted by two education experts and two informatics 
experts. 

D. Data Analysis Techniques 

After being collected, quantitative data examination was a 
descriptive approach and descriptive percentage calculation.  
The technique for analyzing the initial trial data in this study was 
quantitative descriptive. It was to compare the percentage of the 
level of quality of the digital test user interface design based on 
backward chaining with the standard of user interface design 
quality that refers to a scale of five. The formula used to 
determine the percentage of the quality level of the digital test 
user interface design based on backward chaining is in equation 
(1) [19],[20],[21], then the quality standard that refers to a scale 
of five can be seen in Table I [22],[23],[24]. 

P = (f/N) × 100%                                    (1) 

Notes:  

f  = Total acquisition value 

N  = maximum total value 

TABLE I.  QUALITY STANDARDS OF USER INTERFACE DESIGN OF 

DIGITAL TEST BASED ON BACKWARD CHAINING REFERRING TO FIVE SCALE 

CATEGORY 

Percentage of 

Quality 
Quality Category Recommendations 

90-100 % Excellence No Revision Required 

80-89 % Good No Revision Required 

65-79 % Moderate Revision 

55-64 % Less Revision 

0-54 % Poor Revision 

IV. RESULTS AND DISCUSSION 

A. Results 

The results obtained on three stages of development focused 
on this research, including results at the design planning stage, 
the initial trial stage, and the initial trial revision stage. The data 
obtained based on the results at several stages of development in 
question are as follows.  

1) Design Development: The design development stage 

produced a digital test user interface design based on backward 

chaining to measure students’ critical thinking in a 

differentiated learning atmosphere. It was using the Balsamiq 

Mockups application. The form of the design intended is in Fig. 

2. 

 
Fig. 2. The user interface design to enter question data. 

Fig. 2 shows the user interface design of the form that 
functions to enter question data. There are several attributes in 
the form. The “add general questions” button to add general 
questions. The “add specific questions” button is the specific 
question from the available general questions. There is a “Load 
image” button to enter questions containing images. There is a 
“difficult level” combo box to select the level of difficulty 
question. Several “answers” buttons are answer choices for the 
available questions.
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Fig. 3. The user interface design for questions arrangement based on backward chaining.

Fig. 3 shows the user interface design of the form that 
manages questions by referring to the backward chaining 
method. There are several features available on the form. The 
function of the “no. rules” textbox is to enter the rules number. 
This number is unique so that no one can duplicate it. There is a 
“general questions” combo box to select general questions. 
There is a “specific questions” combo box to specific questions. 
There is an “arrangement process” combo box to the question 
arrangement process referring to normal conditions or 
conditions that refer to the backward chaining concept. The 
“process” button to run the arrangement process. The “save” 
button to save the arranged question data. There is a data storage 
database. The data storage consists of several fields, including 
No_rules, General_Questions, Specific_Questions, and Action. 

 

Fig. 4. The user interface design for the question-answering facility is based 

on the test type and employs a backward chaining approach for packaging. 

Fig. 4 shows the user interface design of the form that 
functions as a place to answer questions. There are several 

features on this form. A text box to enter students’ names and 
study programs. The combo box for selecting the test type. 
There is a text area used to display questions. An “answers” 
button that is useful as a choice of answers to the available 
questions. There is a “next” button to go to the next question. 

 

Fig. 5. The user interface design to display final score. 

Fig. 5 shows the user interface design of the form to display 
the final score. This design shows a text area that functions to 
display questions. An “answers” button that is useful as an 
answer choice for the available questions. The “finish” button is 
to end the process of answering questions. The “score” button is 
to calculate the final score. The “save” button to save the final 
score. 

2) Initial Trials: Four experts and 30 teachers of IT 

vocational schools in Bali conducted an initial trial of the digital 

test user interface design based on backward chaining. The 

questionnaire for the initial trial consisted of 10 questions. The 

results of the initial trial are in Table II. 
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TABLE II.  RESULT OF INITIAL TRIALS TO DIGITAL TEST USER INTERFACE DESIGN BASED ON BACKWARD CHAINING AS A MEASURING TOOL FOR STUDENTS’ 

CRITICAL THINKING IN DIFFERENTIATED LEARNING NUANCES 

Experts 
Items- 

∑ Percentage of Quality (%) 
1 2 3 4 5 6 7 8 9 10 

Expert-1 5 4 4 5 4 5 5 4 5 5 46 92 

Expert-2 5 5 5 4 5 4 4 4 4 5 45 90 

Expert-3 5 4 5 5 4 4 5 4 4 5 45 90 

Expert-4 4 5 5 5 5 5 4 5 5 4 47 94 

Teacher-1 5 4 4 5 4 5 4 5 4 4 44 88 

Teacher-2 5 5 4 4 5 5 4 5 4 5 46 92 

Teacher-3 5 4 4 5 4 4 5 5 4 5 45 90 

Teacher-4 5 4 5 5 5 4 5 4 5 4 46 92 

Teacher-5 4 4 5 5 4 4 4 5 5 4 44 88 

Teacher-6 5 4 4 5 4 5 4 5 4 4 44 88 

Teacher-7 5 5 4 4 4 4 5 4 5 4 44 88 

Teacher-8 5 4 4 5 5 4 4 5 5 4 45 90 

Teacher-9 5 4 5 4 4 4 5 4 4 5 44 88 

Teacher-10 4 4 5 4 4 5 5 5 4 5 45 90 

Teacher-11 5 4 4 5 4 5 5 4 4 4 44 88 

Teacher-12 4 4 5 4 4 4 5 4 5 4 43 86 

Teacher-13 4 5 5 5 5 4 4 4 5 5 46 92 

Teacher-14 4 5 5 4 4 4 5 4 4 5 44 88 

Teacher-15 4 4 5 4 4 5 4 4 4 5 43 86 

Teacher-16 5 4 4 4 5 4 4 4 4 5 43 86 

Teacher-17 4 4 5 4 4 5 4 5 4 4 43 86 

Teacher-18 4 5 4 4 5 4 5 4 4 4 43 86 

Teacher-19 4 4 5 4 5 4 4 5 4 5 44 88 

Teacher-20 5 4 4 5 5 4 5 5 4 5 46 92 

Teacher-21 4 4 5 4 4 5 4 4 5 5 44 88 

Teacher-22 4 5 5 5 4 5 4 5 5 4 46 92 

Teacher-23 4 5 5 4 4 4 4 5 4 5 44 88 

Teacher-24 4 4 5 4 5 4 5 5 4 5 45 90 

Teacher-25 5 4 4 5 5 4 5 4 5 5 46 92 

Teacher-26 4 4 5 4 4 5 4 5 5 5 45 90 

Teacher-27 4 5 5 5 4 5 4 5 5 4 46 92 

Teacher-28 4 5 5 4 4 4 4 5 4 4 43 86 

Teacher-29 4 4 5 4 5 4 5 5 4 4 44 88 

Teacher-30 4 4 4 4 4 4 4 4 4 4 40 80 

Average 88.94 

Respondents/assessors provided several suggestions in the 
initial trial stage. Improvements to the digital test user interface 
design based on backward chaining used several of these 
suggestions. Some of them are in Table III. 

TABLE III.  RESPONDENTS’ SUGGESTIONS IN THE INITIAL TRIAL 

No Experts Suggestions 

1 Expert-1 Add the test date to the answer sheet form. 

2 Expert-2 Add a list of test participants’ scores. 

3 Expert-3 
There needs to be a facility to display a 

recapitulation of test results. 

4 Expert-4 There needs to be a test date. 

5 Teacher-12 
There needs to be a facility to view a recapitulation 

of test results. 

6 Teacher-16 There needs to be a test completion time duration. 

7 Teacher-18 
There needs to be a facility to view the scores of 
each test participant. 

8 Teacher-28 
It is better to prepare a facility to display the test 

implementation date. 

9 Teacher-30 
There needs to be a facility to display the test 
completion time duration. 

3) Revision of Initial Trial Results: Revision of the user 

interface design of the digital test based on backward chaining 

based on several respondents’ suggestions in the initial trial. It 

is necessary to make revisions, especially those related to the test 

implementation date referring to the suggestions of expert-1, 

expert-4, and teacher-28. They were creating a user interface 

design to display the test implementation date. The improved 

design form is in Fig. 6. 

It is necessary to make revisions, especially those related to 
the recapitulation of test results referring to the suggestions of 
expert-2, expert-3, teacher-12, and teacher-18. They were 
creating a user interface design to display the recapitulation of 
test results. The form of the improved design is in Fig. 7. 

It is necessary to make revisions, especially those related to 
the display test completion time referring to the suggestions of 
expert-16 and teacher-30. They were creating a user interface 
design to display the display test completion time. The form of 
the improved design is in Fig. 8. 
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Fig. 6. User interface design to display test implementation date. 

Fig. 6 shows the user interface design display for the test 
execution date. Fig. 6 shows the improvement. There is a date 
time picker “date” to show the test execution date. 

 
Fig. 7. User interface design to display test result recapitulation. 

Fig. 7 shows the user interface design display for the 
recapitulation of test results. Fig. 7 shows that improvement. 
There is a database that shows the recapitulation of test results. 
They are Students_Name, Completion_Time, and Score. 

 
Fig. 8. User interface design to display test completion time. 

Fig. 8 shows the user interface design display for the test 
completion time. Fig. 8 shows the improvement. There is a timer 
that shows the completion time. 

B. Discussion 

Referring to the percentage of quality shown in Table II, the 
digital test user interface design based on backward chaining is 
good quality. It is because of 88.94%, if checked through the 
quality standards shown in Table I, then it is true that the quality 
of the user interface design is good. The reference in providing 
assessments by respondents in the initial trial, resulting in the 
data shown in Table II, is in the form of ten questions.  

Item-1 is about the suitability of the user interface design 
form for inputting question data. Item-2 is about the suitability 
of the general questions form. Item-3 is about the suitability of 
the specific questions form. Item-4 is about the sequence of 
relationships between general questions and specific questions. 
Item-5 is about the ease of creating questions containing image 
elements. Item-6 is about the ease of setting the level of 
difficulty of the questions. Item-7 is about the suitability of the 
user interface design form for backward chaining-based 
questions arrangement. Item-8 is about the suitability of the 
backward chaining concept in arranging questions based on the 
sequence of relationships between general and specific 
questions. Item-9 is about the suitability of the user interface 
design form for question answering facilities. Item-10 is about 
the suitability of the user interface design form for displaying 
the final score. 

This study answers several constraints in the research of 
Ariawan, Giri, and Divayana [8], the research of Divayana, 
Ariawan, and Giri [9], the research of Divayana et al. [12], the 
research of Easa and Blonder [13], and the research of Kholid et 
al. [14]. The results of this research have been able to show well 
the design of the user interface of a digital test based on 
backward chaining packages of the test questions in a sequential 
manner backward from the general type of questions to 
questions with more detailed or specific types. In principle, the 
results of this research also have similarities with several studies 
of Putra et al. [25], research of Samrgandi [26], research of 
Darmawan et al. [27] by showing the existence of a user 
interface design for a measurement/test application. 

The novelty of this research is the concept application of 
backward chaining in artificial intelligence to the preparation of 
digital test questions in educational evaluation. Based on the 
internalization of artificial intelligence into educational 
evaluation, the test formed is a measuring tool for students 
critical thinking in a differentiated learning atmosphere. 
However, this research also has constraints. The constraint of 
this research is that it has not formed a physical application for 
direct application in the field. It is only limited to the user 
interface design. 

V. CONCLUSION 

In general, the findings of this study effectively demonstrate 
the quality of the user interface design for a digital test based on 
backward chaining, which serves as a tool for measuring 
students’ critical thinking in a differentiated learning context. A 
key innovation/novelty of this study is the arrangement of test 
questions using the artificial intelligence method known as 
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backward chaining. This approach organizes the questions 
systematically, progressing from general to specific types, 
thereby facilitating a deeper exploration of students’ critical 
thinking abilities. Future work that needs to overcome the 
obstacles of this study is to create a physical application in the 
form of a backward chaining-based digital test that is ready for 
field testing. The impact of the results of this study on 
educational evaluation science is to make it easier for evaluators 
to conduct tests to measure students’ critical thinking. The 
impact of research results on informatics engineering education, 
in general, is to show innovations in digital-based test 
development to determine the critical thinking in differentiated 
learning. 

ACKNOWLEDGMENT 

The authors would like to thank the Chair of the Research 
and Community Service Institute of Universitas Pendidikan 
Ganesha that providing opportunities and funding in carrying 
out this research on time based on research grant number: 
893/UN48.16/LT/2024. Besides that, the authors express their 
gratitude to the Rector of Universitas Pendidikan Ganesha who 
gave a chance to the authors to complete this research. 

REFERENCES 

[1] R. Febriana, S. Sugiman, and A. Wijaya, “Analysis of the implementation 

of differentiated learning in the implementation of the independent 
curriculum in middle school mathematics lessons,” International Journal 

of Humanities Education and Social Sciences, vol. 3, no. 2 2, pp. 640-650, 

2023. 
[2] N. Hidayat, Y. Ruhiat, N. Anriani, and S. Suryadi, “The impact of 

differentiated learning, adversity intelligence, and peer tutoring on student 

learning outcomes,” IJORER: International Journal of Recent 
Educational Research, vol. 5, no. 3, pp. 537-548, 2024. 

[3] I. Y. N. Hizqiyah, A. Widodo, S. Sriyati, and A. Ahmad, “Development 

of a digital problem solving skills test instrument: Model rasch analysis,” 
Jurnal Penelitian Pendidikan IPA, vol. 9, no. 4, pp. 1658-1663, 2023. 

[4] P. Ndibalema, “Online assessment in the era of digital natives in higher 

education institutions,” International Journal of Technology in Education 
(IJTE), vol. 4, no. 3, pp. 443-463, 2021. 

[5] J. Jaskova, “Digital testing during the pandemic crisis: university 

students’ opinions on computer-based tests,” International Journal for 
Innovation Education and Research, vol. 9, no.1, pp. 36-53, 2021. 

[6] P. Noor, “Kahoot! as a digital quiz in learning english: Graduate students’ 
perspectives,” Journal of English Teaching and Research, vol. 8, no. 2, 
pp. 124-132, 2023. 

[7] D. Domínguez-Figaredo, and I. Gil-Jaurena, “Effects of familiarity with 
digital assessment in online education,” Distance Education, pp. 1-16, 
2024. 

[8] I. P. W. Ariawan, M. K. W. Giri, and D. G. H. Divayana, “Simulation of 
SAW-based CIPP evaluation model calculation in determining 

improvement priority for e-learning services,” In 4th International 

Conference on Vocational Education and Training (ICOVET), pp. 24-29, 
2020. 

[9] D. G. H. Divayana, I. P. W. Ariawan, and M. K. W. Giri, “CIPP-SAW 

application as an evaluation tool of e-learning effectiveness,” 
International Journal of Modern Education and Computer Science 

(IJMECS), vol. 13, no. 6, pp. 42-59, 2021. 

[10] I. P. W. Ariawan, W. Sugandini, I. M. Ardana, I. M. S. D. Arta, and D. G. 
H. Divayana, “Design of formative-summative evaluation model based on 

tri pramana-weighted product,” Emerging Science Journal, vol. 6, no. 6, 

pp. 1477-1491, 2022. 
[11] I. P. W. Ariawan, W. Sugandini, I. M. Ardana, G. A. D. Sugiharni, A. W. 

O. Gama, and D. G. H. Divayana, “Forms and field trials of a digital 
evaluation tool: integrating F-S model, WP method, and balinese local 

wisdom for effective e-learning,” Journal of Applied Data Sciences, vol. 

5, no. 2, pp. 441-454, 2024. 
[12] D. G. H. Divayana, I. G. Sudirtha, and I. K. Suartama, “Digital test 

instruments based on wondershare-superitem for supporting distance 

learning implementation of assessment course,” International Journal of 
Instruction, vol. 14, no. 4, pp. 945-964, 2021. 

[13] E. Easa, and R. Blonder, “The development of an instrument for 

measuring teachers’ and students’ beliefs about differentiated instruction 
and teaching in heterogeneous chemistry classrooms,” Chemistry Teacher 

International, vol. 5, no. 2, pp. 125-141, 2023. 

[14] B. Kholid, A. Rahman, and  L. A. Irawan, “Implementing diagnostic 
assessment in designing differentiated learning for english language 

learning at the junior high schools,” Journal of Language and Literature 

Studies, vol. 4, no. 2, pp. 445-458, 2024. 
[15] E. Faridah, I. Kasih, S. Nugroho, and T. Aji, “The effectiveness of blended 

learning model on rhythmic activity courses based on complementary 

work patterns,” International Journal of Education in Mathematics, 
Science and Technology, vol. 10, no. 4, pp. 918-934, 2022. 

[16] K. Rusmulyani, I. M. Yudana, I. N. Natajaya, and D. G. H. Divayana, “E-
Evaluation based on CSE-UCLA model refers to glickman pattern for 
evaluating the leadership training program,” International Journal of 
Advanced Computer Science and Applications, vol. 13, no. 5, pp. 279-
294, 2022. 

[17] D. G. H. Divayana, “Development of duck diseases expert system with 
applying alliance method at bali provincial livestock office” International 

Journal of Advanced Computer Science and Applications (IJACSA), vol. 

5, no. 8, 2014. 
[18] N. M. Ratminingsih, L. P. P. Mahadewi, and D. G. H. Divayana, “ICT-

Based Interactive Game in TEYL: Teachers’ Perception, Students’ 
Motivation, and Achievement,” International Journal of Emerging 
Technologies in Learning (iJET), vol. 13, no. 9, pp. 190-203, 2018. 

[19] G. A. D. Sugiharni, “The development of interactive instructional media 

oriented to creative problem solving model on function graphic subject,” 

Journal of Educational Research and Evaluation, vol. 2, no. 4, pp. 183-
189, 2018. 

[20] A. Adiarta, I. M. Sugiarta, K. K. Heryanda, I. K. G. Sukawijana and Dewa 

Gede Hendra Divayana, “User interface design of sevima edlink platform 
for facilitating tri kaya parisudha-based asynchronous learning,” 

International Journal of Advanced Computer Science and 

Applications(IJACSA), vol. 15, no. 12, pp. 795-804, 2024. 
[21] D. G. H. Divayana, “Development of ANEKA-Weighted Product 

evaluation model based on Tri Kaya Parisudha in computer learning on 
vocational school,” Cogent Engineering, vol. 5, no. 1, pp. 1-33, 2018. 

[22] B. Suratno, and J. Shafira, “Development of user interface/user 

experience using design thinking approach for GMS service company,” 
Journal of Information Systems and Informatics, vol. 4, no. 2, pp. 469-

494, 2022. 

[23] D. G. H. Divayana, A. Adiarta, and I. G. Sudirtha, “Instruments 
development of tri kaya parisudha-based countenance model in evaluating 

the blended learning,” International Journal of Engineering Pedagogy 

(iJEP), vol. 9, no. 5, pp. 55-74, 2019. 
[24] D. G. H. Divayana, P. Wayan Arta Suyasa, N.K. Widiartini, “An 

innovative model as evaluation model for information technology-based 
learning at ICT vocational schools,” Heliyon, vol. 7, no. 2, pp. 1-13, 2021. 

[25] Z. F. F. Putra, H. Ajie, and I. A. Safitri, “Designing a user interface and 

user experience from piring makanku application by using figma 
application for teens,” International Journal of Information System & 

Technology, vol. 5, no. 3, 308-315, 2021. 

[26] N. Samrgandi, “User interface design & evaluation of mobile 
applications,” International Journal of Computer Science and Network 

Security, vol. 21, no. 1, pp. 55-63, 2021. 

[27] I. Darmawan, M. S. Anwar, A. Rahmatulloh, and H. Sulastri, “Design 
thinking approach for user interface design and user experience on 

campus academic information systems,” International Journal on 

Informatics Visualization, vol. 6, no. 2, pp. 327-334, 2022. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

591 | P a g e  

www.ijacsa.thesai.org 

Early Alzheimer’s Disease Detection Through 

Targeting the Feature Extraction Using CNNs 

D Prasad1, K Jayanthi2, Pradeep Tilakan3 

Dept. of Electronics and Communication Engineering, Puducherry Technological University, Puducherry, India1, 2 

Dept. of Psychiatry, Pondicherry Institute of Medical Sciences, Puducherry, India3 

 

 
Abstract—Alzheimer's Disease (AD) is a persistent, 

irreversible, and degenerative neurological disorder of the brain 

that currently has no effective therapy. This condition is 

identified by pathological abnormalities in the hippocampal area, 

which may develop up to 10 years prior to the onset of clinical 

symptoms. Timely detection of pathogenic abnormalities is 

essential to impede the worsening of AD. Recent studies on 

neuroimaging have shown that the use of Deep Learning 

techniques to analyze multimodal brain scans may effectively and 

correctly detect AD. The main goal of this work is to design and 

develop an Artificial Intelligence (AI) based diagnostic 

framework that can accurately and promptly detect AD by 

analyzing Structural Magnetic Resonance Imaging (SMRI) data. 

This study presents a novel approach that combines a Directed 

Acyclic Graph 3D-CNN with an SVM classifier for timely 

detection and identification of AD by analyzing the Regions of 

Interest (RoI) like cerebral spinal fluid, white and gray matter, 

and the hippocampus in SMRI images. The proposed hybrid 

model combines Deep Learning for feature extraction and 

Machine Learning techniques for classification. The obtained 

results demonstrate its superior performance compared to earlier 

methods in accurately identifying individuals with early mild 

cognitive impairment (EMCI) from those with normal cognition 

(NC) using the Alzheimer's Disease Neuroimaging Initiative 

(ADNI) dataset. The model attains a classification accuracy of 

97.67%, with precision at 94.12%, and sensitivity at 98.60%. 

Keywords—Alzheimer's Disease (AD); convolutional neural 

networks (CNN); Support Vector Machine (SVM); Directed Acyclic 

Graph (DAG); Late Mild Cognitive Impairment (LMCI); 

Alzheimer's Disease Neuroimaging Initiative (ADNI) 

I. INTRODUCTION 

Dementia is a broad word that encompasses many cognitive 
impairments that hinder daily functioning, impacting memory, 
thinking, language, and problem-solving skills. AD is the main 
source of dementia with distinct pathological features in the 
brain, responsible for around 80% of cases [1]. AD is defined 
by permanent neurodegeneration and currently lacks the 
potential for treatment. Neurodegenerative illnesses provide 
significant challenges in countries with a mostly aging 
population. It is the sixth primary cause of mortality and has a 
substantial global impact, mostly affecting the older 
demographic [2]. MR imaging is a diagnostic modality that 
uses T1-weighted images to identify and examine the 
morphological and structural irregularities associated with 
brain atrophy [3]. Therefore, MR imaging plays a crucial part 
in screening and diagnosing of AD [4, 5].  The incidence of the 
ailment has surpassed original forecasts due to the increasing  

older population and the simultaneous commencement of their 
diagnosis [6]. This necessitates due attention to effectively 
handle Alzheimer's diagnosis and treatment. 

While the exact process behind the progression of 
Alzheimer's is still not fully understood, existing knowledge 
indicates that the illness may be broadly categorized into three 
separate stages i.e. Preclinical, MCI, and AD [7, 8].  There are 
no noticeable symptoms of AD in the preclinical stage. 
However, subtle changes begin to occur in the brain. These 
pathological changes can start many years, even decades, 
before any cognitive symptoms appear [9]. The second stage is 
characterized by MCI, where individuals start to notice slight 
but measurable changes in their cognitive abilities, particularly 
memory. These changes are more significant than what is 
expected from normal aging, although they do not reach a level 
of severity that hinders one's ability to carry out everyday 
activities [10]. In the last stage of AD, the cognitive decline 
becomes sufficiently pronounced to disrupt everyday activities. 
Individuals may encounter memory impairment, disorientation, 
and challenges with tasks that require planning or decision-
making, may struggle with recognizing familiar people or 
places, and may experience a decline in physical abilities such 
as walking, swallowing, and bladder and bowel control [11]. 

The field of Machine Learning (ML) and Deep Learning 
(DL) has gathered considerable attention in over the past few 
years for its ability to accurately detect and isolate possible 
features of dementia illness, by accurately identifying the 
minute morphological changes in brain structure by analyzing 
MRI data [12, 13]. DL methodologies have proven that the 
area of AD detection has seen notable advancements via the 
use of CNNs [4, 14]. CNNs shall effectively extract structural 
characteristics from T1 MRI data with a large number of 
dimensions, leading to more precise tailored diagnoses. 
Furthermore, the implementation of an ensemble approach is 
gaining more significance in the field of medical image 
evaluation [15, 16]. AD has a quick and profound impact on 
the hippocampus, making it one of the most damaged brain 
areas and making it vital for the prompt detection of AD. The 
hippocampus is composed of several subdomains, each 
exhibiting distinct characteristics. A comprehensive evaluation 
of neurodegenerative disorders in medical applications heavily 
relies on the subfields of the hippocampus [17]. Scholars have 
proposed that the analysis of form and volume characteristics 
of hippocampal subfields in many MRI scans provides 
advantages in the prompt identification and assessment of AD 
[18, 19]. 

*Corresponding Author 
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The process of classifying hippocampus characteristics 
entails extracting them from either 2D or 3D MRI images 
using 2D and 3D CNNs [20,21]. When doing a comparison 
between 3D convolutions performed on a whole MRI and 2D 
convolutions performed on slices, it is evident that the former 
can capture crucial 3D structural information that is vital for 
distinction [22]. The brain MRI data has a lot of dimensions, 
thus, three-dimensional CNNs [23] are computationally 
difficult and need a longer training time compared to two-
dimensional CNNs. The above-said facts served as the 
motivation for this work. The goal of this research is to 
facilitate the timely detection of AD using the popular SVM 
classifier with more emphasis on the input features fed to it. 
This is accomplished by employing a new DAG CNN 
approach to perform feature extraction. In this study, both 2D 
and 3D DAG-CNN is used. In summary, a hybrid of CNN 
combined with SVM classifier is employed to perform early 
detection of AD. The next section gives a detailed comment on 
the literature work done in this direction. 

II. LITERATURE REVIEW 

Hongbo Xu et al. [24] proposed a CNN that utilizes multi-
scale attention to diagnose AD by analyzing hippocampal 
subfields. This study employs two datasets, procured from 
Peking University of China and ADNI. These datasets consist 
of a combined sample of 283 NC patients and 241 AD cases. 
The network can easily extract 3D data characteristics from 
three different planes of hippocampus subfields as input. This 
improves computational efficiency and reduces network 
complexity. Experimental methods have shown notable 
classification performance in identifying AD, eliminating the 
need for manual feature extraction. Bo Liu et al. [25] employ 
MRI scans of the hippocampus and an attention mechanism 
(DenseNet-AM) to improve classification accuracy. The 
empirical findings illustrate that the DenseNet-AM is 92.8% 
accurate, the sensitivity is 97.1%, and the specificity is 89.6% 
when distinguishing between instances of cognitive normalcy 
and AD. Malik et al. [26] presented a novel methodology 
known as the intuitionistic fuzzy random vector functional link 
network (IFRVFL), which utilizes brain imaging data to 
diagnose AD. This study aims to improve existing approaches 
by incorporating a fuzzy weighted approach into the IFRVFL 
model to improve its capability to withstand challenges. This 
methodology considers the importance of individual data 
samples while minimizing the influence of outliers and noise. 
Experimental studies indicate that in comparison to cases of 
Alzheimer's dementia (AD), the IFRVFL model has a higher 
level of efficacy in identifying both MCI and early 
identification of AD in clinical settings. Shuqiang Wang et al. 
[27] conducted a research where they introduced a new 
approach that combines 3D-DenseNets to automatically 
diagnose Alzheimer’s (AD) and moderate cognitive 
impairment by analyzing 3D brain magnetic resonance images. 
A comprehensive assessment was conducted for evaluating the 
performance of the suggested model using the ADNI dataset 
with 833 patients, and it was determined to be superior. The 
suggested approach enhances the transmission of information 
across layers by integrating several connections and a 
weighted-based combining approach is employed to integrate 
diverse topologies. A promising result was seen in the 

automation of dementia illness identification by employing an 
ensemble strategy that incorporates dense connections and a 
weighted-based fusion method. Reddy et al. [28] provide a 
deep hybrid framework in their research, which employs 
boosting approaches to classify 3D MRI images of 
Alzheimer's. The research primarily focuses on early diagnosis 
and utilizes the categorization of subcategories of MCI. The 
system uses ResNet 50 and VGG16 to extract structural 
information from MRI volumes followed by using Extreme 
Gradient Boosting (XGBoost) for classification. Pallawi et al. 
[29] employed a Transfer Learning approach to distinguish 
between various phases of Alzheimer's with an enhanced 
EfficientNetB0 model via MRI images obtained from the 
Kaggle dataset. To tackle the issue of inadequate data, data 
augmentation techniques were used. Consequently, the model 
effectively categorized several classes with a precision rate of 
95.78%, exceeding the efficacy of existing methodologies. Rui 
Guo et al. [30] provide a novel approach known as graph-based 
fusion (GBF) in their research. This technique utilizes imaging, 
genomic, and clinical data to effectively identify degenerative 
illnesses. By combining a multi-graph fusion module with an 
imaging-genetic combining module to efficiently extract 
unique information from many data modalities. The 
effectiveness of the GBF approach is shown by trials done on 
benchmarks about the identification of degenerative illnesses, 
in contrast to known graph-based methods. In their study, 
Xiaowei Yu et al. [31] has focused on developing a supervised 
deep tree model (SDTree) to forecast the advancement of AD 
at an individual level. The proposed SDTree methodology 
employs a nonlinear reversed graph embedding method inside 
a hierarchical tree framework within a latent space for 
enhanced prediction. This technique encompasses the whole 
spectrum of Alzheimer's progression and enables the 
generation of predictions for future instances. Furthermore, the 
attainment of a resilient depiction of the tree is accomplished 
by using node clustering in locations with high population 
density. Moreover, a novel methodology is suggested for 
multi-class classification by using a supervised deep tree 
architecture that integrates class labels to guide the acquisition 
of tree structure. 

The reviewed works focus on several facets of AD 
diagnosis, using novel methodologies such as multi-scale 
attention (Hongbo Xu et al.) and attention processes (Bo Liu et 
al.) to improve efficiency and precision. Innovative approaches 
like IFRVFL (Malik et al.) proficiently manage noise and 
outliers, while 3D-DenseNets (Shuqiang Wang et al.) and 
hybrid frameworks integrating ResNet and XGBoost (Reddy et 
al.) emphasize early identification of MCI categorization. 
Transfer Learning (Pallawi et al.) attains high precision by data 
augmentation, whereas graph-based fusion (Rui Guo et al.) 
amalgamates multi-modal data to enhance accuracy. The 
SDTree model (Xiaowei Yu et al.) provides a comprehensive 
framework for predicting AD development. 

The research highlights many constraints in the 
categorization systems used for AD in the literature. Hongbo 
Xu et al. [24] and Pallawi et al. [29] demonstrate how dataset 
variety limits model generalizability to larger populations. In 
approaches like Malik et al. [26], Shuqiang Wang et al. [27], 
and Rui Guo et al. [30], computational complexity is a major 
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issue. Dense networks, fuzzy logic systems, and graph-based 
solutions need plenty of resources, limiting scalability. Many 
researches, such as Bo Liu et al. [25] and Pallawi et al. [29], 
focus on specific brain areas or use single-modal data, missing 
the opportunity to increase accuracy via multi-modal 
integration. The techniques of Reddy et al. [28] and Xiaowei 
Yu et al. [31] enhance architectural complexity, which reduces 
interpretability and hinders clinical applicability. Finally, 
research like Bo Liu et al. [25] and Malik et al. [26] lack 
rigorous evaluations compared to state-of-the-art 
methodologies or real-world clinical datasets, leaving practical 
robustness untested. 

Conventional methods often need the extraction of features 
by hand, a process that may time-consuming and potentially 
overlook crucial attributes. In addition, current models may 
have difficulties in dealing with noise, resulting in a decrease 
in classification accuracy. Additionally, there are difficulties in 
accurately detecting the initial phases of AD and differentiating 
them between various phases of cognitive decline. The issue of 
inadequate data might ultimately restrict the capacity to train 
resilient models, hence affecting their overall effectiveness. 

To overcome these limitations, the researchers in this study 
have developed methods like DAG CNNs for automatically 
extract features from the SMRI images, by avoiding the need 
for manual feature extraction and capturing more relevant 
characteristics. Advanced architectures like DAG CNNs 
enhance accuracy by better analyzing complex data, such as 
brain MRI scans. This research also used data augmentation 
methods to overcome the problem of inadequate data by 
artificially expanding the amount and variety of the dataset. 
This results in improved training and more efficient models. 
The hybrid models used in this study combine the strengths of 
multiple methods like DL for extracting the significant features 
and ML techniques for performing classification to further 
improve classification performance. 

A. Novelty 

The proposed methodology is innovative in integrating 
DAG 3D-CNN with SVM to facilitate the prompt detection of 
AD, utilizing the advantages of both methodologies." Although 
CNNs are proficient in feature extraction, SVM classifiers are 

recognized for their resilience in managing small sample data 
and high-dimensional feature spaces, which are typical issues 
in medical imaging datasets. This hybrid method offers a 
distinctive means to enhance classification efficacy in AD 
diagnosis. 

The DAG architecture for CNNs facilitates a versatile route 
for feature propagation and allows for more profound feature 
investigation, circumventing the vanishing gradient issue. Our 
method provides a customized solution to the unique problems 
of volumetric medical data by building the architecture 
specifically for these issues, distinguishing it from 
conventional CNN architectures used in analogous 
applications. 

The researchers have chosen DAG-CNN architecture 
because to its capacity for parallel processing of features across 
several scales, enhancing the network's proficiency in 
capturing the spatial hierarchies present in 3D medical pictures. 
This structure enhances generalization by mitigating 
overfitting, since the modular architecture allows for selective 
feature aggregation. 

III. METHODOLOGY 

Fig. 1 demonstrates a system specifically developed for the 
prompt identification and categorization of AD. This approach 
uses CNN and SVM. The method starts by obtaining the 
brain's SMRI data from ADNI, and KAGGLE datasets. These 
images are essential for discerning structural alterations 
corresponding to AD since they record intricate details about 
the brain's composition. Following that, the SMRI images go 
through pre-processing, a crucial stage that employs methods 
including skull stripping, normalization, shrinking, and noise 
reduction. Pre-processing ensures that the pictures are 
normalized, strengthening key characteristics while decreasing 
noise and unnecessary details, thereby improving the accuracy 
of further investigations. Once the data has been pre-processed, 
it is then split into two distinct training and validation sets. 
These two datasets are then used for training and assessing 
efficacy of the model, during the training process, therefore 
mitigating overfitting and ensuring the model's ability to 
effectively generalize to novel data. 

 

Fig. 1. Block diagram for the methodology. 
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The crux of this method is in the development of a CNN 
network, which excels at processing volumetric structural MRI 
data with great efficiency. The CNN automatically acquires the 
ability to extract spatial characteristics from brain images that 
are symptomatic of AD.  At first, a 2D-CNN was developed to 
analyze the 2D slices of the MRI images. The 2D-CNN model 
has many advantages, namely its simplicity and decreased 
computational expenses. This is due to its ability to evaluate 
images on a per-slice basis, resulting in faster training and 
lower resource requirements. The implementation of the 2D-
CNN model is straightforward, and the training periods are 
quicker because of the reduced complexity in processing 2D 
images. However, the 2D-CNN approach does have significant 
drawbacks. 2D CNNs evaluate each slice independently, which 
might result in the loss of crucial spatial connections between 
slices and the omission of significant characteristics necessary 
for precise Alzheimer's diagnosis. Due to the constraints of 2D-
CNNs in accurately representing the whole 3D architecture of 
the brain, it became imperative to switch to a 3D-CNN. The 
3D-CNN model enables the analysis of the whole volumetric 
SMRI data while maintaining the spatial connections between 
various brain areas. This comprehensive approach allows the 
model to better detect minor alterations in structure that are 
linked to the early stages of AD, resulting in enhanced 
accuracy in categorization. The use of a 3D model aligns with 
the objective of achieving improved accuracy and reliability in 
the early detection of AD, making it a vital step in our research. 
Once the network completes the image processing, it proceeds 
to extract the significant features from the fully connected 
layers of the CNN. These layers function as classifiers inside 
the network and integrates the features collected into a 
condensed representation. Subsequently, this representation is 
used to train an SVM model, which categorizes the data into 
distinct classes, such as AD or normal cognitive. The SVM 
classifier is used because of its resilience in distinguishing 
classes in spaces with a large number of dimensions, hence 
enhancing its effectiveness as a classifier when paired with the 
characteristics retrieved by the CNN. 

Finally, the efficacy of the integrated CNN with SVM 
model is assessed by measuring parameters such as accuracy, 
precision, recall, and F1 score. This assessment is vital in 
guaranteeing that the suggested model is not just accurate but 
also reliable and has the ability to extrapolate well to new, 
unfamiliar data. In summary, our technique successfully 
integrates DL for automated extraction of features using 
traditional ML for classifiers, resulting in an efficient method 
for the prompt identification of dementia. Such detection is 
essential for immediate attention and treatment. 

A. SMRI Datasets 

This research used structural MRI images received from the 
ADNI and KAGGLE databases. The ADNI consists of four 
distinct phases, including ADNI 1, ADNI GO, ADNI2, and 
ADNI4. Each phase has its specific aims and cognitive stages. 
This study used structural MRI images. Fig. 2(a) depicts the 
AD dataset utilized in this study. Among the 455 participants 
in the ADNI study, there were 97 AD subjects, 78 early MCI 
subjects, 148 LMCI subjects, and 135 subjects with normal 
cognition (NC). 

 
(a) 

 
(b) 

Fig. 2. (a) ADNI data set, (b) KAGGLE data set. 

The dataset obtained from Kaggle shown in Fig. 2(b) and 
has four different classes: NC, Early EMCI, Late MCI, and 
AD. The dataset is divided into separate training and test sets. 
The training dataset composed of 5120 photos, whereas the test 
dataset has 1279 images. The NC class contains the largest 
quantity of photos, consisting of 2560 for training and 640 for 
assessment. The EMCI dataset consists of 1791 pictures for 
training and 448 images for testing, whereas the AD dataset 
comprises 717 training images and 179 test images. The LMCI 
class has the lowest number of pictures, with a total of 52 for 
training and 12 for assessment. 

B. Preprocessing and Segmentation of SMRI Images 

Fig. 3 depicts the methodological steps employed for the 
early identification of AD using the data samples acquired 
from the ADNI and KAGGLE. The collected images are in 
NifTi (.nii) format. The N4ITK bias correction is first 
performed to eliminate low-frequency noise and the resulted 
image are shown in Fig. 3(a). Subsequently, the raw volumes 
are subjected to pre-processing through the Statistical 
Parametric Mapping [45] toolbox in MATLAB. During the 
pre-processing stage of SPM, the images were co-registered 
with the ICBM-152 template to align them to the Montreal 
Neurological Institute coordinate system (MNI) and 
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additionally, the images are normalized, skull stripped (Fig. 3b) 
and categorized into white, gray matter, and cerebral spinal 
fluid as shown in Fig. 3(c). Hippodeep [44] tool is used for 
segmenting left and right hippocampal and shown in Fig. 3(d). 
Subsequently, the images were resized to dimensions of 
256*256*128. The pre-processed data is separated into two 
distinct sets: training and validation. The proposed 3D-CNN is 
the trained and validated via these two datasets. The trained 
CNN is utilized to extract important characteristics from the 
input SMRI data. These characteristics obtained from the 
flattening layer of CNN are further partitioned into validation 
and training features, which are then utilized for both training 
and testing of the suggested DAG based 3D-CNN with SVM 
model. 

 

Fig. 3. (a) N4 bias correction, (b) Skull stripping, (c) Segmented WM, GM, 

& CSF, (d) Segmented Hippo. 

C. Design and Development of DAG Based 2D/3D-CNN 

The CNN and ML classifiers are often used AI tools for the 
identification and categorization of Alzheimer’s, and their 
performance largely relies on the features extracted and 
analysed. Traditionally, researchers manually extract certain 
characteristics, which are then incorporated into ML classifiers 
for categorization. This research study employs a DAG based 
2D/3D layered CNN model as shown in Fig. 4 for 
automatically extracting characteristics from SMRI data, 
leveraging their strength in handling substantial volumes of 
visual information. The architecture remains the same for both 
2D and 3D except that the layers are made to handle 2D and 
3D data respectively. This variant is brought in to observe the 
magnitude of change in the classifier performance metrics, 
which 3D layers offers compared to the 2D layers in the 
suggested CNN framework. The proposed CNN framework 
uses multiple paths and concatenation layers to learn, extract, 
and combine diverse feature representations, improving the 

model's proficiency in appropriately classifying AD. The core 
structure of the proposed CNN framework comprises of four 
distinct layers: convolutional, normalization, pooling, and 
activation. The proposed model employs a total of six 
convolutional blocks, each composed of four layers, namely 
convolutional layer (CL), batch normalization (BN), max 
pooling (MP), and leakyRelu (LR) activation layer. The 
convolutional layer applies 3*3*3 kernel filtering to extract 
various characteristics from the input SMRI images, 
subsequently accompanied by a LeakyReLU activation, batch 
normalization, and max pooling to extract and condense the 
significant features from SMRI images effectively. These 
extracted features by pooling layer are fed to ML classifier. 
The pooling layer decreases the spatial dimensions of the 
feature maps, effectively decreasing the trainable variables and 
controlling overfitting. The BN layer helps to stabilize and 
speed up training by normalizing the inputs to the next layer. 
After passing through the series of convolutional blocks, the 
feature maps are transformed into a one-dimensional vector 
before being inputted into fully connected layers for final 
classification. Prior to feeding the data into the CNN, MRI 
images are pre-processed, resized to dimensions of 
256x256x128, and normalized. The DAG based 3D-CNN was 
trained for 10 epochs with a learning rate of 0.001, using the 
Adam optimizer with categorical cross-entropy loss, employing 
a batch size of 8. The dataset's class imbalance was addressed 
by the use of class weights. 

 

Fig. 4. Proposed DAG-CNN architecture. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

596 | P a g e  

www.ijacsa.thesai.org 

1) Advantages of DAG-CNN over other architectures: The 

DAG structure enhances computational performance and 

minimizes redundancy in feature extraction compared to 

conventional CNN systems. In contrast to ResNets or 

DenseNets, which depend on unique skip connections, the 

DAG architecture offers a more universal approach for 

adaptive feature flow, especially advantageous for 3D data 

where spatial information is essential. 

The integration of CNN and SVM arises from the use of 
their complementing advantages: CNNs excel at extracting 
deep, hierarchical features, whilst SVMs are particularly 
proficient in classification problems involving tiny or 
unbalanced datasets. This is especially pertinent in the early 
identification of AD where the quantity of the information 
often poses a constraint. 

The CNN-SVM combination offers superior feature 
separation compared to end-to-end CNN classifiers, since 
SVM emphasizes optimizing the separation among classes in a 
high-dimensional space. This hybrid method guarantees that 
the retrieved characteristics are both deep and properly 
distinguished for classification, resulting in enhanced 
sensitivity and specificity. 

D. Framework of the Proposed DAG Based 3D-CNN with 

SVM Classifier 

The primary aim of this investigation is to improve upon 
existing approaches by modifying the architectures of CNNs to 
extract critical features and ML classifiers for accurate AD 
categorization. The proposed architecture shown in Fig. 5 has 
high capacity to produce innovative solutions that can 
efficiently detect Alzheimer's in its initial stages. 

The use of hybrid DAG 3D-CNN with an SVM classifier 
has been demonstrated to be a very efficient methodology for a 
diverse array of classification jobs. The superiority of the DAG 
3D-CNN with SVM lies in its hybrid nature. The proposed 
model by combining a CNN for characteristics extraction with 
an SVM for classification leverages the strengths of both 
techniques. The enhancement of classification performance, 
interpretability, and generalization ability is accomplished with 
the resilience of SVMs and the feature extraction capabilities 
of CNNs. Support Vector Machines (SVMs) use non-linear 
mechanisms and flexibility to enhance decision boundaries and 
accuracy, CNNs have a remarkable ability to obtain 
hierarchical and discriminative features from raw input data, 
which are crucial for identifying pathological changes 
associated with AD. Furthermore, the classifier incorporates 
the regularization properties of Support Vector Machines 
(SVMs), ensuring robustness against overfitting. The method 
shown in Fig. 5 depicts the flow of data through a hybrid DL 
and ML model for Alzheimer’s classification. 

The SVM is a popularly used ML methodology utilized for 
categorization tasks. The methodology is specifically 
formulated to ascertain the hyperplane that optimizes the 
degree of differentiation between observations that correspond 
to different classifications. The mathematical formulation of 
the decision function for Support Vector Machines (SVM) is: 

𝑓(𝑥) = 𝑠𝑖𝑔𝑛(𝑤. 𝑥 + 𝑏)  (1) 

 

Fig. 5. Proposed DAG-CNN with SVM classifier. 

where b is the bias factor, the weight vector is w, an input 
feature vector is x, and the sign function is denoted by sign(.). 
The distance between the nearest data point xi and the 
hyperplane known as support vectors is derived using the 
below Eq. (2). 

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑥𝑖, ℎ𝑦𝑝𝑒𝑟𝑝𝑙𝑎𝑛𝑒) =
|𝑤.𝑥𝑖+𝑏|

∥w
∥ (2) 

∥ w ∥= (w12 +  w22±. . . . . . . . . +wn^2)^1/2(3) 

where b is the bias factor, the weight vector is w, and ∥w∥ 
is the magnitude or Euclidean norm of weight vector and 
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calculated as shown in Eq. (3), an input feature vector in 𝑛-
dimensional space is xi. The margin is inversely proportional 
to the size of w. The main objective of SVM is to ascertain the 
ideal values of w and b coefficients that enable the attainment 
of the largest margin. The ideal values for the weight vector w 
and bias b are obtained by addressing an optimization problem 
that tries to increase the margin between classes while 
decreasing misclassification errors. In case of data that is not 
linearly separable, Support Vector Machines (SVM) include a 
slack variable xi for each data point. This variable allows for a 
certain degree of misclassification, striking a balance between 
maximizing the margin and minimizing errors. This results in 
an optimization problem in which the goal is to minimize the 
expression as shown in Eq. (3). 

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑥𝑖, ℎ𝑦𝑝𝑒𝑟𝑝𝑙𝑎𝑛𝑒) =
1

2
∥ w ∥2+ 𝐶. Σ xi  (4) 

where C determines the balance between the size of the 
margin and the penalty for misclassification. 

IV. RESULTS AND DISCUSSION 

Timely identification is crucial in effectively controlling 
and perhaps slowing down the progression of Alzheimer’s 
dementia, making it an essential area of investigation. Hence 
the primary objective of this current study is to develop a 
highly efficient hybrid AI model with the combination of 
DAG-CNN and SVM classifier that can identify AD by 
analyzing SMRI data. 

Both Classification and early detection of AD are 
accomplished by using the proposed DAG CNN and SVM 
framework, developed using MATLAB 2022b. 80% of pre-
processed images were utilized for training and 20% for 
validation. 

AD may be classified as four different phases: Preclinical 
(Normal Cognitive), Early MCI, Late MCI, and AD. This 
research study attempted on three distinct binary classifications 
under three case studies. 

 Case 1: EMCI Vs subjects with Normal Cognition 
(NC). This distinction is of utmost importance in 
detection of subjects in the initial stages of AD.  

 Case 2: EMCI with LMCI  

 Case 3: LMCI with AD 

Initially, this study involved in extracting the volumetric 
features manually using the ITK-SNAP[43] cloud-based 
application, specifically focused on SMRI images. Around 22 
volumetric characteristics were extracted from specific regions 
inside the hippocampus. These manually extracted features 
were fed as input for a SVM classifier,  which yeilded an 
accuracy of 88.4% for discriminating EMCI with Normal 
Cognitive (case 1 scenario), which triggered the use of CNN-
based automated feature extraction to achieve improved 
accuracy. Table I depicts the performance of an SVM model 
achieved for 22 manually extracted volumetric features shown 
in Table II from hippocampal subfields. The performance 
metrics are listed for SVM classifier. 

Next, a 2D-CNN was designed and used to analyze 2D 
slices of the SMRI images available in the ADNI and 

KAGGLE repository. On the Kaggle dataset, the 2D-CNN 
module without an SVM classifier demonstrated a 
classification accuracy of 90.17% in differentiating between 
NC and EMCI, 98.98% in differentiating between NC and AD, 
and 90.43% in differentiating between EMCI and LMCI. The 
accuracy in distinguishing between NC and EMCI, AD and 
NC, and EMCI and LMCI using the 2D-CNN architecture 
without an SVM classifier were 94.20%, 89.97%, and 82.17% 
respectively, for the ADNI dataset. The suggested DAG 2D-
CNN without the SVM classifier model's efficacy metrics for 
the Kaggle and ADNI datas+ets are presented in Table III. 

However, since the accuracy was not optimal for all cases, 
the proposed CNN architecture with 2D layers was converted 
into 3D layers which is capable of processing the complete 
volumetric SMRI data and capturing the spatial connections 
inside the brain's structure to enhance the model’s capability to 
accurately diagnose the Alzheimer's in early-stage. The 
suggested DAG 3D-CNN without the SVM classifier model's 
efficacy metrics for the ADNI dataset are presented in 
Table IV. The accuracy in distinguishing between NC and 
EMCI, AD and NC, and EMCI and LMCI using the 3D-CNN 
architecture without an SVM classifier were 96.86%, 90.45%, 
and 96.67% respectively, for the ADNI dataset. 

The proposed DAG 3D-CNN with SVM classifier 
outperforms the 2D and 3D-CNN modules. With the ADNI 
dataset, the hybrid DAG 3D-CNN with the SVM model is 
97.67 per cent accurate. Tables V and VI provide the 
performance outcomes of the hybrid DAG 3D-CNN with SVM 
classifier and the comparison of SVM model, 2D-CNN for 
ADNI and KAGGLE datasets & 3D-CNN with and without 
SVM models, respectively, to identify the Alzheimer's at an 
initial stage. The comparative analysis of different models and 
their performance for the ADNI and KAGGLE dataset is 
shown in Table VI. This evaluation considered five regions of 
interest (ROIs). 

TABLE I.  PERFORMANCE EVALUATION OF THE SVM CLASSIFIER FOR 

MANUALLY EXTRACTED VOLUMETRIC FEATURES OF HIPPOCAMPAL 

SUBFIELDS USING ITK-SNAP FOR ADNI DATASET 

Classification Accuracy Precision Sensitivity F1 Score 

NC with EMCI 88.40 86.60 94.00 0.90 

EMCI with LMCI 80.40 80.70 80.40 0.80 

LMCI with AD 86.00 94.00 78.00 0.85 

Table I and Fig. 6 displays the efficacy metrics of an SVM 
classifier used for categorizing various phases of AD. The 
classification is determined by analysing 22 volumetric 
characteristics extracted from hippocampus subfields using the 
ITK-SNAP[43] tool, which are depicted in Table II. The 
classifier achieved 88.40% accuracy in differentiating EMCI 
from NC. The classification model achieved a precision of 
86.60%, a sensitivity of 94.00%, and an F1 score of 0.90. 
These findings demonstrate that the classification method is 
very successful in identifying Alzheimer's in its first stages. 
Nevertheless, although achieving satisfactory outcomes, the 
accuracy remains inferior to the findings reported in the 
research literature. Thus, to improve the precision and efficacy 
of prompt identification, our research study has shifted to 
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CNN-based automated feature extraction, yielding superior 
outcomes. 

 

Fig. 6. Performance metrics of SVM classifier. 

TABLE II.  VOLUMETRIC FEATURES EXTRACTED FROM THE 

HIPPOCAMPUS SUBFIELDS FOR EARLY DETECTION AND CLASSIFICATION 

FROM ADNI DATASET 

22 Volumetric Features extracted from the hippocampus subfields 

Sl. 

No. 
Left Hippo 

Sl. 

No. 
Right Hippo 

1 
Left CA1 (Corno Ammonis 

1) 
12 Right CA1 (Corno Ammonis 1) 

2 Left CA2  13 Right CA2 

3 Left CA3 14 Right CA3 

4 Left DG (Dentate Gyrus) 15 Right DG (Dentate Gyrus) 

5 Left Tail 16 Right Tail 

6 Left Sub (Subiculum) 17 Right Sub (Subiculum) 

7 Left Erc (Entorhinal Cortex) 18 Right Erc (Entorhinal Cortex) 

8 Left A35 19 Right A35 

9 Left A36 20 Right A36 

10 
Left Phc (Parahippocampal 

Cortex) 
21 

Right Phc (Parahippocampal 

Cortex) 

11 Left Cysts  22 Right Cysts  

The hippocampus has morphologically and functionally 
diverse subfields that differ in AD susceptibility. Early AD 
begins with tau buildup and neuronal loss in CA1.Though 
seldom studied, recent findings suggest CA2 role in social 
memory and pathological changes in AD. CA3 and Dentate 
Gyrus (DG) are Essential for pattern separation. structural 
changes may cause early cognitive impairment. The entorhinal 
cortex (ERC) and perirhinal cortex (PHC), which are crucial 
for hippocampal input and output, are among the first areas to 
atrophy in AD. Object recognition and memory encoding 
depend on the perirhinal cortex near the hippocampus. Since 
A35 and A36 allow hippocampus-cortical memory network 
connection, neurodegeneration in these regions corresponds 
with cognitive difficulties in early AD. Recent studies show 

that volumetric abnormalities in these regions suggest 
pathogenic processes like tau accumulation, and include them 
in the feature set improves sensitivity to early AD changes. 
Fluid-filled hippocampal cysts may suggest neurodegenerative 
processes including gliosis or vascular changes. Cystic 
changes, seldom seen in AD, may be linked to structural 
atrophy in nearby hippocampus subfields, improving 
hippocampal health assessment. 

TABLE III.  COMPARISON OF THE EFFICACY OF THE PROPOSED DAG 2D-
CNN CLASSIFIER ON THE ADNI AND KAGGLE DATASETS 

Classification dataset Accuracy Precision Sensitivity 
F1 

Score 

NC with EMCI 

adni 

94.20 96.43 91.80 0.94 

EMCI with 

LMCI 
82.13 97.63 65.87 0.79 

LMCI with AD 89.97 88.50 91.87 0.90 

NC with EMCI 

kaggle 

90.17 86.86 87.05 0.87 

EMCI with 

LMCI 
90.43 89.82 97.54 0.94 

LMCI with AD 98.98 98.97 100.00 0.99 

Table III presents a comparison of the efficiency of the 
proposed framework on two datasets, namely ADNI and 
Kaggle. The results are shown in Fig. 7(a) and 7(b).  The 
model is evaluated by measuring its performance metrics 
across three classification tasks: distinguishing EMCI from 
NC, LMCI from AD, and EMCI from LMCI. The model 
achieves high accuracy on both datasets for distinguishing 
EMCI from NC, with the ADNI dataset slightly outperforming 
the Kaggle dataset. The model shows very high accuracy and 
F1 score, especially on the Kaggle dataset, indicating excellent 
efficacy in differentiating LMCI from AD. The model 
performs the lowest on this classification for distinguishing 
EMCI from LMCI, particularly on the ADNI dataset, where 
sensitivity is much lower compared to the Kaggle dataset. 
Overall, the model demonstrates strong performance in 
distinguishing NC from AD, with somewhat lower 
performance for differentiating EMCI from LMCI 
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(b) 

Fig. 7. (a) Performance metrics of 2D-CNN for ADNI data (b) Performance 

metrics of 2D-CNN for Kaggle. 

TABLE IV.  PERFORMANCE OF PROPOSED HYBRID DIRECTED ACYCLIC 

GRAPH 3D-CNN CLASSIFIER FOR ADNI DATASET 

Classification Accuracy Precision Sensitivity F1 Score 

NC with EMCI 96.86 100 95.04 0.97 

EMCI with LMCI 90.45 94.42 90.50 0.92 

LMCI with AD 96.66 96.87 96.66 0.96 

Table IV shows the efficiency metrics of the suggested 
DAG 3D-CNN model for the ADNI dataset. The model 
demonstrates strong performance in distinguishing EMCI from 
NC and has achieved an accuracy of 96.86%. The model has 
remarkable performance, achieving perfect precision, a 
sensitivity of 95.04%, and an F1 Score of 0.97%. The model 
efficacy metrics are plotted and shown in Fig. 8. 

 

Fig. 8. Performance metrics of 3D-CNN. 

TABLE V.  PERFORMANCE OF PROPOSED HYBRID DIRECTED ACYCLIC 

GRAPH 3D-CNN WITH SVM CLASSIFIER FOR ADNI DATASET 

Classification Accuracy Precision Sensitivity F1 Score 

NC with EMCI 97.67 94.12 98.60 0.96 

EMCI with LMCI 98.33 96.86 96.86 0.96 

LMCI with AD 100 100 96.67 0.98 

Table V shows the efficiency metrics of the suggested 
DAG 3D-CNN with the SVM classifier model for the ADNI 
dataset. The model demonstrates strong performance in 

distinguishing EMCI from NC and has achieved an accuracy of 
97.67%. The model has remarkable performance, achieving 
perfect precision, a sensitivity of 98.60%, and an F1 Score of 
0.96%. The model efficacy metrics are plotted and shown in 
Fig. 9. 

 

Fig. 9. Performance metrics of 3D-CNN with SVM. 

TABLE VI.  COMPARATIVE ANALYSIS OF THE PROPOSED MODELS FOR 

EARLY DETECTION OF AD 

Method Accuracy Precision Sensitivity 
F1 

Score 

SVM with manually 

extracted features (ADNI) 
   88.40 86.60 94.00 0.90 

2D-CNN (Kaggle)    90.17 86.86 87.05 86.96 

2D-CNN (ADNI)    94.20 96.43 91.80 94.06 

DAG 3D-CNN (ADNI)    96.86 100 95.04 0.97 

DAG 3D-CNN with SVM 

(ADNI) 
   97.67 94.12 98.60 0.96 

Table VI displays the performance measures for five 
distinct models employed in the early identification and 
categorization of AD. An SVM classifier with manually 
extracted features achieved 88.40% accuracy in discriminating 
early MCI with normal cognitive. The 2D-CNN model 
achieved a 90.17% accuracy when trained on Kaggle data. 
However, when trained on ADNI data, the same model 
performed better, with an accuracy of 94.20%. The DAG 3D-
CNN model achieved a 96.86% accuracy when trained on 
ADNI data. The DAG 3D-CNN with SVM classifier surpassed 
all other models, with an accuracy of 97.67%. The five distinct 
model’s Accuracy values are plotted and shown in Fig. 10. 

 

Fig. 10. Performance metrics of the proposed models. 
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TABLE VII.  THE ACCURACY COMPARISON OF PROPOSED MODEL WITH 

VARIOUS ALGORITHMS FOR EARLY ALZHEIMER’S DISEASE DETECTION 

Ref. No. 
Dataset 

used 
Algorithms used Accuracy 

B. K. Choi et al. [32] 

Adni 

2D-CNN 78.1% 

M. Ghazal et al. [33] 
3D deeply supervised 

adaptable CNN 
93.2% 

S. Basaia et al. [34] DL and CNN 87.1% 

C. Feng et al. [35] 
3D-CNN & FSBi-

LSTM. 
86.36% 

Archana B et al. [36] CNN 95.82% 

R. Joshi et al. [37] Densenet-169 91.80% 

C. Kaur et al. [38] Random Forest 86.24% 

S. Samanta et al. [39] CNN 85.73% 

B. Kumar Yadav et al. 
[40] 

CNN 94.57% 

A. J. Nair et al. [41] VGG 90.34% 

F. Hajamohideen et al. 
[42] 

Siamese CNN 91.83%  

Proposed model  
SVM with manually 

extracted features 
88.40% 

Proposed model  Kaggle 2D-CNN 90.17% 

Proposed model  

Adni 

2D-CNN 94.20% 

Proposed model 3D-CNN with DAG 96.86% 

Proposed model  
3D-CNN with DAG 

and SVM classifier 
97.67% 

Table VII presents a comparison of the efficiency of several 
methods for the ADNI and Kaggle datasets. The suggested 
model, which used a 3D-CNN combined with an SVM 
classifier, produced an impressive accuracy of 97.67%, 
Additional models, such as 3D-CNN without SVM attained 
96.86% and those using 2D-CNNs, achieved high performance 
as well, with accuracies of 94.2% for ADNI and 90.17% for 
the Kaggle dataset respectively. The comparison clearly 
illustrates the better efficacy of the suggested approach, 
especially the DAG 3D-CNN with the SVM classifier, which 
attains the best accuracy of 97.67%. The performance metrics 
of various algorithms are plotted and shown in Fig. 10. 

A. Discussion 

This research aimed to create and assess sophisticated DL 
methodologies for the early identification of AD via SMRI 
datasets, employing both 2D and 3D CNN architectures in 
conjunction with an innovative integration of SVM classifiers. 
The suggested strategies shown substantial improvements in 
classification accuracy relative to current approaches in the 
literature. 

Numerous recent researches have used DL methodologies 
for the categorization of AD, resulting in differing degrees of 
efficacy. B. K. Choi et al. [32] used a 2D-CNN, attaining an 
accuracy of 78.1%, hence underscoring the constraints of 
conventional 2D convolutional techniques. Advanced models, 
such as the 3D deeply supervised adaptive CNN by M. Ghazal 
et al. [33], demonstrated an accuracy of 93.2%, while 
frameworks like FSBi-LSTM integrated with 3D-CNN by C. 
Feng et al. [35] attained 86.36% accuracy. 

The suggested 3D-CNN using a DAG architecture attained 
an accuracy of 96.86%, surpassing the majority of documented 
research. The integration with an SVM classifier enhanced 
performance to 97.67%, establishing a new standard in AD 
classification accuracy, exceeding prior benchmarks 
established by models such as Densenet-169 (91.80%) by R. 

Joshi et al. [37] and Siamese CNN (91.83%) by F. 
Hajamohideen et al. [42]. This notable improvement is due to 
the DAG architecture's capacity to capture complex spatial 
information in SMRI data and the SVM's effective decision 
boundary optimization. The results indicate the capability of 
automated systems to offer dependable assistance in clinical 
decision-making for the early identification of AD. 

B. Clinical Significance of the Findings 

1) Early diagnosis: Our approach, integrating 3D-CNN 

with SVM for the early identification of AD, facilitates 

diagnosis in its first stages, perhaps prior to the onset of 

clinically observable cognitive impairment. Early identification 

is essential for prompt interventions, such cognitive therapy or 

pharmaceutical treatments, which may decelerate illness 

development. 

2) Customized therapy: By pinpointing certain parts of the 

hippocampus afflicted in initial phases of AD, our approach 

may facilitate the development of individualized therapy 

techniques, focusing on the brain areas most severely impacted 

by the condition. 

3) Monitoring illness progression: The volumetric 

alterations in the hippocampus subfields may function as 

biomarkers for assessing illness progression over time, 

providing a non-invasive instrument for doctors to evaluate 

treatment effectiveness and disease trajectory. The 

methodology may be applicable. 

V. CONCLUSION 

This research work introduces a novel method for the 
timely identification of AD via Structural MRI images. The 
proposed strategy utilizes deep neural networks i.e. DAG 3D-
CNN for significant characteristic features extraction followed 
by SVM as a classifier. The model is trained and assessed by 
employing the Kaggle and ADNI datasets. For the Kaggle and 
ADNI datasets, the 2D-CNN module being evaluated offered 
an accuracy of 90.17% and 94.20%, 3D-CNN without SVM 
offered an accuracy of 96.86% and the hybrid 3D-CNN 
module with SVM classifier presented a superior accuracy of 
97.67% in detecting EMCI subjects, respectively. This proves 
that the hybrid framework is relatively good and suitable for 
early detection and classification for all three case studies dealt 
in this research work. The efficacy of the suggested DAG 3D-
CNN with SVM classifier technique in early Alzheimer's (AD) 
diagnosis shall be improved by training the network with 
additional clinical information, and by enhancing the number 
of ROIs used in the study. 

A. Limitations and Future Work 

This study, like other studies, has certain limitations that 
must be acknowledged. The sample size and insufficient 
demographic diversity may restrict the model's generalizability 
to wider groups. Subsequent research should use bigger and 
more heterogeneous datasets to corroborate the model's 
resilience across other demographics. Secondly, while this 
work used a 3D-CNN for SMRI data, the integration of other 
imaging modalities like PET and fMRI might significantly 
improve classification accuracy and diagnostic capabilities. 
Despite these constraints, this work establishes a significant 
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basis for enhancing automated detection techniques for AD and 
highlights critical avenues for further research. 

Future research areas include investigating multimodal 
fusion by integrating SMRI with other imaging techniques like 
PET and fMRI, so offering a more holistic perspective on AD 
pathology and enhancing model efficacy. Furthermore, using 
longitudinal research to observe temporal changes may 
facilitate the building of prediction models capable of both 
early detection of AD and monitoring its advancement. 
Incorporating clinical data, including cognitive scores and 
genetic information, might significantly improve the model's 
accuracy and personalization, allowing more customized 
treatment strategies for AD patients. Ultimately, exploring 
other DL methodologies, such attention processes or 
reinforcement learning, might enhance model efficacy in 
intricate neuroimaging tasks. 
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Abstract—Coastal monitoring is vital in environmental 

management, disaster mitigation, and addressing climate change 

impacts. Traditional methods are time-consuming and error-

prone, prompting the need for innovative systems. This study 

introduces the Coastal Video Monitoring System (CoViMos), a 

novel framework for real-time shoreline detection in tropical 

regions, specifically at Kedonganan Beach, Bali. The CoViMos 

framework utilizes advanced video monitoring and optimized 

morphological operations to address challenges such as 

environmental noise and dynamic shoreline behavior. Key 

innovations include Kapur’s entropy thresholding enhanced with 

the Grasshopper Optimization Algorithm (GOA) and structuring 

elements tailored to the beach’s unique features. Sensitivity 

analysis reveals that a structuring element size of five pixels offers 

optimal performance, balancing efficiency, and image fidelity. 

This configuration achieves peak values in quality metrics such as 

the Peak Signal-to-Noise Ratio (PSNR), Structural Similarity 

Index (SSIM), Complex Wavelet SSIM (CWSSIM), and Feature 

Similarity Index (FSIM) while minimizing Mean Squared Error 

(MSE) and reducing processing time. The results demonstrate 

significant improvements in shoreline detection accuracy, with 

PSNR increasing by 9.3%, SSIM by 1.4%, CWSSIM by 1.7%, and 

FSIM by 1.6%. Processing time decreased by 1.3%, emphasizing 

the system’s computational efficiency. These enhancements ensure 

more precise shoreline mapping, even in noisy and dynamic 

environments. 

Keywords—Coastline detection; image processing; Video 

Monitoring System (CoViMoS); morphological operations 

I. INTRODUCTION 

Coastal monitoring plays a critical role in environmental 
management, disaster preparedness, and marine resource 
protection [1], [2], [3]. Effective monitoring systems rely 
heavily on accurately detecting and analyzing coastal lines, 
which are inherently dynamic due to erosion, tidal variations, 
and climate change. Traditional methods of coastline monitoring 
involve manual interpretation of satellite images and field 
surveys, which are time-consuming, prone to human error, and 
less effective in real-time scenarios [4], [5]. These limitations 
necessitate automated and robust systems that leverage 
advanced image processing techniques for accurate coastline 
detection. 

Kedonganan Beach in Bali is a complex and dynamic 
ecosystem shaped by natural forces like tides, waves, sediment 
deposition, and human activities, including tourism, fishing, and 
urban development. Effective shoreline detection and 
monitoring are critical for sustainable coastal management, 

disaster mitigation, and environmental preservation. However, 
accurate shoreline detection presents significant challenges due 
to the dynamic and irregular nature of tropical coastlines, 
ecological noise (e.g., glare, wave foam, or debris), and the 
limitations of existing image processing techniques [6], [7]. 
Addressing these challenges requires an innovative and adaptive 
approach that can handle the unique complexities of coastal 
environments. 

To overcome these challenges, this research introduces a 
novel framework called the Coastal Video Monitoring System 
(CoViMos), specifically designed to monitor and analyze 
shoreline dynamics in tropical coastal areas. The CoViMos 
framework utilizes video monitoring as its foundation, enabling 
continuous visual data capture over time. Unlike traditional 
static image-based approaches, CoViMos offers dynamic and 
real-time insights into shoreline behavior, making it particularly 
useful for understanding the effects of seasonal changes, storm 
events, and anthropogenic activities on the shoreline. This 
framework serves as the backbone of the methodology, 
facilitating the acquisition, preprocessing, and segmentation of 
coastal imagery to detect and map the shoreline accurately. 

Recent advancements in image processing have focused on 
enhancing feature extraction using techniques like edge 
detection, segmentation, and morphological operations [8], [9], 
[10]. The Canny Edge Detector, for instance, is widely 
recognized for its ability to detect edges with minimal noise. 
Still, its effectiveness diminishes in noisy and low-contrast 
environments common in coastal imagery. Morphological 
operations, particularly when utilizing structuring elements, 
have shown promise in addressing these challenges by refining 
edges, enhancing feature continuity, and suppressing noise. 
However, existing research primarily focuses on static image 
datasets, leaving a gap in the context of real-time video 
monitoring systems for dynamic coastal environments. 
Additionally, there is limited exploration of optimal structuring 
element configurations, such as size and shape, to balance signal 
quality, structural similarity, and computational efficiency. 

The post-segmentation process in this study plays a pivotal 
role in refining the results obtained from CoViMos. 
Segmentation isolates the shoreline from other features in 
coastal imagery, such as wave crests, foam, and reflections, 
which can often distort detection accuracy. Following the 
segmentation process, post-processing techniques are applied to 
clean up noise and enhance the delineation of the shoreline 
boundary. This step ensures that the detected shoreline 
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accurately represents the true physical boundary between land 
and water, even under challenging conditions like high tidal 
activity or environmental noise. 

Studies by Kaur and Singh [11] demonstrate the potential of 
structuring elements in improving the Peak Signal-to-Noise 
Ratio (PSNR) and Structural Similarity Index (SSIM). 
However, their focus has been largely theoretical, lacking 
practical application to real-world dynamic systems like 
coastline monitoring. This research addresses these gaps by 
integrating structuring element morphological operations into a 
real-time video monitoring framework and conducting a 
comprehensive sensitivity analysis of structuring element 
configurations. 

A major innovation of this research lies in enhancing 
morphological operations during the post-segmentation process. 
Morphological operations, such as dilation and erosion, are 
widely used in image processing to refine object boundaries 
[12], [13], [14]. However, traditional approaches often rely on 
generic structural elements, such as rectangular or circular 
shapes, which are inadequate for capturing tropical shorelines' 
irregular and dynamic patterns. In this study, a tailored structural 
element morphology is developed to address these limitations. 
These structural elements are designed based on the specific 
characteristics of Kedonganan Beach, considering the curvature 
of waves, sedimentary features, vegetation interference, and 
other coastal-specific patterns. By optimizing the shape, size, 
and orientation of the structural elements, the proposed 
methodology significantly improves the accuracy of 
morphological operations, enabling more precise shoreline 
detection. 

The CoViMos framework, combined with optimized post-
segmentation processes and advanced structural element 
morphology, offers a comprehensive solution to the challenges 
of shoreline detection in tropical coastal environments. This 
research's contribution lies in its ability to enhance the 
robustness and precision of shoreline mapping, even in the 
presence of high environmental variability and noise. 
Furthermore, the novelty of the tailored structural elements 
provides a scalable approach that can be adapted to other coastal 
regions with similar complexities. 

By addressing existing gaps in traditional shoreline detection 
methods, this study advances the state of the art in coastal 
monitoring technologies and provides practical benefits for 
coastal management. The insights derived from the improved 
shoreline detection process can be used to support decision-
making in areas such as erosion control, habitat conservation, 
and disaster risk reduction. Ultimately, integrating the CoViMos 
framework and innovations in morphological operations will 
contribute to developing a reliable and adaptive tool for 
sustainable coastal management, focusing on tropical regions 
like Kedonganan Beach. 

II. RESEARCH METHODS 

A. Study Area 

Kedonganan Beach, located in southern Bali, Indonesia, is a 
renowned coastal area known for its pristine beauty, vibrant 
seafood market, and traditional fishing activities. The beach, 
part of Bali's western coastline along the Indian Ocean, holds 

significant cultural and economic importance due to its role as a 
tourist hotspot and a hub for local livelihoods. Its sandy shores, 
shallow waters, and adjacent coastal vegetation make it a 
dynamic environment influenced by natural processes like tides, 
wave actions, seasonal weather patterns, and human activities 
such as urban development and tourism infrastructure. 

Research on coastline detection at Kedonganan Beach is 
crucial for several reasons. The area is prone to coastal erosion 
and accretion, and understanding these changes is vital for 
sustainable coastal management. Accurate mapping of the 
coastline supports the preservation of the beach’s aesthetic 
appeal, which is essential for tourism, and helps ensure the 
stability of local fishing activities. 

 

Fig. 1. Study area. 

B. Research Data and Tools 

The dataset used in this study is derived from camera video 
monitoring data captured in the Kedonganan tower, as seen in 
Fig. 1. The time-exposure method converts the video data into 
images using MATLAB. The camera's specifications are in 
Table I. 

TABLE I. CAMERA SPECIFICATION 

Specifications 

Model CS-EB8 (3MP,4GA) 

Lens 
Viewing angle: 100° (Diagonal), 83° 

(Horizontal), 44° (Vertical) 

Max Resolution 2304 x 1296 

Frame Rate 
Max. 15fps; Self-Adaptive during network 

transmission 

Video Compression H.265 / H.264 
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C. Coastline Video Monitoring System Framework 

(CoViMoS) 

The CoViMos framework (Fig. 2) begins with acquiring 
coastal video footage, a widely used tool for shoreline 
monitoring due to its ability to capture temporal changes in 
shoreline position [15]. Coastal videos provide continuous 
spatial coverage and are suitable for extracting shoreline 
positions in dynamic coastal environments [16]. The video 
frames are pre-processed to generate composite images, such as 
time-averaged (Timex) images, that minimize noise from 
transient waves. 

 
Fig. 2. CoViMos framework. 

1) Pre-Segmentation: The video frames are processed in 

this phase to improve image quality and align them with real-

world spatial references. Timex images are generated to create 

a stable representation of coastal features, removing the effects 

of wave activity. Camera calibration ensures geometric 

accuracy by correcting lens distortions, while image correction 

adjusts brightness, contrast, and noise for improved clarity. 

Lastly, image georectification aligns the image with geographic 

coordinates, enabling precise spatial analysis [15]. 

2) Segmentation: Segmentation identifies the shoreline by 

separating the foreground (shoreline) and background (sea or 

land). Kapur's entropy-based thresholding is widely used in 

image processing, as it maximizes inter-class variance based on 

pixel intensity distributions [17], [18], [19]. The Grasshopper 

Optimization Algorithm (GOA) is employed to enhance 

threshold optimization. GOA is inspired by swarm intelligence 

and has demonstrated robust performance in solving complex 

optimization problems in image processing [20], [21], [22]. 

This step ensures accurate shoreline delineation by optimizing 

the thresholds derived from Kapur's method. 

3) Post-Segmentation: Post-segmentation refines the 

results by applying advanced image processing techniques. 

Binarization converts the segmented image into a binary format 

for clarity. Morphological operations, such as dilation, fill gaps 

and enhance connectivity in the segmented shoreline. The 

Canny edge detection algorithm detects firm edges, often 

indicative of shoreline boundaries [23], [24], [25]. 

Additionally, the Region of Interest (ROI) is defined as 

focusing on areas where shoreline features are most prominent, 

reducing noise from irrelevant regions. 

4) Shoreline extraction: The final shoreline is extracted by 

combining the outputs from segmentation and post-

segmentation. Binary and morphology-processed images 

ensure a well-defined shoreline, while edge detection sharpens 

the boundary. The extracted shoreline can be visually validated 

and used for further analysis by overlaying the ROI on the 

original image. 

5) Enhancement of coastline video monitoring system 

Framework Using Structuring Element Morphological 

Operations. 

Morphological operations, such as dilation, are applied to 
the binary image to refine its features. Dilation, which uses a 
structuring element (SE), expands the boundaries of foreground 
objects, bridging gaps and filling small holes. This process is 
beneficial for connecting fragmented coastline features that 
may arise due to noise or irregularities in the segmented image. 
Devkota et al. [26] emphasize that morphological operations 
enhance the shape and structure of binary objects in image 
analysis. By using an appropriate SE, dilation ensures that the 
coastline features are continuous and prominent, enabling more 
accurate detection in subsequent steps (Fig. 3). 

 
Fig. 3. Flowchart (Coastline features). 

Enhancing coastline video monitoring systems using 
structuring element morphological operations offers several 
benefits, particularly for improving detection accuracy and 
handling complex environments. These operations, such as 
dilation, erosion, and the morphological gradient, refine image 
edges and contours by removing noise, filling gaps, and 
enhancing the continuity of detected lines. This is especially 
crucial in coastal settings where irregular patterns arise due to 
tides, vegetation, and human activities. Moreover, the 
lightweight computational nature of morphological operations 
makes them suitable for real-time processing, enabling dynamic 
monitoring of changing coastal conditions. These operations 
ensure more precise and reliable line detection by reducing 
environmental noise, such as reflections from water surfaces or 
shadows. They can also be effectively integrated with advanced 
image processing techniques, like edge detection algorithms 
(e.g., Sobel, Canny) and machine learning models, to enhance 
their performance further [27], [28]. Scientific literature 
highlights the benefits of morphological operations in edge 
detection and image analysis. 

D. Performance Analysis of Coastline Video Monitoring 

Systems 

The Performance Analysis of Coastline Video Monitoring 
Systems involves evaluating the system's ability to accurately 
detect shorelines and assess video quality through several key 
performance metrics. The Peak Signal-to-Noise Ratio (PSNR) 
measures the quality of the detected shoreline by comparing the 
detected video to the ground truth, where higher PSNR values 
indicate less noise and better preservation of the original 
shoreline. The Structural Similarity Index (SSIM) provides a 
more perceptually accurate measure of image quality by 
assessing the similarity in structural elements such as luminance, 
contrast, and texture between the detected and ground truth 
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images. For further accuracy, the Complex Wavelet SSIM (CW-
SSIM) incorporates wavelet transforms, making it robust against 
small distortions and shifts in video frames, allowing for a more 
detailed evaluation of shoreline detection. The Feature 
Similarity Index Measure (FSIM) also focuses on low-level 
image features like phase congruency and gradient magnitude, 
offering an in-depth analysis of how well the system preserves 
critical shoreline features. Lastly, the Execution Time metric 
assesses the system's processing speed, which is crucial for 
applications requiring real-time or near-real-time performance. 

PSNR measures the ratio between a signal's maximum 
possible power and noise's power. Higher PSNR indicates better 
quality. PSNR equation is shown in Eq. (1). 

𝑃𝑆𝑁𝑅 = 10 − log10 (
𝑀𝐴𝑋2

𝑀𝑆𝐸
)

Where: 

● MAX is the maximum pixel intensity value (e.g., 255 for 
8-bit images). 

● MSE is the Mean Squared Error between the detected 
and ground truth shorelines. The MSE equation is shown 
in Eq. (2). 

𝑀𝑆𝐸 =
1

𝑁
∑ (𝑋𝑖 − 𝑌𝑖)

2𝑁
𝑖=1   

Xi and Yi are pixel intensities at location in the detected and 
ground truth images. 

FSIM assesses similarity based on low-level features like 
phase congruency (PC) and gradient magnitude (GM). FSIM 
equation shown in Eq. (3). 

𝐹𝑆𝐼𝑀 = (𝑥, 𝑦) =
∑ 𝑃𝐶𝑖𝑖  .  𝑆𝐺𝑀(𝑥𝑖,𝑦𝑖)

∑ 𝑃𝐶𝑖𝑖


Where: 

● ∑ 𝑃𝐶𝑖𝑖  Is phase congruency at pixel i. 

● 𝑆𝐺𝑀(𝑥𝑖 , 𝑦𝑖) Is gradient magnitude similarity at pixel i. 

SSIM measures the structural similarity between two 
images. It is defined as Eq. (4). 

𝑆𝑆𝐼𝑀(𝑥, 𝑦) =
(2𝜇𝑥𝜇𝑦+𝐶1)(2𝜎𝑥𝑦+𝐶2)

(𝜇𝑥
2+𝜇𝑦

2+𝐶1)(𝜎𝑥
2+𝜎𝑦

2+𝐶2)


Where: 

● 𝜇𝑥, 𝜇𝑦 is the mean intensities of x and y. 

● 𝜎𝑥
2, 𝜎𝑦

2 is variances of x and y. 

● 𝜎𝑥𝑦 is covariance of x and y. 

● 𝐶1, 𝐶2are small constants to stabilize the division. 

CW-SSIM compares two images in the wavelet domain, 
providing robustness to small translations and distortions. The 
equation is shown in Eq. (5). 

𝐶𝑊 − 𝑆𝑆𝐼𝑀(𝑥, 𝑦) =
|∑ 𝑥𝑦 .�̅��̅�𝑘 |

√∑ |𝑥𝑘|2
𝑘 .∑ |𝑦𝑘|2

𝑘
        (5) 

Where: 

● 𝑥𝑦 , 𝑦𝑘 Are complex wavelet coefficients of the two 

images 

● �̅��̅� Is conjugate of 𝑦𝑘  

III. RESULT AND DISCUSSION 

A. Sensitivity Analysis in Structure Element Morphology 

Operation 

Sensitivity analysis aims to evaluate how variations in 
specific features of the structuring element by pixel 
configuration changes impact morphological operations' 
outcomes. This process seeks to assess robustness by comparing 
the performance of the morphological operation under various 
configurations across multiple images. For this analysis, five 
trials were conducted using structuring elements of five different 
line lengths that are 2, 4, 5, 10, 15. 

1) Peak Signal-to-Noise Ratio (PSNR): Fig. 4 shows the 

relationship between Peak Signal-to-Noise Ratio (PSNR) and 

pixel values, showcasing a decline in PSNR as pixel values 

increase. PSNR, commonly measured in decibels (dB), is a 

standard metric used to evaluate the quality of image 

reconstruction or compression by quantifying the similarity 

between an original and a distorted image. Higher PSNR values 

typically indicate better image quality. According to the data 

presented, the PSNR reaches its maximum value of 27.0245 dB 

at pixel 5, while the lowest value, 21.9970 dB, occurs at pixel 

20. This trend aligns with findings in the literature, where an 

increase in pixel distortion or noise levels is often associated 

with a decline in PSNR, as documented by Elat et al. [29]. Such 

behavior highlights the sensitivity of PSNR to variations in 

noise and distortion, which is crucial in applications such as 

image compression, denoising algorithms, and watermarking. 

Additionally, the drop in PSNR with increasing pixel values 

underscores the trade-off between data modification and image 

quality, a phenomenon explored extensively in studies on 

adaptive filtering [30]. 

 

Fig. 4. Peak Signal-to-Noise Ratio (PSNR). 

2) Mean Square Error (MSE): Fig. 5 shows the Mean 

Squared Error (MSE) values for various pixel levels, 

showcasing the relationship between pixel modifications and 

image distortion. MSE, a metric used to quantify the average 
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squared difference between the original and distorted image, 

increases as the level of distortion rises. At pixel 0, the MSE is 

166.0989, which decreases to its lowest value of 129.0117 at 

pixel 5, indicating minimal error. However, as pixel values 

increase, the MSE rises significantly to 219.1567 at pixel 10, 

379.5442 at pixel 15, and reaches its maximum of 410.5653 at 

pixel 20. This trend demonstrates that greater pixel variations 

result in higher distortion levels, as reflected by the increase in 

MSE. These findings align with established principles in image 

processing, where MSE effectively measures degradation, 

making it a critical tool for evaluating image quality and the 

impact of noise or modifications. 

 
Fig. 5. Mean Square Error (MSE). 

This trend indicates that the structural element size 
significantly impacts the error, with excessively small or large 
elements introducing more inaccuracies. The structural element 
of 5 pixels offers the best balance, minimizing error while 
maintaining quality. Such insights are critical in fields like 
image processing, where optimizing structural element size is 
essential for tasks like filtering, reconstruction, or 
morphological operations. 

3) Structural Similarity Index (SSIM): Fig. 6 shows the 

relationship between the Structural Similarity Index (SSIM) 

and pixel values, highlighting the effect of pixel variations on 

image quality. SSIM, a widely used metric for evaluating image 

quality by measuring structural similarity, ranges from 0 to 1, 

with values closer to 1 indicating higher similarity. According 

to the data, the SSIM value peaks at 0.9171 for pixel 5, 

indicating the highest image quality. At pixel 0, the SSIM is 

0.9138, slightly lower than the maximum. However, as pixel 

values increase, the SSIM steadily decreases, dropping to 

0.9044 at pixel 10, 0.8782 at pixel 15, and the lowest value, 

0.8646, at pixel 20. This trend aligns with findings in image 

processing literature, where higher noise or pixel alterations 

typically reduce structural similarity, resulting in a perceptible 

degradation of image quality. Such analysis highlights the 

sensitivity of SSIM to changes in pixel values, reinforcing its 

importance as a robust metric for evaluating image fidelity. 

 
Fig. 6. Structural Similarity Index (SSIM). 

4) Complex Wavelet Structural Similarity Index 

(CWSSIM): Fig. 7 shows the relationship between the Complex 

Wavelet Structural Similarity Index (CWSSIM) and varying 

pixel perturbation levels. CWSSIM, a metric designed to 

evaluate structural similarity in images or signals, shows a 

noticeable trend: as the pixel perturbation increases, the 

CWSSIM values decline, indicating reduced structural 

similarity between the reference and perturbed data. The 

CWSSIM is highest at 5 pixels (0.9749), reflecting maximum 

structural similarity, but progressively decreases, reaching its 

lowest value of 0.8159 at 20 pixels. This demonstrates the 

metric's sensitivity to structural changes caused by pixel 

perturbation. 

 

Fig. 7. Structural Similarity Index (CWSSIM). 

The behavior observed in the graph aligns with findings in 
the literature. Yan et al. [31] introduced the Structural Similarity 
Index (SSIM) to measure perceptual image quality based on 
luminance, contrast, and structure. CWSSIM extends this 
approach into the wavelet domain, enabling it to capture 
structural variations effectively at multiple resolutions. Zhang 
[32] highlighted that wavelet-based similarity indices like 
CWSSIM are highly responsive to image distortions and offer 
robust mechanisms for analyzing localized changes. 
Additionally, research on image quality evaluation [33] 
confirms that structural similarity metrics like CWSSIM 
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experience significant declines when pixel distortions exceed 
thresholds, as observed for perturbations beyond 10 pixels in the 
graph. This trend supports CWSSIM’s applicability in 
evaluating image quality, detecting distortions, and validating 
compression algorithms, aligning with applications 
demonstrated [34], [35] in signal processing and image analysis. 
These studies underscore the relevance of CWSSIM as a tool for 
assessing structural changes caused by pixel-level perturbations. 

5) Feature Similarity Index (FSIM): Fig. 8 shows the 

relationship between pixel values and the Feature Similarity 

Index (FSIM), a metric used to measure image similarity, where 

higher values indicate greater similarity. The X-axis represents 

pixel values ranging from 0 to 20, while the Y-axis shows FSIM 

values ranging from 0.76 to 0.98. At 0 pixels, the FSIM is 

0.9513, slightly increasing to 0.9547 at 5 pixels. However, as 

pixel values increase beyond 5, the FSIM begins to decline, 

dropping to 0.9398 at 10 pixels, 0.9215 at 15 pixels, and 

reaching its lowest value of 0.8359 at 20 pixels. This trend 

suggests that higher pixel values reduce similarity, likely due to 

a loss of fine details during processing. 

 

Fig. 8. Feature Similarity Index (FSIM). 

This observation aligns with findings in the literature [36], 
[37] that explain that FSIM, based on features like phase 
congruency and gradient magnitude, is highly sensitive to image 
resolution and detail changes. Increasing pixel size or reducing 
resolution leads to losing fine details, directly impacting 
similarity metrics like FSIM. Vasu [38] highlights the trade-off 
between computational efficiency and image quality, noting that 
while lower resolutions improve processing speed, they often 
compromise perceptual quality. Similarly, some literature [39] 
and [40] emphasize that higher resolutions better preserve 
structural and perceptual features, resulting in higher FSIM 
values. Further note that lower FSIM values, as seen at 20 pixels, 
indicate significant quality degradation, possibly caused by 
downscaling or processing distortions. 

6) Processing time: Fig. 9 shows the relationship between 

pixel values and processing time in seconds. The X-axis 

represents pixel values ranging from 0 to 20, while the Y-axis 

shows time in seconds. The data reveals a clear decreasing trend 

in processing time as pixel values increase. At 0 pixels, the time 

is the highest, approximately 3.097 seconds, while the lowest 

time, 2.5986 seconds, is observed at 20 pixels. The reduction in 

processing time is steeper between 0 and 10 pixels and becomes 

less pronounced at higher pixel values. This trend aligns with 

findings in the literature. The study in [41] explain that higher 

pixel counts typically increase processing time due to the larger 

data volume. However, optimizations like subsampling and 

dimensionality reduction can mitigate this issue, resulting in 

shorter processing times for larger pixel values. Similarly, the 

study in [42] highlights that reducing pixel density, such as 

through downscaling, enhances computational efficiency while 

maintaining adequate performance for applications like object 

detection. The study in [43] further notes that processing time 

reductions tend to plateau beyond a certain resolution threshold 

due to hardware and memory limitations. As emphasized by 

[44], balancing resolution and processing time is critical in real-

time systems. Higher resolutions are only employed when 

necessary, as the exponential time costs outweigh the benefits 

of marginal improvements in detail. 

 
Fig. 9. Processing time. 

Across all metrics analyzed, a structuring element size of 
five pixels consistently demonstrates optimal performance, 
balancing minimal error and high-quality outcomes. The Peak 
Signal-to-Noise Ratio (PSNR) exhibits its highest value at five 
pixels, indicating superior image quality. In contrast, larger pixel 
variations lead to decreased PSNR due to increased noise and 
distortion. Similarly, the Mean Squared Error (MSE) is 
minimized at five pixels, reflecting reduced distortion levels, but 
rises sharply with further pixel modifications. Structural 
similarity metrics, including the Structural Similarity Index 
(SSIM), Complex Wavelet Structural Similarity Index 
(CWSSIM), and Feature Similarity Index (FSIM), all peak at 
five pixels, underscoring the importance of this configuration in 
preserving structural and perceptual image integrity. Moreover, 
while processing time decreases with larger pixel values due to 
optimizations and reduced data complexity, this comes at the 
expense of significant quality degradation. These findings 
emphasize the sensitivity of morphological operations to 
structuring element size, with five pixels emerging as the ideal 
choice for maintaining a balance between efficiency and image 
fidelity. 

When compared to scientific literature, these findings align 
closely with established trends. Research demonstrates that 

0,9513 0,9547

0,9398

0,9215

0,8359

0,76

0,78

0,8

0,82

0,84

0,86

0,88

0,9

0,92

0,94

0,96

0,98

0 5 10 15 20

F
ea

tu
re

 S
im

il
ar

it
y
 I

n
d

ex
 (

F
S

IM
)

Pixel

3,097

2,9253

2,8467

2,625
2,5986

2,3

2,4

2,5

2,6

2,7

2,8

2,9

3

3,1

3,2

0 5 10 15 20

T
im

e 
(s

)

Pixel



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

609 | P a g e  

www.ijacsa.thesai.org 

small structural elements often lead to higher errors and lower 
structural similarity due to insufficient detail capture, as noted 
by [45]. Conversely, larger elements may result in excessive 
smoothing or distortions, negatively affecting metrics like SSIM 
and PSNR, as highlighted in studies by [46] and [47]. Similarly, 
moderate structural element sizes, such as five pixels in this 
context, effectively balance performance and efficiency, 
ensuring signal clarity, structural integrity, and processing speed 
[48]. 

B. Enhancement of Coastline Video Monitoring System 

Framework Using Structuring Element Morphological 

Operations 

The comparison between image processing results obtained 
with and without the use of structural elements reveals 
significant differences across all stages. The first step involves 
using morphological operations and comparing results obtained 
with and without structural elements. 

Morphology 

Without Structure Element Using Structure Element 

  

Fig. 10. Morphology comparison 

From Fig. 10, without structure elements, the image shows 
incomplete segmentation, with the coastal areas poorly 
separated from the background. The lack of structural support 
leads to noise and irregular shapes that fail to capture the true 
coastline boundaries. However, when structure elements are 
applied, the segmentation significantly improves. Using 
structure elements enhances the ability to distinguish the 
coastline from its surroundings by filling gaps and removing 
noise, yielding a more refined and accurate coastal outline. 

Canny Edge Detection 

Without Structure Element Using Structure Element 

  

Fig. 11. Canny Edge Detection Comparison 

The step continued with canny edge detection. The 
performance of the Canny edge detection algorithm (Fig. 11) is 
evaluated with and without the incorporation of structure 
elements. Without structural elements, the edges detected are 
fragmented and fail to represent the coastline visually. This 
fragmentation reduces the reliability of the results and makes it 
difficult to define the coastline accurately. By introducing 

structural elements, the continuity of the detected edges 
improves significantly, with the coastline appearing clearer and 
better connected. 

Coastline Detection 

Without Structure Element Using Structure Element 

  

Fig. 12. Coastline detection comparison 

The coastline detection results shown in Fig. 12 marked 
improvement when structure elements are used. Without 
structure elements, the detected coastline, typically represented 
by a colored line (e.g., green), shows deviations and overlaps 
with regions not part of the coast. This is likely due to noise 
interference and gaps in edge representation. However, using 
structure elements produces a more accurate and closely aligned 
representation of the coastline. The green line more effectively 
follows the true coastline, demonstrating better adaptability to 
complex geographical patterns. 

The final comparison against ground truth data (Fig. 13) 
highlights the superior accuracy achieved using structure 
elements. Without structural guidance, the detected coastline 
exhibits considerable deviations from the actual coastline, 
reflecting the limitations of basic detection methods in handling 
complex environments. On the other hand, the results with 
structure elements align closely with the ground truth, 
demonstrating higher precision and consistency. This improved 
performance is attributed to the ability of structure elements to 
refine and guide the detection process. 

Comparison with Ground Truth 

Without Structure Element Using Structure Element 

  

Fig. 13. Calibration with ground truth data comparison 

C. Metric Performance of  Coastline Video Monitoring 

System Framework Using Structuring Element 

Morphological Operations 

The results presented in Table II show the use of structuring 
element morphological operations in a coastline video 
monitoring system framework significantly enhances the 
system's performance across multiple quality metrics. 
Specifically, the Peak Signal-to-Noise Ratio (PSNR) improved 
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by 9.3%, increasing from 24.7233 to 27.0245, and the Structural 
Similarity Index (SSIM) rose by 1.4%, from 0.9044 to 0.9171. 
Similarly, the Complex Wavelet Structural Similarity 
(CWSSIM) showed a 1.7% improvement, increasing from 
0.9583 to 0.9749, while the Feature Similarity Index (FSIM) 
improved by 1.6%, rising from 0.9398 to 0.9547. Additionally, 
the processing time decreased slightly by 1.3%, from 2.9626 
seconds to 2.9253 seconds, indicating a minor but noteworthy 
improvement in computational efficiency. These findings 
demonstrate the effectiveness of structuring element 
morphological operations in enhancing the quality and 
efficiency of video monitoring systems. 

The sensitivity analysis of structural element line lengths in 
morphological operations reveals that a 5-pixel line length offers 
the optimal balance between signal quality, error minimization, 
and computational efficiency. The Peak Signal-to-Noise Ratio 
(PSNR), Mean Square Error (MSE), Structural Similarity Index 
(SSIM), Complex Wavelet Structural Similarity Index 
(CWSSIM), and Feature Similarity Index (FSIM) all show 
significant improvements at 5 pixels, with peak values 
indicating superior performance in preserving image integrity. 
The processing time is minimized at this length, confirming its 
efficiency for real-time applications. The enhancement of the 
Coastline Video Monitoring System Framework using structural 
element morphological operations further demonstrates the 
importance of these elements in improving image processing 
outcomes. Across all stages, from Region of Interest (ROI) 
identification to Coastline Detection, the use of structural 
elements resulted in more continuous, precise, and accurate 
results, with improvements in PSNR, SSIM, CWSSIM, FSIM, 
and minimal increase in processing time. This suggests that 
structural elements are crucial in refining image quality and 
ensuring reliable performance in image processing systems, 
especially in applications such as coastline monitoring. The 
findings align with established trends in the literature, 
emphasizing the benefits of moderate structural element sizes in 
optimizing performance while maintaining computational 
efficiency. 

TABLE II. METRIC PERFORMANCE OF  COASTLINE VIDEO MONITORING 

SYSTEM FRAMEWORK USING STRUCTURING ELEMENT MORPHOLOGICAL 

OPERATIONS 

Parameter 
Without Structure 

Element 
Using Structure 

Element 
Enhancement 

PNSR 24,7233 27,0245 9,3% 

SSIM 0,9044 0,9171 1,4% 

CWSSIM 0,9583 0,9749 1,7% 

FSIM 0,9398 0,9547 1,6% 

Time 2,9626 2,9253 -1,3% 

IV. CONCLUSION 

The results show the pivotal role of structuring element 
morphological operations in advancing the performance of 
image processing systems, particularly in the context of 
coastline video monitoring. A comprehensive sensitivity 
analysis demonstrated that a structuring element with a line 
length of 5 pixels offers an optimal trade-off between signal 
fidelity, error minimization, and computational efficiency. Key 

metrics such as Peak Signal-to-Noise Ratio (PSNR), Structural 
Similarity Index (SSIM), Complex Wavelet Structural 
Similarity Index (CWSSIM), and Feature Similarity Index 
(FSIM) consistently achieved their highest values at this 
configuration, reflecting significant improvements in both 
perceptual and structural image quality. Structuring element 
morphological operations in a coastline video monitoring 
system framework significantly enhance performance across 
multiple quality metrics. Specifically, the Peak Signal-to-Noise 
Ratio (PSNR) improved by 9.3%, increasing from 24.7233 to 
27.0245, and the Structural Similarity Index (SSIM) rose by 
1.4%, from 0.9044 to 0.9171. Similarly, the Complex Wavelet 
Structural Similarity (CWSSIM) showed a 1.7% improvement, 
increasing from 0.9583 to 0.9749, while the Feature Similarity 
Index (FSIM) improved by 1.6%, rising from 0.9398 to 0.9547. 
Additionally, the processing time decreased slightly by 1.3%, 
from 2.9626 seconds to 2.9253 seconds, indicating a minor but 
noteworthy improvement in computational efficiency. 
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Abstract—The rapid advancement of the digital creative 

industry has highlighted the growing importance of image style 

transfer technology as a bridge between traditional art and 

modern design, driving innovation in graphic design. However, 

conventional style transfer methods face significant challenges, 

including low computational efficiency and unnatural style 

transformation in complex image scenarios. This study addresses 

these limitations by introducing a novel approach to image style 

transfer based on the MLP-Mixer model. Leveraging the MLP-

Mixer's ability to effectively capture both local and global image 

features, the proposed method achieves precise separation and 

integration of style and content. Experimental results demonstrate 

that the MLP-Mixer-based style transfer significantly enhances 

the naturalness and diversity of style transformation while 

preserving image clarity and detail. Additionally, the processing 

speed is improved by 50%, with style conversion accuracy and 

user satisfaction increasing by 30% and 35%, respectively, 

compared to traditional methods. These findings underscore the 

potential of the MLP-Mixer model for advancing efficiency and 

realism in graphic design applications. 

Keywords—MLP-Mixer; image style transfer; graphic design; 

neural networks; artistic rendering 

I. INTRODUCTION 

At the forefront of the intersection of visual art and 
computational science, image style transfer technology is 
gradually becoming a key to exploring the boundary between 
artistic equation and technological application [1]. This 
technology, by "transplanting" the style features of one image to 
another image, creates innovative images that combine different 
artistic styles, and its application in the field of graphic design is 
increasingly showing its unique value and potential [2, 3]. Image 
style transfer technology based on the MLP-Mixer model, as an 
emerging deep learning framework, is leading the future trend 
of image processing and artistic creation with its unique 
architecture and excellent performance. 

Image style transfer has seen significant advancements 
through deep learning models, including Gatys et al.'s algorithm 
using CNNs and transformer-based methods like StyleGAN and 
AdaIN [4]. These have improved stylized image quality and 
artistic expression but can be computationally intensive. Our 
research introduces the MLP-Mixer model, which offers a more 
efficient and resource-friendly approach to image style transfer. 
The MLP-Mixer's simplified architecture and high-resolution 
processing capabilities provide a novel solution to existing 
limitations. It aims to enhance the speed and quality of style 
transfer in graphic design while maintaining creative flexibility 
and visual fidelity. 

Graphic design, as the core means of visual communication, 
aims to present creativity and information to the audience most 
intuitively and attractively, and the introduction of image style 
transfer technology provides unprecedented possibilities for the 
realization of this goal [5]. MLP-Mixer model, as an innovative 
application of multi-layer perceptron (MLP) in the field of 
image processing, can effectively capture local and global 
features in images through unique architecture design and 
achieve precise control and migration of image styles [6]. This 
technology can not only promote the diversified exploration of 
artistic styles but also bring higher efficiency and flexibility to 
the design process, opening up a brand-new creative space for 
the field of graphic design [7]. Despite the advancements in 
image style transfer technology, there remains a gap in 
understanding how the MLP-Mixer model can be optimally 
applied in graphic design to create high-resolution, multi-
element images that meet industry standards. 

A comprehensive analysis of the MLP-Mixer’s ability to 

extract and transfer style features, which could revolutionize the 
way graphic designers approach style manipulation. An 
empirical study on the application of the MLP-Mixer in handling 
complex design tasks, which may lead to more efficient and 
flexible design workflows. Insights into the comparative 
advantages of the MLP-Mixer over other style transfer methods, 

informing the design community’s choice of technology for 

artistic creation. 

 The paper is structured as follows: The introduction sets the 
stage for the research problem and objectives. The subsequent 
sections delve into the theoretical foundations of the MLP-
Mixer model, its practical application in graphic design, and a 
comparative analysis with other methods. The conclusion 
synthesizes the findings and discusses future directions for the 
application of the MLP-Mixer in graphic design. 

This study is based on the application research of image style 
transfer technology in graphic design based on the MLP-Mixer 
model, aiming to thoroughly discuss the application prospect of 
this technology in the field of graphic design from the theoretical 
and practical aspects and promoting the innovation and progress 
in the field of design through interdisciplinary integration. This 
study will deeply explore the specific application of image style 
transfer technology based on the MLP-Mixer model in graphic 
design from multiple dimensions. First, focusing on the 
theoretical basis of the technology, it discusses how the MLP-
Mixer model can effectively extract and transfer image style 
features through optimized architecture and training strategies. 
Then, focusing on the practical application of this technology, 
we explore how to use this technology to process complex image 
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data so as to meet the standard high-resolution and multi-
element image processing requirements in graphic design. The 
research is significant as it explores the interdisciplinary 
integration of the MLP-Mixer model with graphic design, 
potentially leading to innovative design methodologies and 
improved artistic outcomes. 

II. IMAGE CLASSIFICATION MODEL BASED ON THE FUSION 

OF MLP-MIXER AND GRAPHIC DESIGN 

A. MLP-Mixer Network Structure 

The core of MLP-Mixer lies in its innovative Mixer 
structure, which entirely relies on MLP. By repeatedly applying 
these perceptrons on spatial positions or feature channels, an 
efficient fusion of image information is achieved [8, 9]. The 
Mixer only needs basic matrix multiplication, combined with 
data layout transformations (such as reshaping and transposing) 
and nonlinear scalar operations, to fuse the intrinsic information 
of images skillfully. Its workflow begins with receiving an 
image table in the format of "patches × channels" as input, and 
the size of the image table remains the same throughout the 
Mixer process [10]. The Mixer uses two MLP layers: channel 
mixer and token mixer. The former promotes information 
exchange between channels and processes each patch 
independently; The latter allows information transfer between 
different spatial locations (patches), running independently on 
each channel [11]. Fig. 1 shows the macro structure of Mixer. 
The Mixer directly connects the input layer to the output layer 
by introducing Skip-connections, effectively alleviating the 
problem of gradient disappearance and ensuring the smooth 
transfer of gradients between network layers. 

The paper concentrate on the MLPMixer as our primary 
model for style conversion. However, to fully appreciate its 
capabilities and limitations, having conducted a detailed 
comparison with other advanced style conversion methods. Our 
analysis delves into the subtleties of each method, emphasizing 
the preservation and transformation of intricate design elements. 
The MLPMixer demonstrates a unique strength in maintaining 
the finer details of the original image, such as sharp edges and 
subtle color variations, which are often blurred or lost in other 

methods. This is particularly advantageous in graphic design, 
where the integrity of the original artwork is essential. Our 
comparison reveals that while transformer-based models excel 
in global style adaptation, the MLPMixer's local feature 
manipulation results in a more refined and artistically satisfying 
outcome. By highlighting these nuances, the paper aim to 
provide a clearer understanding of the MLPMixer's potential in 
the realm of graphic design and its position relative to other 
cutting-edge style conversion techniques. 

The Mixer structure is composed of multiple layers of the 
same size. Each layer is composed of two groups of MLP blocks 
connected in series. Each group contains two fully connected 
layers and a Gaussian Error Linear Units (GELU) nonlinear 
activation function. Mixer accepts a series of S non-overlapping 
image patches, and each block is projected to the desired hidden 
dimension C to form a two-dimensional real-valued input table 
X ∈ RS × C [12]. For the input image with the original resolution 
of (H, W), the resolution of each patch is set to (P, P), then S = 
HW/P2 calculates the total number of patches, and all patches 
share the same projection matrix for linear transformation [13]. 
The channel hybrid MLP operates on the columns of X, realizes 
the mapping of RS → RS, and shares it among all columns. The 
spatial hybrid MLP processes the rows of X, realizes the 
mapping of RC → RC, and shares it among all rows. This design 
of Mixer skillfully realizes the interactive fusion of image 
information in channels and spatial dimensions, and specific 
mathematical equations can accurately describe its workflow. 
Mixer can be written as follows: equations (1)-(2). Where X is 
the Mixer input feature, (*, i) is all the data corresponding to the 
i-th column, (j, *) is all the data corresponding to the j-th row, 
W1, W2, W3, and W4 are the weight parameters corresponding 
to sequence 1, sequence 2, sequence 3 and sequence 4, σ is the 
GELU activation function, LN is the layer normalization 
function, and C and S are the total number of horizontal features 
and the total number of vertical features respectively. 

2 1  1( ,i ) ( ,i ) ( ,i )U X W (W LN( X ) ), for i ...C    
 (1) 

4 3  1
( j ,* () j ,*)( j ,*)Y U W (W LN(U ) ), for j ...S  

 (2) 

 

Fig. 1. Macro structure of mixer. 
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In this structure, the GELU nonlinear activation function 
cooperates with the LN layer normalization method. The 
adjustable hidden width in spatial hybrid MLP and channel 
hybrid MLP is represented by DS and DC, respectively, where 
the selection of DS is independent of the number of input 
patches, which makes the computational complexity of Mixer 
present a linear feature when processing input patches, which is 
different from the square-level complexity of ViT [14, 15]. At 
the same time, since DC is not affected by patch size, compared 
with convolutional neural networks (CNNs), the overall 
computational complexity of Mixer also maintains a linear 
increase when processing the number of image pixels, 
demonstrating efficient and flexible computational 
characteristics. 

Mixer exhibits a unique processing mechanism by applying 
the same channel mixing MLP to each row (column) of input 
table X. The convolution operation, characterized by its cross-
channel parameter binding, ensures position invariance and this 
binding is embodied in different forms in Mixer, that is, the 
spatial hybrid MLP shares the same kernel for all channels and 
has a complete receptive field, in contrast to the separable 
convolution adopted in some CNNs, which apply different 
convolution kernels to each channel [16, 17]. The parameter-
sharing mechanism effectively controls the expansion of the 
architecture. It dramatically saves memory resources when 
increasing the hidden dimension C or sequence length S. From 
an extreme perspective, Mixer can be regarded as a specialized 
CNN, using 1 × 1 convolution to achieve channel mixing and 
using single-channel deep convolution with an entire field of 
view for patch mixing, but typical CNNs cannot be classified as 
a particular case of Mixer [18]. It is worth noting that compared 
with ordinary matrix multiplication in MLP, the complexity of 
convolution operation is increased because it requires special 
implementation to reduce cost. 

The original MLP-Mixer model uses GELU as the activation 
function. Compared with ReLU, GELU significantly improves 
the accuracy of the model without increasing its complexity. It 
effectively alleviates the phenomenon of gradient disappearance 
and gradient explosion, enhances the ability to capture the 
complex characteristics of data, and then optimizes the 
generalization performance of the model [19]. The mathematical 
definition of GELU is shown in Eq. (3). Where x is the input of 
the activation function, and tanh is the double tangent curve 
function. 

32
GELU 0 5 1 0 044715( x ) . x[ tanh( ( x . x ))]


  

 (3) 

It can be seen that GELU is the combination of the double 
tangent curve function tanh and the approximate value. In view 
of the apparent shortcomings of GELU, such as long training 
time and easy falling into local optimal solution, this paper 
replaces the activation function in the MLP-Mixer network with 
Hard-Swish. Compared with GELU, Hard-Swish can not only 
improve model accuracy without increasing complexity but also 
capture complex data relationships more efficiently and enhance 
model generalization capabilities. At the same time, the 
reduction of Hard-Swish computation significantly shortens the 

training time of the MLP-Mixer network, and its mathematical 
Eq. (4) is as follows: 
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Where x is the input of the activation function, it can be seen 
from the formula that Hard-Swish only needs to perform one 
multiplication calculation, and the amount of calculation is less 
than that of GELU, which needs exponential calculation and 
multiplication calculation. 

B. Fusion Network Structure Design Based on MLP-Mixer 

and Graphic Design 

In the field of modern neural networks, multi-scale 
technology helps models capture image features more 
comprehensively and improve accuracy and performance by 
processing inputs of different sizes [20]. This paper innovatively 
extends the concept of "multi-scale" to different image block 
sizes of the MLP-Mixer model. The paper designs an MLP-
Mixer image classification model that fuses multi-scale features. 
The paper aim to process images through MLP-Mixers of 
different scales and improve computational efficiency for 
images with different recognition difficulties. The model 
structure contains multiple MLP-Mixers with different scales. In 
the testing stage, these MLP-Mixers are activated from large to 
small according to the image block scale. Once the output 
confidence of an MLP-Mixer reaches the preset threshold or 
reaches the final layer, the model immediately terminates the 
inference and outputs the results, thus realizing the effective 
allocation of computing resources and significantly optimizing 
the overall computing efficiency [21, 22]. 

For each test sample, the paper first use the Per-patch fully 
connected layer to divide and reduce the dimensionality of the 
input image according to the image block size to form an image 
table with the corresponding scale. Subsequently, the 
dimensionality reduction image table is input into a series of 
Mixer blocks, taking advantage of the computational 
characteristics of MLP-Mixer; that is, the efficiency is 
significantly improved when the number of image blocks is 
small. The model has a built-in dynamic prediction "Exit" 
mechanism to evaluate the reliability of the output results in real-
time. If it meets the standard, the calculation will be terminated 
in advance, and vice versa; it will be advanced to downstream 
processing. In downstream calculation, the original image is 
subdivided into more image blocks in exchange for more 
accurate but computationally expensive inference, and then 
additional Mixer blocks with smaller scale and the same number 
as the previous layer are activated to achieve multi-level feature 
extraction and computational optimization [23]. 

In view of the common goal of Mixer blocks of different 
channels and space mixing of image tables, the downstream 
model can continue to learn based on the upstream extracted 
features without repeating the feature extraction process, thus 
significantly improving the inference efficiency [24, 25]. The 
feature reuse mechanism is reflected here. Different from the 
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simple superposition of feature vectors at the same scale in 
ResNets and DenseNet, the MLP-Mixer multi-scale fusion 
model designed in this paper has different upstream and 
downstream Mixer scales, resulting in differences in the 
extracted image feature scales. Effective utilization and deep 
learning of cross-scale features are realized. 

C. Classification Process of Models 

When the data flows through the first layer of the model, it 
is divided into image blocks per patch; then, the channel and 
spatial features are fused by the Mixer block and finally 
normalized by the Layer Normalization layer [26]. In order to 
simplify subsequent calculations, the model additionally 
introduces a global pooling layer and a fully connected layer. 
After the two-dimensional image feature table extracted by 
Mixer is normalized, the global pooling operation is used to 
compress it into a 1 × C vector, which effectively reduces the 
amount of calculation and improves the model performance. 
Subsequently, the fully connected layer reduces the 
dimensionality of the 1 × C vector to a vector of length N, and 
N corresponds to the number of data set categories, which is 
convenient for classification. Finally, the softmax function is 
used to calculate the output probability of the model to achieve 
accurate classification. Its Eq. (5) is as follows: 

1

i

j

z

i N
z

j

e
soft max( z )

e





    (5) 

Where zi is the i-th value in the one-dimensional vector, 
softmax(zi) calculates the probability value that the result of the 
model speculates that the input image is the i-th type, e is the 
natural constant, and j is the longitudinal index. The core steps 
of model training include forward propagation, result output, 
loss calculation, gradient backpropagation, and weight update. 
The specific process is as follows: input the training set data, 
calculate the model output, use the loss function to evaluate the 
error according to the label, then update the weight through 
gradient backpropagation, and execute the cycle until the loss 
converges or reaches the maximum number of iterations. Cross 
entropy loss function and stochastic gradient descent (SGD) 
method are used for loss calculation and weight update [27, 28]. 
The principle of SGD is to calculate the loss function gradient, 
update the weight according to the negative direction of the 
gradient, and regulate the step size by the learning rate. The Eq. 
(6) is as follows: 

1k k kw w L( w ,x, y )  
    (6) 

Where wk, wk+1 are the weight values before and after the 
weight update, respectively, η is the learning rate, and ∇L(wk, 
x, y) is the gradient of backpropagation. Stochastic gradient 
descent updates only one sample at a time instead of all samples 
at a time so that it can converge faster. Its Eq. (7) is as follows. 

Where ∇L(wk, xi, yi) is the backpropagation gradient 
corresponding to each sample, and w is the weight value. 

k

i iw w L( w ,x , y ) 
    (7) 

III. APPLICATION OF IMAGE STYLE TRANSFER 

TECHNOLOGY IN GRAPHIC DESIGN 

A. Overall Architecture of Style Migration Network 

Fig. 2 outlines the general network architecture of the style 
transfer algorithm, including the encoder, generator, and 
discriminator. The encoder processes the input image and 
generates content and style encoding by sharing the 
convolutional layer and style and texture output branches. The 
generator synthesizes an output image based on the encoded 
information. In training, losses stem from reconstruction and 
style transfer tasks [29]. Using content and style encoding, the 
generator outputs reconstructed or migrated images. The 
reconstruction loss contains an L1 distance constraint structure, 
and the Generative Adversarial Nets (GAN) loss ensures 
authenticity. Migration loss measures tone and texture details by 
global and local GAN losses. 

The DF layer is flexibly embedded with a style migration 
architecture generator, replacing stacked convolution and depth-
guided image feature synthesis. It receives the depth map as the 
structure guide, which is estimated by the pre-trained LéReS. In 
view of the fact that when the network deepens, the structural 
information is lost at each resolution, and the features with 
different resolutions contain object information with different 
scales, the features with low resolution contain object contours. 
The features with high resolution contain edge details. The DF 
layer replaces all scale convolutions except the three-channel 
adaptation of the last layer. Depth structure constraints are 
combined with style, reconstruction, and authenticity constraints 
to prevent the network from ignoring structural information in 
feature transmission [30]. 

In this paper, the proposed DF layer and depth structure loss 
are integrated into Park et al. 's architecture, and the emphasis is 
on improving the generator structure constraints. The down 
sampling multi-branch convolutional encoder, L1 
reconstruction loss, Cooccur GAN texture constraint loss, and 
GAN loss to ensure style authenticity are preserved. The DF 
layer replaces the original convolution, retains the convolution 
kernel modulation to introduce style information, and adds a 
new depth structure loss to reconstruction and style transfer 
tasks. In order to verify that the performance improvement 
comes from the DF layer and depth structure loss, the depth 
information is encoded together with the RGB image in the 
fourth channel and the depth structure loss is regulated in the 
experiment to confirm the effectiveness of the DF layer and the 
loss. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

616 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 2. General network architecture of style transfer algorithm. 

In order to solve the problem of structural information loss, 
this paper starts from three aspects: resolution, structure and 
hierarchy, and focuses on the granularity of DF layer modules. 
The intermediate features of the generated network are related 
to different objects and structures, so the modulation parameters 
of the same dimension as the intermediate features of the 
backbone network are used to modulate different objects and 
positions. Affine transform modulation is adopted, the structural 
information is strengthened by element-by-element 
multiplication, and the unconcerned structural information is 
supplemented by element-by-element addition. Considering the 
relative position of the DF layer and backbone network feature 
extraction convolution, it is initially placed after convolution. 
However, the completion of texture information after structural 
information enhancement is not considered, so it should be 
realized by convolution. Therefore, the relative position of 
convolution and depth spatial information modulation is 
adjusted to ensure the complete processing of structure and 
texture information. 

The adjusted DF layer module places the backbone network 
feature extraction convolution after the depth space information 
modulation so that the structure-enhanced image features further 
supplement the texture details, and the rest of the architecture 
remains unchanged. The adjusted DF module represents Eq. (8)-
(10) as follows: 

c cw ( w d( I ) )   
    (8) 

c cw ( w d( I ) )   
     (9) 

i0( f ) w ( f )    
    (10) 

Where wγ, wc, wβ are convolution parameters and d(Ic)↓ 
represents the depth estimate of the content reference image Ic 
adapted to the resolution of the present module via down 
sampling. * Represent a convolution operation. The gamma and 
DFT modules process the features that will be fed into the lower 

module. ☉ represent element-by-element multiplication, where 
element f0 represent a value at some specific position in the H × 
W × C feature, w is a weight parameter. fi represents the feature 
from the upper module of the input DFT module. In this paper, 
the DF layer is used to add residual connection, and the shallow 
and deep structural information is fused to co-draw images in 
deep networks to ensure the integrity of details and object 
contours. This optimized Eq. (11) as follows: 

1l R L l lf ( ( f )) f   
    (11) 

Where δR and δL represent two adjacent DFT modules, fl 
represents the l-th DFT layer input feature, and fl + l represents 
the output feature processed by the previous DFT layer, which 
is sent to the l + 1 DFT layer. The features fl from the upper layer 
are modulated via two adjacent DFT modules δR and δL, and 
then added to the features fl from the upper layer as input to the 
next layer. 
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B. Loss Function 

In this paper, the task is divided into two sub-tasks: 
reconstruction and migration. For each task, the DS Loss 
enhancement generator is used, with the DF module and feature 
transformation layer, to implement structural guidance in style 
migration, constrain the object boundary, shape, and stacking 
order, and maintain structural constraints in the reconstruction 
task. The generator total Eq. (12)-(13) as follows: 

Park rec,Park trans,Park L L L
   (12) 

Zhang rec,Zhang trans,Zhang L L L
   (13) 

Refactoring loss ℒ𝑟𝑒𝑐,𝑃𝑎𝑟𝑘, ℒ𝑟𝑒𝑐,𝑍ℎ𝑎𝑛𝑔, and migration loss 

ℒ𝑡𝑟𝑎𝑛𝑠,𝑃𝑎𝑟𝑘 , ℒ𝑡𝑟𝑎𝑛𝑠,𝑍ℎ𝑎𝑛𝑔 , The two types of losses together 

constitute the total loss ℒ𝑃𝑎𝑟𝑘 and ℒ𝑍ℎ𝑎𝑛𝑔. The reconstruction 

task involves image encoding and restoration, reflecting the 
model's ability to learn content and texture, and is the foundation 
of the transfer task. Evaluate the reconstruction loss and enhance 
the original loss of the architecture by comparing the differences 
between the reference and reconstructed images. In the Park 
architecture, L1 loss achieves pixel-level fine reconstruction, 
while GAN loss ensures image authenticity, but both are 
difficult to perceive structure and contour details accurately. DS 
Loss compensates for the above shortcomings by constraining 
the reconstruction of object structures and synergistically 
improving the overall structural constraint effect with ℒ1 loss 
and GAN loss. This article will correspond to the generator loss 
representation Eq. (14) – Eq. (16) as follows: 

 1 1l x X c sx G( E ( x ),E ( x )) EL
   (14) 

1GAN ,rec x X c s[ logD(G( E ( x ),E ( x )))] EL
  (15) 

1rec,Park l GAN ,rec DS ,rec  L L L L
   (16) 

Where x represents the input picture, since the reconstruction 
task does not need to be migrated, and the task in this paper is 
performed within the same data set, the style reference map or 
the content reference map is not distinguished in the 
reconstruction loss. D and G represent the discriminator and 

generator, respectively. Ec and Es are the transfer expectation 
function and style expectation function corresponding to plane 
technology, respectively. ℒ𝑙1  represents the ℒ1  loss, 

ℒ𝐺𝐴𝑁,𝑟𝑒𝑐  represents the GAN loss used in the reconstruction 

task, and ℒ𝐷𝑆,𝑟𝑒𝑐 represents the depth structure loss used in the 

reconstruction task. 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 

In order to verify the performance improvement of the 
MSMLP model compared to the original MLP-Mixer, we use 
MSMLP with the same parameter settings as MLP-Mixer-b and 
MLP-Mixer-s for comparative experiments. In the experiment, 
40 groups of weights are assigned to the inference times of three 
MSMLP classifiers, and the classification results are displayed 
in red curves. At the same time, the classification results of 
MLP-Mixer-s at three different scales (16 × 16, 8 × 8, 4 × 4) are 
represented by blue line graphs. The test results on the CIFAR10 
and CIFAR100 data sets, as shown in Fig. 3, intuitively compare 
the performance differences between MSMLP and MLP-Mixer-
s. 

Compared with MLP-Mixer, MSMLP significantly reduces 
the computational cost, especially when processing small-size 
image blocks; the gap of GFLOPs is more prominent. By 
adjusting the weights, MSMLP can flexibly realize any point on 
the performance curve. On the CIFAR10 and CIFAR100 data 
sets, the specific accuracy and throughput of MSMLP, MLP-
Mixer-s, and MLP-Mixer-b are shown in Table I. At the same 
time, this article also compares ResMLP-s12 and gMLP-Ti 
models in the same field. 

The experiment uses NVIDIA 1070 GPU, batch size 16, to 
test the actual inference speed of MSMLP. The results are shown 
in Fig. 4. Taking MLP-Mixer-s and MLP-Mixer-b as the 
baseline, the accuracy rates of MSMLP on the CIFAR10 data 
set reached 81.58% and 81.87%, respectively, an increase of 
0.09% and 0.36%. At the same time, the inference speed 
increased to 1.37 times and 1.36 times, respectively. On the 
CIFAR100 data set, the accuracy rate of MSMLP increased by 
4.7% and 2.92%, and the inference speed increased to 1.38 times 
and 1.39 times, respectively. Comparing ResMLP-s12 and 
gMLP-Ti, although MSMLP is slightly inferior to ResMLP-s12 
in accuracy, the inference speed is the highest. 

 

Fig. 3. Performance differences between MSMLP and MLP-Mixer-s. 
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TABLE I. ACCURACY AND THROUGHPUT 

Type 
Top-1 

accuracy 

Throughp

ut 

Top-1 

accuracy 

Throughp

ut 

MLP-

Mixer-s 
91.2688 866.88 57.2432 835.52 

MSMLP-s 91.3696 1191.68 62.5072 1155.84 

MLP-

Mixer-b 
91.2912 327.04 58.6208 327.04 

MSMLP-b 91.6944 448 61.8912 454.72 

ResMLP-
s12 

91.7728 361.76 62.9664 362.88 

gMLP-Ti 91.2352 433.44 60.648 433.44 

 

Fig. 4. MSMLP actual inference speed. 

Fig. 5 shows that the exit accuracy of MSMLP using feature 
reuse in the first classifier is 2.16% lower than that without it, 
but the model complexity is similar. In the subsequent classifier 
exit, the accuracy of the feature reuse version is 1.29% and 
4.84% higher, respectively, and the GFLOPs only increase by 
14.3% and 9.7%. This shows that although feature reuse caused 
a slight decrease in the accuracy of the first exit, the overall 
accuracy of MSMLP was improved, and the increase of 
GFLOPs was less than 15%. 

Fig. 6 illustrates that upon the integration of the Hard-Swish 
activation function into the MLP-Mixer architecture, there is a 
notable enhancement in both the accuracy of the model and the 
speed of inference. The introduction of this particular activation 
function appears to contribute positively to the overall 

performance of the network. Furthermore, the implementation 
of additional Mixer block jumping connections, which facilitate 
the flow of information across different layers, leads to a 
substantial increase in the accuracy of the model. However, this 
addition does have a downside, as it results in a slight reduction 
in the reasoning speed of the MLP-Mixer. Despite this trade-off, 
the simultaneous application of both enhancements—namely, 
the Hard-Swish function and the jumping connections—
ultimately yields improvements in both accuracy and reasoning 
speed for the MLP-Mixer. Consequently, the model design 
proposed in this paper incorporates these two key improvement 
strategies, capitalizing on their respective benefits to optimize 
the performance of the MLP-Mixer architecture. 

 

Fig. 5. MSMLP accuracy of feature reuse. 

Fig. 7 shows that this method significantly improves the 
image embedding capabilities of different style migration 
architectures and has apparent advantages across data sets. The 
authenticity, detail retention, and structural constraints of the 
reconstructed image all exceed the baseline. This proves that 
under the guidance of the DF layer and DS Loss, the generator 
focuses more on the object boundary and uniform texture and 
optimizes the structure and texture retention. 

 

Fig. 6. MLP mixer improvement experiment. 

0 25 50 75 100 150125

90

86

87

88

89

92

91

93

72

66

68

70

76

74

Epoch

A
c
cu

ra
cy

L
o
ss

ACC.(M)
ACC.(A)
ACC.(H)
Loss(M)
Loss(A)
Loss(H)

1 2 3 4 65

50

10

20

30

40

0

50

10

40

0

30

20

Percentage of Points 

N
u

m
b
er

N
u

m
b
er

SPF Cls Head

Traditional Cls.Head

0.1 0.4 0.5 0.60.2 0.30.0 0.8 0.9 1.00.7

0

1000

2000

3000

4000

5000

6000

Train Step HalfCheetah-v4

A
ve

ra
g
e 

R
et

u
rn

Full KAN
KAN
MLP[17,64,6]
MLP[17,64,64,6]

Algorithms

0.1 0.4 0.5 0.60.2 0.30.0 0.8 0.9 1.00.7

Train Step Pusher-v4

Full KAN
KAN
MLP[17,64,6]
MLP[17,64,64,6]

Algorithms

10

20

30

40

50

60

A
ve

ra
g
e 

R
et

u
rn



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

619 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 7. Image embedding performance under depth guidance. 

Fig. 8 shows that compared with Park et al. 's architecture, 
this method has a 4% increase in Content Loss on the Flicker 
Mountain dataset and an 8% increase in SIFID reflecting style 
maintenance. The plug-and-play layer and loss are effective on 
both multi-dataset and baseline methods. Experiments show that 
the depth guidance method can effectively restrict the structure 
boundary of objects, optimize texture synthesis, and improve the 
quality of style transfer as a whole. 

Fig. 9 shows that the designed optimal architecture has an 
excellent performance in realism, structure preservation, and 
texture rendering in reconstruction and migration tasks. The 
paper adds a convolution operation, which affects the processing 

of enhanced features, causing the ContentLoss and SIFID 
indicators to be inferior. The success of attention mechanisms 
such as CBAM in ordinary generative networks stems from the 
gradual selection of crucial information. However, in style 
transfer, channel modulation and spatial modulation have 
achieved information selection and enhancement and extra 
attention anti-interferes with existing modulation, so the training 
does not converge. Although applied residual link convergence, 
CBAM still interferes with channel style information and spatial 
structure information, and the effect is inferior. It excludes 
spatial attention and only explores channel attention. Channel 
enhancement also interferes with existing information, and the 
effect is still not as good as the optimal architecture. 

 

Fig. 8. Style transfer performance under deep guidance. 

 

Fig. 9. The influence of different depth fusion layers on image reconstruction and style transfer. 
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The data in Fig. 10 shows that pattern style transfer using an 
adversarial generative network (GAN) requires a lot of style 
image training, and stylization of patterns of different sizes takes 
a long time. Although the iterative method of Gatys et al. does 
not require training, the style conversion time is too long. 
Johnson et al. 's method has a long training period but a fast style 
transition. The method IN this paper is slightly slower IN 
training and conversion, but the generation quality is higher, 
especially the fast style transfer method based on the adaptive 
normalization layer (SN). Compared with the instance 
normalization (IN) method, the conversion time is shortened, 
and the effect is better. 

Fig. 11 shows that after the traditional data is enhanced, the 
prediction accuracy of the neural network is improved. After the 
style migration enhancement, the accuracy rate of AlexNet on 
the MART dataset reaches 78.5%. It is worth noting that the 
73% accuracy rate of AlexNet on the original data set is not due 
to the ability to master emotional discrimination but because the 
data set is too small, resulting in abnormal training, and the 
model generally predicts that it is positive. The imbalance of the 
MART dataset contributes to this accuracy performance. 
Without enhancement, the recognition effect of neural networks 

is not better than that of manual feature extraction combined 
with statistical machine learning. 

 

Fig. 10. The efficiency of the iterative method. 

 

Fig. 11. Comparison of model prediction results with different data enhancements. 

V. CONCLUSION 

The application of image style transfer technology based on 
the MLP-Mixer model in the field of graphic design has brought 
a revolutionary breakthrough to creative design. With its unique 
global perception ability, the MLP-Mixer model can capture the 
intrinsic correlation of different regions in the image, which is 
particularly important in style transfer. By combining the local 
feature extraction capabilities of convolutional neural networks, 
we achieve efficient image style migration, which not only 
retains the content information of the source image but also 
successfully fuses the visual features of the target style: 

In the experimental stage, a large number of parameters of 
the model are adjusted and optimized to ensure the accuracy and 
naturalness of style transfer. Through comparative experiments, 

it is found that the image style transfer effect after using the 
MLP-Mixer model is improved by about 20% in visual quality 
and 15% in processing speed compared with traditional 
methods. 

The MLP-Mixer model is applied to graphic design, and it 
has been found that it shows excellent adaptability in poster 
design, product packaging, web design, and other fields. 
Especially in poster design, through the migration of classic 
artistic styles, design works with unique artistic flavor can be 
quickly generated, which significantly enriches the diversity of 
design styles and improves design efficiency and creativity. 

By collecting user feedback, we learned that the design 
works generated using the MLP-Mixer model have been widely 
praised. Users generally believe that these works not only 
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maintain the clarity of the original image but also skillfully blend 
the essence of the selected style, which significantly enhances 
the visual appeal. In terms of market application, customer 
satisfaction with graphic design projects using this technology 
has increased by about 30%, and the project completion time has 
been shortened by 25%, which has significantly improved the 
competitiveness and market share of design studios. 
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Abstract—The integration of blockchain and edge computing 

presents a transformative potential to enhance security, 

computing efficiency, and data privacy across diverse industries. 

This paper begins with an overview of blockchain and edge 

computing, establishing the foundational technologies for this 

synergy. It explores the key benefits of their integration, such as 

improved data security through blockchain’s decentralized nature 

and reduced latency via edge computing's localized data 

processing. Methodologically, the paper employs a systematic 

analysis of existing technologies and challenges, emphasizing 

issues such as scalability, managing decentralized networks, and 

ensuring independence from cloud infrastructure. A detailed 

Ethereum-based case study demonstrates the feasibility and 

practical implications of deploying blockchain in edge computing 

environments, supported by a comparative analysis and an 

algorithmic approach to integration. The conclusion synthesizes 

the findings, addressing unresolved challenges and proposing 

future research directions to optimize performance and ensure the 

seamless convergence of these technologies. 

Keywords—Blockchain; edge computing; security; computing 

efficiency; data privacy 

I. INTRODUCTION 

The convergence of blockchain and edge computing is 
driving significant innovation across multiple industries, 
providing solutions to enhance data security, reliability, and 
real-time decision-making [1]. Blockchain, with its 
decentralized and tamper-resistant architecture, has become a 
vital technology for securing transactions and ensuring data 
integrity [2]. Edge computing, on the other hand, moves 
computational resources closer to the data sources, reducing 
latency and enabling real-time analytics [1]. Together, these 
technologies hold great promise for various sectors, including 
IoT, healthcare, logistics, and finance [3]. 

However, integrating blockchain with edge computing poses 
several challenges, particularly related to scalability, the 
complexity of managing decentralized networks, and the 
computational demands of blockchain at the edge [4]. Yang et 
al. [2] emphasize that edge devices, due to their resource 
limitations, may not be sufficient to handle the high 
computational load required by blockchain’s consensus 
mechanisms. They argue that the support of cloud infrastructure 
might be necessary to manage these demands efficiently. This 
viewpoint is reinforced by Nawaz et al. [6], who propose a 
hybrid edge-cloud architecture where computationally intensive 

tasks, such as smart contract execution and data storage, are 
offloaded to cloud servers while edge devices manage time-
sensitive operations. 

In the context of critical communication networks, Narouwa 
et al. [7] discuss the application of blockchain and Multi-access 
Edge Computing (MEC) to enhance communication networks 
for high-speed railways. Their proposed architecture 
demonstrates how edge computing can be used to reduce 
latency, while blockchain ensures secure end-to-end 
communication, particularly in mission-critical applications. 
However, they also note that, for large-scale blockchain 
implementations, cloud resources are essential to manage the 
increased computational and storage requirements effectively. 

Cryptocurrencies such as Bitcoin and Ethereum are practical 
examples of blockchain’s deployment in edge computing 
environments [1], [8]. They leverage edge computing to enhance 
transaction processing in decentralized financial systems, where 
lightweight and localized transaction validation is necessary. 
This paper addresses the integration of blockchain and edge 
computing, drawing on previous research such as the work by 
Yang et al. [2], and explores how hybrid edge-cloud 
architectures can tackle the challenges of scalability and 
performance in these systems. 

In this paper explores the convergence of blockchain and 
edge computing, aiming to identify the key benefits, challenges, 
and use cases, particularly in decentralized environments such 
as cryptocurrencies. Additionally, it investigates whether 
blockchain management can be fully achieved without cloud 
support—an ongoing question that is critical for the future of 
these technologies. To provide a structured approach, the paper 
is organized as follows: Section II provides an overview of both 
blockchain and edge computing, highlighting their individual 
strengths and applications. Section III discusses the key benefits 
of integrating these two technologies, focusing on how they 
complement each other in enhancing security, computing 
efficiency, and data privacy. Section IV addresses the challenges 
of blockchain-edge integration, particularly the role of cloud 
support in overcoming scalability and computational limitations. 
Section V presents a comprehensive case study on the use of 
Ethereum in edge computing environments, illustrating practical 
applications and challenges. Finally, Section VI concludes the 
paper by summarizing the findings and proposing directions for 
future research in this evolving field. 
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II. OVERVIEW 

A. Overview of Blockchain 

Blockchain is a modern technology that allows for the 
creation of a decentralized and open-source digital ledger [9]. 
Data is recorded in blockchain in a secure and transparent 
manner, and cannot be modified or deleted without the consent 
of all participants in the network [10]. 

Blockchain consists of a chain of blocks, each of which 
contains a set of data and metadata, such as the time of creation, 
the sender's name, and the recipient [10]. Each block is linked to 
the previous block using a cryptographic algorithm, ensuring 
that the data is secure and cannot be tampered with. 

Blockchain is stored on the computers of a network of 
participants, known as nodes [10]. When a new block is added 
to the blockchain, each node in the network verifies its validity 
before adding it. This ensures that all participants in the network 
have an up-to-date version of the ledger [10]. 

Blockchain consists of four main components: 

 Block: A small unit of data that is stored in blockchain. 
Each block contains a set of data, such as the time of 
creation, the sender's name, and the recipient. 

 Node: A computer that is connected to the blockchain 
network. Nodes store data in blockchain and verify the 
validity of new activities. 

 Chain: A sequential order of blocks. Each block is linked 
to the previous block using a cryptographic algorithm. 

 Cryptographic Algorithm: A mathematical process used 
to encrypt and decrypt data. Cryptographic algorithms 
are used in blockchain to ensure the safety of data. 

Blockchain works through a process called blockchain 
mining. Blockchain mining is the process of adding a new block 
to the blockchain. To do this, nodes solve a complex 
mathematical equation. The node that first solves the equation 
adds its new block to the blockchain and receives a reward [4]. 

The validity of each new block is verified by all nodes in the 
network. If a new block is not verified, it will not be added to 
the blockchain [4], [11]. 

There are three main types of blockchain: 

 Public blockchain: A blockchain that is accessible by 
anyone. Anyone can add a new block to the public 
blockchain, and anyone can verify the validity of new 
activities. 

 Private blockchain: A blockchain that is accessible only 
by a specific group of people. Only specified users can 
add a new block to the private blockchain, and only 
specified users can verify the validity of new activities. 

 Hybrid blockchain: A combination of public and private 
blockchain. Authorized people can access the hybrid 
blockchain. 

To summarize, blockchain is a powerful technology with a 
wide range of potential applications. It is important to 

understand the basics of blockchain, including its components, 
how it works, and its types, in order to appreciate its full 
potential. 

B. Overview of Edge Computing 

Edge computing is a transformative paradigm in the world 
of computing, reshaping how data is processed, stored, and 
utilized. Unlike traditional cloud computing, which centralizes 
data processing in distant data centers, edge computing brings 
computation closer to the data source, often at the "edge" of the 
network, such as IoT devices, sensors, or local servers [12]. 

At its core, edge computing aims to reduce latency and 
enhance real-time data processing by enabling devices to 
perform computations locally [13]. This approach minimizes the 
need to transmit data over long distances to centralized data 
centers, resulting in faster response times and reduced network 
congestion. 

Key elements of edge computing include: 

 Proximity to Data Sources: Edge computing resources 
are strategically located near data sources, ensuring rapid 
data analysis and decision-making. This is particularly 
crucial for applications that demand low latency, such as 
autonomous vehicles and industrial automation. 

 Distributed Architecture: Edge computing employs a 
distributed architecture, distributing computing tasks 
across a network of edge devices. This decentralization 
optimizes resource utilization and scalability. 

 Efficiency: By processing data locally, edge computing 
reduces the burden on centralized cloud servers, leading 
to more efficient use of network bandwidth and reduced 
operational costs. 

 Real-Time Processing: Edge computing supports real-
time data processing and analytics, enabling immediate 
responses to critical events or conditions. This is 
essential for applications like remote monitoring, smart 
grids, and augmented reality. 

 Security and Privacy: Edge computing enhances data 
security and privacy by keeping sensitive information 
closer to its source, reducing exposure to potential 
security breaches during data transmission. 

Edge computing is not a replacement for cloud computing 
but rather a complementary approach [12]. Both technologies 
can work in tandem, with edge devices handling time-sensitive 
tasks and the cloud managing more resource-intensive processes 
and long-term data storage [12], [14]. 

This emerging technology has found applications in various 
fields, including: 

 IoT and Smart Devices: Edge computing is integral to the 
Internet of Things (IoT) ecosystem, enabling smart 
devices to process data locally and make rapid decisions. 

 Telecommunications: Telecom networks benefit from 
edge computing for tasks like content caching, network 
optimization, and low-latency services. 
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 Healthcare: In healthcare, edge computing supports real-
time patient monitoring, data analysis, and diagnosis. 

 Manufacturing: Industrial automation and robotics 
leverage edge computing for faster decision-making on 
the factory floor. 

 Autonomous Vehicles: Edge computing is crucial for 
self-driving cars, allowing them to process sensor data in 
real-time for safe navigation. 

Overall, edge computing is a promising new technology that 
can improve the performance, reliability, and security of a wide 
range of applications. 

In the subsequent sections, we will explore how the fusion 
of edge computing and blockchain technology can unlock new 
possibilities in various industries. 

III. INTEGRATION OF BLOCKCHAIN AND EDGE COMPUTING: 

KEY BENEFITS 

The integration of blockchain and edge computing ushers in 
a host of transformative advantages for modern data-driven 
systems [15]. First and foremost, data security experiences a 
significant boost [17]. Leveraging blockchain's decentralized, 
tamper-resistant ledger and edge computing's localized data 
processing, the integrity and confidentiality of data are fortified. 
Unauthorized access and tampering become formidable hurdles, 
necessitating consensus from network participants, particularly 
vital in data-sensitive sectors like healthcare, finance, and supply 
chain management [16]. 

Moreover, this integration enhances system reliability 
substantially. The inherent decentralization of edge computing 
reduces dependency on a single central server or data center, a 
synergy that harmonizes well with blockchain's reliability 
mechanisms. Even in the face of isolated node or device failures, 
system functionality remains uninterrupted, a critical trait for 
applications such as autonomous vehicles and critical 
infrastructure [17][16]. 

Simultaneously, application performance receives a 
considerable uplift, as edge computing reduces latency by 
processing data closer to its source [11]. This proximity 
expedites real-time decision-making in applications such as 
augmented reality, remote monitoring, and smart grids [18]. 

Comparatively, when we consider integrating blockchain 
with cloud computing, some differences emerge [19]: 

 Security: While blockchain integration with edge 
computing offers a high level of security through 
decentralization, combining blockchain with cloud 
computing relies on centralized server security, requiring 
stringent measures. 

 Reliability: The reliance on centralized data centers and 
data transmission across networks in cloud computing 
may affect its reliability, unlike the decentralized edge 
nodes of edge computing, which ensure operations even 
in individual contract or device failures. 

 Application Performance: Edge computing's local data 
processing significantly improves application 

performance, reducing latency. In contrast, cloud 
computing applications may experience added latency 
due to data transmission to remote data centers. 

 Cost Efficiency: Integrating blockchain with edge 
computing greatly reduces operational costs by 
minimizing reliance on cloud infrastructure and 
lowering data transfer expenses. On the other hand, cloud 
computing involves costs related to running data centers 
and cloud storage, incurring additional expenses. 

In Addition, the integration of blockchain with edge 
computing can be compared to the integration of blockchain 
with cloud computing [19]. The following table summarizes the 
key differences between these two approaches: 

TABLE I. COMPARISON OF BLOCKCHAIN INTEGRATION APPROACHES 

Feature 
Blockchain and Edge 

Computing 

Blockchain and Cloud 

Computing 

Data 

Security 
Enhanced [6] Reduced [9] 

System 

Reliability 
Enhanced [2] Reduced [8] 

Application 

Performance 
Enhanced [5] Unaffected [20] 

Cost-

Efficiency 
Enhanced [2] Unaffected [8] 

Suitable use 

cases 

Data-sensitive applications, 

applications requiring real-time 
processing, applications with 

high security requirements [20] 

Applications that require a 
lot of computing power, 

applications that need to 

store large amounts of data 
[20] 

As shown in the Table I, the integration of blockchain with 
edge computing offers a number of advantages over the 
integration of blockchain with cloud computing. Specifically, it 
provides better data security, system reliability, and application 
performance. Additionally, it is more suitable for use cases that 
require real-time processing and high security requirements. 

Last but certainly not least, the integration of blockchain and 
edge computing delivers compelling cost-efficiency benefits [2]. 
By minimizing reliance on extensive cloud infrastructure and 
associated data transmission costs, operational expenses are 
significantly reduced. This is further augmented by heightened 
system reliability, which helps mitigate revenue losses 
associated with system failures [2]. 

To summarize, the integration of blockchain and edge 
computing presents an enticing proposition for businesses across 
diverse sectors. It promises heightened operational efficiency, 
fortified data privacy, and robust data management practices, all 
while positioning itself as a pioneering solution at the 
intersection of security, reliability, performance, and cost-
effectiveness in the evolving landscape of data-driven systems. 

IV. CHALLENGES AND CLOUD INDEPENDENCE IN 

BLOCKCHAIN-EDGE INTEGRATION 

A. Challenges in Integrating Blockchain and Edge 

Computing 

The integration of blockchain and edge computing presents 
significant potential for enhancing both security and 
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performance in modern data systems [6]. However, several 
critical challenges—spanning technical, performance, security, 
and regulatory dimensions—must be addressed to fully realize 
this potential. One of the foremost technical challenges is 
scalability. As decentralized networks grow to accommodate 
increasing data demands, the complexity of maintaining data 
integrity and security across numerous nodes becomes more 
pronounced. This issue is particularly salient in edge computing 
environments, where devices often lack the processing power 
and storage capacity required for executing resource-intensive 
blockchain consensus mechanisms, such as Proof of Work 
(PoW) [21],[4]. Moreover, the inherently decentralized structure 
of blockchain introduces latency challenges, which run counter 
to the low-latency requirements of edge computing. The time 
required for transaction verification and block validation can 
degrade performance, especially in latency-sensitive 
applications such as the Internet of Things (IoT) and real-time 
data analytics [22]. 

Security concerns also arise due to the movement of data 
between edge and cloud environments, where the risk of 
cyberattacks increases during transmission [5]. While 
blockchain’s decentralized architecture enhances security by 
distributing control, edge devices typically lack the robust 
security mechanisms available in cloud-based systems, making 
them more susceptible to threats [23]. Managing identity and 
access in decentralized systems further complicates this 

challenge. Although cloud-based solutions may offer strong 
identity management capabilities, their reliance on centralized 
systems could undermine the decentralized ethos of blockchain, 
raising issues of dependency and control. 

From a regulatory perspective, compliance with frameworks 
such as the General Data Protection Regulation (GDPR) adds 
another layer of complexity [5]. The decentralized nature of 
blockchain makes it difficult to pinpoint where and how data is 
stored, complicating efforts to ensure compliance with data 
privacy laws. This issue becomes even more challenging in 
cross-border scenarios, where legal frameworks may vary 
significantly [5]. As a result, questions surrounding data 
ownership and control become especially pertinent in industries 
governed by strict regulatory requirements. Addressing these 
technical, performance, security, and regulatory challenges is 
essential for unlocking the full potential of blockchain and edge 
computing in modern data systems. 

Several studies have sought to address these challenges 
through various approaches that integrate blockchain with edge 
and cloud computing, particularly within IoT environments. 
Table II summarizes key contributions from these works, 
highlighting how they tackle issues related to scalability, 
security, decentralization, and performance in blockchain-
enabled systems.

TABLE II. KEY CONTRIBUTIONS IN BLOCKCHAIN AND EDGE COMPUTING INTEGRATION 

Ref. Key Contributions 
Layered 

Architecture 

Cryptocurrency 

Involvement 

Blockchain 

Decentralization 

IoT 

Applications 

Cloud of 

Things 

Cloud 

Computing  

J
o

u
r
n

a
l 

[5] 

Exploring the Integration of 

Edge Computing and 

Blockchain to Enhance IoT 

Systems and Address Key 
Challenges in Security and 

Efficiency 

✓ ✗ ✓ ✓ ✓ ✓ 

S
cien

ceD
irect 

[1] 

Surveying the Integration of 

Blockchain and Edge 
Computing to Enhance 

Resource Utilization and 

Security in IoT 
Applications 

✗ ✗ ✗ ✓ ✓ ✓ 

S
cien

ceD
irect 

[6] 

EdgeBoT as a Smart 

Contracts-Based Platform 

to Enhance Data Ownership 

and Privacy in IoT Through 

Blockchain Technology 

✗ ✗ ✓ ✓ ✓ ✓ 

S
en

so
rs 
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[25] 

Proposing a Scalable and 

Secure Cloud Architecture 

to Enhance IoT Integration 
with Cryptographic 

Techniques for Improved 

Multi-User Access and Data 
Security 

✓ ✗ ✓ ✓ ✗ ✓ 

IE
E

E
 A

ccess 

[4] 

The Convergence of 

Blockchain and Edge of 
Things Exploring 

Opportunities, 

Applications, and Security 
Challenges in the BEoT 

Paradigm 

✗ ✗ ✗ ✗ ✗ ✓ 

IE
E

E
 Io

T
J 

[26] 

The Potential of Blockchain 

Technology in Integrated 

IoT Networks for Scalable 
Intelligent Transportation 

Systems in India 

✗ ✗ ✗ ✓ ✗ ✓ 

S
cien

ceD
irect 

[3] 

Advancements in Edge 

Computing: Integrating AI 
and Blockchain for 

Enhanced Performance in 

Maritime and Aerial 
Systems 

✗ ✗ ✓ ✓ ✓ ✓ 

IE
E

E
 A

ccess 

[16] 

A Blockchain-Assisted 

Handover Authentication 

Scheme for Intelligent 

Telehealth Systems in 

Multi-Server Edge 
Computing Environments 

✗ ✓ ✗ ✓ ✗ ✓ 

S
cien

ceD
irect 

[27] 

A Novel Trust-Aware 

Blockchain-Based 
Framework for Enhancing 

Privacy and Security in 

Decentralized IoT 
Applications 

✗ ✗ ✗ ✓ ✓ ✓ 

E
lectro

n
ics 

[28] 

Analyzing the Integration of 

Blockchain in IoT and 

Healthcare: Enhancing Data 
Security and Management 

Strategies 

✗ ✗ ✗ ✓ ✗ ✓ 

S
cien

ceD
irect 
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[18] 

Integrating Blockchain and 

Federated Learning for 

Enhanced Security and 
Privacy in Smart Healthcare 

with a Novel Conceptual 

Framework 

✗ ✓ ✗ ✓ ✗ ✓ 

IE
E

E
 In

tern
et o

f T
h

in
g

s Jo
u

rn
al 

[13] 

The Evolution of Mobile 
Cloud Computing and Edge 

Computing for Enhanced 

Mobile Applications and 
Open Research Challenges 

✗ ✗ ✓ ✓ ✗ ✓ 

S
p

rin
g
er 

[29] 

Analyzing Security 

Challenges and Solutions 

for Data Privacy in Cloud-
IoT Environments with 

Insights into Emerging 

Technologies 

✗ ✗ ✗ ✗ ✗ ✓ 

S
p

rin
g
er 

[7] 

Proposing a Unified Control 

Framework for Enhancing 
Railway Communications 

Through Integration of 

Advanced Technologies in 
the Era of 5G and Future 6G 

✗ ✗ ✗ ✗ ✗ ✓ 

IE
E

E
 A

ccess 

[30] 

Proposing a Blockchain-

Based Cloud Integrated IoT 
Application for Enhanced 

Security and Intruder 
Detection in Challenging 

Environments 

✗ ✓ ✓ ✗ ✗ ✓ 

S
p

rin
g
er 

[31] 

Integrating Blockchain and 

Edge Computing to Create a 

Secure, Scalable 
Architecture for Data 

Processing in Industry 4.0 

Applications 

✗ ✗ ✓ ✗ ✗ ✓ 

S
p

rin
g
er 

Several studies contributions illustrate a variety of 
approaches to integrating blockchain with edge computing, 
addressing challenges such as scalability, security, and 
decentralization. By leveraging multi-layered architectures and 
optimizing resource allocation, these works enhance system 
performance, security, and regulatory compliance. 

Based on the studies presented in Table II, it is evident that 
while various approaches have been proposed to tackle 
challenges like scalability, security, and performance, the role of 

cloud computing remains a consistent element across all studies. 
This pervasive presence of the cloud raises an important 
question: Can blockchain data management be fully achieved in 
edge computing without cloud support? In other words, is the 
cloud indispensable in all cases of integrating blockchain and 
edge computing? 

B. Blockchain-Edge Computing Integration and Cloud 

Support 

The integration of blockchain with edge computing has 
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gained considerable attention due to its potential to address 
challenges such as latency reduction and enhanced security in 
decentralized systems. However, upon analyzing recent studies, 
it becomes clear that cloud computing plays a crucial role in 
most cases of blockchain-edge integration. While edge 
computing is effective for real-time data processing and 
localized decision-making, cloud support is often required for 
tasks that demand higher computational power, scalability, and 
long-term data storage. 

A graphical analysis based on the studies presented in Table 
II emphasizes the significant presence of cloud computing in 
blockchain-edge integration research. As demonstrated in Fig. 
1, a substantial proportion of the studies rely on cloud services 
to complement the resource-constrained nature of edge devices. 
The cloud not only provides additional computational resources 
for tasks like blockchain mining, transaction verification, and 
smart contract execution, but it also enables efficient data 
storage and management for decentralized applications. 

 
Fig. 1. Prevalence of cloud support in blockchain-edge computing 

integration studies. 

As illustrated in Fig. 1, the majority of blockchain-edge 
computing integrations incorporate cloud support, reflecting its 
indispensable role in managing the complexity and resource 
demands of decentralized networks. For example, studies by Tri 
et al. [5] and Yang et al. [2] showcase how cloud infrastructure 
serves as the backbone for scaling blockchain operations, 
ensuring that the limitations of edge devices do not hinder 
overall system performance. The cloud efficiently offloads 
computationally intensive tasks, such as consensus mechanisms, 
while enabling edge devices to focus on real-time data 
processing and localized operations. 

Despite the strong reliance on cloud computing in many 
cases, there are specific scenarios where blockchain and edge 
computing can be successfully integrated without the need for 
cloud services. These cases generally arise in smaller-scale, 
localized applications, where the resource demands of 
blockchain operations are relatively low, and large-scale data 
storage or significant computational power is not required. 

1) Localized IoT networks: In small, self-contained IoT 

environments—such as smart homes or small industrial 

setups—blockchain can be integrated with edge devices to 

manage secure transactions and ensure data integrity without the 

need for cloud support. In these scenarios, lightweight 

consensus mechanisms like Proof of Authority (PoA) or 

Practical Byzantine Fault Tolerance (PBFT) can be efficiently 

handled by edge devices, thus eliminating the need for external 

cloud resources [32]. 

2) Decentralized autonomous systems: Some decentralized 

systems, such as autonomous drones or vehicular networks, can 

operate blockchain-based frameworks using only edge 

computing. These systems typically rely on localized 

blockchain networks, where each node (e.g., a drone or vehicle) 

has sufficient computational power to process transactions and 

validate blocks, avoiding the latency and delays introduced by 

cloud-based solutions [20]. 

3) Data sovereignty and privacy-centric applications: In 

highly sensitive environments, such as healthcare or military 

applications, where data sovereignty and privacy are 

paramount, blockchain and edge computing can be combined 

to maintain strict control over data without transmitting it to 

cloud servers. These use cases focus on local data processing 

and handling, ensuring privacy and removing reliance on 

external cloud providers [5]. 

These examples demonstrate that while cloud support is 
beneficial in many cases, it is not always essential for 
blockchain-edge integration. In environments where 
computational demands are modest and concerns about latency 
or privacy are significant, blockchain and edge computing can 
function effectively without cloud involvement. However, for 
most large-scale applications, particularly those requiring 
scalability, redundancy, or complex data management, cloud 
computing remains a critical component, enabling seamless and 
efficient integration between blockchain and edge computing. 

V. ETHEREUM IN EDGE COMPUTING: A COMPREHENSIVE 

CASE STUDY 

The integration of Ethereum within edge computing 
environments presents a powerful solution for decentralized, 
real-time applications. By leveraging edge computing, 
Ethereum can enhance performance and scalability through 
localized data processing, thereby reducing latency and 
alleviating network congestion [1][7]. This section explores the 
technical aspects, advantages, concerns, and potential future 
developments for Ethereum as a blockchain platform deployed 
at the edge [3]. Furthermore, it highlights how decentralized 
financial systems can capitalize on the processing capabilities of 
edge computing to provide more efficient and secure solutions, 
ultimately paving the way for innovative applications in IoT and 
beyond [8]. By addressing these factors, Ethereum demonstrates 
its capacity to evolve within edge environments, enhancing its 
role in the decentralized landscape. 

A. Technical Advantages of Ethereum in Edge Computing 

Integrating Ethereum with edge computing brings unique 
technical benefits that enhance the efficiency, scalability, and 
security of decentralized applications. Ethereum’s design, 
coupled with edge computing’s localized processing 
capabilities, makes it particularly well-suited for applications 
that require low latency, real-time processing, and energy 
efficiency. Key technical advantages include: 
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1) Real-Time processing and reduced latency: 

a) Localized transaction validation: By handling 

transactions closer to the data source, edge devices can validate 

and process Ethereum transactions locally, which greatly 

reduces latency compared to centralized blockchain processing 

[19]. This is especially valuable for applications in IoT and 

smart city infrastructure where rapid decision-making is 

critical. 

b) Enhanced decentralized applications (dApps): Real-

time data processing at the edge allows decentralized 

applications to operate with faster response times, improving 

user experience in applications like financial trading, supply 

chain management, and decentralized exchanges (DEXs) that 

rely on immediate updates [2]. 

c) Smart contract execution at the edge: Ethereum's 

capability to execute smart contracts can be enhanced in edge 

environments, where real-time contract execution reduces the 

time required for transactions to finalize. This brings significant 

improvements for IoT applications that rely on automated 

responses based on data analytics. 

2) Energy efficiency through Proof-of-Stake (PoS): 

a) Reduced resource consumption: Ethereum’s shift 

from Proof-of-Work (PoW) to Proof-of-Stake (PoS) consensus 

drastically lowers the computational and energy demands on 

devices participating in the network [3], [2]. This reduction is 

crucial for edge devices, which typically have limited resources 

compared to traditional data centers. 

b) Compatibility with resource-constrained edge 

devices: PoS allows edge devices to contribute to the network 

without requiring the intensive hardware needed for PoW 

mining, making it feasible for smaller, more energy-efficient 

devices to play an active role in transaction validation and block 

creation within the Ethereum network [2]. 

c) Support for sustainability goals: By using PoS, 

Ethereum aligns well with the sustainability objectives of many 

IoT and smart infrastructure projects, where energy 

consumption is a key concern [2][5]. 

3) Scalability with layer two solutions: 

a) Layer 2 offloading: Ethereum's Layer 2 scaling 

solutions, such as rollups and zk-Rollups, enable transactions 

to be processed off-chain while still anchored to the main 

Ethereum blockchain for security. This alleviates congestion on 

the main network, making it easier for edge devices to handle 

high transaction volumes without compromising performance 

[6]. 

b) Improved throughput: By batching multiple 

transactions off-chain, Layer 2 solutions significantly improve 

throughput, making Ethereum capable of handling more 

transactions per second (TPS) without overwhelming edge 

devices [16]. This is particularly useful in IoT ecosystems, 

where numerous small transactions are generated by devices. 

c) Interoperability with other blockchains: Many Layer 

2 solutions on Ethereum are designed with interoperability in 

mind, allowing edge devices in one network to interact with 

other blockchain ecosystems. This cross-chain compatibility 

fosters greater flexibility for decentralized applications, 

particularly in settings like supply chain networks and logistics 

[2][8]. 

4) Security benefits of decentralized processing: 

a) Enhanced data security: The decentralized nature of 

Ethereum, combined with edge computing, strengthens data 

security by processing and storing data closer to the source. 

This decentralized architecture reduces the risk of centralized 

points of failure and data breaches, which is especially 

beneficial for sensitive applications such as healthcare and 

finance [28]. 

b) Zero-Knowledge proofs (zk-SNARKs) for privacy: 

Ethereum's zk-SNARK technology enables data verification 

without revealing sensitive information, supporting privacy in 

edge applications where personal or confidential data may be 

processed [15]. This ensures that data privacy is maintained 

while still benefiting from Ethereum’s secure transaction 

model. 

c) Tamper-Resistant IoT networks: By deploying 

Ethereum nodes on edge devices, IoT networks gain resilience 

against tampering and unauthorized access, as data must 

undergo consensus verification before being accepted. This 

adds a strong layer of security to edge-based IoT environments 

[22]. 

In summary, Ethereum’s adaptable architecture, energy-
efficient consensus mechanisms, and advanced Layer 2 scaling 
solutions make it exceptionally well-suited for deployment in 
edge computing environments, where real-time processing, 
scalability, and security are paramount for next-generation 
decentralized applications. 

B. Comparison of Ethereum with Other Cryptocurrencies in 

Edge Environments 

Deploying blockchain in edge computing requires energy 
efficiency, low-latency processing, and scalability [2]. While 
Ethereum’s features make it suitable for edge computing, a 
comparison with Bitcoin and Polkadot reveals key distinctions, 
as shown in Table III, which highlights the key comparisons of 
Ethereum, Bitcoin, and Polkadot for edge computing 
applications. 

TABLE III. KEY COMPARISONS OF ETHEREUM, BITCOIN, AND POLKADOT 

FOR EDGE COMPUTING APPLICATIONS 

Feature Ethereum Bitcoin Polkadot 

Consensus 

Mechanism 
Proof-of-Stake 

(PoS) 

Proof-of-Work 

(PoW) 

Nominated Proof-

of-Stake (NPoS) 

Energy 

Efficiency 

High, low-

power PoS [1] 

Low, resource-

intensive [2] 

Moderate, 

optimized for PoS 

[3] 

Smart Contract 
Support 

Extensive 
(EVM) 

Limited 
scripting [4] 

Multi-chain smart 
contracts 

Layer 2 

Scaling 

Robust 

(Rollups) [5] 

Limited Cross-chain 

scalability 
(parachains) 

Latency 

Sensitivity 

Optimized for 

real-time 

dApps [6] 

Slower 

confirmations 

[7] 

Optimized for 

cross-chain 

processing 

Ethereum’s Proof-of-Stake (PoS) consensus mechanism 
greatly reduces energy consumption, making it compatible with 
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edge device constraints, where power and resources are often 
limited. Bitcoin’s Proof-of-Work (PoW), in contrast, is 
computationally demanding and thus unsuitable for resource-
constrained environments. Polkadot’s Nominated Proof-of-
Stake (NPoS) model is similarly efficient and well-suited for 
multi-chain edge networks, where various blockchains need to 
operate seamlessly. 

C. Proposed Algorithm for Ethereum-Based Transactions in 

Edge Environments 

Some studies have introduced algorithms to optimize 
blockchain integration in edge computing, focusing on reducing 
latency and managing data consistency. Common approaches 
include distributed consensus mechanisms [1], off-chain scaling 
solutions like Plasma and state channels [2], and layered 
architectures that rely on cloud support for intensive processing 
[3]. While effective, these methods often depend on centralized 
infrastructures, potentially limiting decentralization. 

Our proposed algorithm presents a decentralized transaction 
validation framework tailored for Ethereum-based systems in 
edge environments. By utilizing local consensus among edge 
nodes and Layer 2 scaling, the algorithm minimizes cloud 
dependency, enabling autonomous, secure transaction 
processing directly at the edge. 

Algorithm 1: Decentralized Transaction Validation at the 
Edge Using Ethereum 

 

Objective: Efficiently process transactions on Ethereum using edge 

devices while maintaining security and minimizing latency. 
 

Input: Transaction data (Tx), Node ID (Edge Node), Blockchain 
state (S) 

Output: Validated transaction and updated blockchain state (S’) 

1. Edge device (Node) receives a transaction request (Tx). 

2. Node verifies transaction data (Tx) using Ethereum’s 
cryptographic validation method [5]. 

3. If the transaction is valid: 

1. Node checks its local blockchain state (S) to 
ensure consistency. 

2. Transaction is added to a local temporary block. 

4. The temporary block is broadcasted to nearby nodes in the 
edge network for additional validation (Consensus) [6]. 

5. Upon achieving consensus among edge devices, the 
validated block is appended to the blockchain. 

6. If Layer 2 rollup is enabled, the batch of transactions is 
compressed and sent to the main Ethereum chain for final 
settlement [7]. 

7. Output: Updated blockchain state (S’) is stored across all 
edge nodes. 

 

This algorithm utilizes the proximity of edge devices for 
transaction validation, minimizing reliance on centralized 
servers or cloud infrastructures. By incorporating Layer 2 
scaling solutions, such as rollups, the algorithm offloads part of 
the computational workload to off-chain solutions, optimizing 
resource use in constrained edge devices. Consensus 

mechanisms within the edge network ensure data consistency 
before broadcasting the validated block to the larger Ethereum 
blockchain, balancing security and speed [2]. 

D. Regulatory and Privacy Concerns 

While the technical feasibility of deploying Ethereum in 
edge environments is promising, regulatory challenges must 
also be addressed. Ethereum’s decentralized nature complicates 
data privacy and ownership, particularly when considering laws 
like the General Data Protection Regulation (GDPR) in Europe. 
Key regulatory issues include: 

 Data Privacy: Since Ethereum transactions are publicly 
visible, storing sensitive data (e.g., personal or medical 
information) on the blockchain may violate privacy 
regulations. Solutions like Zero-Knowledge Proofs (zk-
SNARKs), which allow verification of transactions 
without revealing sensitive information, could mitigate 
this issue [9]. 

 Cross-Jurisdictional Compliance: With edge devices 
deployed globally, ensuring compliance with different 
legal frameworks across borders poses a significant 
challenge [11]. 

 Data Sovereignty: Edge environments often operate in 
localized settings, and the transmission of data to global 
blockchains raises concerns about who controls and 
owns that data [11]. 

E. Future Research Directions 

The integration of Ethereum within edge computing 
environments presents promising opportunities, yet several key 
challenges in efficiency, security, and scalability remain to be 
addressed. Future research directions that may significantly 
advance this field include the following: 

1) Hybrid architectures: Investigating hybrid architectures 

that combine both edge and cloud resources could enhance the 

performance of Ethereum-based applications in edge 

environments. A proposed approach involves handling time-

sensitive, low-latency tasks, such as initial transaction 

validations, at the edge, while offloading computationally 

intensive tasks (e.g., complex smart contract execution and 

large-scale data analysis) to the cloud. This distribution strategy 

optimizes the limited resources of edge devices while 

leveraging cloud computational power to handle more 

demanding tasks, leading to more efficient operations across 

edge-cloud ecosystems [24]. 

2) Improved consensus mechanisms: To promote 

scalability and energy efficiency in edge environments, 

developing lightweight consensus protocols tailored for edge 

computing is essential. Traditional consensus algorithms, such 

as Proof of Work (PoW), are highly resource-intensive and 

unsuitable for resource-constrained edge devices. Future 

research should explore alternative protocols, such as Proof of 

Authority (PoA) or adapted Byzantine Fault Tolerance (BFT) 

models, which could reduce computational overhead and 

energy requirements while maintaining security. Such 

protocols would enable resource-constrained edge devices to 
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participate effectively in Ethereum networks without 

compromising network performance [13]. 

3) Security enhancements: Enhancing security for 

Ethereum-edge networks is critical, given the vulnerabilities of 

edge devices to cyber threats. Research into advanced 

cryptographic techniques, including secure multiparty 

computation and zero-knowledge proofs, may strengthen data 

privacy and integrity within decentralized edge networks. 

Additionally, exploring post-quantum cryptographic methods 

is crucial for ensuring resilience against potential future threats 

from quantum computing, ultimately securing Ethereum-edge 

networks for long-term operation [2]. 

4) Decentralized data storage solutions: The adoption of 

decentralized storage solutions offers a pathway to securely 

manage and distribute data across edge environments. 

Technologies such as the InterPlanetary File System (IPFS) 

provide secure, distributed data storage without centralized 

dependencies. Integrating IPFS with Ethereum could enable 

edge networks to store data with higher redundancy and fault 

tolerance, even in disconnected or remote environments [1]. 

This is particularly advantageous for Internet of Things (IoT) 

ecosystems, where data generated by edge devices requires 

secure, decentralized storage and accessibility [2]. 

Expanding research in these areas could substantially 
enhance the efficiency, scalability, and security of Ethereum 
applications within edge computing environments. By 
addressing these challenges, researchers can contribute to 
building a robust foundation for decentralized applications 
capable of operating reliably across distributed edge-cloud 
ecosystems. 

VI. CONCLUSION 

The integration of blockchain and edge computing presents 
a transformative opportunity to improve data security, 
computing efficiency, and data privacy across various 
industries, particularly in IoT environments where real-time data 
processing and secure transactions are crucial. This paper has 
explored the foundational principles of these two technologies, 
examined their synergies, and highlighted the significant 
benefits of their convergence. By leveraging blockchain’s 
decentralized, tamper-resistant structure alongside edge 
computing’s ability to process data locally, this integration 
promises substantial advancements in performance, reducing 
latency and enhancing security in decentralized networks. 
Furthermore, the Ethereum-based case study offered practical 
insights into how blockchain can be deployed in edge 
environments, illustrating both its feasibility and the challenges 
that arise in ensuring efficiency and scalability. 

The contributions of this research lie in its systematic 
analysis of the integration of blockchain and edge computing, 
with a particular focus on the practical implications of their 
convergence. The study provides valuable perspectives on the 
ways these technologies can enhance security through 
blockchain’s immutability and edge computing’s localized data 
processing, while also addressing the challenges related to 
computational demands, scalability, and managing 
decentralized networks. The Ethereum case study served as a 

critical example of the potential applications in edge 
environments, but it also underscored the importance of 
addressing challenges like computational load, network 
management, and the reliance on cloud infrastructure for certain 
tasks. This paper contributes to the ongoing dialogue in the field 
by identifying these key challenges and providing a foundation 
for future studies focused on optimizing these systems. 

Despite the promising potential of blockchain and edge 
computing, this research is not without its limitations. The case 
study was limited to Ethereum, and while it provided useful 
insights, it may not fully represent the diverse array of 
blockchain platforms with differing consensus mechanisms or 
resource requirements. Additionally, the study focused 
primarily on the computational aspects of blockchain at the 
edge, leaving out considerations around hardware diversity in 
edge devices, which could impact the integration’s performance 
across different environments. While the hybrid edge-cloud 
architecture discussed in this paper provides a practical solution, 
the potential challenges of security, privacy, and the added 
complexity of cloud dependencies need further investigation, 
particularly when considering large-scale deployments. 

Looking ahead, future research should address several 
critical areas to optimize the integration of blockchain and edge 
computing. First, there is a need for the development of 
lightweight consensus mechanisms that can reduce the 
computational burden on edge devices, ensuring that blockchain 
systems remain secure and decentralized while being efficient 
enough to operate in resource-constrained environments. 
Second, scalable architectures that can support the growing 
demands of decentralized edge computing systems should be 
explored. These architectures should balance the need for real-
time processing with the constraints of limited edge resources, 
while also maintaining the integrity of the blockchain. Finally, 
further exploration of data privacy solutions is essential, 
particularly in decentralized systems. Techniques such as zero-
knowledge proofs and advanced encryption methods could help 
ensure privacy without sacrificing performance, enabling secure 
blockchain operations in edge environments. Addressing these 
areas will be key to advancing the integration of blockchain and 
edge computing, enabling the development of secure, efficient, 
and scalable decentralized systems for future data-driven 
applications. 
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Abstract—The identification of COVID-19 using chest X-ray 

(CXR) images plays a critical role in managing the pandemic by 

providing a rapid, non-invasive, and accessible diagnostic tool. 

This study evaluates the impact of different image preprocessing 

techniques on the performance of deep learning models for 

COVID-19 classification based on COVID-19 Radiography 

Database, which includes 10,192 normal CXR images, 6012 lung 

opacity (non-COVID lung infection) images, and 1345 viral 

pneumonia images. Along with the images, corresponding lung 

masks are also included to aid in the segmentation and analysis of 

lung regions. Specifically, three convolutional neural network 

(CNN) models were developed, each using a distinct preprocessing 

method: Contrast Limited Adaptive Histogram Equalization 

(CLAHE), traditional histogram equalization, and no 

preprocessing. The results revealed that while the CLAHE-

enhanced model achieved the highest training accuracy (93.26%) 

and demonstrated superior stability during training, it showed 

lower performance in the validation phase, with validation 

accuracy of 91.31%. In contrast, the model with no preprocessing, 

which exhibited slightly lower training accuracy (92.98%), 

outperformed the CLAHE model during validation, achieving the 

highest validation accuracy of 91.50% and the lowest validation 

loss. The histogram equalization model demonstrated 

performance similar to that of CLAHE but with slightly higher 

validation loss and accuracy compared to the unprocessed model. 

These findings suggest that while CLAHE excels in enhancing 

image details during training, it may lead to overfitting and 

reduced generalization ability. In contrast, the model without 

preprocessing showed the best generalization and stability, 

indicating that preprocessing techniques should be chosen 

carefully to balance feature enhancement with the need for 

generalization in real-world applications. This study underscores 

the importance of selecting appropriate image preprocessing 

techniques to enhance deep learning models' performance in 

medical image classification, particularly for COVID-19 detection. 

Histogram Equalization The results contribute to ongoing efforts 

to optimize diagnostic tools using AI and image processing. 

Keywords—X-ray; COVID-19; image enhancement; Contrast 

Limited Adaptive Histogram Equalization; Histogram Equalization 

I. INTRODUCTION 

The COVID-19 pandemic has caused dramatic global 
changes, both in healthcare and in our daily lives. One major 
challenge is the efficient identification of COVID-19 patients, 
where chest imaging has played a crucial role. While computed 
tomography (CT) scans provide high-resolution 3D images, 
their high cost and time requirements make them less practical 

than chest X-rays (CXR) for widespread use. Furthermore, 
COVID-19 has single-handedly become the driving force to so 
many unprecedented changes to the norms of today’s modern 
society. On the flip side of things, we have observed welcomed 
acceleration in the adoption of digitalisation into our daily lives. 
This includes opening markets for online video meetings which 
in turn encouraging work from home policies and forcing 
countries into a standstill to fulfil lockdown requirements which 
leads to the reduction of carbon emissions by 8.8% (much larger 
than carbon emission reduction after World War II)[1][7]. Still, 
COVID-19 in its essence, is an unwelcomed pandemic that have 
brought tremendous amounts of varying losses (3.5 million 
deaths globally as of December 2019)and should be combated 
to the very best of humanity’s capabilities [2][8] . Machine 
learning is one of the newest additions to our arsenal in fighting 
off COVID-19. We have seen efforts to direct the creation of 
effective policies, utilising the power of data to govern available 
resources through the means of analysis such as effectiveness of 
vaccines, rate of vaccination and rate of cases to identify 
COVID-19 hot spots. Chest imaging is one of the methods used 
to identify potential COVID-19 patients. Options include 
computed tomography (CT), X-ray and ultrasound scans. CT 
scans are images produced by a procedure of combining series 
of X-ray scans from multiple angles combined to create a 3D 
view. CT scans have the advantage of providing a better 
overview of a patient’s conditions. However, it is considerably 
more expensive compared to X-ray procedures due to the much 
higher cost of the machine used as well as the time required to 
complete it. Deep learning models have shown promise in 
analyzing CXR scans to detect lung abnormalities linked to 
COVID-19, providing a faster, more accessible diagnostic tool. 
Previous studies have explored models with high accuracy, but 
few have investigated how different image preprocessing 
techniques can impact model performance. Attempts have been 
made in the past to provide assistance in identifying COVID19 
patients with the use of transfer learning with MobileNet, 
obtaining an accuracy score of 96.33% as well as using the latest 
Generative Adversarial Network (GAN) on X-ray images 
obtaining 85% and 95% accuracy for dataset without and with 
data augmentation respectively [3], [4],[9],[10]. 

Abhishek Agnihotri and Narendra Kohli first proposed a 
novel 20-layer CNN model with an accuracy of 89.67 in order 
to analyze the performance of hybrid deep learning models 
versus novel deep learning models [6] and pre-trained models 
[21]. This model performs better than four pre-trained models 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

634 | P a g e  

www.ijacsa.thesai.org 

(Inception_ResnetV2, VGG16, VGG19 and InceptionV3) and 
achieves accuracy close to that of one pre-trained model 
(ResNet50). In order to narrow the gap in covid-19 severity 
prediction, Fares Bougourzi et al. proposed two methods based 
on 2D and 3D CNNS respectively. The proposed method is 36% 
more effective in predicting the severity of Covid-19 than the 
baseline method and represents a 14% improvement over the 
baseline method [22]. Dandil andYildirim proposed that the 
Mask R-CNN method was successful in the segmentation of 
COVID-19 infection, and COVID-19 infection on CT slices of 
open data sets was successfully segmented. In the experimental 
study, the scores of DSC, JSC, Precision and Recall were 
81.93%, 74.19%, 90.27% and 79.47%, respectively [23]. 
Hammad and Khotanlou propose a simple CNN-based deep 
learning model, called Grad-CAM CNN (GCNN), to detect 
infection with COVID-19 disease through chest X-ray images 
and visualize heat maps with the help of Grad-CAM technology. 
In order to determine which area of chest X-ray images had 
COVID-19, a binary classification of normal chest X-ray images 
and positive chest X-ray images was performed, and the 
accuracy rate of detecting COVID-19 infection was 97.78%. 
Under the premise that the number of high-quality positive chest 
X-ray images was insufficient, they used a composite dataset to 
overcome this limitation [24]. 

Khadija developed a web-based online COVID-19 detection 
service, and the proposed FACNN framework enabled us to 
achieve precision, accuracy, sensitivity, F-measure, recall rate, 
and specificity to achieve high performance [25]. Arul Raj. A.M 
and Sugumar R demonstrated the feasibility of early 
identification of COVID-19 using cnn and pre-processed X-ray 
images, The COVID-19 detection method based on 
convolutional neural networks (cnn) and pre-processed chest X-
ray images provides a promising solution for the accurate and 
efficient diagnosis of COVID-19 cases. The image quality and 
contrast are improved by image normalization, contrast 
stretching and segmentation, and the performance of CNN 
model is enhanced. Trained CNN models can generate accurate 
and efficient diagnostic reports, enabling healthcare 
professionals to quickly diagnose COVID-19 cases and take 
appropriate action [26]. 

Maddula et al. trained on a simplified large data set based on 
cnn, and the accuracy efficiency of the obtained model was 
0.9835, precision was 0.915, sensitivity was 0.963, specificity 
was 0.972, and F1 score was 0.987. With ROC AUC of 0.925, 
this model is better than Random Forest with accuracy of 0.8997 
and Naive Bayes with accuracy of 0.887, which proves that 
CNN's model can be combined with reinforcement learning for 
pattern recognition and deep learning model for processing large 
amounts of data. The above methods are helpful to improve the 
prediction accuracy [27]. Jagadeesh Marusani proposes a 
computer vision model to detect the presence of covid-19 
infection and the location of the infection in the lungs. The 
proposed CNN model shows good performance on chest X-ray 
data sets and validation of different data sets. This model is 
smaller in size and requires six times fewer parameters to train. 
Compared to the most advanced EfficientNetB7 model, it is 
comparable and sometimes even shows better results [28]. 
Renuka Devi SM et al. used deep learning methods to train 
database images. When given a specific chest X-ray image as 

input, the system detects whether the X-ray is in the COVID-19 
category or the normal category. The experimental results show 
that the accurate and accurate results obtained by CNN in 
COVID-19 detection are the best, with an accuracy rate of 
96.8% [29]. Hassam Tahir et al. applied ResNet-101 to the local 
Covid-19 patient registration data set in order to facilitate 
infection of the virus in developing countries without 
vaccination facilities and to save time for rapid treatment of 
COVID-19 patients. Data from 8009 local chest radiographs 
were collected. Three neural networks were suggested for 
patients Faster R-CNN, Mask-CNN and ResNet-50. The faster 
R-CNN showed the best accuracy at 87 percent. The Mask 
RCNN was 83% accurate and the resNet-50 was 72% accurate 
[30]. Jing Zhang et al., because existing models do not apply to 
the three classifications of health controls, CP, and COVID-19. 
A novel diagnostic model for COVID-19 patients based on 
graph-enhanced three-dimensional convolutional neural 
networks (CNN) and cross-central domain feature adaptation is 
proposed. A 3D CNN with graph convolution module is 
designed to enhance the capability of global feature extraction. 
At the same time, a domain adaptive feature alignment method 
was used to optimize the feature distance between different 
centers to effectively realize multi-center COVID-19 diagnosis. 
Our experimental results achieved a fairly good COVID-19 
diagnosis with 98.05% accuracy in the mixed dataset and 
85.29% and 87.53% accuracy in cross-center tasks [31]. 

Several studies have explored the use of machine learning to 
detect COVID-19, achieving high accuracy with models trained 
on medical images. However, few have investigated how 
different image preprocessing techniques might impact the 
performance of these models. This study contributes to this gap 
by developing deep learning models based on various 
preprocessing techniques applied to CXR images. The 
preprocessing methods include Contrast Limited Adaptive 
Histogram Equalization (CLAHE), traditional Histogram 
Equalization, and a control model with no preprocessing.The 
contributions of this study are listed as follows: 

1) Development of three CNN models: The study develops 

CNN models to classify COVID-19 using different image 

preprocessing techniques (CLAHE, Histogram Equalization, 

and no preprocessing). 

2) Use of real CXR datasets: The dataset used consists of 

real X-ray images from the COVID-19 Radiography Database, 

obtained from open sources like Kaggle, and includes a large 

number of CXR images classified into COVID-19, normal, 

lung opacity, and viral pneumonia categories. 

3) Identification of the most effective preprocessing 

method: The study identifies key preprocessing techniques that 

significantly influence model performance in detecting 

COVID-19, with Histogram Equalization emerging as the best 

method for model generalization. 
In this paper, we aim to extend existing efforts by evaluating 

the impact of these preprocessing techniques on deep learning 
models for COVID-19 detection. Our approach follows a 
systematic comparison to determine which technique most 
effectively enhances model performance for detecting COVID-
19 from chest X-rays. 
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II. LITERATURE REVIEW 

A. X-ray Scans for COVID-19 Identification 

Various methods have been proposed and applied in the 
global effort to mitigate the propagation of COVID-19. Given 
the limited knowledge base and database of the novel virus 
during the pandemic’s inception, methods to identify potential 
patients mainly revolve around high recall with low costs (low 
material cost and lower expertise requirement) such as take-
home test kits and clinical Antigen Rapid Test Kit (RTK). 
Another approach to identifying COVID-19 patients is by 
performing X-ray scans to identify COVID-19 related lung 
abnormalities by locating lung opacities (opaqueness of white 
areas within lung X-ray scans). The findings in Liqa A. 
Rousan’s paper collected X-ray scans using portable Xray units 
based on anteroposterior projections [11]. A minority (31%) of 
the positive patients involved in the study was observed to 
possess or develop abnormalities on their chest X-ray (CXR) 
scans while 75% of the patients did not even though all of them 
are tested positive for COVID-19 using RT-PCR, the golden 
standard for COVID-19 testing. However, significant 
correlation was identified between the progression of 
abnormalities and symptoms experienced by patients with lung 
abnormalities, suggesting plausibility of judging patient’s 
condition progress by judging changes of abnormalities in the 
X-ray scans. Common locations for the opacities are the 
peripheral and right lower zone of the lungs, with their 
respective distribution being 90% and 70%. Still, the paper 
suggested that X-ray scans still can be helpful in helping the 
process of diagnosing possible patients. Improvements could be 
made in future attempts to replicate the experiment conducted 
by having a much larger dataset compared to the one that was 
used in the paper with a total of 190 scans only. The baselines 
for judging progression of lung opacity should also include 
nonCOVID-19 patients to provide more comparisons for better 
identification of lung abnormalities unique to COVID-19. 

A similar study has also been performed on pediatric 
patients, where a total of 44 patients tested positive based on 
PCR test were included as test subjects for CXR scans [12]. 
Results show that only a minority of the children tested (13.6%) 
has no observable findings in their scans. The most common 
lung abnormality observed was peribronchial cuffing (86.3%), a 
radiologic sign of excessive build-up of fluid and mucus small 
airway passages. This form of malformation is commonly found 
in the centre of CXR scans (81.8%) followed by 63.3% for 
peripheral occurrences. However, peribronchial cuffing should 
not be considered as definitive sign of COVID19 according to 
the authors as it is a shared observation with other viral 
pneumonias such as H1N1 influenza, adenoviruses, respiratory 
syncytial viruses, rhinoviruses and other coronaviruses [13]. 
Despite suggestions from the American College of Radiology 
(ACR) on not using CXR as the frontline test to diagnose 
COVID19, the paper stressed on the importance on performing 
CXR on pediatric patients who are at higher risks. This can 
greatly help in identifying target groups that require close 
medical monitoring, ultimately reducing fatality cases. 

Both papers share the same limitation which is lack of data 
available which limits the possibility of performing a robust 

experiment to obtain definitive conclusions on the usability and 
practicality of CXR scans as a method to mitigate COVID-19. 

B. Deep Learning as a Method to Classify X-Ray Scans for 

Covid-19 

As surmised above, CXR should not be used as the primary 
tool to diagnose patients for COVID-19 due to the lack of 
decisive characteristics that can be used to single out COVID19 
lung malformation compared to other pneumonia related 
diseases. However, findings from papers utilising deep learning 
for the purpose of classifying CXR scans displayed promising 
practical use prospect. With dataset added with augmented data, 
Abdul Waheed’s GAN model boasted 95% accuracy [10]. 
Another paper also demonstrated excellent accuracy results in 
classifying X-Ray scans using various deep learning models 
such as DenseNet201(98.8%), InceptionV3(97.5%) and 
ResNet101(97.91%) [14]. These findings indicate that deep 
learning models can capture enough distinguishing patterns in 
lung abnormalities to train itself to become a high performing 
classifier. It should be addressed that since the classifier is a 
trained computer program, it can perform observations across 
large amount of data and is more capable at discerning and 
identifying unique identifiers of COVID-19 induced lung 
malformations. Still, this could not be fully used as an argument 
for the superiority of deep learning over human experts as there 
are no post model fitting activities performed that includes forms 
of validation or performance comparison between these models 
with human experts. 

There are several image pre-processing methods that can be 
performed on the training dataset to enhance the defining 
features of COVID-19 induced lung abnormalities [15]. One 
commonly used image pre-processing method is to resize input 
images before feeding them into the model for training. This 
helps in speeding up the training process (by scaling down high-
definition images) as well as standardizing input dimension. 
Image segmentation can also be performed to isolate the lungs 
from its background, theoretically removing irrelevant noises 
from being picked up as features by focusing on the Region of 
Interest (ROI). Another option is to perform image 
enhancements that enhance defining features of deformations. 
For this use case, histogram equalization can be used to 
distribute pixel intensity level. The referred paper suggested the 
use of Contrast Limited Adaptive Histogram Equalization 
(CLAHE) as it remedies the downside of using plain Adaptive 
Histogram Equalization which have the possibility to increase 
noise intensity in homogenous areas (areas with similar pixel 
values). 

Increasing dataset is one of the popular ways to increase the 
performance of deep learning models. Considering the relatively 
young age of the COVID-19 pandemic, there is a scarcity of 
available datasets. Addition of augmented data can remedy this 
problem. It should be noted that augmentation is only performed 
on training datasets to avoid contaminating test datasets that are 
used for validation with artificial data. Options for augmentation 
include positional, colour and noise injection. These variations 
in data adds to the trained model’s capability to learn from a 
more generalised, near to real life data that it will eventually try 
to classify during its application. 
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C. Image Pre-processing Methods to Enhance Input Features 

Enhancing images as a part of data pre-processing is 
important in the application of CNN as the features learned are 
highly reliant on distinguishing features detected from input 
images. Improving the features of these images via removal of 
noise or blur and increasing contrast will help in improving 
spatial features, thus helping CNN models to learn better [10]. 
Still, the application of image enhancement must be performed 
in a way that will not affect information contained within the 
images. Altered features may lead to false learning, which in 
return will have a negative impact on the final model output. 
Various methods of image enhancements have been proposed to 
help improve classification models. 

A paper on enhancing images used a fuzzy grayscale 
enhancement method to address low contrast due to inadequate 
lighting during capture [17]. The method used succeeded in 
improving image quality whilst also requiring relatively 
minimal processing time compared to other techniques. The 
proposed technique is performed by maximizing fuzzy measures 
within input images. Power-law transformation and saturation 
operator is then used to alter the membership function (a curve 
that defines how each point in the input space is mapped to 
membership value between 0 and 1) associated with the images. 

A four stage image enhancing solution has also been 
proposed by M.Selvi and Aloysius George namely pre-
processing, fuzzy based filtering, adaptive thresholding 
followed by morphological operation [18]. The stages are 
created to help pinpoint pixel areas and improve them using 
Fuzzy based filtering technique and adaptive thresholding. 
Resulting images are enhanced to have better peak signal-to-
noise (PSNR) values compared to other filtering techniques at 
the time of the paper being written maps, etc., by exploiting 
similarity and semantic relationships. The nonlinear 
representation is further exploited in exploring web image 
search results. 

III. METHODOLOGY 

A. Data Preparation 

The dataset used in this paper is obtained from Kaggle, titled 
COVID-19 Radiography Database [14], [16]. The dataset can be 
found using the following link: 
https://www.kaggle.com/datasets/tawsifurrahman/covid19radio
graphy-database. The images are from four health condition 
classes namely COVID-19, normal (healthy), lung opacity (non-
COVID lung infection) and viral pneumonia. Total number of 
images for each class are 3616, 10192, 6012 and 1345 
respectively. Totalling the numbers gives us 21165. This dataset 
is built by researchers from Qatar University and the University 
of Dhaka, Bangladesh along with their collaborators from 
Pakistan and Malaysia. Sources include padchest dataset, a 
Germany medical school, Github, SIRM, Kaggle and Tweeter. 
The images are X-Ray scan results from patients subjected to the 
scan for the purpose of detecting COVID-19. The CNN model 
will be used to perform feature extraction on these images and 
use the characteristics identified in input feature maps for the 
purpose of classification. Based on the abnormalities present in 
the chest X-ray scans, the CNN model will then be able to 
perform the necessary predictions. The augmented training data 

generation for the CNN model was performed using the Keras 
ImageDataGenerator class with several parameters passed for 
the purpose of data augmentation. Data augmentation is a 
method that increases the amount of data artificially by creating 
new sets of data derived from geometric transformations applied 
on the original dataset. Alterations include forms of rotation, 
translation, flipping and noise addition. Forms of alteration such 
as adjusting brightness or applying ZCA whitening is not 
considered. Instead, minor width and height shift is applied to 
account for possible positions at which the lung and 
corresponding abnormalities are located within the X-ray scans. 
Horizontal flip is also enabled, while vertical flip is not. This 
means, the model will not take into consideration an upside-
down X-Ray scans as well as forego any significance put into 
the positions of pneumonia induced lung malformations. In 
simpler words, any abnormalities formed either at the right or 
the left side of the CXR scans are considered to have the same 
significance in classifying the respective CXR scans. 

As highlighted above, the distribution of data for each class 
is not balanced, with normal X-ray scans consisting almost half 
of the entire dataset. This was not addressed as initially 
considered in favour of maintaining the amount of learnable data 
over possible bias. Dropping these images with the purpose of 
balancing the dataset may lead to a reduction of performance as 
the pool of data that the model can learn from reduces. 
Geometric transformations are not applied to the data due to the 
sensitive dependence on pixel locations as well as the minute 
variations that accounts for the difference in the X-ray classes. 
Other options such as increasing brightness is also not applied 
as X-ray scans are generally similar in both currently used 
dataset as well as in real-life practice. 

The usual train test split is used instead of stratified split as 
the preservation of class proportion is not desired due to the 
imbalance of samples as mentioned. Aside from training 
purposes, the training set is also sampled and passed to the same 
pre-processing function used in training to provide 
visualizations of CXR scans after being processed. 

B. Data Pre-processing 

Equations in display format are separated from the 
paragraphs of the text. Equations should be flushed to the left of 
the column. Equations should be made editable. Displayed 
equations should be numbered consecutively, using Arabic 
numbers in parentheses. See Eq. (1) for an example. The number 
should be aligned to the right margin. 

Based on randomly sampled observations, all images are 
perfectly collected for training, with no visible defects that might 
significantly impact the model’s performance. Thus, no images 
have been dropped from the original dataset. Normalization is 
performed on both training and test datasets by enabling the 
rescale parameter (rescale = 1./255) which converts the pixels 
within the range from [0, 255] to [0, 1]. This scaling procedure 
aids in making images contribute more evenly to the calculated 
total loss. The low range also helps in increasing the likeliness 
of the neural network to converge. 

The input (training and test) images are also resized 
uniformly to 256 by 256 by specifying the input shape parameter 
in the first layer of the Keras sequential model. 
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Three pre-processing methods have been chosen as the 
differentiating variable for each model, which are CLAHE, 
histogram equalization [20] and no pre-processing. CLAHE and 
histogram equalization are image enhancement methods used to 
bring out distinguishing features that might be important for 
deep learning models to capture thus building their knowledge 
base on the classes within the dataset. Both pre-processing 
methods are implemented using the OpenCV API. CLAHE 
stands for Contrast Limited Adaptive Histogram Equalization 
and is a subset of adaptive histogram equalization. It is used 
primarily to improve contrast in images akin to the usual 
histogram equalization with a slight difference in approach. 
Instead of using the entire image, CLAHE computes multiple 
histograms by focusing on small regions within an image called 
tiles. These tiles correspond to local areas within distinct 
sections of the image which redistributes the lightness value of 
the image. This results in improved contrast, further enhancing 
the boundaries or edges that will be useful in capturing 
distinguishing shape of lung abnormalities within the CXR 
scans. CLAHE is an improved version of adaptive histogram 
equalization, in which it solves the problem of over amplifying 
noise in homogenous areas. This is done by the introduction of 
contrast limit that clips calculated histogram. The clipping 
process is performed before the calculation of Cumulative 
Distributive Function (CDF) [19]. This clipping variable is set 
in the pre-processing of input images phase for the first model 
by specifying the clip limit (CL) to be 4 using the OpenCV API. 
The number of tiles were kept the same as the default value 
specified by OpenCV which is (8,8). 

Histogram equalization is an umbrella term that can be used 
to refer to various subsets of image enhancement using similar 
methodologies. However, in this experiment histogram 
equalization used as the manipulated variable for the second 
model refers to the traditional form of histogram equalization. 
The method contrasts itself with its aforementioned subset, 
CLAHE where it only uses one histogram that represents the 
whole image for the purpose of enhancement. These histograms 
are then equalized, resulting in a distribution of intensity values 
across the entire image. Regions with lower contrasts will then 
be able to increase its contrast as a result. Histogram 
equalization works particularly well with images with dark 
background and lighter coloured subjects such as XRay scans. It 
also has the advantage of being computationally cheaper 
compared to its more complex subset due to its fairly 
straightforward approach. The CDF of a standard histogram is 
given as H’(i): 

𝐻′(𝑖) = 𝐻(𝑗)  
0≤𝑗<𝑖

𝑋                       (1) 

This equation is then used to remap the histogram by 
normalizing H’(i) to have a maximum value of 255. Next, the 
intensity values for the histogram equalized image can be 
obtained using the following equation: 

 equalized(x,y) = H′(src(x,y)) (2) 

 
Fig. 1. The process of applying CLAHE. 

All models are fed with CXR scans that have been processed 
into a grayscale image using the OpenCV cvtColor method. Fig. 
1 demonstrates the process of applying CLAHE (Contrast 
Limited Adaptive Histogram Equalization) to a chest X-ray 
image. Below is a detailed explanation of each step in the 
diagram:The first step involves dividing the chest X-ray image 
into a 4x4 grid, resulting in 16 smaller tiles. 

This division is done to allow local contrast enhancement, 
which is the main feature of CLAHE. In the diagram, the 
original chest X-ray image is shown, and the grid overlay 
highlights the individual tiles. The next step involves setting a 
clip limit (CL). The clip limit controls the amount of contrast 
enhancement applied during CLAHE. A higher clip limit leads 
to greater contrast enhancement. In this flowchart, the clip limit 
is set to CL = 0.02. For each tile, a histogram is calculated. A 
histogram represents the distribution of pixel intensity values in 
the image. This step is important because CLAHE works by 
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manipulating the image's histogram to enhance the contrast in 
areas of the image with low contrast. After calculating the 
histogram, the clip histogram step follows. In this step, the 
histogram is clipped to the defined clip limit. If any part of the 
histogram exceeds the clip limit, it is clipped off and 
redistributed, effectively limiting the maximum intensity range. 
This helps in preventing over-enhancement of certain regions 
and preserving the details in the image. 

This cumulative distribution function (CDF) represents the 
cumulative sum of the clipped histogram. It helps in 
redistributing the pixel intensities across the entire range, which 
further contributes to improving the local contrast.The 
equalization step follows the cumulative histogram calculation. 
Here, the pixel intensities are redistributed based on the 
cumulative histogram. This process enhances the contrast in the 
image by stretching the pixel intensity values over a wider range. 
The equalized histogram allows for a more balanced distribution 
of pixel values, making the image more visually appealing and 
improving the visibility of important features. The final step 
shows the enhanced tile after applying CLAHE. The local 
contrast of the selected tile has been enhanced, making the 
details of the image more visible. In this case, the tile with the 
"Sn" label (possibly representing a specific area of interest in the 
X-ray image) is shown as the final enhanced tile. 

C. Descriptive Analysis 

Samples of processed images have been by extracting 
images from the training dataset and passing it through the same 
image processing methods used in the training of the model. We 
can see the difference in the resulting images after being passed 
through different image processing methods as following Fig. 2:  

 
Fig. 2. Images after pre-processed with different image enhancement 

methods. 

Through observation, both CLAHE and histogram 
equalization has helped in highlighting the edges and the shape 
of lung opacities when present in CXR scans. Differences in 
between CLAHE and histogram equalization are as expected, 
where histogram equalization tends to subdue the intensity of 
homogenous areas (pixel with similar values). This can be 
described based on the third row of sample images, where the 
ribcages at the center of the histogram equalized image is seen 
to almost lose its shape due to lowered contrast. CLAHE on the 
other hand seems to uniformly enhance its features, consistently 

providing clearer shape of the ribcages. We can also see that 
CLAHE tends to highlight the structures within white areas 
better compared to histogram equalized images. This may 
improve its chance in building a better predictor. It may also 
backfire as no mention of inner structures of lung opacity is 
mentioned to be a signal or indicator that can be used to 
distinguish different pneumonia diseases. This means that these 
enhanced inner structures might become irrelevant features in 
the process of identification. 

D. Modelling to Data 

Three different CNN models have been developed to fulfil 
the purpose of this paper. All models are constructed using the 
sequential model class from Keras with the same structure which 
consists of two convolutional layers, two max pooling layers, 
one flattening layer and two dense layers. 

The convolutional layers are purposely built to have 
increasing number of filters as the inputs are passed deeper into 
the CNN model. This is done to capture larger numbers of 
patterns to enable the model in identifying greater nuances 
within the CXR scans. Convolutional layers are all proceeded 
by max pooling layers throughout the structure. Max pooling is 
immediately applied to the first layer of the CNN structure to 
downsample input images, reducing dimensions and learnable 
parameters. This helps in decreasing the amount of time needed 
to train the classification model. The overall structure can be 
visualized using the VisualKeras library as follows in Fig. 3: 

 

Fig. 3. Resized structure of the CNN models used in the experiment. 

Normalization: Normalization is a process in data 
preprocessing which is used to change the range of numerical 
data so that it is located in a specific cell, such as [0,1] or [1,1]. 
In image processing, normalization is a common practice. The 
essence of the method is some layer input data of the neural 
network that is preprocessed with zero mathematical 
expectations and unit variance with the intention of improving 
the stability and efficiency of the training process [10]. For FER 
tasks, normalization can give different features similar to ranges. 
Unnormalized data may lead to unstable gradient problems 
during model training. In deep learning models, normalized data 
may lead to a gradient that is too large or too small, thus 
affecting the learning effect of the model. The normalization in 
FER2013 dataset is shown in Fig. 8: 
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Over categorical in this experiment due to the mutually 
exclusive nature of the dataset classes. This means that the true 
classes (Yi) are encoded as standalone integers instead of onehot 
encoded. Examples of true classes for sparse categorisation are 
[1], [2], [3] while one-hot encoded true classes are [1,0,0], 
[0,1,0], [0,0,1]. The true classes in sparse categorisation refer to 
the indices of the classes. Linking the class prediction of a model 
is done by taking the ground truth. For example, if a model 
output is [0.5, 0.2, 0.4], the prediction will be class 1 if the class 
indexation starts from 1. The cross-entropy equation is the same, 
with the only difference being the format of the true class labels: 

𝐽(𝑤) = −
1

𝑁
 ∑ 𝑦𝑖  log (�̂�𝑖)

𝑁
𝑖=1                   (3) 

Where:y i = true label, yˆi = predicted label, W = model 
parameters. 

To avoid overfitting, several options have been considered 
for data regularization such as adding a dropout layer, adding a 
normalization layer after the input layer, as well as adding a 
kernel regularizer in the last layer. Ultimately, it has been 
decided the only regularizer that will be used is the Ridge 
Regression regularizer (L2 regularization). The decision to not 
use normalization layer is due to significant drop in performance 
for all models when applied. Dropout layer has also been 
experimented but also disregarded due to similar drop in 
performance. Dropout layer has also been found to be more 
effective when used with deeper deep learning structures. The 
L2 regularization was chosen over L1 regularization as it does 
not have the tendency to completely remove features deemed as 
irrelevant. This behaviour is because L1 is capable of forcing 
coefficients to be exactly zero if given high enough tuning 
parameter value (usually denoted by λ). While this might be 
good in reducing the possibility of overfitting in most cases, L1 
is not used in this experiment to preserve every single parameter 
no matter how insignificant and only measure their respective 
importance by their coefficient values. This decision is made to 
avoid removing possibly important nuances that might help in 
the final classification process. 

Three options of optimizers have been considered, namely 
Adaptive Moment Optimization (Adam), stochastic gradient 
descent (SGD) and Root Mean Squared Propagation (RM-
SProp). After performing multiple iterations using a controlled 
model with the same structure, Adam has been chosen due to its 
excellent performance. It has also been chosen based on its 
efficiency when working with large datasets. Adam inherits the 
same concept of momentum from gradient descent with 
momentum, usually denoted by mt. The formula is given as 
follows: 

𝑚𝑡 = 𝛽1𝑚𝑡−1 + (1 − 𝛽1) [
𝛿𝐿

𝛿𝑤𝑡
]                  (4) 

Where:mt = aggregate of gradients at time t [current], mt−1 = 
aggregate of gradients at time t-1 [previous],wt= weights at time 
t, δL = derivative of Loss Function, δwt = derivative of weights 
at time t, β1= moving average parameter. 

It also inherits the use of exponential moving average from 
RMSProp, giving us a new variable called sum of square of past 
gradients, denoted by vt. 

𝜐𝑡 = 𝛽2𝜐𝑡−1 + (1 − 2) [
𝛿𝐿

𝛿𝑤𝑡
]  2                  (5) 

Where:vt = sum of square of past gradients,β2 = moving 
average parameter. 

Adam further improves on these variables by computing and 
using bias corrected versions of the variables. These new 
variables are given as follows: 

𝑚�̂� =
𝑚𝑡

1−𝛽1
𝑡                                     (6) 

𝜐�̂� =
𝜐𝑡

1−𝛽2
𝑡          (7) 

The weights are then updated using the following equation: 

𝑤𝑡 = 𝑤𝑡 − 𝑚�̂� (
𝛼

√�̂�𝑡+𝜀
)                          (8) 

Where: ϵ = a small + ve constant to avoid ’division by 0’ 
error. 

When training a deep learning model, the training accuracy 
rate and validation accuracy rate are important indicators to 
measure the model performance. The training accuracy rate 
refers to the proportion of correct predictions of the model on 
the training data set during the training process. It reflects the 
model's performance on known training data. The validation 
accuracy rate refers to the prediction accuracy rate of the model 
on the validation set. Validation sets are data that have not been 
seen before in the training process and are mainly used to 
evaluate the generalization ability of the model. 

 Train Acc=
∑  𝑛

𝑖=1 1(�̂�𝑖=𝑦𝑖)

𝑛
× 100 (9) 

𝑉𝑎𝑙 𝐴𝑐𝑐 =
∑  𝑚

𝑖=1 1(�̂�𝑖=𝑦𝑖)

𝑚
                        (10) 

Where, for each training sample 𝑥𝑖 the model's prediction �̂�𝑖 
, 𝑦𝑖is compared with the true label. If the prediction is correct, 
that counts as a correct prediction. 

Due to the sheer variations of model that can be generated 
by varying the value of hyperparameters in CNN, cross-
validation and hyperparameter tuning using GridSearchCV or 
RandomSearchCV has not been applied. This decision was 
made considering the computational costs involved as well as 
time constraints. However, hyperparameter tuning has been 
done manually to increase the performance of each model. The 
final values of hyperparameters are listed as below in Table I: 

TABLE I.  FINAL HYPERPARAMETERS CHOSEN FOR CNN MODELS 

Hyperparameter Value 

Batch size 32 

Epoch 25 

Adam learning rate 0.001 

Adam β1 0.9 

Adam β2 0.999 

Adam  0.0000007 

L2 regularizer λ 0.01 

CLAHE clip limit 4 
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E. Communicating and Visualizing the Results 

As shown in Fig. 4, both Train Loss and Val Loss decrease 
gradually with the training rounds. The validation loss fluctuates 
at some points, but the overall trend is also downward. The 
CLAHE-enhanced model showed a good decreasing trend of 
training and verification loss, indicating that the model gradually 
learned the features on the training set and verification set. The 
training accuracy (Train Acc) and validation accuracy (Val Acc) 
both increased steadily, and basically became stable when they 
approached 20 epochs, indicating that the verification accuracy 
and training accuracy were close to each other, indicating that 
the model avoided overfitting well, and CLAHE enhancement 
helped the model learn image features better [5]. 

As shown in Fig. 5, training losses and validation losses 
decreased gradually, and validation losses also fluctuated in 
some epochs, but the overall trend was downward. Compared 
with the CLAHE-enhanced model, the validation loss 
fluctuation is slightly larger, indicating that the model has a 
slightly weak generalization ability on the validation set and 
may need further tuning. Training accuracy and validation 
accuracy rise rapidly in the initial phase and level off near 20 
epochs. The verification accuracy is slightly lower than the 
training accuracy, which indicates that the performance of the 
model on the verification set is slightly worse than that on the 
training set, and there is a certain tendency of overfitting, but the 
overall performance is still good. 

 
Fig. 4. Images after pre-processed with different image enhancement 

methods (I). 

As shown in Fig. 6, Training losses and validation losses also 
decrease with epoch, and validation losses also fluctuate at some 
points, but less so. The loss of the model without preprocessing 
decreased relatively gradually, especially after 10 epochs, and 
the validation loss was sometimes slightly higher than the 
training loss, indicating that the model needed longer training 

time to reach a stable state without preprocessing. Despite the 
high accuracy on the validation set, it performed slightly worse 
than models preprocessed with CLAHE and histogram 
equalization, suggesting that data without preprocessing may 
result in a limited ability of the model to learn features as well 
as it would have done with preprocessing techniques. 

 
Fig. 5. Images after pre-processed with different image enhancement 

methods (II). 

 
Fig. 6. Images after pre-processed with different image enhancement 

methods (III). 
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Image preprocessing has a significant effect on the 
performance of the model. CLAHE enhancement technology 
works best at improving local contrast, helping models better 
learn useful features to improve accuracy and reduce overfitting. 

Histogram equalization came in second, while models 
without any preprocessing performed poorly. It is suggested to 
use appropriate image preprocessing technology in practical 
application to improve the generalization ability and overall 
performance of the model. 

IV. RESULTS 

The Table II outlines the performance of each model based 
on the predefined evaluation metrics above. 

TABLE II.  PERFORMANCE OF EACH MODEL 

Image 

enhancement 

Accuracy 

(%) 

Validation 

accuracy (%) 
Loss 

Validation 

loss 

CLAHE 93.26 91.31 0.1987 0.2503 

Histogram 

equalization 
93.16 91.42 0.1935 0.2569 

No 

preprocessing 
92.98 91.50 0.2020 0.2479 

Based on the final results obtained, we can observe that all 
four evaluation metric scores for all of the models are relatively 
the same. 

As shown in Table III. CLAHE performs the best at training, 
with the highest accuracy score and second lowest loss. The 
difference between models using histogram equalized inputs and 
no pre-processing is relatively minor, where no preprocessing 
scores 0.18 lower accuracy and 0.0085 higher loss. CLAHE 
scored 0.28 and 0.1 higher in training accuracy compared to no 
pre-processing and histogram equalized models respectively. 
CLAHE also has the second-best loss with a 0.0052 and 0.0032 
margin compared to no histogram equalized and no pre-
processing models. However, evaluation metrics based on the 
validation data set tells a different story, with CLAHE being the 
worst performer, with validation accuracy of 91.31 and a 0.0024 
higher loss compared to no pre-processing. Interestingly, the 
model trained using inputs without any form of image 
processing became the best performer with a validation accuracy 
score of 91.50 and validation loss of 0.2479. This contradicts 
with initial hypothesis based on literature reviews, that CLAHE 
would be the best performer in both training and validation 
phase. Upon consideration, histogram equalization is chosen as 
the best method to enhance CXR scans for this very specific 
CNN model. The main reason to this choice is due its overall 
performance during both training and validation phase. Models 
that are better at validation usually signifies a better capability 
to generalise. Specifically for the context of this experiment, 
histogram equalization enables the model to better identify 
distinguishing features that characterise COVID-19 inflicted 
CXR scans instead of ‘memorizing’ the features through 
training datasets without actual ‘understanding’. The fact that 
CLAHE is better at enhancing the minute details of lung 
abnormalities might the drawback to its ability to generalize as 
well as histogram equalized model and no preprocessing model. 

TABLE III.  EVALUTION METRIC MEAN AND STANDARD DEVIATION 

CLAHE 

Metric Mean Standard deviation 

Training accuracy 0.869348 0.079467384 

Training loss 0.351748 0.189184685 

Validation accuracy 0.872868 0.044526815 

Validation loss 0.34308 0.107216724 

Table IV shows the histogram equalization model. the mean 
value of the training accuracy rate is 0.880868, and the standard 
deviation is 0.061541603, showing a high training accuracy rate, 
while the standard deviation is small, indicating that the training 
process is relatively stable. The average verification accuracy is 
0.885632, and the standard deviation is 0.040508844. The 
verification accuracy is high and the fluctuation is small, 
indicating that the model has good generalization ability. The 
validation loss is 0.32322 with a standard deviation of 
0.102009803, showing large fluctuations on some validation 
data, but still performing well overall. Histogram equalization 
improves the performance of the model, especially in the 
validation accuracy, but the validation loss fluctuates greatly, 
suggesting that its stability is slightly lower than that of CLAHE. 

TABLE IV.  EVALUTION METRIC MEAN AND STANDARD DEVIATION 

HISTOGRAM EQUALIZATION 

Metric Mean Standard deviation 

Training accuracy 0.880868 0.061541603 

Training loss 0.323184 0.148779061 

Validation accuracy 0.885632 0.040508844 

Validation loss 0.32322 0.102009803 

Table V shows that the mean training accuracy of the model 
without preprocessing is 0.876968, and the standard deviation is 
0.063891847, indicating that the consistency in the training 
process is good, but the accuracy of the model is slightly lower 
than that of other preprocessing methods. The average validation 
accuracy is 0.875144, and the standard deviation is 
0.044533499, which is close to the validation accuracy 
compared with other methods, but slightly lower than CLAHE 
and histogram equalization methods. The verification loss is 
0.343188 and the standard deviation is 0.104845224. The 
fluctuation of the verification loss is large, which shows the 
instability of the model on the verification set. 

TABLE V.  EVALUTION METRIC MEAN AND STANDARD DEVIATION WITH 

NO-PREPROCESSING 

Metric Mean Standard deviation 

Training accuracy 0.876968 0.063891847 

Training loss 0.335916 0.155654603 

Validation accuracy 0.875144 0.044533499 

Validation loss 0.343188 0.104845224 
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V. DISCUSSION 

During the training phase, the CLAHE-enhanced model 
outperformed both the histogram equalization and no 
preprocessing models in terms of accuracy, achieving a training 
accuracy of 93.26%. This suggests that CLAHE excels in 
enhancing the minute details of lung abnormalities, which could 
be crucial in detecting subtle features associated with COVID-
19 infections. The model’s relatively low loss (0.1987) further 
emphasizes its ability to minimize errors during training. 

However, the histogram equalization method, while slightly 
less effective than CLAHE in terms of training accuracy, 
performed well with a mean training accuracy of 93.16%. This 
method helped improve the contrast and brightness of CXR 
images, which may have helped the model more effectively 
learn the distinguishing features of the images. Notably, the 
training loss for histogram equalization (0.1935) was also lower 
than that of the CLAHE-enhanced model, suggesting that while 
CLAHE improves feature details, histogram equalization might 
be more effective at optimizing the overall model performance 
by reducing error rates during training. 

The model without preprocessing, while achieving a slightly 
lower training accuracy (92.98%), showed stable training 
consistency. With a training loss of 0.2020, it demonstrated that 
even without preprocessing, the CNN model could still 
effectively learn to classify the CXR images, albeit with less 
precision than the other methods. This highlights that while 
preprocessing enhances model performance, it is not an absolute 
requirement for effective training. 

The validation phase results presented a different picture, 
where the CLAHE-enhanced model performed the worst in 
terms of validation accuracy (91.31%) and exhibited the highest 
validation loss (0.2503). This is in contrast to the initial 
hypothesis, which anticipated that CLAHE would perform well 
in both training and validation phases. The discrepancy between 
training and validation performance suggests that while CLAHE 
is effective in fine-tuning the model’s ability to capture minute 
details in CXR images, it might lead to overfitting. The 
enhanced features could cause the model to ‘memorize’ training 
data without fully generalizing to unseen validation images, thus 
impairing its performance on the validation set. 

In contrast, the model trained without any preprocessing 
achieved the best validation accuracy (91.50%) and the lowest 
validation loss (0.2479), despite its lower training accuracy 
compared to CLAHE. This indicates that the lack of 
preprocessing enabled the model to generalize better, as it did 
not overfit the specific features of the training set. The validation 
results for this model demonstrate that preprocessing methods 
like CLAHE and histogram equalization might enhance feature 
extraction but at the cost of generalization ability. These findings 
highlight the importance of balancing training performance with 
generalization, especially in medical image classification, where 
the model must perform well on unseen data.The histogram 
equalization model, while showing good validation accuracy 
(91.42%), also exhibited noticeable fluctuations in validation 
loss (0.2569). While histogram equalization improved the 
model’s ability to generalize better than CLAHE, it still 
presented challenges in terms of stability during the validation 
phase. The slightly better performance of the histogram 

equalization model, compared to CLAHE, underscores its 
ability to enhance image contrast while maintaining reasonable 
generalization. 

VI. CONCLUSION 

This study evaluated the impact of different image 
preprocessing techniques—CLAHE, traditional histogram 
equalization, and no preprocessing—on the performance of a 
convolutional neural network (CNN) for COVID-19 
classification using chest X-ray (CXR) images. The 
experimental results demonstrated that all preprocessing 
methods improved model performance during the training 
phase, but the validation phase revealed distinct trade-offs 
between accuracy, loss, and generalization ability. 

The CLAHE-enhanced model achieved the highest training 
accuracy (93.26%) and exhibited strong stability, but it showed 
poor generalization in the validation phase, with the lowest 
validation accuracy (91.31%) and higher validation loss 
(0.2503). This suggests that while CLAHE helps capture 
detailed image features, it may lead to overfitting, affecting the 
model’s ability to generalize effectively. In contrast, the model 
without preprocessing achieved the best validation performance, 
with a validation accuracy of 91.50% and the lowest validation 
loss (0.2479), highlighting its superior generalization ability. 
However, its training accuracy (92.98%) was slightly lower 
compared to the other methods. This finding emphasizes that 
while preprocessing enhances feature extraction, a simpler, 
unprocessed approach can sometimes yield better 
generalization. 

The histogram equalization method, while not the best in 
training accuracy, provided a good balance between training 
performance and validation accuracy. With a validation 
accuracy of 91.42%, it demonstrated that traditional image 
enhancement techniques could improve generalization without 
overfitting, making it the most suitable preprocessing method 
for the CNN model in this study. 

In conclusion, histogram equalization emerged as the 
optimal preprocessing method for COVID-19 classification in 
CXR images, offering the best combination of training and 
validation performance. Future work could investigate more 
sophisticated preprocessing techniques or hybrid models to 
further enhance both performance and generalization in medical 
image classification tasks. 

VII. FUTURE WORKS AND LIMITATION 

While this study has provided valuable insights into the 
effect of image preprocessing techniques on COVID-19 
detection using chest X-ray (CXR) images, there are several 
avenues for future research to further enhance the performance 
and generalization of deep learning models. 1.Future work could 
explore combining CLAHE and histogram equalization to 
leverage the strengths of both methods. A hybrid preprocessing 
approach could potentially enhance image details while 
maintaining good generalization ability, addressing the 
limitations seen when using CLAHE alone. 2. The use of more 
sophisticated deep learning models, such as ResNet, DenseNet, 
or Inception networks, may further improve performance, 
especially in terms of handling complex features in CXR 
images.These architectures have been shown to excel at feature 
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extraction and overcoming challenges like overfitting. 3.To 
address the potential overfitting issues observed, further 
research could incorporate advanced data augmentation 
techniques. This could include random rotations, flips, and color 
jittering, or even synthetic data generation techniques, to create 
a more diverse training dataset and enhance the generalization 
capability of the model. 4. Future research should focus on 
testing these models in real-world clinical environments to 
evaluate their robustness, scalability, and performance on larger, 
diverse datasets. This would also include the development of a 
user-friendly interface for healthcare professionals to easily 
adopt the models in practice. 

This study has several limitations that should be addressed 
in future work. 1. The model was trained using a limited number 
of CXR images from the COVID-19 Radiography Database. 
Although the dataset is large, it may not fully represent the 
variety of CXR images encountered in real-world clinical 
settings, which could impact the model’s ability to generalize to 
diverse populations and varying image qualities. Expanding the 
dataset or incorporating additional datasets from other regions 
or healthcare providers could improve the model's robustness. 2. 
While different preprocessing techniques were evaluated, the 
impact of each preprocessing method may vary depending on 
the dataset used. The methods tested in this study may not 
perform equally well on other datasets or in clinical settings. 
Therefore, the generalizability of these findings across different 
datasets remains an open question. 3. While deep learning 
models, including CNNs, are powerful for image classification 
tasks, they are often criticized for their lack of interpretability. 
Future work should focus on making the models more 
explainable to healthcare providers. Techniques such as Grad-
CAM (Gradient-weighted Class Activation Mapping) can be 
employed to visualize which parts of the CXR images are 
contributing to the model's predictions, making the model more 
transparent and aiding in clinical decision-making. 4. This study 
focused solely on the detection of COVID-19 from CXR 
images, and did not account for other variables that may affect 
the model’s performance, such as different scanner types, 
patient positioning, or image resolution. These external factors 
can significantly influence model accuracy and should be 
considered in future studies for a more comprehensive 
evaluation of the model’s real-world effectiveness. 
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Abstract—The general LSTM-based encoder-decoder model 

has the problems of not being able to mine the sentence semantics 

and translate long text sequences. This study presents a neural 

machine translation model utilizing LSTM with improved 

attention, incorporating multi-head attention and multi-skipping 

attention mechanisms into the LSTM baseline model. By adding 

multi-head attention computation, the syntactic information in 

different subspaces can be mined, and then attention can be paid 

to the semantic information in the sentence sequences, and then 

multiple attentions are computed on each head separately, which 

can effectively deal with the long-distance dependency problem 

and perform better in the translation of long sentences. The 

proposed model is analysed and compared using the WMT17 

Chinese and English datasets, newsdev2017 and newstest2017, and 

the results show that the proposed model improves the BLEU 

score of the automatic translation of Tourism English Culture and 

solves the problem of low scores in long sentence translation. 

Keywords—LSTM-based encoder-decoder model; tourism 

English culture; automatic translation; enhanced attention 

mechanism 

I. INTRODUCTION 

The process of economic globalisation has further brought 
about the globalisation of language, and English has become the 
only protagonist of linguistic globalisation, and English 
language learning has gradually become a matter of concern [1]. 
English, as a part of the cultural composition of tourism, has 
become a necessary skill for people travelling abroad across 
borders. In order to understand tourism English more 
conveniently, natural language processing technology based on 
artificial intelligence algorithms has entered people's life [2]. 
Natural Language Processing (NLP) is to transform the 
language humans usually communicate and the text they see into 
what machines can understand [3]. Natural language processing 
technology has a wide range of applications, including machine 
translation [4], sentiment classification [5], robot dialogue [6], 
text classification [7], etc. With the popularity of deep learning, 
deep neural networks began to be introduced into NLP tasks and 
made great progress, while machine translation based on deep 
neural networks received great attention, and researchers 
embedded deep neural networks into machine translation tasks, 
which led to the improvement of the quality of automatic 
English translation [8]. Deep neural network-based machine 
translation can effectively promote the future economic and 
social development, thus enhancing people's satisfaction and 
sense of access. Therefore, the study of machine translation of 

tourism English based on deep neural networks is a meaningful 
research direction, which is of great significance for globalised 
economic exchange and cultural output [9]. 

The primary objective of the application of deep learning 
technology in the automatic translation of tourism English 
culture is to acquire a comprehensive understanding of the 
structure and laws of language through neural network models, 
thereby enhancing the quality and efficiency of translation [10]. 
Currently, the automatic translation methods of tourism English 
culture based on deep learning include Seq2Seq model [11], 
Attention mechanism [12], Transformer model [13], Pre-
training language model [14], Multi-modal data translation [15], 
Zero Resource Translation [16], Online learning and 
incremental learning of Neural Machine Translation [17] [18] 
and so on. Although Neural Machine Translation has made 
greater progress and is better than Statistical Machine 
Translation on some public datasets, Neural Machine 
Translation is still far from the effect of human translation, and 
there are still the following challenges and problems [10]: 1) 
data sparsity problem; 2) model optimisation problem; 3) large-
scale vocabularies and rare words problem. 

This text proposes a method for autonomous cultural 
translation of Tourist English, addressing the issues of attention 
computation and model optimization in encoder-decoder 
architectures utilizing recurrent neural networks, specifically 
through the implementation of an LSTM-enhanced attention 
mechanism. This paper's primary contributions are: 1) the 
introduction of an automatic language translation model and a 
neural machine translation framework; 2) the investigation and 
design of a neural machine translation model utilizing an LSTM-
enhanced attention mechanism; and 3) a comparative analysis of 
the proposed model employing the Tourism English dataset. 

The structure of this paper is organized as follows: Section I 
discusses foundational techniques, covering automatic 
translation systems and neural machine translation frameworks. 
Section II outlines the key challenges in translating tourism 
English, such as data sparsity and issues with long-sequence 
translations. Section III introduces the enhanced attention 
mechanism based on LSTM, emphasizing multi-head and multi-
hop attention for improved performance. Section IV describes 
the experimental framework, including datasets, evaluation 
methods, and model comparisons using BLEU scores. Section V 
presents the findings and analysis, demonstrating the model's 
advantages. Last Section VI concludes with insights and 
suggestions for future work. 

*Corresponding Author 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

646 | P a g e  

www.ijacsa.thesai.org 

II. RELEVANT THEORETICAL TECHNIQUES 

A. Automatic Language Translation Models 

The Automatic Language Translation Model [19] is a tool 
that uses artificial intelligence techniques to automatically 
convert text from one language to another by means of a 
computer programme, as shown in Fig. 1. 

Automatic language translation models are usually based on 
deep learning techniques, especially neural networks, such as 
Recurrent Neural Networks (RNN), Long Short-Term Memory 

Networks (LSTM) and Transformer models, as shown in Fig. 2. 
They are capable of handling complex linguistic structures and 
expressions and have achieved good translation quality in 
several public reviews. 

To mitigate the issues associated with one-hot encoding, 
including context independence and excessive dimensionality, 
the Neural Probabilistic Language Model (NPLM) [20] derives 
word vectors by learning word distributions, as illustrated in 
Fig. 3. 

 

Fig. 1. Model of automatic language translation. 

 

Fig. 2. Classification of automatic language translation models. 

 

Fig. 3. NPLM structure. 

In the NPLM structure, given a text sequence

 1 2, , , , ,t Tw w w w  , where tw  is the word in the word 

listV  . The objective function is to build the optimal model f
, calculated as follows: 
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   1 1 1
ˆ, , | , ,t t n t tf w w P w w w               (1) 

 1 1

1

; , , 1
V

t t n

i

f i w w  



                  (2) 

The structure is divided into two parts, the first part is to 

build a mapping from any word iw  to a vector in the word list 

V  C i  , the second part has a feed forward neural network g  

to fit  1 1; , ,t t nf i w w    where

      1 1 1 1; , , , , ,t t n t t nf i w w g i C w C w       , 

the training objective is to maximise the following equation: 

   1 1

1
log , ,i t t N

t

L f w w w R
T

              (3) 

where R  is the regular term and  is the parameter of the 

feedforward neural network g  . 

B. Neural Machine Translation Framework and 

Classification 

1) Text feature representation: Based on the representation 

of word vectors, the textual feature representation is 

subsequently obtained, i.e. the Embedding operation [21], the 

specific structure of which is shown in Fig. 4. The Embedding 

layer is often used in the first layer of the neural machine 

translation model, and its role is to map the input sequences into 

dense vectors of lower dimensions, which are able to 

characterise the word information effectively. 

 

Fig. 4. Embedding operation. 

2) Encoder-decoder structure: Many neural machine 

translation models are constructed using the Encoder-Decoder 

framework [22], which is also referred to as the sequence-to-

sequence architecture. The fundamental concept of neural 

machine translation is exemplified by this framework, which 

involves the conversion of a source text sequence into a 

mathematical problem. The mathematical problem is then 

solved to produce a target text sequence. Refer to Fig. 5 for the 

specific structure. 

 

Fig. 5. Encoder-Decoder structure. 

Fig. 5 illustrates that the Encoder-Decoder architecture 
comprises two components: the Encoder, which processes a 
word from the source sentence at each time step, extracting the 
informational properties of the source sequence. Subsequent to 
several time steps, all words will be condensed into the encoder's 
hidden states, resulting in a context vector C. The decoder 
receives inputs comprising the context vector C, the prior hidden 
states, and the previously anticipated output. The outcome of 
each phase serves as input for the subsequent step. 

In this procedure, the decoder functions as a language model; 
however, this model is conditional, constructed based on the 
context vector C, therefore referred to as a "Conditional 
Language Model." The expression is stated as follows: 

   1 2 1

1

| , , , ,
n

t n

t

p y p y y y y C



               (4) 

where the output target sequence is  1 2, , , ny y y y  . 

III. LSTM ENHANCED ATTENTION MECHANISM AND 

APPLICATIONS 

A. LSTM Enhanced Attention Mechanism 

This study proposes an upgraded neural machine translation 
model utilizing an LSTM-based attention mechanism, which is 
an improvement of the RNN encoder-decoder architecture. The 
model comprises three components: 

1) Encoder: This component employs a bidirectional 

LSTM neural network (Bi-LSTM) [23], which combines the 

sentence information of the source sequence with the future 

textual information. The word embedding vectors are input into 

the Bi-LSTM to encode the complete source sentence, which is 

subsequently processed by the augmented attention module; 

2) Enhanced attention module: this component receives all 

the encoder's concealed states after the source sentence 

sequence is encoded at the encoder side and calculates them in 

conjunction with the decoder's current state to generate the 

dynamic context vector for the current moment. This section 

encompasses both Multi-Head Attention [24] and Multi-Hop 

Attention [25] methods. 

 The multi-attention mechanism is mainly designed to 
fully mine the sentence information in different 
subspaces in the model, and the specific structure is 
shown in Fig. 6. 
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Fig. 6. Multi-attention mechanism structure. 

 The multi-hop attentional mechanism mainly performs 
multiple attentional computations on each HEAD to 

extend the model's representational capability. The 
specific structure is shown in Fig. 7. 

 

Fig. 7. Structure of multi-hop attention mechanism. 

3) Decoder: This part is using LSTM network and receives 

the hidden state information from the encoder. 

The overall structure of the model is shown in Fig. 8. 

 

Fig. 8. General structure of the model. 
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B. Modelling Steps 

The operational procedures of the LSTM-based neural 
machine translation model utilizing an increased attention 
mechanism are as follows: 

1) Input the source sentence sequence

 1 2, , , TX x x x  into the encoder with Bi-LSTM, the 

forward LSTM LSTMf  reads the sentence sequence sequentially 

from 1x  to Tx  and computes the forward hidden state

 1 2, , , Th h h  ; the backward LSTM LSTMf  reads the 

sentence sequence sequentially from Tx  to 1x  and computes 

the backward hidden state  1 2, , , Th h h  , and splices the 

forward hidden state and the backward hidden state to get the 

final hidden state th  , which is computed by the following 

formula: 

   1 1; , ; ,t t t encoder t encoder th h h LSTM x h LSTM x h 
      

   (5) 

2) Deliver the hidden state th  to the Enhanced Attention 

Mechanism module; 

3) Calculate the 1-hop attention score. Based on the hidden 

state of the target sequence with respect to the previous time 

node, the output of the LSTM at the current moment is obtained

td  : 

 1 1
ˆ ,t encoder t td LSTM y d                    (6) 

4) Based on the trained matrix
 k

aW  , get the hidden state
 k

ts  at the current moment: 

   k k

t a ts W d                            (7) 

where k  represents the k  th head. 

5) Calculate the context vector
 k

tc  for the k  th head: 

    max
k k T

t t encoder encoderc soft s H H        (8) 

6) Calculate the attention fraction of 2-hop: 

        tanh
k k k kT

t b b t b te v U c W s                  (9) 

7) Normalise the attention score for each HEAD to
 k

t  : 

 

  
  

1

exp

exp

k

tk

t N
n

t

n

e

e








                      (10) 

where N  represents the total number of heads. 

8) The trained parameters
 k

tU  ,
 k

t  and
 k

tc  are used to 

compute the context vector
 n k

tc  at the current moment with the 

following formula: 

       n k k k k

t t c tc U c                       (11) 

9) The context vector
 k

tc  is spliced with the output of 

LSTM td  , and the text feature vector is obtained by training 

parameters with Tanh activation function layer: 

      1 2
tanh ; ; ; ;

k

t o t t t to W d c c c   
 

         (12) 

10) The decoder inputs the final text vector to  to the output 

layer to get the model prediction result, which is calculated as 

follows: 

   1 2 1| , , , , maxt t tp y y y y X soft o        (13) 

Fig. 9 illustrates the computational process of the neural 
machine translation model, which is based on the LSTM 
enhanced attention mechanism. 

 

Fig. 9. Computational process of neural machine automatic translation 

model. 

IV. MODEL EXPERIMENTS AND ANALYSES 

A. Data Sets 

The training dataset used for the experiments in this section 
is the WMT17 Chinese-English (WMT17zh-en) dataset [26], 
which is used to train the neural machine translation model 
based on the LSTM enhanced attention mechanism proposed in 
this chapter, and newsdev2017 and newstest2017 are used as the 
validation and test sets [27], respectively, and the introduction 
about them is shown in Table I. 

TABLE I.  DATA INFORMATION 

Data type Name (of a Thing) Magnitude 

Training set WMT17zh-en 227k 

Validation set newsdev2017 4k 

Test set newstest2017 2k 

The model is generally set to a fixed text length, so the pad 
operation is used to supplement sentences of shorter length, as 
shown in Fig. 10. 
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Fig. 10. Pad operation. 

B. Indicators for Assessing Translation Effectiveness 

In this paper, we adopt an automatic machine translation 
evaluation method, i.e. BLEU (Bilingual evaluation understudy) 
[28]. BLEU is the calculation of a similarity score between a 
given translation generated by a machine translation system, and 
a reference translation, which is used to measure the 
performance of this machine translation system, where the range 
of this score is [0,1]. The specific calculation formula is as 
follows: 

1

exp log
N

n n

n

BLEU BP w P


 
   

 


             (14) 

 1 /

1

r c

c r
BP

e c r



 



                       (15) 

where nw
 is the weight for different n-grams, nP

 is the 
weight of the corresponding n-element word in the sequence of 

reference answers, c  is the length of the candidate sentence, and

r  is the number of words in common between the model-
translated sentence and the reference answer sentence. 

C. Environmental Settings 

This experiment is a deep neural network based translation 
model, the required experimental environment is shown in Table 
II, the deep learning framework used for the model experiments 
in this paper is Pytorch 1.8.1, which contains a large number of 
libraries internally for the convenience of the researcher. Bi-
LSTM [29] and Conv S2S model [30] are used to compare with 
the proposed model, and the specific model parameter settings 
are shown in Table III. 

V. ANALYSIS OF RESULTS 

Table IV presents the BLEU scores for the Bi-LSTM, Conv 
S2S model, and the neural machine translation model utilizing 
an LSTM-enhanced attention mechanism across three datasets: 
WMT17zh-en, newsdev2017, and newstest2017. Table IV 
illustrates that the BLEU scores of the neural machine 
translation model utilizing an LSTM-enhanced attention 
mechanism are the highest across the three datasets: WMT17zh-
en, newsdev2017, and newstest2017, with scores of 22.86, 
23.64, and 23.14, respectively. 

TABLE II.  CONFIGURATION OF THE EXPERIMENTAL ENVIRONMENT 

No. Causality Attribute value 

1 CPU Intel Intel(R) Xeon(R) 

2 GPUs Ge Force RTX 2080Ti 

3 memory 24G 

4 programming language Python 3.8.3 

5 Deep learning frameworks Pytorch 1.8.1 

6 operating system Linux 

TABLE III.  PARAMETER SETTINGS FOR EXPERIMENTAL COMPARISON MODELS 

No. Modelling Parameterisation 

1 Bi-LSTM 

Stacked 4-layer LSTM with 1000 hidden layers each, the dimension of word embedding is 
1000; the number of neurons in the attention mechanism layer is 1000; the optimiser is 

SGD, the initial learning rate is 0.005, the batch size is 128 and the number of iterations is 

50 

2 Conv S2S 
The dimensions of the hidden units of the encoder and decoder are 512; the optimiser is 
SGD; the dropout probability is set to 0.2, the initial learning rate is 0.005, the batch size is 

128 and the number of iterations is 50 

3 Proposed Method 
2-layer Bi-LSTM with word embeddings of dimension 1024, optimiser SGD; initial 

learning rate 0.005, batch size 128, number of iterations 50 
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In order to observe the differences between the three models 
more intuitively, the data in Table IV were visualised as bar 
charts, as shown in Fig. 11. As can be seen from Fig. 11, on the 
WMT17zh-en data, the neural machine translation model based 
on the LSTM enhanced attention mechanism has a higher value 
of 1.44 BLEU and 0.56 BLEU than the Bi-LSTM and Conv S2S 
models, respectively; on the newsdev2017 data, the model 
proposed in this paper has a higher value of 1.44 BLEU and 0.56 
BLEU than the Bi-LSTM and Conv S2S models 0.75 BLEU and 
0.4 BLEU values, respectively; on newstest2017 data, the model 

proposed in this paper outperforms Bi-LSTM and Conv S2S 
models by 1.28 BLEU and 0.36 BLEU values, respectively. 

TABLE IV.  EXPERIMENTAL COMPARISON MODEL OF BLEU SCORES 

No. Modelling 
WMT17zh-

en 
newsdev2017 newstest2017 

1 Bi-LSTM 21.42 23.89 21.86 

2 Conv S2S 22.28 23.24 22.78 

3 
Proposed 

Method 
22.86 23.64 23.14 

 

Fig. 11. BLEU scores for three models. 

In order to analyse the BLEU scores of the three models 
under different tourism English sentence lengths, this paper 
investigates 11 length ranges of tourism English long sentences, 
and the specific results are shown in Fig. 12. Fig. 12 illustrates 
that despite the neural machine translation model utilizing the 

LSTM-enhanced attention mechanism exhibiting a lower BLEU 
score compared to the Conv S2S model within the sentence 
length range of [20,25], it surpasses the BLEU score of the Conv 
S2S model for sentence lengths around 80 and exceeding 90. 

 

Fig. 12. BLEU scores of the three models for different sentence lengths. 

VI. CONCLUSION AND OUTLOOK 

This work addresses the issue of automatic translation within 
the context of English culture, highlighting the shortcomings of 
the LSTM-based encoder-decoder model, and presents a neural 
machine translation model that incorporates an increased 
attention mechanism based on LSTM. By examining pertinent 
theoretical methodologies and delineating the challenges of 
English automatic translation, a neural machine translation 
model utilizing an LSTM-enhanced attention mechanism is 
developed through the implementation of multi-hop attention 
computation and multi-head attention procedures. The 

experimental part uses WMT17 Chinese and English datasets, 
newsdev2017 and newstest2017, and introduces the criteria of 
machine translation evaluation to measure the effect of 
translation quality through BLEU. The experimental 
comparative analysis demonstrates the effectiveness of the 
proposed enhanced attention mechanism, especially for 
translating long sentences. 

Despite its effectiveness, the proposed LSTM-based 
enhanced attention model for tourism English translation has 
several limitations. First, the reliance on the WMT17 dataset 
may limit the model’s applicability to other domains or language 
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pairs, as the dataset might not cover diverse linguistic features 
or cultural nuances. Second, while the multi-head and multi-hop 
attention mechanisms improve long-sequence translation, the 
model’s complexity increases significantly, leading to higher 
computational costs and longer training times. Third, the 
translation quality heavily depends on the availability of high-
quality, domain-specific training data, which remains a 
challenge in many low-resource contexts. Lastly, the model's 
performance was evaluated solely with BLEU scores, which 
might not fully capture the subtleties of cultural translation, such 
as idiomatic expressions or contextual accuracy. These 
limitations suggest the need for further improvements in model 
generalizability, efficiency, and evaluation methods. 

To overcome the limitations identified, future research could 
focus on the following areas: Future research should focus on 
expanding datasets to include diverse linguistic and cultural 
contexts, beyond just tourism English. This can involve 
collecting data from multiple language pairs and incorporating 
low-resource languages to improve the model’s adaptability. A 
richer dataset will ensure that the translation system captures 
various idiomatic expressions and cultural nuances, making the 
model more universally applicable and effective in handling 
diverse real-world scenarios. 

To address the computational burden, future work could 
explore optimizing the model’s architecture to be more 
lightweight without sacrificing performance. Techniques such 
as sparse attention mechanisms or pruning can reduce resource 
usage and training times. This would make the model more 
scalable and suitable for deployment in environments with 
limited computing resources, such as mobile devices or 
embedded systems. 

Incorporating more comprehensive evaluation metrics is 
essential to fully capture translation quality. Beyond BLEU 
scores, qualitative metrics should be used to assess how well the 
model handles idiomatic expressions and cultural subtleties. 
Adding human evaluation to the testing process can provide 
valuable insights into the model’s contextual accuracy and 
overall fluency, ensuring more reliable and culturally sensitive 
translations. 
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Abstract—The inherent biases present in language models 

often lead to discriminatory predictions based on demographic 

attributes. Fairness in NLP refers to the goal of ensuring that 

language models and other NLP systems do not produce biased or 

discriminatory outputs that could negatively affect individuals or 

groups. Bias in NLP models often arises from training data that 

reflects societal stereotypes or imbalances. Robustness in NLP 

refers to the ability of a model to maintain performance when 

faced with noisy, adversarial, or out-of-distribution data. A robust 

NLP model should handle variations in input effectively without 

failing or producing inaccurate results. The proposed approach 

employs a novel metric called CFRE (Context-Sensitive Fairness 

and Robustness Evaluation) designed to measure both fairness 

and robustness of an NLP model under different contextual shifts. 

Next, it projected the benefits of this metric in terms of 

experimental parameters. Next, the work integrated 

counterfactual data augmentation with help of Self-Imitation 

Reinforcement Learning (SIL) to reinforce successful 

counterfactual generation by enabling the model to learn from its 

own high-reward experiences, fostering a more balanced 

understanding of language. The integration of SIL allows for 

efficient exploration of the action space, guiding the model to 

consistently produce unbiased outputs across different contexts. 

The proposed approach demonstrates the effectiveness of our 

method through extensive experimentation and compared the 

results of the proposed metric with that of WEAT and SMART 

testing, and showed a significant reduction in bias without 

compromising the model's overall performance. This framework 

not only addresses bias in existing models but also contributes to a 

more robust methodology for training fairer NLP systems. Both 

the proposed metric and SIL showed better results in experimental 

parameters. 

Keywords—Natural language processing; fairness, robustness; 

Word Embedding Association Test (WEAT); SMART testing 

I. INTRODUCTION 

Natural Language Processing (NLP) serves as a linchpin in 
enabling seamless human-computer interaction, fostering 
intuitive communication through interfaces like voice assistants 
and chatbots. It empowers the automation of text analysis, 
expediting tasks such as sentiment assessment, document 
summarization, and content categorization with unparalleled 
efficiency. By transcending linguistic barriers, NLP promotes 
global interconnectivity, facilitating multilingual translation and 
cultural localization. 

Its contributions to AI advancements are transformative, 
powering sophisticated systems like personalized virtual 
assistants and predictive analytics. NLP is instrumental in 
extracting actionable insights from unstructured textual data, 
supporting informed decision-making in critical domains like 
healthcare, finance, and governance. Furthermore, it champions 
inclusivity by fostering the development of assistive 
technologies, such as speech-to-text systems and screen readers, 
to accommodate individuals with disabilities. 

By addressing linguistic diversity and automating complex 
textual processes, NLP is not merely a technological tool but a 
catalyst for innovation and inclusivity in the digital age. 

Natural Language Processing, a subfield of Artificial 
Intelligence, has become pivotal in automating and enhancing 
communication, yet its deployment raises pressing concerns 
around fairness and robustness. At its core, fairness in NLP 
pertains to the equitable and unbiased performance of language 
models across diverse demographic and linguistic groups. 
Robustness, conversely, measures a model's resilience to 
adversarial inputs, distributional shifts, or unexpected variations 
in data. Together, these dimensions are critical to ensuring the 
ethical and reliable use of NLP technologies. 

One of the primary fairness challenges arises from biased 
training datasets, which reflect historical inequities, stereotypes, 
or regional disparities. These biases, embedded in language 
corpora, can perpetuate societal injustices when reflected in 
model outputs. For instance, gendered pronoun resolution 
systems may reinforce occupational stereotypes by associating 
women with caregiving roles and men with leadership positions. 

Robustness, on the other hand, is tested when models face 
adversarial attacks or operate in low-resource settings. Subtle 
manipulations in input texts—like typos or syntax changes—can 
disproportionately degrade model performance. Similarly, 
underrepresentation of certain languages, dialects, or sociolects 
exacerbates the risk of exclusionary AI systems that fail to 
generalize effectively. 

The interplay of these issues creates a dual imperative: to 
mitigate inherent biases while enhancing models' adaptability 
across varied scenarios. Ethical considerations are further 
compounded by the lack of standardized benchmarks for 
measuring fairness and robustness. Solutions often involve 
trade-offs, as techniques that improve robustness, like data 
augmentation, may inadvertently amplify biases. 
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Addressing these challenges requires a multi-faceted 
approach. Incorporating diverse, high-quality datasets and 
developing fairness-aware training algorithms are pivotal steps. 
Furthermore, interdisciplinary collaboration—spanning 
computational linguistics, ethics, and social sciences—can 
provide nuanced perspectives to inform NLP research. Regular 
audits, explainable AI methods, and inclusive design principles 
are essential to embedding trustworthiness into language 
technologies. 

In conclusion, fairness and robustness are not merely 
technical hurdles but societal imperatives in the age of pervasive 
AI. As NLP systems permeate sensitive domains like hiring, 
healthcare, and legal adjudication, ensuring their ethical and 
equitable deployment becomes a moral obligation. The paper is 
organized as follows. Section I gives introduction the problem 
of bias in NLP. Section II gives explains types of bias in NLP. 
Section III gives various existing metrics for measuring bias. 
Section IV explains briefing, challenges of robustness and 
robustness contextual evaluation respectively. Experimental 
results is given in Section V and finally, the paper is concluded 
in Section VI. 

1) The Problem of Bias in NLP: Bias in Natural Language 

Processing (NLP) refers to the systematic favoritism or 

prejudice exhibited by language models, often stemming from 

imbalances or stereotypes present in their training data. This 

phenomenon undermines the equity, reliability, and ethicality 

of NLP systems, leading to unintended discriminatory 

consequences. Bias is particularly critical in applications 

influencing high-stakes decisions, such as hiring algorithms, 

legal systems, and healthcare tools, where such predispositions 

can perpetuate societal inequities [1-3]. 

At its root, bias arises from the data-driven nature of NLP 
models, which inherit the flaws, prejudices, and imbalances 
embedded in the corpora used for training. When these systems 
process text, they often reinforce or amplify existing stereotypes, 
inadvertently perpetuating harm against underrepresented or 
marginalized groups. Addressing bias is a multifaceted 
challenge that requires understanding its various types and 
manifestations. 

II. TYPES OF BIAS IN NLP 

1) Representation bias: This form of bias originates in 

training datasets that over represent certain groups or 

perspectives while neglecting others. For example, texts 

predominantly authored in English may marginalize speakers 

of minority languages or dialects, perpetuating cultural 

hegemony. 

2) Stereotypical bias: Models can perpetuate harmful 

stereotypes, such as associating certain professions with 

specific genders or ethnicities. For instance, a model might 

predict "nurse" as a woman or "engineer" as a man based on 

biased correlations in training data. 

3) Historical bias: Historical biases reflect long-standing 

societal inequities embedded in data. Even if collected 

neutrally, datasets often capture systemic inequalities, such as 

racial or gender disparities, which are then reflected in the 

model’s predictions. 

4) Selection bias: This bias arises from skewed data 

collection processes. If a training dataset is predominantly 

drawn from urban populations, for instance, the resulting model 

may fail to generalize to rural or less technologically advanced 

contexts. 

5) Aggregation bias: When data from diverse groups are 

aggregated into a single dataset, the unique characteristics of 

minority groups may be overshadowed by majority trends, 

leading to homogenized outputs that overlook nuanced needs. 

6) Interaction bias: This bias emerges during user 

interaction with NLP systems. For example, users’ queries can 

introduce biases that models then propagate, such as 

autocomplete suggestions that reinforce prejudiced or 

inappropriate language. 

7) Temporal bias: Temporal bias stems from the use of 

outdated data that fails to account for societal evolution. For 

instance, older datasets might include terms or perspectives that 

are now considered offensive or obsolete. 

8) Implicit bias: Implicit biases are more subtle and 

embedded within the model’s architecture, often surfacing in 

nuanced contexts such as sentiment analysis or content 

moderation, where subjective judgments are involved. 

A. Metrics for Assessing Bias 

Quantifying bias in NLP systems is a multifaceted task that 
requires metrics capable of identifying disparities, imbalances, 
and stereotypical tendencies. These metrics enable researchers 
to evaluate the degree of bias and its impact, facilitating 
informed strategies for mitigation. Below is an overview of 
commonly used metrics for measuring bias in NLP, along with 
their mathematical formulations: 

1) Statistical Parity Difference (SPD): This metric 

evaluates whether the outcomes for different demographic 

groups are equally distributed. 

SPD=P(Y=1∣G=g1) −P(Y=1∣G=g2) 

 Y: Model outcome (e.g., positive or negative sentiment). 

 GGG: Demographic group (g1, g2 represent different 
groups, e.g., male and female). 

 A value of 0 indicates perfect fairness, while deviations 
suggest bias. 

2) Equal Opportunity Difference (EOD): This metric 

focuses on the equality of true positive rates across groups, 

ensuring that all groups have equal chances of achieving 

favorable outcomes when eligible. 

EOD=P(Ý=1∣Y=1,G=g1)−P(Ý =1∣Y=1,G=g2) 

 Ý: Predicted outcome. 

 Ensures fairness specifically for eligible or qualified 
individuals. 
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3) Conditional Demographic Disparity (CDD): This metric 

measures bias in model predictions while controlling for 

specific contextual variables. 

CDD=P(Ý =1∣X=x,G=g1)−P(Ý =1∣X=x,G=g2) 

 X: Contextual variables, such as input features. 

 Helps identify disparities conditional on input attributes. 

4) Word Embedding Association Test (WEAT): This metric 

quantifies bias in word embeddings by measuring the 

association between target words and attribute word sets. 

𝑊𝐸𝐴𝑇 =
𝑚𝑒𝑎𝑛(𝑠(𝑤, 𝐴) − 𝑠(𝑤, 𝐵))

𝑠𝑡𝑑(𝑠(𝑤, 𝐴) − 𝑠(𝑤, 𝐵))
 

 w: Target word. 

 A, B: Two sets of attribute words (e.g., male- and female-
associated words). 

 s(w, A): Cosine similarity between w and words in set A. 

 A high WEAT score indicates stronger associations, 
reflecting potential biases. 

5) Bias Amplification Index (BAI): This measures the 

extent to which a model amplifies existing biases in data. 

𝐵𝐴𝐼 =
𝐵𝑖𝑎𝑠 𝑖𝑛 𝑀𝑜𝑑𝑒𝑙 𝑂𝑢𝑡𝑝𝑢𝑡

𝐵𝑖𝑎𝑠 𝑖𝑛 𝑇𝑟𝑎𝑖𝑛𝑖𝑛𝑔 𝐷𝑎𝑡𝑎
 

Ratios greater than 1 indicate that the model exacerbates 
bias. 

6) Directional Bias Metric (DBM): This metric evaluates 

bias in sentence or text-level outputs by analyzing directional 

shifts in embeddings. 

𝐷𝐵𝑀 =
∑ COS (𝑒 ⃗⃗  , 𝑑 ⃗⃗⃗  )𝑛

𝑖=1

𝑛
 

𝑒   ⃗⃗⃗⃗  ⃗: Embedding of Sentence i 

𝑑 ⃗⃗  ⃗: Bias direction vector 

n: Total sentences 

7) Mutual Information Difference (MID): This metric 

captures the disparity in the information shared between model 

predictions and sensitive attributes. 

MID=I(Ý;G=g1)−I(Ý;G=g2) 

 I: Mutual information between predictions Ý and group 
G. 

 A high MID score reflects unequal representation of 
sensitive attributes in predictions. 

8) KL Divergence for Demographic Representation (KLD): 

This measures the divergence between the distributions of 

outcomes for different demographic groups. 

𝐾𝐿𝐷(𝑃||𝑄) = ∑𝑃(𝑖) log
𝑃(𝑖)

𝑄(𝑖)
𝑖

 

 𝑃(𝑖): Outcome distribution for group g1 

 𝑄(𝑖): Outcome distribution for group g2 

 Lower divergence values indicate better fairness. 

9) Bias Direction Magnitude (BDM): This quantifies the 

degree of separation between different demographic groups in 

embedding space. 

𝐵𝐷𝑀 = ||𝑚𝑒𝑎𝑛(𝑒 𝑔1) − 𝑚𝑒𝑎𝑛(𝑒 𝑔2)|| 

𝑒 𝑔1, 𝑒 𝑔2: Embeddings for groups g1 and g2. 

10) Token Probability Disparity (TPD): This metric 

measures bias in token-level predictions for specific sensitive 

terms. 

TPD=P(token∣G=g1)−P(token∣G=g2) 

Highlights disparities in word usage or token generation 
probabilities. 

These metrics provide nuanced perspectives on bias in NLP 
systems, addressing its various dimensions, such as 
representation, prediction fairness, and embedding neutrality. 
Combining multiple metrics is essential for comprehensive 
evaluation, as bias often manifests in subtle and multifaceted 
ways. 

B. Robustness in NLP 

Robustness in NLP refers to the ability of a model to 
maintain performance when faced with noisy, adversarial, or 
out-of-distribution data. A robust NLP model should handle 
variations in input effectively without failing or producing 
inaccurate results. 

C. Example of Robustness Challenges 

1) Adversarial attacks: An NLP model trained to classify 

movie reviews as positive or negative might be tricked by 

inserting inconspicuous typos or irrelevant phrases. For 

example, changing "The movie was great!" to " The moovie 

was gr8!" should ideally still yield a positive classification. 

2) Context sensitivity: An NLP system that performs well 

on one data distribution (e.g., news articles) may fail on another 

(e.g., social media text) if it's not robustly trained. 

D. Robustness Improvement Techniques 

1) Adversarial training: Including perturbed or adversarial 

examples during training so that the model learns to be resilient. 

2) Augmentation with noisy data: Training on data that has 

been altered to include variations such as different spelling, 

slang, or paraphrasing helps models generalize better. 

3) Balancing fairness and robustness: Improving fairness 

often involves altering the data or the training process to 

mitigate biases, which can sometimes reduce robustness if not 

done carefully. Conversely, making a model highly robust 

through general training methods may not necessarily address 
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inherent biases. The challenge lies in designing approaches that 

optimize both. 

E. SMART Testing 

SMART Testing is a methodological paradigm for 
systematically evaluating NLP systems across diverse 
dimensions, emphasizing their fairness, robustness, and 
adaptability. The acronym SMART encapsulates Sensitive 
attributes, Multiple subpopulations, Artifacts, Reasoning 
abilities, and Temporal changes, reflecting the multifaceted 
nature of NLP evaluation. While the framework does not have a 
universally fixed mathematical formulation, key metrics and 
equations can be used to assess these dimensions. 

1) Sensitive attributes (Fairness metrics): This component 

assesses disparities in performance between demographic 

groups with respect to sensitive attributes like gender or 

ethnicity. A commonly used fairness metric is Statistical Parity 

Difference (SPD): 

SPD=∣P(Ý =1∣G=g1)−P(Ý =1∣G=g2)∣ 

Where: 

 Ý: Model's predicted outcome. 

 G: Demographic groups (g1 and g2 represent different 
groups). 

A value closer to zero denotes minimal bias. 

2) Multiple subpopulations (Subgroup disparities): This 

dimension examines model performance across distinct 

subpopulations within the data. Disparities are quantified using 

subgroup metrics such as accuracy variance: 

Variance=
∑ (𝑃𝑖−𝜇)2𝑛

𝑖=1

𝑛
 

Where, 

 𝑃𝑖   is Model performance for subgroup i. 

 𝜇 is mean performance across all subgroups 

A high variance indicates uneven performance among 
subgroups. 

3) Artifacts (Sensitivity to spurious patterns): Artifacts 

represent unintended correlations in training data that can lead 

to spurious model predictions. Artifact sensitivity can be 

measured by comparing performance on artifact-augmented 

data to baseline data: 

Artifact Sensitivity =
𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒𝑎𝑟𝑡𝑖𝑓𝑖𝑐𝑎𝑡

𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒

 

Ratios significantly deviating from 1 suggest a susceptibility 
to artifacts. 

4) Reasoning abilities (Cognitive robustness): This 

evaluates the model's logical and linguistic reasoning abilities 

under adversarial transformations or complex scenarios. 

Robustness against transformations is defined as: 

𝑅𝑜𝑏𝑢𝑠𝑡𝑛𝑒𝑠𝑠 𝑆𝑐𝑜𝑟𝑒(𝑅𝑆)

=
𝑃𝑜𝑠𝑡 𝑇𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦

𝐵𝑎𝑠𝑒𝑙𝑖𝑛𝑒 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦
 

It is stated that higher scores signify greater resistance to 
input perturbations. 

5) Temporal changes (Adaptability over time): This aspect 

assesses how well the model performs as linguistic norms 

evolve. Temporal robustness is evaluated by measuring 

performance deviation across time-stamped datasets. 

𝑇𝑒𝑚𝑝𝑜𝑟𝑎𝑙 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛(𝑇𝐷)
= |𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒𝑡1 − 𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒𝑡2| 

It is stated that smaller deviations reflect higher adaptability 
to temporal variations. 

6) Aggregated SMART score: To provide a unified view, an 

aggregated score can be computed as a weighted combination 

of the individual dimensions: 

SMART Score=w1⋅SPD+w2⋅Variance+w3⋅Sensitivity+w4⋅Ro

bustness Score+w5⋅Temporal Deviation 

Where w1, w2, w3, w4, and w5 are weights reflecting the 
relative importance of each dimension. 

III. PROPOSED NOVEL METRIC-CONTEXT-SENSITIVE 

FAIRNESS AND ROBUSTNESS (CFRE) 

The proposed Context-Sensitive Fairness and Robustness 
Evaluation (CFRE) metric is designed to measure both fairness 
and robustness of an NLP model under different contextual 
shifts [3-9]. Below is the mathematical formulation of the 
proposed metric: 

A. CFRE Metric Components 

1) Fairness Impact Score (FIS): The Fairness Impact Score 

evaluates the difference in output distributions when the model 

is tested with original data (𝑂𝑜𝑟𝑖𝑔) and perturbed data (𝑂𝑝𝑒𝑟𝑡) 

across different demographic or context groups (𝐺𝑖). 

FIS =
1

|G|
∑DKL(P(

|G|

i=1

𝑂𝑜𝑟𝑖𝑔|𝐺𝑖)||𝑃(𝑂𝑝𝑒𝑟𝑡|𝐺𝑖)) 

Where 

 DKL is Kullback-Leibler (KL) divergence. 

 P(𝑂𝑜𝑟𝑖𝑔|𝐺𝑖) and P(𝑂𝑝𝑒𝑟𝑡|𝐺𝑖) are probability distributions 

of  outputs for  groups 𝐺𝑖 in original and perturbed cases 
respectively. 

 |G| is number of distinct groups being evaluated. 

2) Robustness Contextual Evaluation (RCE): The 

robustness contextual evaluation (RCE) measures the stability 

of model predictions by computing the cosine similarity 

between output vectors from original and perturbed data (𝑂𝑜𝑟𝑖𝑔) 

and (𝑂𝑝𝑒𝑟𝑡) respectively. 
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𝑅𝐶𝐸 =
1

𝑁
∑

𝑂𝑜𝑟𝑖𝑔
𝑗

.𝑂𝑝𝑒𝑟𝑡
𝑗

‖𝑂
𝑜𝑟𝑖𝑔
𝑗

‖‖𝑂𝑝𝑒𝑟𝑡
𝑗

‖ 

𝑁
𝑗=1   

where 

 N is the number of samples. 

 𝑂𝑜𝑟𝑖𝑔
𝑗

 and   𝑂𝑝𝑒𝑟𝑡
𝑗

 are the output vectors for jth sample in 

the original and perturbed data sets. 

3) Combined CFRE score: The overall CFRE score can be 

weighted combination of the FIS and RCE to balance fairness 

and robustness. 

𝐶𝐹𝑅𝐸 = 𝛼 ∗ 𝐹𝐼𝑆 + 𝛽 ∗ 𝑅𝐶𝐸 

Where  𝛼 and 𝛽 are weights that control importance of each 
component. 

This formulation allows us to assess not just how fair is 
model across different contexts but also how consistently it 
performs when subject to contextual variations. 

In the context of the CFRE metric, the interpretations for FIS 
RCE, and combined CFRE are given as below. 

a) Fairness Impact Score (FIS): 

 Interpretation: A higher FIS value indicates a greater 
divergence between the original and perturbed model 
outputs, suggesting that the model's fairness is more 
sensitive to contextual changes. This can mean the model 
exhibits potential biases when tested with varied input 
conditions, highlighting fairness issues. 

 Lower FIS: Implies that the model maintains fairness 
across different demographic or context groups, showing 
resilience to contextual shifts. 

b) Robustness Contextual Evaluation (RCE): 

 Interpretation: This score reflects how similar the 
model's outputs remain under perturbations. A higher 
RCE value means the model is more robust, maintaining 
consistent behavior even when inputs are contextually 
modified. 

 High RCE: Indicates strong robustness, where the model 
produces stable outputs across different contexts. 

 Lower RCE: Suggests that the model's predictions are 
more context-dependent and can vary significantly with 
slight input changes. 

c) Overall CFRE Value: 

 Combined Score: The weighted sum of FIS and RCE 
allows us to evaluate both fairness and robustness 
together. 

 High CFRE with balanced weights: Implies that the 
model is sensitive to contextual shifts (indicating fairness 
issues) but also robust in maintaining consistent outputs 
under certain conditions. 

 Lower CFRE: Indicates that the model is more fair and 
robust across various tested contexts, demonstrating 
resilience and equitable behavior. 

IV. INTEGRATING CFRE METRIC INTO SELF IMITATION 

LEARNING (SIL) 

A. Introduction to Self-Imitation Learning (SIL) 

Self-Imitation Learning (SIL) is an advanced reinforcement 
learning technique that enables agents to learn from past 
experiences, even suboptimal ones, by revisiting previously 
successful trajectories. Unlike traditional reinforcement 
learning, which often prioritizes exploration or maximizing 
immediate reward signals, SIL leverages historical data to 
reinforce and improve upon earlier decisions. It is particularly 
effective in complex environments where exploration is 
expensive or risky, as it capitalizes on self-generated "expert" 
demonstrations to refine policy optimization. By integrating 
memory-based learning with reinforcement dynamics, SIL 
demonstrates resilience in solving tasks requiring long-term 
planning and precise decision-making [10-18]. 

B. Main Idea behind Self Imitation Learning (SIL) 

At its core, Self-Imitation Learning revolves around the 
principle of leveraging an agent's historical successes as pseudo-
demonstrations for future improvement. Unlike standard 
reinforcement learning paradigms, which discard suboptimal 
trajectories, SIL recognizes that even suboptimal actions can 
contain valuable information for solving complex tasks. This is 
particularly important in environments with sparse or delayed 
rewards, where the exploration of new policies might fail to 
yield immediate benefits. 

SIL achieves this by employing a replay buffer, which stores 
trajectories (sequences of states, actions, and rewards) that 
yielded above-average returns. These trajectories are treated as 
guiding examples, and the agent revisits them during training to 
imitate its own past successes. This imitation process is 
formalized through a self-imitation loss function, which adjusts 
the policy to reproduce actions from successful trajectories. 

The central innovation of SIL lies in its ability to balance 
exploitation and exploration dynamically. While traditional 
methods often face a trade-off between exploiting known 
strategies and exploring new possibilities, SIL introduces a 
mechanism where self-imitation augments learning efficiency 
without stifling exploration. This enables the agent to improve 
incrementally, even in scenarios where external rewards are 
scarce or noisy. 

Moreover, SIL is robust to noise and imperfect 
demonstrations, as it does not rely on external expert input but 
instead generates its training data from its own interactions with 
the environment. This self-reliant nature makes it highly 
scalable and adaptable to diverse tasks, from robotics to game-
playing. 

In essence, SIL represents a shift from purely reward-driven 
learning to a hybrid framework that integrates self-guidance, 
allowing agents to harness the full potential of their past 
experiences for future success. By embracing both imitation and 
exploration, it achieves greater sample efficiency and stability in 
training, setting a new benchmark for learning in complex and 
uncertain domains. 
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C. Integrating CFRE with SIL 

The CFRE metric is a performance measure designed to 
evaluate the trade-off between fairness and reward optimization 
in reinforcement learning. Integrating CFRE into Self-Imitation 
Learning (SIL) involves modifying the SIL framework to 
consider fairness explicitly during the learning process. The 
Algorithm 1 shows the CFRE integrated into SIL. Integrating 
the CFRE metric into Self-Imitation Learning (SIL) can 
effectively scale to real-world NLP systems operating in 
resource-constrained environments by prioritizing fairness and 
reward efficiency in model training. The approach allows 
selective reuse of high-reward, fairness-optimized trajectories, 
reducing computational overhead while maintaining equitable 
outcomes. By leveraging the CFRE metric's adaptability, the 
framework aligns with limited-resource constraints, improving 
both performance and inclusivity without excessive reliance on 
additional data or computing power. This ensures robust 
deployment of NLP systems in diverse, real-world scenarios. 

Algorithm-1: CFRE-Integrated SIL 

1. Initialize: 

a) Define the environment E, action space A, and 
state space S. 

b) Initialize SIL's policy πɵ(a∣s), replay buffer B 

and reward function R(s,a). 

c) Set the CFRE threshold τ, which balances 
fairness and efficiency. 

2. Collect Experience: 

a) Interact with the environment to generate 

trajectories τ= (st, at, rt, st+1) using the current 
policy πɵ. 

b) Add the trajectories to the replay buffer B.                              

3. Compute CFRE Metric: 

a. For each trajectory τ, compute the FIS and 
CRE : 

b.  CFRE(τ)=α⋅FIS(τ)+β⋅CRE(τ) Where: 

i. α,β: weights balancing fairness and 
reward efficiency. 

ii. CRE(τ)=Sum of rewards/Length of  
Trajectory 

iii. FIS (τ): Fairness computed using 

sensitive attributes or group-specific 
metrics. 

c. Retain trajectories with CFRE(τ)≥τ in B. 

4.Update Policy: 

Use the retained trajectories from B to compute the SIL loss: 

a) SIL  loss: 
𝐿𝑆𝐼𝐿 = − log(𝜋𝜃(𝑎|𝑠)). (𝑅𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑(𝑠) −

                                        𝑅𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑(𝑠))  

b) Apply gradient descent to minimize 𝐿𝑆𝐼𝐿. 

5. Test Policy: 

a) Evaluate the updated policy using CFRE and 

track performance metrics such as fairness 

scores, reward efficiency, and overall task 

accuracy. 

6. Repeat: 

Continue the process for a predefined number of episodes or until 

convergence by repeating steps 2 to 5. 

V. EXPERIMENTAL RESULTS 

The experiment was conducted using Crow-S pairs data set 
on Google Colab platform of python version 3.11.8. The Crow-
S pairs dataset is a benchmark specifically designed to measure 
biases in NLP models, focusing on sensitive social attributes like 
gender, race, and socioeconomic status. 

It consists of sentence pairs where one sentence carries 
subtle bias while the other is neutral, enabling the evaluation of 
a model's fairness by observing its scoring discrepancies. By 
systematically exposing latent stereotypes or prejudiced 
behavior in model outputs, the dataset also tests the robustness 
of NLP systems against biased linguistic patterns, helping to 
create more equitable language technologies. 

At first, we project the graph showing comparison of original 
and perturbed scores using CFRE as given in Fig. 1. Next, we 
project the density over scores of WEAT, SMART testing as 
given in Fig. 2. Next, we project mean scores for various metrics 
as given in Fig. 3.Finally, we project graphs for average loss 
versus epochs and average reward versus epochs as given in Fig. 
4. Fig. 1 to Fig. 3 showed significant improvement in results in 
proposed CFRE metric. 

 
Fig. 1. Comparision of original and perturbed scores for CFRE metric. 
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Fig. 2. Density versus scores of various metrics. 

 
Fig. 3. Mean scores versus various metrics. 

 

Fig. 4. Graph for loss versus Epochs and Average reward versus Epochs. 
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VI. CONCLUSION 

The integration of the CFRE metric with Self-Imitation 
Learning (SIL) presents a powerful paradigm for achieving 
fairness, robustness, and efficiency in reinforcement learning-
based NLP systems. This approach ensures that models not only 
optimize rewards but also address systemic biases, promoting 
equitable outcomes. By leveraging past successes with fairness-
aware constraints, it balances performance and inclusivity, 
making it especially viable for resource-constrained and real-
world applications. 

The proposed metric outperformed other existing metrics 
like WEAT and SMART testing. Also, it got low mean score 
compared to that of these metrics. The variation between 
original and perturbed scores serves as a measure of the model's 
robustness. A narrow difference signifies that the model is 
resistant to input alterations, showcasing its stability, whereas a 
wider discrepancy indicates that the model is more vulnerable to 
adversarial changes or biased modifications in the input data. 
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Abstract—Nanomaterials, owing to their distinctive features, 

are crucial across numerous scientific domains, especially in 

materials science and nanotechnology. Precise segmentation of 

Scanning Electron Microscope (SEM) images is essential for 

evaluating attributes such as nanoparticle dimensions, 

morphology, and distribution. Conventional image segmentation 

techniques frequently prove insufficient for managing the 

intricate textures of SEM images, resulting in a laborious and 

imprecise process. In this research, a modified U-Net 

architecture is presented to tackle this challenge, utilizing a 

ResNet50 backbone pre-trained on ImageNet. This model utilizes 

the robust feature extraction abilities of ResNet50 alongside the 

effective segmentation performance of U-Net, hence improving 

both accuracy and computational efficiency in TiO2 nanoparticle 

segmentation. The suggested model was assessed using 

performance metrics including accuracy, precision, recall, IoU, 

and Dice Coefficient. The results indicated a high segmentation 

accuracy, demonstrated by a Dice score of 0.946 and an IoU of 

0.897, with little variability reflected in standard deviations of 

0.002071 and 0.003696, respectively, over 200 epochs. The 

comparison with existing methods demonstrates that the 

proposed model surpasses previous approaches by attaining 

enhanced segmentation accuracy. The modified U-Net design 

serves as an excellent technique for accurate nanoparticle 

segmentation in SEM images, providing substantial 

enhancements compared to traditional approaches. This progress 

indicates the model's potential for wider applications in 

nanomaterial research and characterization, where precise and 

efficient segmentation is essential for analysis. 

Keywords—Nanomaterial; segmentation; ResNet 50; modified 

UNet; transfer learning; SEM 

I. INTRODUCTION 

In recent years, nanotechnology has emerged as a 
revolutionary domain with extensive applications across 
various industries, including healthcare, energy, electronics, 
and materials research [1]. Fundamental to several innovations 
is the capacity to generate and evaluate nanoparticles. 
Nanoparticles, characterized by at least one dimension ranging 
from 1 to 100 nanometres, demonstrate distinctive physical and 
chemical properties that differ from those of their bulk 
equivalents, attributable to their diminutive size and extensive 
surface area [2]. Nanoparticles have emerged as a fundamental 
element of contemporary science and technology, attributable 
to their distinctive qualities stemming from quantum 
mechanical phenomena, elevated surface-to-volume ratios, and 
size-dependent characteristics. These features allow 

nanoparticles to demonstrate improved optical, mechanical, 
magnetic, and catalytic characteristics, rendering them essential 
for various applications. 

In medicine, nanoparticles function as drug delivery 
vehicles, imaging agents for diagnostics, and tools for tissue 
engineering [3]. Gold nanoparticles are utilized for targeted 
drug administration and cancer therapy, whereas silver 
nanoparticles exhibit strong antibacterial traits, rendering them 
advantageous in medical equipment and wound dressings. 
Nanoparticles are employed in energy storage to augment the 
performance of batteries and supercapacitors by improving 
conductivity and storage capacity. In materials science, 
nanoparticles are often incorporated into bulk materials to 
improve strength, flexibility, and thermal characteristics. 

Nevertheless, these advances present the issue of precisely 
describing and assessing nanoparticles, especially regarding 
their size, shape, distribution, and surface morphology. To 
conduct a structural characterization of the particles, electron 
microscopy (EM) is one of the most commonly employed 
techniques [4]. A particle-interacting electron beam is used in 
this type of microscope. The objects are reconstructed via the 
analysis of these interactions and the signals they generate. 
Transmission electron microscopy (TEM) and SEM are the 
two primary methods. The primary distinctions between the 
two technologies are the resolution and the output dimensions. 
Though TEM images show 2D projections of objects' interior 
structures, 3D surface reconstruction from SEM images offers 
important insights into micro/nanoscopic surfaces. The 
magnification and resolution of TEM surpass those of SEM. 
Consequently, the SEM is typically employed for 
morphological characterization, whilst the TEM is utilized for 
assessing particle size and size distribution, along with other 
analyses such as phase composition and crystal structure [5]. 

Analyzing SEM images is a typical procedure used to 
investigate the outcomes of nanomaterial fabrication processes. 
By identifying and measuring objects, materials scientists can 
obtain important morphological information about the material 
of interest. Image processing procedures for SEM imaging 
were often executed based on the distinctive qualities of a 
specific material, including shape, size, brightness, and contrast 
variations among the observed objects [6]. Nonetheless, the 
interpretation and analysis of SEM images, particularly for 
extensive datasets, necessitate effective segmentation 
techniques capable of precisely delineating nanoparticle 
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boundaries from intricate backgrounds, and extracting 
characteristics including dimensions, form, and alignment [7]. 

The results of segmentation directly affect the precision of 
subsequent operations, such as nanoparticle counting, size 
distribution assessment, and morphological investigations. 
Traditionally, nanotechnologists have depended on manual 
particle measurement utilizing technologies such as ImageJ, 
which, while successful for small datasets, becomes labor-
intensive and susceptible to discrepancies in large-scale image 
analysis. Conventional techniques, like template matching, 
edge detection, and feature extraction-based categorization 
(utilizing Neural Networks or Support Vector Machines), have 
proven effective but frequently encounter challenges in 
generalization as image acquisition methodologies vary. These 
methods necessitate extensive parameter modifying by experts, 
making them rigid and time-consuming. 

Consequently, conventional techniques frequently fail to 
yield reliable segmentation outcomes, resulting in erroneous 
nanoparticle analysis. The drawbacks of current techniques 
underscore the necessity for a more effective, automated 
approach to nanoparticle segmentation in SEM images. Recent 
developments in deep learning have demonstrated significant 
potential in tackling these challenges. Convolutional Neural 
Networks (CNNs) have transformed image analysis by 
facilitating automatic feature extraction and end-to-end 
learning [8]. CNNs are adept in nanoparticle segmentation 
tasks, as they can incorporate complex, hierarchical 
characteristics from raw image data, enabling the collection of 
subtle details such as nanoparticle borders and textures. 

CNN-based models, like U-Net, have shown useful in 
medical image segmentation; nevertheless, their use for 
nanoparticle segmentation in SEM images is still inadequately 
investigated. Moreover, conventional U-Net architectures may 
inadequately leverage deep learning capabilities for 
nanoparticle segmentation, as they frequently fail to capture 
multi-scale features and may experience prolonged training 
durations when utilized with extensive datasets. This study 
proposes a novel deep learning (DL)-based segmentation 
approach to tackle these difficulties. The model is based on the 
U-Net architecture, known for its effectiveness in biomedical 
segmentation of images, and integrates a ResNet 50 backbone 
for improved feature extraction. The incorporation of 
ResNet50, a robust CNN architecture pre-trained on ImageNet, 
enables the model to utilize deep residual learning, which has 
demonstrated efficacy in enhancing the training of extremely 
deep networks by alleviating the vanishing gradient issue. The 
main contributions of the proposed research are as follows: 

 To introduce a modified U-Net architecture with a 
ResNet50 backbone, specifically designed for the 
segmentation of TiO2 nanoparticles in SEM images. 

 By leveraging the pre-trained weights of ResNet50, the 
model aims to enhance feature extraction capabilities 
while simultaneously reducing training time and 
computational resources. 

 To highlight the superior performance and applicability 
of the proposed model nanoparticle analysis compared 
to existing segmentation techniques. 

The subsequent sections of the paper are structured as 
follows: Section II offers a literature review highlighting 
existing works and identifying research gaps; Section III 
elaborates on the proposed model; Section IV discusses the 
results obtained from the study; A discussion is provided in 
Section V and finally, a summary of the findings is included in 
Section VI, which gives a conclusion to the paper. 

II. LITERATURE REVIEW 

Henrik Eliasson et al. (2024) [9] developed a methodology 
utilizing two U-Net topologies to independently detect and 
categorize atomic columns at particle-support interfaces in 
STEM data. This technique sought to alleviate the problem of 
noisy data caused by the quick scan speeds required for 
monitoring nanoparticle movement. The U-Net model was 
trained on simulated non-physical images and was assessed in 
comparison to established solutions like AtomSegNet and 
AtomAI, exhibiting superior performance in both in situ and ex 
situ time series of diminutive Pt nanoparticles on CeO2. 
Experimental time series, captured at 5 frames per second, 
exhibited dynamic, site-specific displacement of atomic 
columns. Model training and evaluation were performed on an 
NVIDIA RTX 4090 GPU, necessitating around 40 minutes for 
localization and three hours for segmentation. The findings 
highlighted the method's reliability and precision in examining 
dynamic nanoparticle behavior. 

Nina Gumbiowski et al. (2023) [10] performed an 
investigation of metallic nanoparticles utilizing a machine 
learning approach that focused on segmentation, the 
differentiation of overlapping particles, and individual 
identification. An approach employing ultimate erosion of 
convex shapes (UECS) was devised to address particle overlap, 
enabling the assessment of characteristics such as size, 
circularity, and Feret diameter within a large particle 
population. The automated analysis of TEM images 
successfully extracted shape- and size-related data, including 
that of nanoscale gold nanoparticles. They employed a DL 
model, namely a deeplabv3+ network with a ResNet-18 
backbone, demonstrating that their method sustained 
performance over diverse contrast levels, surpassing traditional 
image processing techniques. This automation markedly 
decreased analysis duration relative to manual techniques and 
enabled the extraction of extensive data on particle attributes. 
Nevertheless, constraints remained in the analysis of 
significantly overlapping particles, highlighting the difficulties 
in precisely understanding two-dimensional projections in 
microscopy. 

Jonas Bals and Matthias Epple (2023) [11] employed CNN 
to independently interpret nanoparticle images acquired from 
scanning electron microscopy. A framework was built for 
obtaining secondary electron (SE) and STEM images, enabling 
quantitative studies of particle size and shape. Utilizing pixel 
weight loss maps to train CNNs enhanced the segmentation of 
overlapping particles. Their approaches encompassed the 
classification of forms, including cubes and spheres, the 
segregation of particles, and the removal of agglomerates. 
They attained great accuracy in shape classification utilizing 
AlexNet and ResNet34, together with efficient segmentation 
employing UNet++. Nevertheless, the system encountered 
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difficulties with particles that displayed ambiguous forms or 
partial obscurity, resulting in a considerable misclassification 
rate. Moreover, challenges associated with particle overlap and 
intensity fluctuations in SE images further impeded the 
efficacy of their approach. 

Matthew Helmi Leth Larsen et al. (2023) [12] examined the 
most effective frame dose for object detection and 
segmentation in low electron dose TEM imaging. The MSD-
net architecture exhibited superior performance compared to 
the regular U-net, particularly at frame dosages lower than 
those utilized during training. The MSD-net successfully 
segmented Au nanoparticles, attaining visibility at dosages as 
low as 20–30 e−/Å² and full segmentation at 200 e−/Å². During 
training with simulated images, the study highlighted how 
crucial it is to model the modulation transfer function (MTF), 
hence improving the network's capacity to identify 
nanoparticles in low signal-to-noise ratio environments. 
Through benchmarking the U-net and MSD-net across 
different frame dosages, the authors demonstrated that the 
MSD-net can generalize beyond its training data, establishing it 
as the best option for analyzing noisy images. 

Wenkai Fu et al. (2022) [13] developed a machine learning 
model for predicting temporal sequences of in-situ TEM video 
frames with a hybrid long-short-term memory (LSTM) 
algorithm and a features de-entanglement technique. They used 
deep learning algorithms to predict future video frames from 
prior ones, offering insights into size-dependent structural 
alterations in Au nanoparticles under dynamic response 
settings. The models exhibited notable performance, with a 
structural similarity value of roughly 0.7, while being trained 
on limited datasets. The researchers accurately forecasted the 
shifts of Au nanoparticles from rigid to dynamic forms, 
underscoring the model's relevance in catalytic science. 
Although the structural similarity scores were inferior to those 
from more extensive benchmark datasets, the PhyDNet model 
proficiently delineated the structural evolution of Au 
nanoparticles. 

Zhongyuan Ji and Yuchen Wang (2022) [14] utilized TEM 
to examine and evaluate the morphological characteristics of 
nanoparticles. A multirandom forest algorithm for image 
segmentation was devised, which markedly surpassed 
conventional techniques like maximum entropy threshold 
segmentation and watershed segmentation. Utilizing FCM 
clustering and the algorithm's ability to manage diverse gray 
levels in TEM images, they attained segmentation accuracy of 
up to 95%. Notwithstanding these gains, the methodology 
exhibited certain limitations, such as sensitivity to fluctuations 
in sample characteristics and image quality, along with 
computing difficulties in handling extensive datasets. 

Annick De Backer et al. (2022) [15] presented a Bayesian 
genetic approach to reconstruct atomic models of monotype 
crystalline nanoparticles from single projections utilizing Z-
contrast imaging. They employed atom-counting data from 
annular dark field STEM images as input for preliminary 3D 
models. The approach reduced structural energy while 
integrating past knowledge regarding atom-counting accuracy 
and neighbor-mass relationships. The results indicated 
enhanced reliability in reconstructing beam-sensitive 

nanoparticles, especially those approximately 3 nm in size, at 
low electron doses. Their comprehensive simulation analysis 
objectively assessed the reconstructions, demonstrating a 
substantial improvement in the precise identification of surface 
atoms. The study demonstrated that the incorporation of finite 
atom-counting precision and neighbor-mass relationships 
significantly enhanced the quality of 3D atomic models, 
indicating improved predictions of catalytic capabilities for 
future applications. The algorithm was subsequently utilized to 
evaluate a time series of experimental photographs of a 
platinum nanoparticle, demonstrating its efficacy in real-time 
structural measurement. 

Hari Mohan Singh et al. (2022) [16] developed a machine 
learning regression model, Gradient Boost Regression (GBR), 
to predict the particle size of aluminum nitride (Al₂N₃), silicon 
nitride (Si₃N₄), and titanium nitride (TiN) nanoparticles 
dispersed in ethylene glycol (EG) solution. They found critical 
factors affecting density, including nanoparticle size, molecular 
weights, volume concentration, and temperature. The GBR 
model demonstrated significant accuracy in forecasting 
nanofluid density for a training dataset, nearly matching 
experimental values obtained from a DMA 500 density meter 
across different temperatures and concentrations. The research 
utilized Gradient Search Optimization (GSO) for 
hyperparameter optimization to improve model performance. 
The outcomes show a robust correlation between the GBR 
predictions and experimental data, highlighting the model's 
efficacy. 

Alexey G. Okunev et al. (2020) [17] investigated the 
automated identification of metal nanoparticles on highly 
oriented pyrolytic graphite utilizing deep learning 
methodologies, particularly the Cascade Mask-RCNN neural 
network. Their model was trained on a dataset including 23 
scanning tunnelling microscopy (STM) images, which 
included 5,157 labeled nanoparticles, and was subsequently 
validated on a distinct set of images. The trained network 
achieved a precision of 0.93 and a recall of 0.78, illustrating its 
proficiency in identifying nanoparticles with an accuracy range 
of 0.87–0.99 for mean particle size assessments. The study 
emphasized the limitations of traditional image processing 
techniques, which required high-quality images and significant 
parameter adjustment. Researchers have created the open-
access web service "ParticlesNN," enabling researchers to 
analyze noisy STM images without prior improvement, thereby 
markedly enhancing nanoparticle identification and 
quantification across diverse imaging scenarios. 

Horwath et al. (2019) [18] examined sophisticated deep 
learning techniques for the segmentation of nanoparticles in 
EM images. They discovered that although the speed and 
quality of image segmentation had enhanced, the application of 
deep learning methods to precisely capture physical attributes 
continued to pose difficulties. The model's generalization was 
limited by the necessity for pixel-level annotations and the 
class imbalance in the training datasets, necessitating 
meticulous preparation. The effectiveness of segmentation on 
high-resolution images was further compromised by noise and 
light fluctuations, requiring more focus during training. Their 
experiments with various CNN configurations highlighted the 
importance of batch normalization and kernel size in enhancing 
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model accuracy and stability. Nevertheless, problems persisted, 
including sensitivity to fluctuations in image resolution and a 
tendency to overfit the training data. 

Yi-Chi Wang et al. (2019) [19] examined the issues 
associated with employing STEM tomographic imaging to 
delineate 3D elemental segregation in nanoparticles, mainly 
arising from electron dose constraints in conventional 
techniques. They used a method known as spectroscopic single 
particle reconstruction (SPR), derived from structural biology, 
to assess PtNi nanocatalysts. They effectively identified 
nanoparticles with a diameter of 20 ± 2 nm and a platinum 
concentration of 56 ± 6 atom% by integrating both STEM-EDS 
and STEM-HAADF images. The significant diversity in 
nanoparticle size, shape, and composition required rigorous 
selection criteria for accurate characterization in the SPR 
technique. 

Although methods for segmenting and detecting 
nanoparticles in electron microscopy have advanced, there are 
still a number of significant drawbacks. Numerous current 
methodologies, including deep learning techniques, encounter 
difficulties in precisely segmenting overlapping nanoparticles, 
particularly under fluctuating imaging settings like low signal-
to-noise ratios and elevated electron doses. Conventional 
segmentation techniques often rely on extensive pixel-level 
annotations and encounter class imbalance, leading to 
overfitting and insufficient generalization across diverse 
datasets. Furthermore, traditional algorithms can inadequately 
consider the complexities of nanoparticle morphology, such as 
irregular shapes and agglomeration effects, limiting 
classification accuracy. Dependence on certain imaging 
modalities sometimes limits these models' ability to include 
diverse types of electron microscopy data. To address these 
limitations, we present a novel methodology designed to 
enhance segmentation accuracy and robustness across various 
nanoparticle types and imaging conditions, thus facilitating 
more precise analysis in materials science and nanotechnology 
applications. 

III. MATERIALS AND METHODS 

The proposed modified U-Net architecture, incorporating a 
ResNet50 backbone, was chosen due to its superior feature 
extraction capabilities, which are critical for accurately 
segmenting TiO₂ nanoparticles in SEM images. The deep 
residual learning framework of ResNet50 enables the model to 
effectively capture intricate textural details and morphological 
variations, thereby addressing the limitations of conventional 
segmentation approaches that struggle with complex 
nanoparticle structures. Furthermore, the integration of 
ResNet50 with U-Net enhances segmentation accuracy while 
maintaining computational efficiency, leveraging pre-trained 
ImageNet weights to expedite training and improve 
generalization across diverse SEM datasets. In contrast, 
traditional U-Net models, while effective for biomedical image 
segmentation, lack the depth required for precise nanoparticle 
boundary detection, often resulting in suboptimal segmentation 
performance. Moreover, standard CNN-based approaches 
necessitate extensive manual feature engineering and fail to 
adequately handle the high variability in SEM image textures. 
High-complexity architectures, such as DeepLabV3+, although 

capable of achieving high accuracy, impose significant 
computational overhead, making them less practical for real-
time applications. The proposed modified U-Net architecture 
effectively mitigates these challenges, providing a robust, 
scalable, and precise segmentation framework that significantly 
outperforms existing methodologies in the domain of 
nanomaterial characterization. 

The approach seeks to improve the segmentation of 
nanoparticles in high-resolution SEM images by incorporating 
transfer learning and a modified U-Net (mUNet) architecture. 
A pre-trained ResNet50 model is employed, originally 
constructed on the ImageNet dataset, to extract significant 
features from SEM images depicting various nanoparticle 
shapes, distributions, and sizes. Each image in the dataset is 
paired with a ground truth mask that delineates the 
nanoparticles, enabling supervised learning. Pre-processing 
techniques, such as image scaling and normalization, enable 
the standardization of inputs for the model. The ResNet50 
backbone serves as a feature extractor, acquiring multi-scale, 
intricate representations of the SEM images, which the mUNet 
model then refines for accurate segmentation. The efficiency of 
the model is evaluated following training by accuracy, 
precision, recall, Intersection over Union (IoU), and Dice 
Coefficient to confirm its ability to separate nanoparticles 
under diverse imaging settings. By overcoming the issues 
related to SEM images, this method aims to increase the 
precision and efficacy of nanoparticle segmentation. Fig. 1 
displays the suggested framework's block diagram. 

A. Dataset 

The dataset for the proposed study is obtained from the 
publicly accessible repository on GitHub (https://github.com/ 
BAMresearch/automatic-sem-image-segmentation). The 
database includes EM micrographs of TiO2 particles and their 
related segmentation masks that define the boundaries of these 
particles. The collection additionally encompasses 
classifications of the particles according to their visibility and 
occlusion. The set is organized into subfolders that include raw 
SEM and TSEM images, along with manually annotated 
segmentation and classification masks. This extensive dataset 
establishes a robust basis for training and assessing the mUNet 
model, ensuring the precision and dependability of the 
segmentation procedure through the utilization of high-quality, 
real-world SEM data. Fig. 2 shows the first and last sample 
SEM images from the dataset along their corresponding 
manually annotated segmentation mask. 

B. Data pre-processing 

Pre-processing techniques such as scaling and 
normalization are employed to normalize the SEM images for 
uniform input into the neural network. Resizing standardizes 
images to a consistent dimension, whereas normalization 
calibrates pixel values to meet the network's specifications, 
hence improving the model's data processing efficiency. 
Standardizing the inputs enhances the model's robustness and 
its capacity to manage changes in nanoparticle morphology 
within SEM images. The dataset was divided into two 
categories, with 85% allocated for model training and the 
remaining 15% allotted for validation. This curated dataset is 
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essential for training and assessing the mUNet model, enabling precise and resilient segmentation performance. 

 

Fig. 1. Block diagram of the proposed model. 

 

Fig. 2. Sample images from the dataset. 

C. Model Development 

Segmentation is an essential procedure in image analysis 
that entails dividing the images into separate sections, 
facilitating the identification and localization of particular 
objects within the image. This research utilizes deep learning 
techniques to improve segmentation accuracy, specifically for 
the identification of nanoparticles in SEM images. The U-Net 
design, acclaimed for its efficacy in biomedical image 
segmentation, underpins the suggested methodology. A mUNet 
employs a pre-trained ResNet50 encoder to enhance feature 

extraction and gather multi-scale information. This 
combination enables the accurate delineation of nanoparticle 
borders, enhancing both the precision and efficiency of the 
segmentation process. 

1) U-Net: The U-Net is a widely employed CNN model, 

particularly adept at segmentation tasks, such as nanoparticle 

segmentation in high-resolution SEM images. UNet is 

engineered for pixel-level classification, facilitating the 

differentiation of regions of interest (ROI) from the 

background in images, which is particularly beneficial in 
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domains like medical imaging, biological analysis, and 

materials science [20]. The architecture is characterized by its 

U-shaped structure, with two main pathways: a contracting 

pathway and an expansive pathway, as shown in Fig. 3. The 

contracting path derives feature maps from the input image 

using many convolutional layers, whereas the expansive path 

reconstructs these features into a segmented output by 

integrating low-level and high-level features. 

 

Fig. 3. Basic UNet architecture. 

The contracting path, referred to as the encoder, adheres to 
the conventional architecture of a CNN. The process entails 
consecutive applications of two 3×3 convolutional layers, 
succeeded by a ReLU activation function and a 2×2 max-
pooling operation. The max-pooling procedure aims to down 
sample the image, decreasing its spatial dimensions while 
simultaneously doubling the number of feature channels at 
each iteration. The convolutional procedure is mathematically 
expressed as shown in Eq. (1). 

                𝑓(𝑥) = 𝜎(𝑊 ∗ 𝑥 + 𝑏)                                (1) 

where, W denotes the convolutional weights, x signifies the 
input image, b indicates the bias, and σ represents the 
activation function. 

The expansive path, known as the decoder, mimics the 
contracting path in reverse, with the objective of reconstructing 
the image's spatial dimensions while preserving localization 
accuracy. At each phase of the expanding pathway, the feature 
maps are subjected to up sampling, generally via a 2×2 
transpose convolution process, to revert the image to its 
original resolution. The transpose convolution is 
mathematically represented in Eq. (2). 

                         �̂� = 𝑊𝑇 ∗ 𝑓(𝑥)                                 (2) 

Where, 𝑊𝑇 denotes the transposed weights utilized in the 
up-sampling process, while 𝑥 signifies the upsampled feature 
map. This step is succeeded by concatenation with the relevant 
feature maps from the contracting path, enabling the network 
to merge low-resolution, high-context data with high-

resolution, low-context features. The concatenation technique 
preserves small information from prior layers, which is 
essential for precise nanoparticle segmentation. 

Skip connections are crucial to the performance of the U-
Net [21]. These connections directly associate feature maps 
from the contracting path with the expanded path, as shown in 
Fig. 4, enabling the model to preserve intricate spatial 
information that could be lost during downsampling. By 
integrating low-level, high-resolution characteristics with up 
sampled high-level features, the network can generate precise 
and detailed segmentations. 

 

Fig. 4. Skip connections in the UNet architecture. 
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In the final layer, a 1×1 convolution is utilized to transform 
the 64-channel feature map into the requisite number of output 
classes (e.g., foreground and background in binary 
segmentation), mathematically represented as in Eq. (3). This 
generates the definitive segmentation mask, categorizing each 
pixel based on its respective region. 

               𝑦 = 𝑊𝑓𝑖𝑛𝑎𝑙 ∗ 𝑓(𝑥) + 𝑏𝑓𝑖𝑛𝑎𝑙                          (3) 

Where 𝑊𝑓𝑖𝑛𝑎𝑙  represents the final layer's weights, and 

𝑏𝑓𝑖𝑛𝑎𝑙  is the bias term. 

A distinctive feature of the U-Net architecture is its 
capacity to manage huge images via an overlap-tile method. 
Due to GPU memory limitations on image size, U-Net divides 
huge images into smaller tiles, processes each tile 
independently, and then merges them to generate a 
comprehensive segmentation map. To mitigate the loss of 
context at the image peripheries, the input image is mirrored 
throughout the tiling procedure. This technique guarantees 
precise segmentation of edge pixels, even when analyzing 
extensive SEM images of nanoparticles. 

2) Proposed modified UNet architecture: The proposed 

research enhances the traditional U-Net design by integrating a 

modified U-Net structure that employs a ResNet50 encoder. 

This modification seeks to utilize the powerful feature 

extraction skills of ResNet50 to enhance nanoparticle 

segmentation performance from SEM images. The 

modification concentrates on optimizing feature extraction, 

refining multi-scale representations, and improving the overall 

accuracy of segmentation results. 

ResNet50 is a CNN that uses residual learning to improve 
the training of deep networks, facilitating the effective 
acquisition of intricate hierarchical features vital for precise 

segmentation tasks. ResNet50 comprises 50 layers organized 
into many blocks, as shown in Fig. 5, using skip connections, 
enabling the model to learn residual functions [22]. This 
architecture mitigates the degradation issue frequently 
observed in deep networks, wherein greater depth results in 
reduced performance. ResNet50 mitigates vanishing gradient 
problems by establishing direct paths for gradients during back 
propagation, hence enhancing the training of deeper networks. 
Each residual block in ResNet50 comprises two or three 
convolutional layers, batch normalization, and ReLU activation 
algorithms, ending in a shortcut connection that bypasses one 
or more layers. 

In a standard residual block, the input 𝑋  undergoes a 
sequence of convolutions, after which the original input is 
reintegrated into the output, resulting in Eq. (4). 

                              𝑌 = 𝐹(𝑋) + 𝑋                                      (4) 

Where F(X) denotes the function acquired by the 
convolutional layers, and Y signifies the output of the block. 
This architecture enhances the acquisition of identity 
mappings, hence aiding the training of more profound 
networks. 

The ResNet50 encoder comprises numerous convolutional 
layers arranged in blocks. Each block generally consists of 
three convolutional layers: the initial layer applies a 1x1 
convolution to diminish dimensionality, the subsequent layer 
employs a 3x3 convolution for feature extraction, and the last 
layer utilizes another 1x1 convolution to reinstate the original 
dimensionality. This setup improves the model's ability to 
represent spatial hierarchies while preserving computational 
efficiency. The implementation of batch normalization 
subsequent to each convolutional layer enhances learning 
stability by normalizing the inputs to each layer. 

 

Fig. 5. ResNet 50 architecture. 

The downsampling is achieved by strided convolutions and 
max pooling layers. Strided convolutions diminish the spatial 
dimensions of feature maps while augmenting depth, 
efficiently capturing multi-scale characteristics at diverse levels 
of abstraction. The downsampling process is essential for the 
encoder, enabling the model to concentrate on more intricate, 
abstract representations of the input data as it advances through 
the layers. As the input SEM images traverse the ResNet50 
encoder, feature maps are produced at various depths. These 
feature maps encompass a comprehensive array of attributes 
that capture both low-level features (like textures and edges) 
and high-level semantic data (such as patterns and shapes). The 
hierarchical structure of feature extraction allows the model to 

acquire intricate representations essential for precisely 
segmenting nanoparticles in the images. The formula for 
feature extraction at any specified layer is represented as 
shown in Eq. (5). 

                    𝐹𝑖 = 𝜎(𝑊𝑖 . 𝑋 + 𝑏𝑖)                             (5) 

Where 𝐹𝑖  denotes the feature map at layer 𝑖 , 𝑊𝑖  and 𝑏𝑖 
represents the weights and biases of the convolutional layer, 
whereas 𝑋 signifies the input feature map from the preceding 
layer. 

The deepest convolutional layers process the smallest and 
most abstract feature mappings near the architecture's 
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bottleneck. This component encapsulates the most complicated 
illustrations of the input data, enabling the network to 
proficiently discern complex patterns related to nanoparticles. 
The architectural design enables the model to manage high-
level properties while preserving essential spatial information 
required for precise segmentation. 

During the decoder step, the design utilizes transpose 
convolutions (deconvolutions) to up sample the feature maps to 
their original input dimensions. The mUNet employs a 
concatenation method that integrates the up sampled feature 
maps with the matching encoder feature maps at different 
levels, rather than simply copying the feature maps. This 
procedure ensures the preservation and integration of intricate 
details and spatial data from preceding layers with enhanced 
semantic attributes. The concatenation is represented 
mathematically as in Eq. (6). 

            𝐹𝑐𝑜𝑛𝑐𝑎𝑡 = 𝐹𝑢𝑝𝑠𝑎𝑚𝑝𝑙𝑒𝑑⨁𝐹𝑒𝑛𝑐𝑜𝑑𝑒𝑟                     (6) 

Where 𝐹𝑐𝑜𝑛𝑐𝑎𝑡  denotes the concatenated feature map, 
𝐹𝑢𝑝𝑠𝑎𝑚𝑝𝑙𝑒𝑑  refers to the feature map subsequent to upsampling, 

and 𝐹𝑒𝑛𝑐𝑜𝑑𝑒𝑟  signifies the feature map derived from the 
encoder. 

The output layer employs a 1×1 convolution to diminish 
the feature map's channel number to one, appropriate for binary 
segmentation applications. A sigmoid activation function is 
utilized on the output to produce a segmentation mask, 
resulting in values ranging from 0 to 1, which represent the 
probability of each pixel being part of the target class 
(nanoparticles). The final segmentation mask is represented as 
shown in Eq. (7). 

        𝑀 = 𝜎(𝑊𝑜𝑢𝑡𝑝𝑢𝑡 . 𝐹𝑐𝑜𝑛𝑐𝑎𝑡 + 𝑏𝑜𝑢𝑡𝑝𝑢𝑡)                 (7) 

Where 𝑀  represents the output mask, and 𝑊𝑜𝑢𝑡𝑝𝑢𝑡  and 

𝑏𝑜𝑢𝑡𝑝𝑢𝑡 denote the weights and bias for the output layer. 

Post-processing techniques, including thresholding and 
morphological processes, are utilized to enhance the raw 
segmentation outcome. The proposed research achieves 
enhanced segmentation performance due to the creative 
utilization of convolutional layers, downsampling techniques, 
and residual connections, which facilitate an in-depth 
knowledge of the input data. 

D. Hardware and Software Setup 

The study utilized a high-performance computational 
configuration comprising an Intel Core i7 CPU, 32GB of 
RAM, and an NVIDIA GeForce GTX 1080Ti GPU, facilitating 
the effective management of demanding computational 
workloads. The framework was executed with the Keras 
library, a high-level neural network API based on TensorFlow, 
recognized for its user-friendly interface and robust 
functionalities. The training procedure was conducted on 
Google Colab, a cloud-based Python notebook platform that 
offers easy accessibility to substantial computational resources, 
hence facilitating model training. 

An essential element of this research was the selection of 
hyperparameters, which profoundly influence model 
performance during training. Unlike model parameters that are 

derived from the data hyperparameters are predetermined by 
the user and are crucial in shaping the configuration of the 
training process to optimize the performance of the 
nanoparticle segmentation model. The precise hyperparameter 
selections and model configuration are detailed in Table I. 

TABLE I.  HYPERPARAMETER SPECIFICATIONS 

Hyper parameters Values 

Epochs 200 

Learning Rate 0.0001 

Optimizer ADAM 

Batch size 4 

Loss function Dice loss 

IV. EXPERIMENTAL RESULTS 

Initially, several factors are defined to quantify essential 
performance parameters, as represented in following Eq. (8), 
Eq. (9), Eq. (10), Eq. (11), Eq. (12), and Eq. (13). These 
metrics, based in the principles of False Positive (FP), True 
Negative (TN), False Negative (FN), and True Positive (TP), 
are crucial for evaluating the efficacy of the model. 

The calculation of accuracy involves dividing the total 
number of predictions by the number of right predictions. 

                  𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                           (8) 

The exactness of a prediction is measured by its precision, 
or the number of true positives. Instead, recall quantifies 
completeness, or the number of real positives that were 
anticipated as positives. 

                     𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                            (9) 

                    𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                  (10) 

      𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ∗ (
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
)      (11) 

                        𝐷𝑖𝑐𝑒 𝑆𝑐𝑜𝑟𝑒 =
2×𝐴∩𝐵

|𝐴|+|𝐵|
                           (12) 

                            𝐼𝑜𝑈 =
|𝐴∩𝐵|

𝐴∪𝐵
                                (13) 

Where, A and B denote the set of predicted and actual 
positive instances. 

The dataset is partitioned into five folds using KFold, 
which randomly assigns data to training and validation sets for 
each iteration. For each fold, the model is established and 
constructed with five iterations of 200 epochs each. The 
training procedure includes a 15% validation split, with 
EarlyStopping callbacks to avert overfitting by ceasing training 
when the validation loss does not increase over a 
predetermined number of epochs. Following each training 
session, the model's learning progression is depicted via the 
training and validation loss curves, as shown in Fig. 6. Metrics 
from each iteration are recorded for subsequent analysis, 
facilitating a thorough assessment of the model's performance 
across several folds. 
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(a) Run 1 

 
(b) Run 2 

 
(c) Run 3 

 
(d) Run 4 
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(e) Run 5 

Fig. 6. Training and validation dice coefficient of the proposed model. 

The incorporation of visualizations that compare predicted 
masks with original images, as illustrated in Fig. 7, improves 
interpretability and facilitates the evaluation of segmentation 
quality. 

The model's precision metric exhibits a gradual 
enhancement across the runs, as shown in Fig. 8 (a) and Table 
II, commencing at 0.907 in the initial run and culminating at 
0.926 in the final run. This pattern indicates the model's 
enhanced capacity to accurately identify true positive 
nanoparticle boundaries. Notwithstanding a slight decline to 
0.900 in the third run, overall precision enhanced, especially in 
the fourth run, where it attained 0.916. The recall scores 
consistently stayed elevated during the runs, as shown in Fig. 8 
(b), starting at 0.974, decreasing slightly to 0.969 in the second 
run, and achieving a maximum of 0.979 in the third run. The 
most recent test registered a decrease to 0.966; however, the 

recall metrics continually demonstrated the model's capability 
in detecting nanoparticle segments. 

The IoU score demonstrated robust performance, as shown 
in Fig. 8 (c), commencing at 0.885, with minor fluctuations 
during the second and third runs, and ultimately increasing to 
0.897 in the last run. This enhancement indicates improved 
precision in delineating nanoparticle boundaries. The DSC 
commenced at 0.938, as shown in Fig. 8 (d), and reached a 
peak of 0.946 in the third run, indicating the highest level of 
segmentation accuracy attained. A decrease in DSC was noted 
in consecutive trials, culminating in a final value of 0.940. The 
mUNet model demonstrates robust segmentation capabilities, 
with significant performance enhancements across multiple 
parameters, confirming its efficacy in precisely recognizing 
and characterizing nanoparticle boundaries. 

  
(a) Run 1      (b) Run 2 
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(c) Run 3      (d) Run 4 

 
(e) Run 5 

Fig. 7. Prediction outputs. 
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Fig. 8. Visualization of performance evaluation. 

TABLE II.  PERFORMANCE EVALUATION 

Metric Run 1 Run 2 Run 3 Run 4 Run 5 

Dice Score (DSC) 0.939 0.938 0.938 0.943 0.946 

Intersection over Union (IoU) 0.885 0.883 0.883 0.892 0.897 

Recall 0.974 0.969 0.979 0.972 0.966 

Precision 0.907 0.909 0.900 0.916 0.926 

Global Accuracy 0.981 0.982 0.983 0.991 0.993 

AUC ROC 0.990 0.992 0.988 0.994 0.994 
 

Fig. 9 displays histograms that depict the performance 
measures of the mUNet model. The precision scores, between 
0.912 and 0.916, demonstrate the model's robust ability to 
effectively separate nanoparticles with minimal false positives. 
Despite a slight variation in these numbers, the general stability 
demonstrates the model's efficacy in positive predictive 
accuracy. The recall scores vary from 0.962 to 0.970, 
indicating the model's exceptional capability in accurately 
identifying almost all true positive cases of nanoparticles. The 

IoU scores, ranging from 0.884 to 0.892, indicate strong 
performance, reflecting a significant overlap between expected 
and actual areas. The uniformity of these scores highlights the 
model's dependability in sustaining high-quality segmentation 
across samples. Finally, the Dice scores vary from 0.938 to 
0.943, underscoring the model's proficiency in generating 
precise segmentations. The close proximity of these scores 
signifies negligible performance variability, hence affirming 
the model's dependability. 
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Fig. 9. Histogram plots. 

Fig. 10 illustrates the mean values of the primary 
performance metrics acquired over an epoch of 200. The Dice 
Score Mean is 0.940, indicating a high degree of accuracy in 
the overlap between the anticipated and actual nanoparticle 
areas. The mean IoU score is 0.887, demonstrating strong 
efficacy in accurately defining nanoparticle regions with few 
deviations. The mean results together underscore the 
dependability of the mUNet model in nanoparticle 
segmentation tasks, demonstrating consistent performance 
across various parameters. 

Fig. 11 depicts the standard deviations computed across 
200 epochs. The Dice score demonstrates a minimal standard 
deviation of 0.002071, indicating consistent segmentation 
accuracy over repetitions. The IoU score demonstrates a 
standard deviation of 0.003696, signifying reliable overlap 
between predicted and real nanoparticle regions. The recall has 
slightly larger variance, with a standard deviation of 0.006005, 
indicating modest fluctuations in the model's capacity to 
recognize all actual nanoparticle occurrences. 

 

Fig. 10. Mean value of the scores. 
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Fig. 11. Standard deviation of the scores. 

The precision exhibits a standard deviation of 0.003264, 
signifying dependable identification of true positives. The 
standard deviation of global accuracy is 0.004693, indicating 
uniform performance across all iterations, whilst the AUC-
ROC score exhibits the lowest deviation at 0.00124, implying 
remarkable stability in differentiating between nanoparticle and 
non-nanoparticle regions. The low standard deviations across 
all measures indicate that the mUNet model exhibits consistent 
and dependable performance, with minor variations in its 
ability to effectively segment TiO2 nanoparticles throughout 
numerous iterations. 

V. DISCUSSION 

A thorough accuracy comparison of the suggested model 
against a number of cutting-edge segmentation methods is 
depicted in Fig. 12 and Table III. The suggested framework 
attained an outstanding accuracy of 99.3%, markedly 
surpassing conventional approaches such as NSNet (86.2%) 
and more sophisticated architectures like Deeplabv3+ with 
ResNet-18 (96.12%), multiple-output convolutional neural 
networks (96.59%), and U-Net (97.1%). 

TABLE III.  COMPARATIVE ANALYSIS OF THE PROPOSED MODEL AGAINST EXISTING METHODS 

Author Methodology Accuracy (%) 

Sun et al. [25] NSNet 86.2 

Gumbiowski et al. [10] Deeplabv3+ network with a Resnet-18 96.12 

Oktay et al. [24] multiple output convolutional neural networks 96.59 

Bals et al. [11] UNET and UNet++ 97 

Leonid Mill et al. [23] U-Net 97.1 

Proposed model: Modified U-Net with ResNet 50 99.3 

 

Fig. 12. Comparison of the proposed model with existing methods. 
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The suggested model exhibits enhanced segmentation 
performance compared to closely comparable models such as 
UNet++ (97%) and U-Net (97.1%). The enhancement is due to 
the incorporation of ResNet50 as the encoder, facilitating 
superior feature extraction via deep residual learning, along 
with the U-Net's strong skip connections, which ensure 
accurate reconstruction of spatial information. The 
modifications, together with the model's capacity to utilize pre-
trained weights for more effective training, lead to a significant 
improvement in segmentation accuracy for nanoparticle 
boundaries in SEM images. The modified layout exhibits 
enhanced proficiency in managing complex textures and 
diverse sizes of nanoparticle areas, positioning itself as a 
dependable and effective solution for high-precision 
segmentation tasks in nanotechnology. 

VI. CONCLUSION 

The proposed research offers an extensive approach for 
automating the segmentation of SEM images of TiO2 
nanoparticles utilizing a modified U-Net architecture with a 
ResNet50 backbone pre-trained on ImageNet. This model 
effectively overcomes the drawbacks of conventional 
segmentation techniques, which frequently encounter issues 
with the intricate and diverse textures present in SEM images. 
By utilizing the robust feature extraction capabilities of 
ResNet50 and integrating them with the effective segmentation 
framework of U-Net, the model exhibits notable enhancements 
in accuracy, precision, and overall performance. The findings, 
featuring an average Dice score of 0.940 and an IoU of 0.887, 
demonstrate the model's proficiency in precisely delineating 
nanoparticle boundaries. The minimal standard deviations in 
all performance metrics, such as a Dice score standard 
deviation of 0.002071 and an IoU standard deviation of 
0.003696, underscore the model's consistency and stability 
throughout various iterations. The incorporation of skip 
connections and multi-scale feature learning allows the model 
to preserve spatial details while analyzing abstract, high-level 
data. This method substantially surpasses conventional 
strategies in nanoparticle segmentation for accuracy and 
reliability, as evidenced by comparisons with existing methods. 
The model's versatility and diminished training duration 
underscore its practical utility for high-throughput nanoparticle 
investigation in materials science. The research highlights the 
efficacy of deep learning models, particularly the mUNet, in 
enhancing nanomaterial analysis through accurate, automated 
segmentation methods. 
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Abstract—Spectral clustering algorithm is a highly effective 

clustering algorithm with broad application prospects in data 

mining. To improve the efficient data processing capability of big 

data mining systems, a big data mining system that integrates 

spectral clustering algorithm and Apache Spark framework is 

proposed. It is applied in the big data mining system by combining 

Hdoop, Spark framework, and spectral clustering algorithm. The 

research results indicated that after 300 iterations of spectral 

clustering algorithm, the error value tended to stabilize and drops 

to 0.123. In different datasets, different error values were 

displayed, indicating that spectral clustering algorithm had better 

performance in discrete data processing and smaller testing 

errors. The minimum time consumed by the comparative system 

was 37.83 seconds, the maximum time was 55.26 seconds, and the 

average time was 51.65 seconds. The minimum time consumed by 

the research system was 18.93 seconds, the maximum time 

consumed was 32.22 seconds, and the average time consumed was 

28.14 seconds. Compared with the comparative system, the 

research system consumed less time, trained faster, and was more 

conducive to shortening the clustering running time. The 

algorithm framework and system raised in the research have good 

operational efficiency and clustering ability in data mining 

processing, which promotes the reliability and development of big 

data mining systems. 

Keywords—Spectral clustering algorithm; apache spark; big 

data; data mining 

I. INTRODUCTION 

The advent of the big data era has led to a proliferation of 
big data mining technology across a range of industries. Big 
data technology takes a critical parts in multiple fields with its 
massive data information and high-intensity processing 
capabilities. It not only enables efficient analysis of complex 
data modules, but also has foresight and predictability, and can 
extract valuable data in a timely manner [1]. Data mining 
technology, as an emerging discipline, originated in the 1980s 
with the initial aim of promoting the development of artificial 
intelligence technology. Modern data mining technologies 
focus on in-depth exploration of hidden and valuable data to 
discover new data patterns and valuable information, which has 
critical guiding significance for enterprise decision-making. 
Spark, as a big data processing framework, has the merits of 
high efficiency, scalability, and high fault tolerance, and is 
therefore broadly utilized in the field of big data mining [2]. 
This study will explore big data mining techniques from the 
perspective of Spark. Spectral Clustering (SC), as a classic data 
mining algorithm, is a clustering algorithm used in graph theory. 

It achieves node clustering by analyzing the eigenvalues and 
eigenvectors of the Laplacian matrix of the graph. Many experts 
and researchers have put forward their own opinions on the 
research and implementation of big data systems. SC is an 
unattended clustering algorithm that has been broadly applied 
in the fields of pattern matching and computer vision due to its 
excellent clustering capabilities. However, the conventional SC 
algorithms are ill-suited for large-scale data classification such 
as that required for hyperspectral remote sensing images. This 
is due to their high computational complexity and the difficulty 
of representing the inherent uncertainty of the images [3]. Li et 
al. employed fuzzy anchor points for the processing of 
hyperspectral image classification and proposed an SC 
algorithm based on fuzzy similarity measurement. The findings 
of the experiment on the datasets of hyperspectral remote 
sensing images demonstrated the efficacy of the enhanced 
algorithm. The incorporation of a fuzzy likelihood measure led 
to the generation of a more resilient similarity matrix. The 
kappa coefficient obtained by the raised algorithm was 2% 
higher than that of the traditional algorithm. Furthermore, the 
raised algorithm achieved superior classification results on 
hyperspectral remote sensing images when compared with 
existing methods [4]. The advent of wireless communication 
technology has led to the generation of a substantial corpus of 
spatio-temporal user tracking data, which is recorded by 
wireless communication networks as users utilize these 
networks to meet a range of needs. To enhance the healthy 
development of students and facilitate the construction of 
campus-wide information, Guo Y et al. put forth an SC 
algorithm based on a multi-level threshold and density 
combined with common nearest neighbors. Several clustering 
algorithms were used for detecting anomalies, and four 
assessment indicators were applied to assess the clustering 
results. The results indicated that the MSTDSNN-C algorithm 
exhibited better clustering performance [5]. However, the fact 
that the clustering model is defined only for the original data 
and not explicitly extended to out-of-sample data is one of the 
main drawbacks of SC. To improve its efficiency, Shen D et al. 
proposed a new modular SC method with out of sample 
extension, combining a new spectral mapping algorithm based 
on modular similarity measurement and out of sample 
extension. The experiment outcomes denoted that the research 
method had better findings compared to other related 
algorithms on several data sets [6]. A block distributed 
Chebyshev-Davidson algorithm was developed by Pang Q et al. 
to solve the problem of large leading eigenvalues in SC. 
Through the analysis of the Laplacian matrix or normalized 
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Laplacian matrix in SC, a scalable distributed parallel version 
was developed. The results demonstrated its efficiency in SC 
and its advantage in scalability compared to existing feature 
solvers used for SC in parallel computing environments [7]. 

Most existing multi-view clustering methods may be 
affected by data corruption in terms of technology, leading to a 
sharp decline in clustering performance. Pan Y et al. put forth a 
multi-pattern SC method which uses robust bar space 
segmentation. To address the optimization issue of the weak 
sparse segmentation, an optimization procedure based on the 
extended Lagrangian multiplier method was developed. The 
experiment findings on various benchmark sets showed that the 
raised method performed well relative to several recent 
advances in clustering methods [8]. High utility itemset mining 
is a common utilized data mining method for finding useful 
patterns. Sethi K et al. proposed a new way to mine itemsets 
using Spark. They tested it on six real data sets and found that 
it outperformed other algorithms [9]. When managing very 
large datasets, the high processing cost of mining data for fuzzy 
rules increased considerably, and in many cases memory 
overrun faults are triggered. Fernandez-Basso C et al. used the 
Spark algorithm to process large amounts of heterogeneous data 
and find interesting rules. They proposed a measure of interest 
decomposition based on Alpha cuts and demonstrated through 
experiments that only 10 equidistant Alpha cuts were sufficient 
to find all the important fuzzy rules. The efficiency and speed 
of all proposals were compared and analyzed [10]. Ji L et al. 
proposed an improved SC-based method of detecting anomalies 
for anomalous data mining in dam safety monitoring, which 
introduced natural eigenvalues to select data point edges based 
on traditional SC. The results showed that this method could 
avoid the algorithm from becoming bogged down in local 
topology and improve the efficiency of clustering and anomaly 
detection. It further confirmed that the method could adjust 
itself well to the case of discrete distribution datasets, and was 
more accurate than classical SC methods in both the case of 
labeling and detecting the data points with unusual anomalies 
[11]. 

In summary, regarding data mining, existing researchers in 
the literature review have some involvement and research on 
data processing, algorithm classification, and dataset clustering 
improvement. However, the design and application of 
clustering algorithms for implementing system data mining are 
not deep enough, such as data relationship description, 
architecture design of data processing systems, etc. In order to 
achieve more efficient and large-scale data processing 
efficiency, a big data mining method that combines spectral 
clustering algorithm and Apache Spark framework is proposed 
compared with literature review. It combines distributed 
computing framework (such as Spark) to optimize spectral 
clustering algorithm, realizing parallel processing and fast 
clustering of large-scale datasets. This is similar to the 
distributed block Chebyshev Davidson algorithm developed by 
Pang Q et al. And innovatively introduced spectral clustering 
algorithm applied to data mining systems, designed a big data 
mining system architecture, and provided a technical 
foundation for massive data mining and processing. 

The article structure of this study is as follows. Introduction 
is given in Section I. Section II of this study is dedicated to the 

integration of the SC algorithm with the Apache Spark 
framework for the purpose of facilitating the mining of large 
data sets. This represents a significant area of focus and 
innovation within the field of big data analytics. Section III 
presents the experimental verification and analysis of the results 
obtained from the data set, based on the algorithm designed in 
the first part. Section IV presents conclusions regarding the 
experimental results and discusses the limitations of the design, 
as well as avenues for future research. 

II. METHODS AND MATERIALS 

The study adopts spectral clustering algorithm as the core 
clustering method, which can identify sample spaces of any 
shape and converge to the global optimal solution, especially 
suitable for clustering convex structured data. And by 
constructing a similarity matrix, calculating eigenvalues and 
eigenvectors, and using classical clustering algorithms such as 
K-means to cluster the eigenvectors, data clustering analysis is 
achieved. Firstly, this study combines Hadoop and Apache 
Spark to investigate the processing techniques of big data. 
Secondly, the SC algorithm is introduced and combined with 
the Apache Spark framework to design a framework for a big 
data mining system. 

A. Big Data Technology based on Hadoop and Apache Spark 

Computing Framework 

As the advent of the digital age, big data has become a 
fundamental element for enterprises to compete. Apache Spark 
has gained widespread attention in terms of processing speed, 
fault tolerance, and ease of use. Apache Spark is a high-
performance, flexible computing engine that is optimized for 
processing large datasets. Compared to the traditional big data 
processing framework MapReduce, Spark has a faster 
processing speed. This is because Spark stores data in memory 
instead of traditional storage on disk. Another feature of Spark 
is that it can perform iterative calculations based on memory. 
Hadoop Distributed File System (HDFS) can work well on 
inexpensive hardware and is designed to be fault-tolerant. It 
provides high throughput for accessing application data and 
enables fast access to large datasets [12]. Hadoop is a 
distributed system built by the Apache Foundation, and the 
HDFS is one of its components [13]. The big data ecosystem of 
Hadoop is shown in Fig. 1. 

HDFS is capable of accessing data in the file system in the 
form of streams, and the fundamental design of this framework 
is based on HDFS and MapReduce. HDFS provides storage for 
substantial quantities of data, while MapReduce offers 
computational capabilities for similarly large data sets [14]. The 
MapReduce feature of Hadoop can decompose a large and 
complex task, allocate scattered subtasks to multiple nodes, and 
then load them as a single dataset into a data warehouse. The 
distributed architecture of Hadoop enables the big data 
processing engine to be situated as proximate to the storage 
facility as possible. This makes the system relatively suitable 
for batch operations such as ETL, given that the results of such 
operations may be transmitted directly from the processing 
engine to storage. The popularity of Hadoop in the area of big 
data processing can be attributed to its efficacy in data 
extraction, transformation, and loading. 
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Spark is an open-source project under the Apache 
foundation that provides a distributed computing framework for 
fast processing of large-scale datasets [15]. Compared to 
traditional MapReduce, Spark uses memory storage to read and 
write data faster, avoiding frequent disk I/O operations and 
improving data processing speed. Spark supports multiple 
programming languages, such as Scala, Java, Python, and R, 
making it easy for users to choose their familiar programming 
language for development. It also provides a resilient 
distributed dataset (RDD), as shown in Fig. 2 for its structure 
and running process. 

Fig. 2 (a) showcases the structure of the RDD dataset, and 
Fig. 2 (b) showcases the operational flowchart of RDD. RDD is 
composed of multiple partitions, each of which is a subset of 
data that can be distributed across multiple machines for 
parallel computing. Partitioning is the process of grouping data 
records with the same attributes together according to specific 
rules, where each partition is equivalent to a segment of the 
dataset. This partitioning mechanism enables RDD to support 
parallel processing and improve computational efficiency. 
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Fig. 1. Hadoop big data ecosystem. 
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The running process of RDD in Spark architecture mainly 
includes the following steps. Firstly, it is necessary to create an 
RDD object. Secondly, the dependency relationships between 
RDDs are calculated and a Directed Acyclic Graph (DAG) is 
constructed. SparkContext is responsible for calculating the 
dependency relationships between RDDs and building the 
DAG. DAG represents the structure of the entire computing 
task, including the conversion and computation between 
various RDDs. Then the DAG is decomposed into multiple 
stages, and the DAGScheduler is responsible for decomposing 
the DAG graph into multiple stages, each stage containing 
multiple tasks [16]. The tasks in each stage are executed in 
order of their dependency relationships to ensure the 
correctness of the calculation results. Afterwards, each task will 
be distributed by the task scheduler to the Executors on each 
work node for execution. After receiving the task, the Executor 

will occupy corresponding resources such as CPU and memory 
and perform calculations. The calculation results will be 
returned to the Driver for summarization and processing. 
Finally, there is the summary and output of the results. After all 
tasks are completed, the Driver will collect all the results, 
perform necessary summarization and processing, and finally 
output the results. This can be done by pulling all data back to 
the driver end using the collect () method. 

This process involves the core mechanisms of Spark's 
distributed computing framework, including resource 
allocation, task scheduling and execution, as well as result 
aggregation and output. In this way, Spark can efficiently 
process large-scale datasets, achieve parallel and distributed 
computing, and the running process is shown in Fig. 3. 
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Fig. 3. Spark running process. 

The running process of Spark involves environment 
construction, resource allocation, task decomposition and 
scheduling, as well as specific behaviors in different running 
modes, ensuring efficient execution of distributed computing. 
Firstly, the DAG graph created in the RDD object is 
decomposed into stages, and Task Schedule is formed through 
Taskset to submit and monitor tasks. 

B. A Big Data Mining System Integrating Spectral Clustering 

Algorithm and Apache Spark Framework 

To achieve efficient mining and analysis of big data, a high-
performance SC algorithm is adopted in the study, which can 
provide better clustering for convex structured data. SC is a 
clustering method based on graph theory that divides a 
weighted undirected graph into two or more optimal subgraphs. 
This is achieved by ensuring that the subgraphs are as similar 
as possible internally while maximizing the distance between 
subgraphs [17]. The underlying principle of the SC method is 
the transformation of the initial clustering problem into an 
optimal graph partitioning problem. The selection of 
appropriate eigenvectors for clustering is achieved by 
calculating the eigenvalues and eigenvectors of the similarity 
matrix of the sample data points. This method is capable of 
identifying sample spaces of any shape and converging upon 
the global optimal solution [18]. The implementation process 

of SC includes constructing a similarity matrix, calculating 
eigenvalues and eigenvectors, and using K-means or other 
classical clustering algorithms to cluster eigenvectors. The SC 
algorithm has a wide range of applications, including computer 
vision, pattern recognition, information retrieval, and other 
fields. Spectral clustering algorithm treats all data as points in 
space during the clustering process. By slicing the graph 
composed of all data points, the edge weights between different 
subgraphs are minimized, while the edge weights within 
subgraphs are maximized, thus achieving the purpose of 
clustering. This method overcomes the disadvantage of 
traditional clustering algorithms (such as K-Means) that may 
not be able to obtain the global optimal solution on any shaped 
sample space. 

The study will use a directed unweighted graph to represent 

the dataset ( , )G V E , and describe its relationships using a 
matrix to transform it into a graph/matrix problem. The 
similarity of data points will be described using functions, and 
the relationship equation will be constructed as shown in Eq. 
(1). 
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In Eq. (1), ,i jw  denotes the similarity between ix  and 

jx  corresponding to the i  row and j  column, and the 

dataset is represented as 1 2{ , ,..., }nv v v . jx  and jx  are the 
data points. A matrix is constructed with a size of n * n based 
on the relationships between data points. A set matrix that 
represents the sum of similarity relationships between data 
points and other points through a degree matrix, as shown in Eq. 
(2). 
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In Eq. (2), D  denotes the degree matrix, and id  

represents the degree of data point ix . In this study, the 
similarity matrix is constructed using fully connected 
connections, and a Gaussian kernel function is utilized to 
construct the similarity distance, as shown in Eq. (3). 

2

22

 
   
 
 

i j

ij ij

x x
W S               (3) 

In SC algorithms, graph problems involve partitioning 
problems. From the perspective of graph theory, clustering 
problems are equivalent to partitioning problems of a graph. 
The similarity between subgraphs is described by dividing them 
into different subgraphs. the partitioning principles include 
minimum cut criterion, normative cut criterion, and 
proportional cut criterion. The objective of partitioning is to 
reduce the sum of edge weights that are removed, as a smaller 
sum of edge weights results in a greater dissimilarity between 
the subgraphs connected by them, and therefore a greater 
distance between them. Subgraphs with low similarity can be 
easily cut off from them [19]. 

The Laplacian matrix is an important component of SC 
algorithms and is a matrix used to represent a graph. Given a 

graph ( , )G V E  with n vertices, the vertex set V  
represents each sample, and the weighted edge E  represents 
the similarity between each sample. The non normalized 
Laplacian matrix is represented by Eq. (4). 

 L D W                   (4) 

The properties of the non normalized Laplacian matrix are 
shown in Eq. (5). 
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In Eq. (5), 1 2( , ,..., ) , T n

nf f f f f R  is an arbitrary 
vector. The normalized Laplacian matrix can be divided into 
two forms: symmetric and random walk normalized matrices, 
as shown in Eq. (6). 
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In Eq. (6), symL  represents the symmetric normalization 

matrix, rwL  represents the normalization moment of random 

walks, W  represents the adjacency matrix, I  represents the 
identity matrix, and L  represents the non normalized 
Laplacian matrix. The properties of the normalized Laplacian 
matrix are shown in Eq. (7). 
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In Eq. (7), id  and jd  represent the element values of the 
matrix. The acquisition of SC algorithm requires the 
partitioning of the graph, transforming discrete problems into 
continuous problems. The SC algorithm’s acquiring process is 
shown in Fig. 4. 

Start

Input dataset V and number of 

clusters k

Construct similarity matrix

Calculate the Laplacian matrix 

L

Select the first k eigenvectors 

of matrix L to construct a 

eigenvector space

Cluster feature vectors in 

feature oriented space using 

classical clustering algorithms

Output classes A1, A2,..., Ak

End

 

Fig. 4. Spectral clustering algorithm process. 

The process mainly includes the following steps. Firstly, it 
will calculate the similarity between given datasets, and select 
an appropriate similarity calculation method based on the 
characteristics of the datasets to build a similarity matrix. On 
the basis of the similarity matrix, a Laplacian matrix is 
constructed through regularization processing. The Laplacian 
matrix can be constructed in two ways: diagonal matrix and 
adjacency matrix. The eigenvalue decomposition is performed 
on the Laplacian matrix to obtain a series of eigenvalues and 
corresponding eigenvectors. The corresponding eigenvectors 
are selected based on the first K smallest eigenvalues, which 
form a low dimensional space, and project the original dataset 
into this low dimensional space [20-21]. The clustering analysis 
is performed on the projected dataset using the K-means 
algorithm to get the final clustering results. In addition, to 
assess the efficacy of SC algorithms, this study uses algorithm 
time complexity. Firstly, a dataset of n with each data dimension 
d is set up to construct a corresponding similarity map. After 
calculating the time complexity, the eigenvalues and 
eigenvectors of the similarity matrix are calculated. Finally, the 
corresponding eigenvectors are obtained through 
dimensionality reduction for clustering. The calculated time 
map is shown in Fig. 5. 
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Fig. 5. Calculation time chart of spectral clustering. 

Fig. 5 shows the time required for each step of spectral 
clustering in the dataset. The total time of the algorithm is 
basically consistent with the fitting function f (n)=cn2, so the 
total time complexity of the algorithm is O (n2), and the 
construction of the similarity matrix stage consumes the most 
time. This study is based on SC algorithm and Apache Spark 
framework to design a big data mining system. The system is 
broken into three layers of architecture, each layer has interface 
connections, and from bottom to top are the data layer, business 
layer, and interaction layer. The data layer accesses files in the 
data system during the homework process to perform read and 
save operations on data in the database. The main function of 
the interaction layer is to display data and receive and transmit 
user data, providing an interactive operating interface for the 
website's system operation. The business layer identifies and 
processes user input information, saves it separately, establishes 
a new data storage method, reads the data during the storage 
process, and saves the business logic description code. The 
system architecture is shown in Fig. 6. 

The research first uses the Hadoop and Apache Spark 
computing frameworks for data processing, and utilizes the 
distributed computing capabilities of the Apache Spark 
framework to allocate the computing tasks of the spectral 
clustering algorithm to multiple nodes for parallel execution, 
thereby improving the efficiency of the algorithm. By utilizing 
Spark's RDD (Elastic Distributed Dataset) mechanism, 
distributed storage and parallel processing of data can be 
achieved, reducing disk I/O operations and accelerating data 
processing speed. 

This study combines spectral clustering algorithm with 
Apache Spark framework, which not only optimizes the 
computational efficiency of spectral clustering algorithm, but 
also enhances the ability of big data processing. This 
technological fusion provides new ideas and methods for 

research in related fields, promoting innovation and 
development of algorithm technology. By utilizing the 
distributed computing capabilities of the Apache Spark 
framework, this study achieved efficient processing and 
analysis of large-scale datasets. This helps to address the 
limitations of traditional big data processing techniques in 
terms of processing speed and fault tolerance, providing strong 
support for the further development and application of big data 
technology. 
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Fig. 6. System architecture design. 

III. RESULTS 

To validate the proposed fusion SC algorithm and Apache 
Spark framework for big data mining system, an experiment 
was conducted to analyze the corresponding design parameters 
and experimental data results, verify the advantages and 
feasibility of the method, and provide reference for efficient big 
data mining and processing. 

A. Data Mining System Platform and Environment 

To optimize resource utilization, the cluster was divided into 
four nodes that can be used for storage and computing, with one 
designated as the primary node and the rest designated as child 
nodes. The system used Spark as the data computing engine, 
and the storage of basic data was done using HDFS in Hadoop. 
It promoted resource coordination between the two through 
YARN. The experimental platform had 8GB of memory, 2TB 
of hard drive, Linux Ubuntu 18.04 system, and a 2.9GHz Intel 
i5 processor. The specific parameters are indicated in Table I. 

TABLE I. SPECIFIC PARAMETERS 

Project Parameter Host Name Address Node type 

CPU Intel®Core(TM) i7-4790 @3.60GHz Master 192.168.60.150 NameNode/Master/Worker 

Memory 8GB Slavel 192.168.60.151 DataNode/ Worker 

Hard drive 2TB Slave2 192.168.60.152 DataNode/Worker 

Bandwidth 100Mb/s Slave3 192.168.60.153 DataNode/Worker 

Operating system Linux Ubuntu 1 8.04 / / / 
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B. Data Mining Processing Results and Analysis 

In order to verify the practicality of spectral clustering 
algorithm, data information is clustered and its performance is 
analyzed in the practical application of consumer big data in a 
certain market. The cluster diagram is shown in Fig. 7. The 8 
clusters in Fig. 7 are: high-value customers, medium value 
customers, low value customers, new customers, lost customers, 
customers with specific product preferences, price sensitive 
customers, and inactive customers. As shown in Fig. 7 (a), 
when the data was not clustered, the distribution was scattered 
and irregular. As shown in Fig. 7 (b), after clustering the data 
using SC algorithm, the distribution was concentrated, with a 
total of 8 clusters, which was consistent with the expected 
classification. The SC algorithm could also achieve good 
clustering results in practical applications. 

SC algorithm is more effective in processing large amounts 
of discrete data and is also more suitable for data mining and 
classification processing. It selected two datasets, 1 and 2, and 
performed iterative tests on the traditional K-means clustering 
algorithm and SC algorithm to analyze the relationship between 
the errors of the two algorithms and the number of iterations. 
The result is denoted in Fig. 8. As the amount of iterations grew, 
the errors of both algorithms decreased. In Fig. 8 (a), the initial 
error values of the traditional K-means clustering algorithm and 
SC algorithm were 0.425 and 0.356, respectively. After 500 

iterations of the traditional K-means clustering algorithm, the 
error value tended to stabilize and decreased to 0.254. After 300 
iterations of the SC algorithm, the error value tended to stabilize 
and decreased to 0.123. In Fig. 8 (b), the errors of the two 
algorithms also tended to stabilize after 500 and 300 iterations, 
respectively. In different dataset tests, different error values 
were displayed, indicating that SC algorithm had better 
performance in discrete data processing. The research results 
indicated that SC algorithm had better performance and smaller 
testing errors. 

The experiment selected existing big data mining systems 
(comparison system) and the proposed big data mining system 
(research system) for runtime comparison. To test the time 
consumed by the operation of two systems, 10 sets of 
experiments were conducted simultaneously on both systems. 
The findings are indicated in Fig. 9. From Fig. 9, the minimum 
time consumed by the comparative system was 37.83 seconds, 
the maximum time was 55.26 seconds, and the average time 
was 51.65 seconds. The minimum consumption time of the 
research system was 18.93 seconds, the maximum consumption 
time was 32.22 seconds, and the average consumption time was 
28.14 seconds. Compared with the comparative system, the 
research system consumed less time, trained faster, and was 
more conducive to shortening the clustering running time. 
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Fig. 7. Data information clustering diagram. 
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Fig. 8. Relationship between error and iteration times. 
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Fig. 9. Comparison of consumption time. 

The experiment selected a business dataset of an e-
commerce enterprise in a certain year and studied the clustering 
performance of different clustering algorithms. The existing 
clustering algorithm selected was an SC algorithm based on 
fuzzy similarity measurement proposed by Li K et al. Fig. 10 
shows the clustering outcomes of the two algorithms. Among 
them, Fig. 10 (a) showcases the clustering diagram of the SC 
algorithm. The distribution of the three types of clusters was 
concentrated, the number of isolated points was reduced, and 
the clustering centers were all located in different clusters. Fig. 
10 (b) showcases the clustering diagram of the original model. 
The clustering effect of the model on the data was not ideal. The 
data distribution of the three types of clusters was relatively 
scattered, with some isolated points, and the clustering center 
points were not located in each type of cluster. From the 

clustering graph, the SC algorithm significantly improved the 
clustering effect of the data. 

To further determine whether the algorithm has practical 
significance, the experiment selected four datasets, Sym, Wine, 
Sonar, and Landsat, from the UCI real database to compare the 
performance of different clustering algorithms, as shown in 
Table II. Due to significant fluctuations in the data obtained 
from individual experiments, the experimental results in Table 
II were taken as the average of 10 experiments. The 
performance of the research algorithm was higher than that of 
the comparison algorithm, except for slightly inferior 
performance in the Sym dataset. Overall, the performance of 
the research algorithm on the Wine, Sonar, and Landsat datasets 
is superior to that of the comparative algorithms, indicating that 
the research algorithm has better clustering performance on 
these datasets. In the Wine dataset, the F1 score, RI, and ACC 
of the research algorithm were significantly higher than those 
of the comparison algorithm (0.8259 vs. 0.7447, 0.5034 vs. 
0.3816, 0.7022 vs. 0.6185). In the Sonar dataset, the F1 score, 
RI, and ACC of the research algorithm were also higher than 
those of the comparison algorithm (0.7328 vs. 0.6551, 0.6184 
vs. 0.2836, 0.6745 vs. 0.5337). In the Landsat dataset, the F1 
score and ACC of the research algorithm were slightly higher 
than the comparison algorithm (0.7422 vs. 0.6602, 0.6219 vs. 
0.6438), but the RI was slightly lower than the comparison 
algorithm (0.4403 vs. 0.4072). On the Sym dataset, the 
performance of the research algorithm is slightly inferior to the 
comparison algorithm, but the difference is not significant. This 
is due to the characteristics of the Sym dataset or certain 
limitations of the research algorithm in processing this dataset. 
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Fig. 10. Cluster comparison chart. 

TABLE II. PERFORMANCE COMPARISON OF DIFFERENT CLUSTERING ALGORITHMS 

Algorithm Research algorithm Comparison algorithm 

Index F1 RI ACC F1 RI ACC 

Sym 0.6874 0.4203 0.6397 0.6972 0.4368 0.6515 

Wine 0.8259 0.5034 0.7022 0.7447 0.3816 0.6185 

Sonar 0.7328 0.6184 0.6745 0.6551 0.2836 0.5337 

Landsat 0.7422 0.4403 0.6219 0.6602 0.4072 0.6438 
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IV. DISCUSSION AND CONCLUSION 

A. Discussion 

As the advancement of technology, big data technology is 
changing the working and thinking patterns in various fields. A 
big data mining system application that integrates SC algorithm 
and Apache Spark framework was proposed in this study. The 
similarity graph construction of SC algorithm was studied, and 
the similarity relationship between data was analyzed to raise 
the speed and accuracy of data operation. The research findings 
indicated that after clustering the data using SC algorithm, the 
distribution was concentrated, with a total of 8 clusters, which 
was consistent with the expected classification. The clustering 
graph of the SC algorithm showed that the distribution of the 
three types of clusters was concentrated, the number of isolated 
points was reduced, and the clustering centers were all located 
in different clusters. The SC algorithm could also achieve good 
clustering results in practical applications. The minimum 
consumption time of the research system was 18.93 seconds, 
the maximum consumption time was 32.22 seconds, and the 
average consumption time was 28.14 seconds. Compared with 
the comparative system, the research system consumed less 
time, trained faster, and was more conducive to shortening the 
clustering running time. The performance of the research 
algorithm was higher than that of the comparison algorithm, 
except for slightly inferior performance in the Sym dataset. 

B. Conclusion 

The integration of spectral clustering algorithm and Apache 
Spark framework will first delve into the principles and 
implementation details of spectral clustering algorithm, 
including the construction of similarity matrix, eigenvalue 
decomposition of Laplacian matrix, and acquisition of 
clustering results. At the same time, built framework will learn 
about the distributed computing model of Apache Spark 
framework, RDD mechanism, and related algorithm 
implementation in Spark MLlib. On this basis, the spectral 
clustering algorithm is combined with the Spark framework to 
achieve parallelization and distributed computing of the 
algorithm. 

It can be seen that the system proposed in the study has high 
processing efficiency and good processing capability in data 
processing. However, the research on visualization functions is 
not sufficient, so in subsequent studies, it is necessary to 
adaptively adjust the parameters and strategies of spectral 
clustering algorithms based on the distribution characteristics 
and clustering requirements of data, in order to improve the 
algorithm's generalization ability and clustering effect. 
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Abstract—This research examines the application of Artificial 

Intelligence in internal auditing, focusing on document 

management and information retrieval in academic institutions. 

The study proposes using Large Language Models to streamline 

document processing during audit preparation, addressing 

inefficiencies in traditional document handling methods. Through 

experimental evaluation of three embedding models (BGE-M3, 

Nomic-embed-text-v1, and CamemBERT) on a dataset of 300 

academic regulatory queries, the research demonstrates BGE-

M3's superior performance with an nDCG3 score of 0.90 and top-

1 accuracy of 82.5%. The methodology incorporates query 

expansion using GPT-4 and Llama 3.1, revealing robust 

performance across varied query formulations. While 

highlighting AI's potential to transform internal auditing 

practices, particularly in Morocco's academic sector, the study 

acknowledges implementation challenges including institutional 

constraints and resistance to technological change.  The conducted 

experiments and result analysis provide useful criteria that can be 

applied to similar information retrieval challenges in other fields 

and real-world applications. 

Keywords—Large language models; internal auditing; 

information retrieval; embedding models; academic institutions 

I. INTRODUCTION 

In an environment where organizations are rapidly evolving 
and operational complexity is intensifying, internal auditing 
remains a function that enables the evaluation and improvement 
of companies' internal processes. However, this mission faces 
major challenges, including managing an increasing volume of 
data, the demand for rapid execution, and the need for precision. 
The emergence of artificial intelligence (AI) offers promising 
solutions to modernize and optimize internal audit practices. 

Internal auditing serves as a fundamental pillar for assessing 
and enhancing the efficiency of an organization's internal 
processes. Leveraging the transformative capabilities of AI, this 
innovative tool automates routine tasks and enables the analysis 
of vast datasets, reshaping traditional audit workflows. 
Furthermore, AI optimizes the collection and examination of 
documents, granting auditors faster and more effective access to 
essential information while diminishing their dependence on 
audited services. 

This study aims to address one of the most labor-intensive 
and time-consuming phases of auditing: the collection and 

management of documentation during the preparation phase. 
Scattered documentation and tight deadlines often undermine 
the thoroughness and efficiency of audits, negatively impacting 
their overall quality. This study introduces an automated method 
for document processing by harnessing advanced Large 
Language Models (LLMs), enhancing information retrieval 
while maintaining professional standards. This innovation helps 
cut down on inefficiencies and free up auditors to focus on more 
impactful tasks like strategic analysis and making informed 
decisions. Furthermore, AI's predictive capabilities empower 
auditors to anticipate potential risks and recommend preventive 
actions. These capabilities contribute to improving predictive 
risk assessments and boosting the precision of data analytics [1]. 

What sets this research apart is its dual contribution to 
practice and academia. On the practical side, it offers a solution 
to minimize the repetitive and time-consuming nature of 
document collection, a challenge faced universally by auditors. 
By automating these processes, auditors are freed from manual 
constraints and can focus on more strategic tasks. Academically, 
the study delves into the untapped potential of AI in internal 
auditing within Morocco, a field that remains in its early stages, 
especially in the academic sector. While AI has demonstrated its 
transformative potential in global auditing practices, limited 
studies have examined its application in Morocco or addressed 
the resistance to adopting such technologies in traditionally 
conservative environments. 

Using AI-driven tools to centralize and simplify access to 
important information doesn’t just modernize auditing—it also 
helps people embrace digital transformation more naturally. 
This research connects theory with real-world applications, 
paving the way for greater adoption of AI in auditing practices 
both in Morocco and internationally. It aligns with the global 
shift toward digital transformation, underscoring the urgency of 
moving beyond traditional methods to meet the rising need for 
efficiency, accuracy, and precision. 

To the best of the authors knowledge, this study is among 
the first to tackle these challenges in the Moroccan context. It 
offers an innovative approach that combines cutting-edge 
technology with practical solutions. This work brings together 
theoretical dimensions and practical applications to enrich the 
academic discussion on AI in internal auditing, while also 
setting the stage for tangible advancements in the field. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

688 | P a g e  

www.ijacsa.thesai.org 

II. INTERNAL AUDITING PROCESS 

A. Key Stages of Internal Auditing 

The success of any internal audit mission depends on the 
conditions under which it is carried out [2]. Auditors are 
generally not specialists in the domains they audit but rely on a 
structured methodology, organized into a series of distinct 
phases. An internal audit mission typically comprises three 
fundamental phases, as shown in Fig. 1: 

● Preparation or study phase; 

● Verification or execution phase; 

● Synthesis phase. 

 
Fig. 1. Internal audit process. 

These are usually preceded by a preliminary phase, intended 
to inform the audited parties about the scope and content of the 
audit mission. This preliminary step takes the form of an official 
assignment order signed by senior management and documented 
by the requester of the mission. 

In clearer terms, the key stages of internal auditing include: 

1) Audit planning: Identifying objectives, scope, and 

methodologies while considering priority risks. 

2) Document study: Analyzing key documents, such as 

internal policies, financial records, previous audit reports, and 

other relevant materials, to understand the audited processes 

[3]. 

3) Fieldwork: Examining on-site data to evaluate 

compliance and process efficiency. 

4) Report writing: Communicating findings and 

recommendations. 

5) Follow-up: Verifying the implementation of corrective 

measures [4]. 

Among these stages, the document study phase is central to 
the research as it enables auditors to effectively prepare for 
subsequent steps. This phase involves both understanding the 
overall context and addressing the specificities of the processes 
under review. 

B. Document Study Phase 

The document study phase precedes more in-depth 
investigations. It provides the internal auditor with a 
comprehensive understanding, enabling them to orient their 
mission for greater efficiency and time savings. 

During this phase, the auditor consolidates all necessary 
documentation about the audited service or entity before 
proceeding to fieldwork. This involves: 

1) Gaining an overview of the audited entity: 

Understanding its purpose, function, and potentially its history. 

2) Collecting relevant documentation: Including materials 

produced by or about the entity. 

3) Gathering incident and dysfunction reports: To assess 

risks the audited entity may face. 

The auditor relies on two main sources of information during 
this phase: 

1) External documentation: Sectoral, regulatory, or 

professional data, as well as insights from interactions with the 

entity's management (e.g., site visits, interviews). These 

elements serve as benchmarks for inter-company comparisons 

[5]. 

2) Internal documentation: Including prior audit reports 

and internal records. 

At the conclusion of this preparatory phase, the auditor 
creates an intervention plan, referred to as an "orientation 
report." This report outlines: 

1) An initial list of controls and verifications to conduct, 

2) Individuals to contact, and 

3) A tentative schedule of the mission's key stages [6]. 

III. CHALLENGES IN DOCUMENT ACCESS AND 

MANAGEMENT 

1) Challenges in accessing documents: Auditors often 

spend a significant amount of time locating the necessary 

documents, which can lead to delays in executing audit 

missions. The dispersion of information across various 

departments or information systems is a common cause of these 

inefficiencies [7]. 

2) Risk of errors in document collection and analysis: 

Errors can occur due to the use of manual methods, the lack of 

adequate technological tools, or difficulties in identifying the 

most relevant documents. This can impact the quality of audit 

conclusions [8]. 

3) Delays and extensions due to poor data organization: 

The time required to organize and validate necessary 

information can delay the start and conclusion of audits, which 

may undermine the relevance of the recommendations provided 

[9]. 

4) Security and confidentiality issues: Managing sensitive 

documents involves risks related to information leaks or 

unauthorized access, particularly in environments where 

systems are not sufficiently secure (IIA Standards). 

5) Resistance to change and limited adoption of 

technologies: The use of technological solutions such as 

document management tools is often hindered by resistance to 

change or a lack of digital skills among employees. 

The COSO Framework recommends the use of digital tools 
to improve data management. 
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IV. AI AND DOCUMENT MANAGEMENT 

In scientific literature, AI is defined as the set of technologies 
capable of simulating human cognitive functions to perform 
complex tasks [10]. Using techniques such as natural language 
processing (NLP), AI tools can convert queries into enriched 
results. Devices such as chatbots and automation systems 
leverage these capabilities to continuously improve the quality 
of their results through machine learning. 

A. Applications of AI in Document Management 

1) Document classification: AI, through optical character 

recognition (OCR), enables the automatic classification of 

documents, whether digital or scanned. This enhances full-text 

search and metadata analysis, providing comprehensive 

archival descriptions [11]. Automating this step saves 

significant time, redirecting efforts to more complex analytical 

tasks. 

2) Automatic indexing: AI facilitates the automatic 

indexing of documents, especially in Teams conversations and 

emails, improving their accessibility. Keywords are extracted 

from content and context, simplifying the handling of large data 

volumes while maintaining their archival relevance [12]. 

3) Lifecycle management of documents: By combining 

classification plans with retention schedules, AI can automate 

the management of documents throughout their lifecycle. This 

integration determines retention periods and the final 

disposition of documents in accordance with institutional 

standards. 

4) Protection of sensitive information: AI systems can 

detect and classify personal data (e.g., names, addresses, 

medical diagnoses) based on their criticality. These features 

strengthen security measures and regulatory compliance, 

particularly in sectors like healthcare and justice [13]. 

The introduction of AI into document management 
transforms traditional processes, optimizing tasks such as 
classification, indexing, and data protection. These 
advancements not only reduce costs and time requirements but 
also ensure greater compliance with legal and organizational 
standards. The future of AI in this domain is promising, offering 
opportunities to improve practices and information governance. 

B. Fraud Detection through AI 

Traditional fraud management, relying on manual 
approaches or predefined rule-based systems, often proves 
insufficient in the face of the scale and complexity of modern 
data [14]. In this context, AI emerges as an innovative solution 
to strengthen detection mechanisms and improve the efficiency 
of internal audits. 

The contribution of AI lies in its ability to analyze datasets 
in real time. AI can identify anomalies or unusual patterns that 
may indicate fraud. According to Bai and Qiu [15], machine 
learning models automatically detect fraud in procurement 
processes and leverage historical data to identify recurring 
fraudulent behaviors. Similarly, Herreros-Martínez et al.  [16] 
demonstrates that applying machine learning to companies' 
purchasing processes improves the accuracy of controls and 

reduces false positives. In this context, this will allow auditors 
to focus their efforts on high-risk cases. 

AI continues to transform internal audit practices, making 
fraud detection processes more efficient and proactive. As 
highlighted by INTOSAI Journal [17], integrating AI into 
auditing not only enhances the accuracy of controls but also 
strengthens auditors' ability to provide strategic 
recommendations based on in-depth analyses. 

V. MATERIALS AND METHODS 

A. Corpus 

The study corpus exists as a semi-structured database 
encompassing the University's regulatory framework, including 
laws, statutes, ordinances, resolutions, provisions, and 
jurisprudence. The database structure consists of a documents 
table containing identification codes, dates, and descriptions of 
each regulation. A separate table holds the corresponding 
articles, featuring complete texts, chapter information, and 
various metadata. 

The corpus encompasses 674 articles derived from 27 
documents, covering diverse areas of university administration. 
The scope includes faculty recruitment processes, career council 
functions, and student rights and obligations, among other 
administrative matters. 

An illustrative entry from the articles table demonstrates the 
structure: 

Document: 10 

Article: 1 

Chapter 1 : General provisions 

Content: The recruitment competition for the position of professor in higher 
education, as provided for in Article 12 of Decree No. 2-96-793 of 11 

Shawwal 1417 (February 19, 1997), is announced whenever service 

requirements necessitate, by order of the governmental authority responsible 
for higher education. This order specifies the number of positions to be filled 

by specialty and by assignment institution, the date and location of the 

competition, as well as the deadline for submitting applications. 

This structured approach facilitates systematic analysis and 
retrieval of regulatory information within the university context. 
The comprehensive nature of the database enables thorough 
examination of administrative procedures and governance 
frameworks. 

B. Dataset Construction 

The research developed an academic information retrieval 
system based on natural language queries, specifically designed 
for university regulations. The methodological approach 
focused on implementing advanced Natural NLP models to 
extract relevant responses from an academic regulatory 
database. System effectiveness evaluation utilized real-user 
queries, enabling performance testing in conditions closely 
resembling everyday usage scenarios [18]. 

The query database contains 300 questions addressing 
specific aspects of the aforementioned regulations, each paired 
with an expected response referencing the corresponding article 
number within the regulatory framework. A diverse group of 25 
individuals, comprising 20 students and five faculty members, 
formulated these queries. Each question was created in reference 
to specific regulations, with the correct responding article 
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documented for verification purposes. The evaluation 
methodology preserved spelling errors and compositional issues 
within certain queries to maintain scenario authenticity and 
ensure assessment under realistic conditions. 

This approach to data collection and evaluation emphasizes 
practical applicability while maintaining academic rigor. The 
preservation of natural language patterns, including 
imperfections, strengthens the assessment's validity by 
replicating actual usage conditions [19]. The structured 
documentation of expected responses enables systematic 
evaluation of retrieval accuracy and system performance. 

The query database follows a structured format with three 
key fields: 

● QueryID: A unique identifier assigned to each question. 

● Query: The actual question posed, linked to specific 
regulatory content. 

● ExpectedResponseID (ArticleID): The regulatory article 
number containing the expected answer. 

Table I presents three sample entries from the database. 
Entry 19 contains misspellings of "many" and "appeal," 
reflecting common typing errors. These imperfections represent 
authentic user input patterns and were deliberately preserved to 
maintain realistic query conditions. 

TABLE I. SAMPLE QUERIES 

Query ID Query 
Expected 

ResponseID 

3 
What are the requirements for applying to a 

competition? 
15 

19 
How mainy days do I have to apeal an exam 
grade? 

7 

33 
When should the course planning be 

submitted? 
84 

This standardized structure enables systematic tracking and 
evaluation of queries while maintaining the natural 
characteristics of user-generated content. The consistent format 
facilitates automated processing while preserving the 
authenticity required for realistic system evaluation. 

C. Query Generation and Evaluation Methods 

The methodology generated 10 similar questions for each 
query using Llama 3.1 and an additional 10 using GPT-4. 
Natural language questions were processed in their raw form, 
maintaining authenticity including spelling errors and linguistic 
variations. The research team manually examined these new 
questions to verify semantic consistency with the original 
queries. This process expanded the query dataset and enabled 
system robustness evaluation across different phrasings of the 
same question. 

Questions were directly fed into the embedding models 
(CamemBERT, Nomic-embed-text-v1, and BGE-m3), which 
used their built-in tokenizers for processing. Cosine distance 
served as the semantic similarity measure, with the k most 
similar articles returned for each query, ranked by this criterion. 
For experiments involving similar questions, the methodology 
calculated average distances between reformulated queries and 
each article, using this measure as the final distance metric. This 

approach yielded more consistent and robust results by 
evaluating system response to varied expressions of identical 
queries. 

To evaluate the effectiveness of the proposed method, two 
key metrics were utilized: Top-k Success Rate, which measures 
the proportion of correct responses appearing within the first k 
positions relative to the total number of queries, and Normalized 
Discounted Cumulative Gain (NDCG), as defined in Eq. (1), 
which assesses system performance by considering both the 
precision and relevance of responses [20]. 

𝑛𝐷𝐶𝐺𝑘 =
𝐷𝐶𝐺𝑘

𝐼𝐷𝐶𝐺𝑘
                     

Where: 

𝑛𝐷𝐶𝐺𝑘 = ∑  𝑘
𝑖=1

𝑟𝑒𝑙𝑖

(𝑖+1) 
 

Key parameters: 

● 𝑟𝑒𝑙𝑖 equals 1 if the item at position 𝑖 is relevant, 0 
otherwise (as only one correct answer exists per query) 

● 𝑘 represents the number of responses returned per query 

𝐼𝐷𝐶𝐺𝑘 (Ideal 𝐷𝐶𝐺𝑘) equals 1, representing the optimal case 
where the correct response appears in the first position. 

The document ranking process utilizes an embedding-based 
algorithm incorporating similar query enhancement. 

Algorithm 1: Embedding-based Document Ranking with 
Similar Query Enhancement 

Initialize 

    Set SIMILAR_QUERY_WEIGHT = 0.3 

    Create empty dictionary similarities 

    Input query_embedding Q 

    Input document_embeddings D 

    Input similar_queries S (optional) 

Compute 

    For (every document d in D) do 

    |    Calculate cosine_similarity(Q, d) 

    |    Store result in similarities[d] 

    End 

While (similar_queries S exist) do 

    | For (every document d in D) do 

    |    Initialize similar_scores as empty list 

    |     

    |    For (every similar query sq in S) do 

    |      |  Calculate cosine_similarity(sq, d) 

    |      |  Append result to similar_scores 

    |    End 

    |    Update 

    |      | Calculate avg_similar_score as mean of similar_scores 

    |  | similarities[d] = (1 - SIMILAR_QUERY_WEIGHT) *          
similarities[d] + 

    |                        SIMILAR_QUERY_WEIGHT * avg_similar_score 

    End 

End 

Search 

    Sort documents by similarity scores in descending order 

    Return ranked document list 

End 
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The algorithm operates in three main phases: 

1) Initialization: Sets up parameters and data structures 

with a weight factor (0.3) balancing original and similar query 

contributions. 

2) Computation: Calculates initial similarity scores 

between query and documents using cosine similarity. 

3) Enhancement: Incorporates similar queries into final 

scores through weighted combination. 

This approach addresses vocabulary mismatch issues by 
considering multiple formulations of information needs, with 
the SIMILAR_QUERY_WEIGHT parameter empirically set to 
0.3 to balance query intent and variations. 

VI. EXPERIMENTAL DESIGN 

The experimental framework evaluates embedding model 
performance through systematic testing of query processing 
capabilities. Fig. 2 presents the system architecture diagram. 

 

Fig. 2. System architecture diagram. 

The methodology compares model responses to both 
original queries and algorithmically generated query variations. 
Testing protocols incorporate multiple model configurations, 
enabling detailed analysis of retrieval precision and comparative 
effectiveness. The experimental results, organized by 
embedding model type, demonstrate relative performance 
across configured parameters. 

1) Experiments with the BGE-M3 model 

a) Original queries: Model evaluation: Evaluation of the 

BGE-M3 model using only the original queries to determine its 

performance in information retrieval without modifications 

(Bge-m3Ori). 

b) Similar queries generated by Llama 3.1: Evaluation of 

the BGE-M3 model with similar queries generated using Llama 

3.1 with Ollama. Three configurations are considered (in all 

cases, similar queries include the original question): 3, 5, and 

10 similar queries per question (Bge-m3Lla3, Bge-m3Lla5, and 

Bge-m3Lla10). 

c) Similar queries generated by GPT-4o: Evaluation of 

the BGE-M3 model with similar queries generated by GPT-4o 

in supervised mode. Three configurations are considered: 3, 5, 

and 10 similar queries per question (Bge-m3GPT3, Bge-

m3GPT5, and Bge-m3GPT10). 

2) Experiments with the Nomic-embed-text-v1 Model 

a) Original queries: model evaluation: Evaluation of the 

Nomic-embed-text-v1 model using only the original queries to 

establish its baseline performance in information retrieval 

(NomicOri). 

b) Similar queries generated by GPT-4o: Evaluation of 

the Nomic-embed-text-v1 model with similar queries generated 

by GPT-4o in supervised mode, using a single configuration: 

10 similar queries per question (NomicGPT10). 

3) Experiments with the CamemBERT model 

a) Original queries: model evaluation: Evaluation of the 

CamemBERT model using original queries to analyze its 

performance in information retrieval without additional queries 

(CamemBERT). 

b) Similar queries generated with GPT-4o: Evaluation of 

the CamemBERT model with similar queries generated by 

GPT-4o, using a single configuration: 10 similar queries per 

question (CamemBERTGPT10). 

Each of these experiments was designed to evaluate the 
capability of each embedding model in different scenarios, 
enabling a comparison of their performance in information 
retrieval based on original and expanded queries. The results 
obtained are presented in Table II, and the next section discusses 
the implications of each configuration on the models' 
performance. 

TABLE II. PERFORMANCE OF THE DIFFERENT MODELS 

Model 
Accuracy 

(Top-1) 

Accuracy 

(Top-3) 

Accuracy 

(Top-5) 

nDCG3 

Score 

Sentence-

CAMEMBERT 
34.20% 56.10% 66.80% 0.47 

Sentence-

CAMEMBERT 

(GPT-10) 

30.10% 54.90% 67.20% 0.43 

Nomic Original 50.00% 70.50% 76.50% 0.61 

Nomic (GPT-10) 40.00% 62.80% 68.70% 0.52 

BGE-M3 Original 82.50% 95.10% 96.80% 0.90 

BGE-M3 (Llama-3) 71.80% 88.20% 92.00% 0.82 

BGE-M3 (Llama-5) 68.50% 85.60% 91.10% 0.79 

BGE-M3 (Llama-

10) 
66.40% 83.80% 88.90% 0.77 

BGE-M3 (GPT-3) 81.50% 93.80% 95.80% 0.87 

BGE-M3 (GPT-5) 79.80% 94.90% 96.70% 0.88 

BGE-M3 (GPT-10) 78.40% 93.80% 96.20% 0.87 

The majority of experiments were conducted with the BGE-
M3 model, as it demonstrated superior performance from the 
outset. Fig. 3 graphically summarizes the results obtained. 

The BGE-M3 model demonstrates consistently superior 
performance, with nDCG3 scores ranging from 0.77 to 0.90 
across all configurations, significantly outperforming both 
CAMEMBERT and Nomic variants. 
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Fig. 3. nDCG3 Performance comparison of embedding models. 

Fig. 4 shows the trade-off between response time and 
accuracy for each model. BGE-M3 demonstrates superior 
performance with high accuracy (75-90%) and fast, consistent 
response times (40-80ms). Nomic achieves moderate accuracy 
(45-65%) with higher latency (60-120ms), while 
CAMEMBERT shows lower accuracy (30-50%) and the highest 
response times (80-160ms). 

 
Fig.  4. Query performance distribution 

The density distributions indicate that BGE-M3 maintains 
the most consistent performance overall, clustering tightly in the 
optimal high-accuracy, low-latency region. 

VII. RESULTS ANALYSIS 

The detailed experiments provide a comprehensive analysis 
of the performance of three embedding models: BGE-M3, 
Nomic-embed-text-v1, and CamemBERT, for solving the 
problem of retrieving academic regulations in response to 
natural language queries. Both original queries and original 
queries with similar ones generated by advanced models (Llama 
3.1 and GPT-4o) were evaluated. The main findings are 
discussed below: 

1) Performance of the BGE-M3 model: The BGE-M3 

model proved to be the best of the three in terms of accuracy 

and is also the most robust against variations in the queries: 

a) Bge-m3Ori (only original queries) achieved a Top-1 

of 81.67%, Top-3 of 94.67%, and an nDCG3 of 0.89, reflecting 

exceptional performance with unmodified queries. 

b) Introducing similar queries generated by GPT-4o, the 

results remained virtually the same with slight variations. For 

example, Bge-m3GPT5 achieved a Top-1 of 80.33% and an 

nDCG3 of 0.89, indicating that the model still responds well 

even when queries are phrased differently. This suggests the 

model's high robustness, capable of adapting to different ways 

of expressing the same query without significant loss of 

accuracy. 

c) On the other hand, with queries generated by Llama 

3.1, performance slightly decreased, as seen in Bge-m3Lla10 

(Top-1 of 65.66% and nDCG3 of 0.76). Although the accuracy 

is lower than with GPT-4o, the model still responds effectively 

to greater variability, confirming its robustness. 

2) Performance of the Nomic-embed-text-v1 model: The 

Nomic-embed-text-v1 model showed reasonable performance, 

though lower than BGE-M3, both in accuracy and robustness: 

a) With original queries (NomicOri), the model achieved 

a Top-1 of 49.33% and an nDCG3 of 0.62, representing 

intermediate performance in information retrieval. 

b) However, when introducing similar queries generated 

by GPT-4o (NomicGPT10), a significant drop in accuracy was 

observed: Top-1 of 39.66% and nDCG3 of 0.53. This result 

indicates that the model is less robust to variations in the query. 

The decline in performance suggests that Nomic struggles with 

flexibility in the phrasing of questions, making it less adaptable 

to changes in query formulation. 

3) Performance of the CamemBERT model: The 

CAMEMBERT model, showed the lowest performance of the 

three in terms of accuracy, achieving only an nDCG3 of 0.46. 

This indicates a limited ability to retrieve information 

accurately for the case study. 

4) Generation of similar questions: As a result of the 

manual verification of queries generated by GPT-4o and Llama, 

it was observed that, in general, GPT-4o produces queries with 

greater semantic similarity compared to Llama. This explains 

why, in all cases, the results of searches using similar queries 

were better with GPT-4o. On the other hand, Llama tends to 

introduce "noise" at times, generating questions that do not 

maintain the same meaning as the original query, which affects 

the accuracy of the results [21]. 

5) Real-world application to the academic article retrieval 

problem: The results obtained with the BGE-M3 model prove 

to be sufficiently robust and suitable for practical use in 

retrieving academic regulations. It also has the advantage of not 

requiring additional training or fine-tuning. This characteristic 

significantly reduces operational and development costs. 

Furthermore, the performance of BGE-M3 in the domain of 

academic regulation retrieval surpasses the performance 

achieved in open domains with various BERT variants, such as 

those on the TRECDL19 and TREC-DL20 datasets, which 

show an nDCG@10 between 70% and 76% [22]. This superior 

performance highlights the effectiveness of BGE-M3 in 

specialized contexts, delivering high-quality results with lower 

investment in training and fine-tuning. 
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6) Comparison with state-of-the-art approaches: Recent 

studies in domain-specific information retrieval have shown 

varying degrees of success with different embedding models. 

Chen, J. et al. (2024) reported nDCG scores of 0.72-0.78 using 

fine-tuned BERT models for multi-lingual, multi-functionality, 

multi-granularity text embeddings [23], while Greco, C et al. 

(2024) achieved 0.83 nDCG using domain-adapted 

transformers for medical literature [24]. In comparison, our 

implementation of BGE-M3 achieves superior performance 

(nDCG3 of 0.90) without domain-specific fine-tuning, 

demonstrating its effectiveness for specialized academic 

content. This performance is particularly noteworthy when 

compared to recent benchmarks in regulatory document 

retrieval, where traditional approaches typically achieve nDCG 

scores between 0.65 and 0.75. The robustness of BGE-M3 to 

query variations (maintaining nDCG3 > 0.87 with GPT-4 

generated queries) also exceeds current standards, where 

performance typically degrades by 15-20% with query 

reformulation. These results suggest that BGE-M3 represents a 

significant advancement in specialized information retrieval, 

particularly for academic regulatory content. 

VIII. CONCLUSION 

This study shows that the application of advanced 
embedding models in legal-academic information retrieval 
significantly improves the accuracy and relevance of the 
responses obtained. Among the three models evaluated—BGE-
M3, Nomic-embed-text-v1, and CamemBERT—the BGE-M3 
model demonstrated clearly superior performance, with a 
notable success rate in both original and similar queries. 

Experiments with BGE-M3, which included variants 
generated by both Llama 3.1 and GPT-4, indicated that the 
model can robustly handle different formulations of the same 
query. Although incorporating similar queries tends to slightly 
decrease accuracy, BGE-M3 continues to provide highly 
competitive results, especially in configurations with fewer 
additional queries. This highlights its ability to adapt to various 
expressions without losing effectiveness. 

The performance of Nomic-embed-text-v1 was lower but 
still acceptable in terms of semantic accuracy. Meanwhile, 
CamemBERT, although less effective than BGE-M3 and 
Nomic, could have applications in scenarios where greater 
linguistic flexibility is prioritized. 

Regarding the metrics used (Top-k success rate and nDCG), 
BGE-M3 achieved superior performance in almost all 
configurations, particularly in Top-1 and Top-3, making it a 
recommended option for implementing regulation search 
systems, as outlined in this paper. 

For future work, it is necessary to continue exploring the use 
of generative models to improve information retrieval systems. 
Additionally, it is suggested to investigate how to optimize the 
incorporation of similar queries without affecting result 
accuracy. Expanding this approach to other regulatory domains 
may help validate the generalization of the system and open new 
opportunities for automation in academic and administrative 
contexts. 

However, the integration of AI into internal auditing in the 
academic sector is an ambitious step, but it takes place in a 
delicate context. Internal auditing is still considerate 
underdeveloped across various sectors, particularly in the 
Moroccan context. It faces natural resistance to change, which 
is amplified by the challenges of adopting new technologies. 
Furthermore, the specific institutional constraints of the 
academic sector limit the universality of this approach. To 
overcome these obstacles, it needs support for this transition 
with awareness-raising actions and tailored assistance. 
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Abstract—Deep learning techniques are becoming increasingly 

important in the field of facial expression recognition, especially 

for automatically extracting complex features and capturing 

spatial layers in images. However, previous studies have 

encountered challenges such as complex data sets, limited model 

generalization, and lack of comprehensive comparative analysis of 

feature extraction methods, especially those involving attention 

mechanisms and hyperparameter optimization. This study 

leverages data science methodologies to handle and analyze large, 

intricate datasets, while employing advanced computer vision 

algorithms to accurately detect and classify facial expressions, 

addressing these challenges by comprehensively evaluating FER 

tasks using three deep learning models (VGG19, ResNet50, and 

InceptionV3). The convolutional block attention module is 

introduced to enhance feature extraction, and the performance of 

the model is further improved by hyperparameter tuning. The 

experimental results show that the accuracy of VGG19 model is 

the highest 71.7\% before the module is integrated, and the 

accuracy of ResNet50 is the highest 72.4\% after the module is 

integrated. The performance of all models was significantly 

improved through the introduction of attention mechanisms and 

hyperparameter tuning, highlighting the synergistic potential of 

data science and computer vision in developing robust and 

efficient in facial expression recognition systems. 

Keywords—Data science; computer vision; deep learning; facial 

expression recognition 

I. INTRODUCTION 

Deep learning has emerged as a revolutionary and 
transformative technology within artificial intelligence. 
Particularly in facial expression recognition (FER), artificial 
intelligence (AI) applications introduce new research 
opportunities and significantly advance the field. Facial 
expressions stem from the coordinated movements of facial 
muscles in response to emotions [2]. Emotions can temporarily 
change the shape of the face because of changes in the 
movement of facial muscles since facial muscles are not 
independent of each other [8]. 

Researchers have tried many ways to interpret and decode 
facial expressions and extract important features from facial 
images [27]. A person’s emotions can influence the efficacy of 
face recognition, as varying facial expressions can affect the 
outcomes. Kim S and Kim H found a certain relationship 
between facial Action Coding Units (AUs) and Emotion labels 
in the FER dataset [40]. Being a primary means of expressing 

human emotions, facial expressions are crucial for social 
interaction. They transmit non-verbal signals interpreted by the 
brain, which can be recorded in images or videos [3]. The human 
brain can automatically recognize emotions without delay [6]. 
Cha et al. proposed a FEMG-based FER system based on the 
Riemannian manifold approach, and further develops an online 
FER system that can make an avatar's expression reflect the 
user's facial expression in real time, thus demonstrating that our 
FER system can potentially be used for practical interactive VR 
applications such as social VR networks, intelligent education, 
and virtual training [15]. However, this is a challenging task for 
computers [50]. As AI technology progresses, machines are 
increasingly able to replicate the functions of the human brain, 
making FER applicable across diverse domains, like security 
surveillance or mental health evaluations. For instance, Dong et 
al studied that the CGSSNet network established based on the 
DenseNet algorithm has significant advantages in glioma MRI 
image segmentation, providing a new idea for the diagnosis and 
treatment of glioma [21]. Automated FER can identify clinically 
significant facial features, distinguishing disease states and 
serving as specific biomarkers [41] [60]. Li et al. (2018) 
proposed a computer-aided framework for the early differential 
diagnosis of pancreatic cysts. DenseNet learned advanced 
features from the entire abnormal pancreas, mapped the 
appearance of medical imaging with different pathological types 
of pancreatic cysts, and integrated the significance map into the 
framework. In a cohort of 206 patients with 4 pathologically 
confirmed pancreatic cyst subtypes, the overall accuracy rate 
was 72.8%, significantly higher than the baseline accuracy rate 
of 48.1% [43]. Like the popularity of smartphones and social 
platforms, FER has become more important in daily life. For 
example, analysis of users’ facial reactions can improve user 
experience and personalized content recommendations [9]. To 
create a more immersive VR social interaction, users can wear a 
head-mounted display (HMD) with RGB cameras that 
continuously capture images of their lips to interpret facial 
expressions. Another example in the field of security monitoring 
is an accurate FER system can assist in identifying suspicious 
behavior or emotional abnormalities. Liu and Fang designed a 
three-level cascade algorithm model for expression recognition 
in educational robots. By using CK+ and Oulu-CASIA 
expression recognition database, compared with other common 
cascaded convolutional neural network methods, the accuracy 
and speed of facial expression recognition are significantly 
improved [48]. These technologies assist scientists in accurately 
identifying unethical behaviors or emotions from facial cues and 
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predicting future behaviors and emotional states based on 
collected data [4]. The book recommendation system integrates 
expression and face recognition with tracking book browsing 
times to determine users’ ages and suggest books accordingly 
[63]. 

Despite its potential, achieving high accuracy in FER 
remains challenging due to the inherent complexity and 
variability of factored expressions [13]. Deep learning can 
automatically extract people’s facial features, identify different 
expressions, and meet the expected requirements of 
classification. Face feature detection and recognition and 
convolutional neural network classification. The advantage of 
facial markers is that classification is very robust, even with 
limited memory [28]. However, there are still some limitations 
in the performance of existing deep learning models in facial 
expression recognition tasks, such as the generalization ability 
of the model, the ability to capture different facial details, and 
the performance in the case of unbalanced data. Therefore, 
identifying and proposing the most effective deep learning 
model is of great significance for FER. First, the most effective 
models can significantly improve the accuracy of FER, help 
better understand and analyze human emotions, and be applied 
to many fields, such as human-computer interaction, emotional 
computing, and mental health monitoring. Second, by exploring 
and comparing different deep learning architectures, especially 
convolutional neural networks (CNNS), it is possible to discover 
which specific network structures and feature extraction 
methods perform best in FER tasks, guiding future research and 
applications. In addition, the most effective models can achieve 
efficient and accurate facial expression recognition in the case 
of limited resources, thus reducing computational costs and 
improving the practicality and scalability of the system. 
Therefore, this study aims to explore various deep learning 
architectures and identify the best-performing FER models by 
testing a widely used benchmark dataset in the field, providing 
a diverse set of facial images and their corresponding emotional 
labels. This will help solve the challenges that exist in FER and 
drive the development and application of this field. Therefore, 
the first question of this study is, is it possible to identify the 
best-performing FER model on an FER dataset by exploring 
various deep learning architectures, especially convolutional 
neural networks (CNNS)? 

Attention mechanisms show great promise in improving the 
performance of deep learning models by focusing on relevant 
features while suppressing irrelevant features [23]. However, 
there are still some limitations in the performance of existing 
deep learning models in facial expression recognition tasks, such 
as insufficient ability to capture subtle facial features and low 
computational efficiency. Introducing attention mechanisms, 
such as convolutional block Attention modules (CBAM), can 
somewhat alleviate these problems. CBAM effectively 
enhances the model’s feature extraction capability by combining 
channel and spatial attention while keeping the computational 
overhead low. In 2022, Ju and Zhao combined attention 
mechanisms to propose a new masked attention mechanism 
Parallel Network (MAPNet), which significantly improved the 
classification performance and accuracy of three different 
datasets of the FER task RAFDB, AffectNet and FEDRO by 
0.001, 0.0118 and 0.0325, respectively [33]. In 2023, Putro et al. 

proposed a real-time facial expression classification method 
based on a dual attention module convolutional neural network, 
which achieved an excellent result of 0.9865 and 0.9688 in CK+ 
and JAFFE datasets, respectively [57]. However, introducing 
attention mechanisms in models with different structures is 
time-consuming. To solve this problem, Sanghyun et al. 
designed a simple and efficient feedforward Convolutional 
neural network attention module (CBAM) that can be 
seamlessly integrated into any CNN architecture with negligible 
overhead. Thus, it provides new ideas and methods for 
combining deep learning and attention mechanisms [55]. This 
study aims to integrate CBAM into each layer of a deep learning 
model to investigate its impact on the performance and 
efficiency of deep learning models in FER tasks. By introducing 
CBAM, we aim to significantly enhance deep learning models’ 
feature extraction and discrimination capabilities, thereby 
improving FER tasks’ overall performance and efficiency. This 
will contribute to developing more accurate and efficient FER 
systems and provide valuable experience and methods for future 
research and applications [22]. Therefore, this study raises a 
second question: Does the introduction of CBAM in deep 
learning models affect the performance and efficiency of FER 
tasks? By systematically testing and validating the impact of 
CBAM, we expect to provide better solutions and new research 
directions for the FER field. 

Hyperparameter tuning is a key aspect of optimizing deep 
learning models’ performance [1]. The performance of existing 
deep learning models in facial expression recognition (FER) 
tasks is often affected by the selection of hyperparameters, such 
as learning rate, batch size and regularization techniques. These 
hyperparameters directly affect the training process and final 
performance of the model. However, it is still a challenging task 
to select the optimal combination of hyperparameters to achieve 
the model’s best performance and generalization ability. By 
systematically adjusting these hyperparameters, the predictive 
power of FER deep learning models on FER datasets can be 
significantly enhanced. Reasonable hyperparameter Settings can 
not only improve the accuracy of the model but also effectively 
reduce the overfitting phenomenon, thus improving the 
generalization ability of the model [59]. Rigorous experiments 
and evaluations are performed during training to determine an 
optimal set of hyperparameter combinations that maximizes 
model performance, minimizes overfitting, and improves 
generalization. This study aims to explore and verify the effects 
of different hyperparameter configurations on the performance 
of the FER deep learning model through hyperparameter tuning. 
Hyperparameter tuning is important because it can significantly 
improve the model’s training effect and practical application 
performance, thus achieving the most advanced performance in 
the FER task. By determining the best combination of 
hyperparameters, best practices can be established for deep 
learning model training of facial emotion recognition, and 
scientific basis and methods can be provided [11]. Therefore, the 
third question in this study is: Can hyperparameter tuning 
maximize model performance and improve generalization? 
Through the hyperparameter tuning and verification of the 
system, we expect to provide better solutions and new research 
directions for the FER field. 

This study aims to achieve the following three objectives: 
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 To recommend the most effective deep learning models 
for facial emotion recognition (FER) utilizing the 
FER2013 dataset. 

 To propose the attention mechanism, CBAM 
(Convolutional Block Attention Module) is added to 
each model layer to explore the differences in model 
performance and efficiency on the same dataset. 

 Enhance the performance of deep learning models 
through hyperparameter tuning during the training phase, 
thereby optimizing their predictive capacity for facial 
emotion recognition. 

In this study, we propose an enhanced facial expression 
recognition (FER) model based on ResNet50 with a 
Convolutional Block Attention Module (CBAM). FER is a 
challenging task due to high intra-class variability, subtle 
interclass differences, and the presence of occlusions and noise. 
ResNet50 serves as a robust backbone for feature extraction, 
while CBAM enhances the network’s ability to focus on both 
spatially and channel-wise relevant features. This combination 
allows the model to address the shortcomings of existing 
methods by improving feature localization and discriminability 
with minimal computational overhead.” 

II. LITERATURE REVIEW 

A. Facial Emotion Recognition 

Hardware technology development has addressed the 
significant computational power issues associated with deep 
learning due to its complexity, power requirements, and 
relatively low cost [5]. CNN has emerged as one of the most 
revolutionary technologies for FER. CNNs can learn from large 
datasets to automatically extract and combine features necessary 
for recognizing various expressions. CNNs build an 
understanding of complex expressions by abstracting image 
features layer by layer through a multi-layered structure. This 
layer-bylayer approach to learning is well suited to the FER task 
because it allows the model to recognize and distinguish subtle 
differences in expression. 

In recent years, many derivative models of CNN and 
classification methods for facial recognition have been 
developed, such as data set preprocessing and feature extraction 
methods. Chen et al introduced an additional branch to generate 
a mask, thus focusing on the movement area of the facial 
muscles. In order to guide face learning, we propose to combine 
prior domain knowledge and use the average difference between 
neutral faces and corresponding facial faces as training 
guidance, which is effective compared with the most advanced 
methods [18]. Jia In the first stage, offline subnetworks were 
trained in three subnetworks to achieve convergence (the three 
subnetworks are AlexNet, VGGNet and ResNet derivative). In 
the second stage, the output layer of these three subnetworks was 
removed and predicted by SVM, and the accuracy rate reached 
0.7127[26]. Liu investigated the improved VGG-16 CNN, 
enhancing the VGG-16 network by optimizing the third and 
fourth convolutional layers [39]. Instead of the original SoftMax 
classifier, a 7label SoftMax classifier was employed. It replaced 
the original ReLU activation function with LeakyReLU. 
Experiments on the FER2013 showed an accuracy of 0.7242, 

higher than the previous rates of 0.6631 and 0.7138 without 
improvements to VGG and ResNet, respectively. Part of FER 
datasets are shown in Fig. 1: 

 
Fig. 1. Presentation of different FER datasets (Part). 

To simplify the artificial feature extraction process in 
traditional FER and capture more diverse features, Changing 
proposed a method that integrates multiple CNN models, using 
three different CNN subnetworks for comprehensive prediction. 
This approach achieved an accuracy of 0.701 on the FER2013 
[12]. Dwijayanti et al. indicated that there was not much research 
on face recognition and FER objectives; consequently, they 
employed CNNs to tackle this challenge [14]. Unlike other 
experiments, they used the original image as CNN input and 
directly used the VGG-f model for FER tasks, overcoming the 
problems of underfitting and overfitting the CNN framework 
and also getting a good performance. 

Fu investigated the impact of incorporating visual attention 
mechanisms into deep learning for FER [17]. In their approach, 
three fully connected layers in the training phase were 
substituted with three convolutional layers to generate test 
results for the entire network, thereby mitigating the limitations 
of full connection. Additionally, the SE block was applied to 
normal VGG, and the results verified the effectiveness of 
SEVGGNET with 0.668 accuracy. Das and Neelima proposed 
an improved pretreatment stage. This includes extracting local 
binary features used to express classification. These feature 
vectors are connected and used in shallow neural networks with 
minimal complexity and fewer layers to optimize expression 
recognition processes as well as gently enhance decision trees. 
Applying this local binary feature-based neural network (LBF-
NN) approach to three different popular databases, more than 
93% results were achieved, even when compared to a variety of 
complex and advanced algorithms [20]. 

Mohamed et al. achieved improvements by applying CNN 
to examine the Alex network architecture, applying transfer 
learning methods and modifying the full connection layer using 
support vector machine (SVM) classifiers [53]. The improved 
model has a classification recognition rate of about 0.6429 for 
the selected expressions. The system has achieved satisfactory 
results on the ice-MEFED dataset. The improved model has a 
classification recognition rate of about 0.6429 for the selected 
expressions. Lee et al. proposed an ensemble framework to 
boost the reliability of FER models using three models: VGG16, 
InceptionResNetV2, and EfficientNetB0 [33]. The results 
indicated that the model recognition accuracy priority edge 
ensemble learning algorithm improved by 0.0281. 
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B. Deep Learning 

Facial expression (FE) has powerful potential and is a 
universal human communication form closely linked to mental 
states, attitudes, and intentions. By analyzing facial expressions 
displayed by humans or objects, computers can effectively 
process and interpret human emotions, forming the core of the 
FER system. The development of FER in this field has witnessed 
the transformation from the preliminary geometric feature 
method to the current deep learning technology, which has 
profoundly affected our understanding and practice of emotional 
computing and human-computer interaction. Early FER studies 
relied on manual extraction of facial features and simple pattern-
matching techniques. Researchers try to identify expressions by 
pinpointing key features. However, these methods are 
insufficient when faced with the diversity and complexity of 
human expressions and struggle to adapt to dynamic real-world 
environments. 

CNN are potent visual recognition tools whose design is 
inspired by biological vision systems. It is mainly used for image 
processing and classification [6]. Compared to other 
classification algorithms, it is an algorithm that takes images and 
is able to distinguish one from another with minimal 
preprocessing. Automatic feature detection without human 
supervision is the main advantage of CNN over other 
algorithms. In addition, a method combining global appearance 
features with local geometry features is proposed [11]. 
Specifically, they provide not only the raw images to the facial 
expression recognition network but also the facial markers 
associated with them. A typical CNN comprises various layers: 
convolutional layers, activation functions, pooling layers, and 
fully connected layers. 

Transfer Learning is an important method in the field of deep 
learning. In deep learning, transfer learning usually involves 
taking a pre-trained model on a large data set, like ImageNet, 
and applying it to a new, related task. The advantage of transfer 
learning is that it can leverage the complex feature extraction 
capabilities that have been learned. The core idea of transfer 
learning is that there is a commonality between certain learning 
tasks so that what is learned on one task can be reused on 
another. For example, a model trained on pictures of animals 
may have learned to recognize features such as eyes, ears, etc., 
which may also be useful for recognizing other types of objects, 
such as faces[49]. Lee et al. applied transfer learning, fine-
tuning, and data enhancement to the training and validation of 
the Facial expression recognition 2013 (FER-2013) dataset. 
Experimental results show that the model recognition accuracy 
of the proposed priority edge ensemble learning algorithm is 
improved by 2.81% [42]. 

Attention Mechanism allows the model to prioritize 
significant parts of the input data by assigning variable weights 
to different image regions. This reflects the importance of these 
regions for the final task. For instance, features such as the eyes 
and mouth may be more recognizable in FER tasks than in other 
parts. Selective weight assignment enables the model to 
concentrate on particular input sections while disregarding 
others, thereby achieving the intended output. This is known as 
hard attention, or it can be incorporated into the model in a 
differentiable way, allowing the entire network to be trained 
using techniques such as gradient descent. For example, during 

the COVID-19 pandemic, many people wore masks, and when 
faces are partially covered or affected by interference factors 
like large pose changes, it hampers feature extraction and 
reduces FER performance. CBAM is a kind of attention 
mechanism in DL that is employed to improve CNN’s feature 
representation capacity. By explicitly modelling images’ spatial 
and channel dimensions, the network can focus on key areas, 
thereby improving its performance. CBAM can be regarded as a 
lightweight plug-in that is easy to integrate into the existing 
CNN architecture. 

C. Attention Mechanism 

Jin et al (2022) have introduced Transformer encoder to 
model the remote dependency between different facial areas and 
capture the global relationship between different facial units, 
complementing the spatial locality of CNN [36]. But the 
attention mechanism mimics human attention, allowing the 
model to prioritize significant parts of the input data by 
assigning variable weights to different image regions. This 
reflects the importance of these regions for the final task. For 
instance, in FER tasks features such as the eyes and mouth may 
be more recognizable than other parts. Selective weight 
assignment enables the model to concentrate on particular input 
sections while disregarding others, thereby achieving the 
intended output. Liu et al proposes an adaptive multi-layer 
perceptual attention network that extracts global, local, and 
significant facial emotional features using different fine-grained 
features to understand the potential diversity and key 
information of facial emotions [46]. This is known as hard 
attention, or it can be incorporated into the model in a 
differentiable way, allowing the entire network to be trained 
using techniques such as gradient descent. For example, during 
the COVID19 pandemic, many people wore masks, and when 
faces are partially covered or affected by interference factors 
like large pose changes, it hampers feature extraction and 
reduces FER performance. The flow diagram of the attention 
mechanism on FER is shown in Fig. 2. 

 
Fig. 2. Diagram of attention mechanism example in FER. 

Attention mechanisms enable the model to dynamically 
focus on the most relevant parts of the input for a given task. For 
instance: In vision tasks, attention can focus on important 
regions of an image (e.g., objects or edges). In text processing, 
attention identifies key words or phrases that are crucial for 
understanding the context. This focus helps the model prioritize 
meaningful information while ignoring less relevant or 
redundant features. Attention mechanisms enhance feature 
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extraction by weighting input features according to their 
importance. These weights are computed adaptively during 
training, allowing the model to learn a richer, context dependent 
representation of the data. For example, in transformers, 
attention layers allow the model to learn contextual relationships 
between different parts of the input, which is critical for tasks 
like language translation or image captioning. 

The Convolutional Block Attention Module is a module that 
combines the channel attention mechanism and spatial attention 
mechanism, aiming to improve the feature expression ability of 
convolutional neural networks. It is also an attention mechanism 
in deep learning. By explicitly modelling the spatial and channel 
dimensions of the image, the network can selectively focus on 
key areas, thereby improving its performance. Its authors Woo 
et al. (2018) indicated that its flexibility and versatility can be 
applied to different CNN network architectures (such as VGG, 
ResNet, etc.), and it can show good adaptability and versatility 
in different tasks, such as image classification semantic 
segmentation, and object detection. The CBAM structure is 
relatively simple and can be seen as a lightweight plug-in. It is 
easy to integrate into the existing CNN architecture as a module 
enhancement, disorder greatly modify the original network 
structure, and finally, through the channel-by-channel and pixel-
by-pixel weighted way, improve the model’s attention to 
important features, thus improving the training and reasoning 
efficiency, especially in the processing of complex tasks. The 
specific architecture of CBAM is shown in Fig. 3: 

 
Fig. 3. Diagram of attention mechanism example in CBAM. 

D. Deep Learning Models 

Deep learning has made remarkable progress in the field of 
FER, mainly reflected in automatic feature extraction, efficient 
processing of large-scale data, nonlinear modelling ability, end-
to-end training, combining attention mechanisms, etc. Tang 
(2013), this study shows for the first time that deep learning can 
automatically extract multi-level features without manual 
feature design compared to traditional machine learning 
methods such as SVM and KNN, which not only simplifies the 
process of special engineering but also significantly improves 
recognition accuracy. To demonstrate the excellent performance 
of deep convolutional neural networks on large-scale datasets, 
Hinton et al. (2012) found that CNN significantly improved the 
classification accuracy of image tasks through training on 
ImageNet datasets. Zhang (2017), through practice training and 
multi-task learning, the study et al. shows that the original image 
is directly learned to the final classification without the need for 
intermediate step feature extraction and selection, significantly 
improving the performance in complex scenes. After Woo et al. 

proposed CBAM, the parameters added to the deep learning 
model did not increase significantly, but the average accuracy of 
VGG16 and MobileNet increased by 0.0015 and 0.0024, 
respectively.  Jin et al. (2023) designed an image enhancement 
algorithm using Super resolution generative adversarial 
(SRGAN) and adaptive gray normalization (AGN) based on the 
data sets and characteristics of convolutional neural networks, 
and tested the Fer2013 data set, and the accuracy was improved 
from 68.03% to 70.04% [37]. 

TABLE I.  COMPARISON OF DIFFERENT DEEP LEARNING ALGORITHM 

STRUCTURES BASED ON FER-2013 

Author Model Accuracy (%) Year 

Rajesh Kumar 

[38] 

CNN 

EmotionNet 
67 66.71 2023 

Xu & Zhao [64] 
AlexNet 

OneNet 

64.29 

54.29 
2020 

Putro et al.  [57] 
VGG13 

ResNet 

73.03 

72.4 
2020 

Lu et al. [47] 

VGG 

Inception 

ResNet 

72.7 71.6 
72.4 2023 

Ensemble CNN 75.2 

Pramerdorfer & 
Kampel et al. [56] 

Inception 
ResNet 

71.6 
72.4 

2016 

Sahoo et al. [58] 

6-layer CNN 

10-layer CNN 

66.67 

68.34 2023 

VGG-16 63.68 

Lee et al. [39] 

Fine-Tune VGG16 

InceptionResNetV2 
Fine-Tune EfficientNetB0 

66.65  67.71 

67.46 
2022 

Priority Ensemble CNN 

Algorithm 
70.52 

Chen et al. [16] FERW 71 2018 

Jia et al. [32] Ensemble CNN 71.27 2020 

Joseph et al. [35] CNN 67.18 2022 

Zhang et al. [36] LeNet-5/VGG-16 70.1 2023 

Liu[45] VGGNet 71.42 2023 

Muhamad et al. 

[51] 
CNN 54 2021 

Meena et al. [49] InceptionV3 73.09 2023 

Alexeevskaya et 
al. [10] 

CNN 60.54 2022 

Fu [24] 

VGG16 

VGG16+SENet 
65 66.8 

2022 

MobileNet 68.03 

Jin et al. [34] 

SRGAN-MobileNet 
AGN-MobileNet 

69.07 
68.92 

2023 
SRGAN+AGN-

MobileNet 
70.04 

Generally, complex preprocessing technology and data 
enhancement methods are helpful to improve the accuracy of the 
model. From the table, we find that the VGG model performs 
well on multiple data sets, such as FER+ up to 0.806, FER2013 
up to 0.7303 and CK+ up to 0.8875, indicating that VGG has 
been widely used in different studies with stable performance. 
Different researchers have adopted a variety of preprocessing 
techniques, such as image cropping and adaptation Strong sex; 
The ResNet model has shown good accuracy on multiple data 
sets in the table, such as 0.724 accuracy on FER-2013 data set 
and 0.8726 accuracy on RAF-DB data set. ResNet solves the 
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problem of gradient disappearance in deep networks through 
residual connection. Performance is superior, but different data 
enhancement methods significantly impact ResNet’s 
performance and require careful adjustment. The Inception 
model has an accuracy of 0.7309 on the FER-2013 dataset and 
0.727 on the CK+ dataset. The Inception model can capture 
multiscale features and enhance feature expression ability 
through convolution kernels of different sizes. chuanjie et al 
proposed a facial expression recognition method that integrates 
multiple convolutional neural network models and uses three 
different CNN subnetwork models for comprehensive 
prediction. Experiments show that the recognition accuracy of 
this method on FER2013 and CK+ datasets is 70.1% and 94.9%, 
respectively [19]. 

Compared with other models, although the traditional CNN 
model has a simple structure and low computing resource 
requirements, its accuracy is generally low, for example, only 
0.67 on the FER-2013 dataset. The three models, EmotionNet, 
AlexNet, and OneNet, perform well on specific data sets, but 
their overall performance is inferior to VGG, ResNet, and 
Inception, and they are larger than that of specific preprocessing 
techniques. Other models, such as VGG-f, AMP-Net, and 
AFTransformer, perform well in specific application scenarios 
and data sets. For example, the accuracy rate of AMP-Net on the 
RAF-DB dataset is 0.8925, but the model is relatively special 
and has low universality. Therefore, compared with other 
models, VGG, ResNet and Inception have significant 
advantages in accuracy and adaptability. All three models 
performed better in the table than most others, demonstrating 
their strong capabilities in the FER task. When selecting a 
specific model, you can make trade-offs and choices based on 
computing resources, training time, and application scenarios. 
From the literature review, we can see from Table I that different 
models have different performances in different data sets, and 
preprocessing technology significantly impacts the mode’s 
performance. 

Existing CNN-based FER models often lack attention 
mechanisms, treating all features equally, which limits their 
ability to differentiate subtle expressions or handle occlusions 
effectively. While attention-based methods improve feature 
extraction, they are often computationally expensive or focus 
solely on spatial or channel-wise attention. Our method 
addresses these limitations by integrating CBAM into 
ResNet50, providing both spatial and channel-wise attention 
while maintaining efficiency. 

III. METHODOLOGY 

A. Research Framework 

The deep learning framework can be approached as an 
optimization problem to identify model parameters that 
minimize the loss function, following steps from data 
preprocessing, model construction, training optimization, and 
performance evaluation. The study is divided into four phases: 
data understanding, data preparation, modelling, and evaluation. 
Fig. 4 illustrates the summary of tasks in each phase. The 
overview of each stage of this study is as follows: 

1) Business understanding: This phase includes evaluating 

the current state of the application of deep learning-based 

models to FER tasks by reviewing existing publications. The 

aim is to identify research gaps and set research goals. 

2) Data understanding: This stage starts with an initial 

exploration of the data set, involving data collection and 

distribution checks to grasp the basic features and structure of 

the data. The goal is to familiarize yourself with the data and 

spot any potential data quality issues. 

3) Data preparation: In this stage, raw data needs to be 

converted into clean data suitable for deep learning 

development. The third chapter also expounds on this stage. 

This includes data transformation, data enhancement, data 

segmentation, and coding. 

4) Modelling: In this phase, the selection and 

implementation of modelling techniques will be explained, and 

the techniques needed to build predictive models will be 

discussed. Additionally, it involves fine-tuning the model 

parameters to optimize performance. 

5) Evaluation: This stage encompasses reviewing the entire 

development process for the model, assessing the performance 

of the developed model, and evaluating its stability and validity 

through various evaluation parameters and statistical tests. It 

also includes verifying whether the research objectives have 

been met. 

6) Deployment: In this phase, the insights gained from 

developing the FER deep learning model are communicated to 

the stakeholders. In this study, this stage is limited to presenting 

the results of developed deep learning models. 

 
Fig. 4. Research framework. 
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B. Phase 1: Business and Data Understanding 

The Business understanding stage is the initial stage of this 
study, which aims to understand the current research status of 
FER tasks and the application of deep learning in this field. At 
this stage, research objectives are developed based on research 
gaps identified through a comprehensive literature review. The 
research objective lays the foundation for the subsequent stage 
of this study. By establishing clear research objectives, this 
study ensures a targeted exploration of the application of deep 
learning models to FER tasks, particularly the classification 
prediction of FER tasks using transfer learning methods and 
combining attention mechanisms. 

Current FER databases usually include a small number of 
subjects and provide only a few sample images for each 
expression. They often have a limited variety of subjects or 
minimal differences between groups, making FER tasks in real-
world scenarios more challenging [10]. As shown in Table II, 
FER-2013 (Facial Expression Recognition 2013) is a publicly 
available dataset for FER that includes a wide range of 
expressions, from happy to sad to surprised. The entire dataset 
consisted of about 32,298 grayscale 48x48 pixel faces, each 
labelled with an emotion, such as happy, sad, or angry. These 
images are all from the web, uploaded by different people, and 
then there are artificial intelligence helpers, platforms like 
Amazon’s Mechanical Turk, to label the facial expressions 
appropriately. For machine learning or computer vision 
researchers, FER-2013 can be used to explore differences in 
emotional expression in different cultural contexts. These faces 
from all over the world provide rich materials for the study of 
cross-cultural emotional communication. 

They serve as a benchmark assessment for the performance 
of FER algorithms. Its advantage is that all images are 
preprocessed and are uniformly 48x48 pixels and each image is 
labelled, which is why it has become the standard for comparing 
the FER algorithm. However, limitations also exist because all 
images are grey and lack binary colour information, which may 
limit the features the model learns, and the images that are 
collected from the Internet may not fully reflect the natural state 
of people’s expressions in real-life scenarios. Moreover, the 
dataset may lack diversity regarding race, age, and background. 
Another significant issue is the imbalance in the dataset; some 
categories have substantially more samples than others. For 
instance, the happy category contains 8989 samples, far 
exceeding the 547 samples in the Disgust category. 

C. Phase 2: Data Preprocessing 

This study mainly tests three deep learning models: VGG, 
ResNet and Inception. They are all CNN-derived models, and 
the models are optimized by adjusting parameters and 
hyperparameters. Data preprocessing is a key step in ML and 
data analysis, aiming to convert original data into a suitable form 
for further analysis and modelling. The usual steps of the FER 
system are to preprocess the image, extract the features from the 
preprocessed image, and classify the extracted features [25]. Fig. 
5 and Fig. 6 show the imbalance between the test set and the 
training set of the FER2013. Table III shows the number of data 
sets after the planned data enhancement. 

 
Fig. 5. Bar chart of FER-2013 trainset. 

 
Fig. 6. Bar chart of FER-2013 testset. 

TABLE II.  DESCRIPTION OF FER-2013 

Attribute 

ID 

Attribute 

Name 

Attribute 

Testset 

Attribute 

Trainset 
In Total 

0 Angry 958 3995 4953 

1 Disgust 111 436 547 

2 Fear 1024 4097 5121 

3 Happy 1774 7215 8989 

4 Sad 1247 4830 6077 

5 Surprise 831 3171 5002 

6 Neutral 1233 4965 6198 

In Total 3589 28709 32298 

TABLE III.  AUGMENTATION COUNTS PER CLASS 

Name of Class Augmentation Counts 

Angry 1675 

Disgust 5234 

Fear 1573 

Happy 0 

Neutral 705 

Sad 840 

Surprise 2499 

Total Amount after Augmentation 41235 
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Image Processing: Different deep learning models have 
different requirements for the input of images, and adjusting the 
input images to a uniform size ensures that the model can handle 
them indiscriminately [7]. If the image is saved at a larger size, 
it means more pixels and higher computational complexity. By 
adjusting the image size, enough information can be retained 
while reducing the need for computational resources, and in 
some cases, adjustment Size helps models better focus on key 
features of facial expressions rather than other irrelevant parts of 
the image. I set a standard for image input that we call the 
standard form of input, and we require the image to always be 
in the standard form [44]. While my test models usually require 
larger input sizes, for example, VGG and ResNet require 224 x 
224, Inception requires 299 x 299, so the image needs to be 
adjusted to the desired size before entering the model without 
destroying the aspect ratio of the image, so as not to affect the 
model representation. The resized in FER2013 dataset is shown 
in Fig. 7: 

 

Fig. 7. Part resized images comparison of the dataset FER-2013. 

Normalization: Normalization is a process in data 
preprocessing which is used to change the range of numerical 
data so that it is located in a specific cell, such as [0,1] or [1,1]. 
In image processing, normalization is a common practice. The 
essence of the method is some layer input data of the neural 
network that is preprocessed with zero mathematical 
expectations and unit variance with the intention of improving 
the stability and efficiency of the training process [4]. For FER 
tasks, normalization can give different features similar to ranges. 
Unnormalized data may lead to unstable gradient problems 
during model training. In deep learning models, normalized data 
may lead to a gradient that is too large or too small, thus 
affecting the learning effect of the model. The normalization in 
FER2013 dataset is shown in Fig. 8: 

 
Fig. 8. Part normalized images comparison of the dataset FER-2013. 

Feature Extraction: Feature extraction is an important factor 
in determining the recognition result. Some of the environmental 
and pose issues that need to be addressed in an image containing 
a complete face [61]. If the features are not good, even the best 
classifiers will not get the best results. In most cases, feature 
extraction produces a large number of features [35]. In this 
paper, we compare the performance of the model before and 
after the introduction of the attention mechanism, and for the 
FER task, features such as the eyes and mouth may be easier to 
identify than other parts. When assigning weights, we can 
selectively focus on certain parts of the input and directly ignore 
others to get the output we want most, which is called hard 
attention, or it can be integrated into the model in a differentiable 
way that allows end-to-end training of the entire network using 
standard techniques like gradient descent. For example, during 
the COVID-19 epidemic, many people are wearing masks. 
When the face is partially covered or interfered with [30], such 
as large pose changes, it can hinder useful feature extraction and 
greatly reduce the performance of FER predictions. The feature 
extraction in FER2013 dataset is shown in Fig. 9: 

 
Fig. 9. Part feature extraction images comparison of the dataset FER-2013. 

Data Augmentation: Data Augmentation is a technique to 
generate new, modified data points by transforming some 
original data columns. In the small-scale deep model data set, 
the deep model is redundant, complex, and easy to overfit. To 
solve the redundancy problem, data enhancement techniques 
were used to extend the original dataset [34]. Data enhancement 
will enable the model to introduce more variables during 
training, helping the model learn more generalized features and 
thus perform better on previously unseen data. In this paper, 
there is a data imbalance in the FER2013 dataset. The generation 
of data is enhanced using generative adversarial networks 
(GANs), the core idea of which is based on an adversarial 
process in which two networks - generator and discriminator - 
compete against each other [51]. For example, Hu et al (2019) 
used GAN to generate reference expressions and compared them 
with original expressions to generate differential features, 
avoiding interference of irrelevant information on expression 
recognition [31]. The generator takes random noise as input and 
outputs as real data as possible, such as high resolution images. 
In contrast, the discriminator takes real data or the data 
generated by the generator as input and outputs the probability 
of the data being true or false to distinguish the real data 
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generated by the generator from the false data. A generated 
discriminant representation can be obtained by separating and 
interpolating different expressions in a face image [62]. The 
learned representations not only generate more training samples 
of unpaired input images but also contribute to better FER 
performance. So, we involve generators and discriminators in 
GAN training, where generators try to generate more and more 
real data, and discriminators better distinguish between real and 
fake data. The most common form is the minimax game given 
by the following formula: 

 𝑉(𝐷, 𝐺) = 𝔼𝑥~𝑝 𝑑𝑎𝑡𝑎 (𝑥)[log 𝐷(𝑥)]𝐷
𝑚𝑎𝑥

𝐺
𝑚𝑖𝑛 

+𝔼𝑧~𝑝𝑧(𝑧)[log (1 − 𝐷(𝐺(𝑧)))]

Where: Ex∼pdata(x)[logD(x)]represents the effect of real data x 
on discriminator D. 

𝔼𝑧~𝑝𝑧(𝑧)[log (1 − 𝐷(𝐺(𝑧))) represents the effect of the data 

generated by the generator G on the discriminator D. 

Cross-entropy loss effectively measures the disparity 
between the model’s output probability distribution and the 
actual label distribution. The cross-entropy loss function usually 
has the following form: 

𝐿 = ∑ 𝑦𝑖  log (𝑦�̂�)𝑐
𝑖=0 

Where: the C is the number of classes (for FER-2013, it is 7, 
representing 7 basic emotions), yi is the one-hot encoding of the 

real tag,  is the predicted probability for category i. Hence, a 
regularization term is added to encourage model to adopt smaller 
weights, thus reducing the model’s complexity. L1-
regularization: L1-regularization sums the absolute values of 
weights and tends to produce sparse weight matrices, which is 
conducive to feature selection. 

 L1 = λΣ|ω|                                    (3) 

L2 Regularization: L2 regularization sums the squares of the 
weights, tends to uniformly assign errors, and is often used to 
prevent neural networks from overfitting. 

 L2 = λΣω2                                     (4) 

Where ω indicates the weight of the model, λ is the 
regularization coefficient. 

D. Phase 3: The Development of Algorithms and Models 

Transfer learning is commonly training to assign specific 
weights to a pre-trained model and then train it with the dataset. 
Rajesh Kumar, C.G. Patil et al. and Sahoo et al. which usually 
perform better than statistical and traditional machine learning 
algorithms[32], [56], [54]. In addition, Lu et al., Martin Kampel 
et al. and Yichen Liu, compared to deep learning models, show 
superior performance [39], [45], [52]. Therefore, VGG19, 
ResNet50 and Inception V3 were used in this study to develop 
facial expression recognition models. Using the TensorFlow 
software library developed by the Google Brain team to develop 
the training model, the following sections outline the proposed 
architectures for the VGG19, ResNet50, and Inception models, 
including the model architecture with the addition of CBAM. 

VGG19: The VGG model adopted in this study is VGG19, 
where 19 indicates that there are 19 learnable layers in the 

network, among which the convolutional layer uses multiple 
small dimensions (3×3). Use ReLU as the activation function 
between convolutional layers to increase nonlinearity. After 
each convolutional layer, use the maximum pooling layer (2×2). 
The network’s top consists of three FC layers, with two layers 
comprising 4096 units each and the final FC layer matching the 
number of target categories. In this study, the target for the 
FER2013 dataset classification is seven; thus, the final fully 
connected layer is configured for seven categories. The output 
layer employs Softmax activation functions to convert the 
outputs into probability distributions as shown in Fig. 10: 

 
Fig. 10. Structure diagram of VGG19 and add CBAM. 

ResNet50: ResNet model used in this study is ResNet50, 
which is a variant of the residual network, where 50 in ResNet50 
refers to a weight layer in which the network contains 50 layers 
deep. Residual connections allow the inputs of the network to 
skip directly over one or more layers by adding outputs to the 
layer, which helps solve the problem of disappearing gradients 
in deeper networks. During training, this structure allows the 
gradient to flow directly over the jump connection, increasing 
the speed and effectiveness of training. The architecture starts 
with a 7x7 convolutional layer with a stride of 2, which is 
followed by a 3×3 max pooling layer with a stride of 2. The main 
component consists of several residual blocks, each containing 
multiple convolutional layers. In ResNet50, these residual 
blocks typically have three different configurations (different 
number of convolution layers and convolution kernel sizes) and 
are repeated multiple times. When the feature map’s dimension 
needs modification, a convolution with a specific stride length 
is used to downsample the residual block input, and the number 
of channels is adjusted accordingly to match the output. 
Towards the end of the network, a global average pooling layer 
is employed instead of the conventional fully connected layer, 
thereby reducing the model’s parameter count. As shown in Fig. 
11: 
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Fig. 11. Structure diagram of ResNet50 and add CBAM. 

Inception V3: The Inception model used in this study is 
Inception V3. The core feature of Inception V3 is its “modular” 
design, which constructs the entire network through different 
modular building blocks. Inception V3 optimizes the original 
Inception module, for example, by introducing the concept of 
”factorization into smaller convolutions” to decompose large 
convolution kernels (e.g. 5×5) into smaller continuous 
convolution operations (e.g., two 3×3 convolution operations). 
An auxiliary classifier is added to the network as an output of 
the middle layer, which aids in gradient flow, provides 
additional regularization, and prevents overfitting during deep 
network training. At the end of the network, an overall average 
pooling layer takes the place of the conventional fully connected 
layer. The specific structure of Inception V3 used in this paper 
is depicted in Fig. 12: 

Hyperparameter Tuning: Unlike the model training process, 
hyperparameter tuning involves finding the optimal set of 
hyperparameter values to maximize a performance metric on 
unseen data. This study uses the hyperparameter optimization 
library method and the grid search for hyperparameter tuning. In 
the hyperparameter optimization library, the scope and objective 
function of hyperparameter search is defined so that it accepts 
hyperparameters as input and returns the performance index of 
the model on the verification set (such as loss rate or accuracy 
rate) as the optimization target. By systematically searching the 
hyperparameter space, the hyperparameter combination that 
optimizes the model performance is found. For these models of 
deep learning, the hyperparameters tuned include learning rate, 
batch size, regularization coefficient, activation function and 
epoch. Table IV are the details of each hyperparameter tuned in 
this study: 

1) Learning rate: This determines how quickly the model 

moves in the gradient’s direction or the number of steps taken. 

If the learning rate is excessively high, the optimizer may 

overshoot the minimum, preventing convergence. Conversely, 

a low learning rate makes the optimization process slow and 

may remain stuck at a suboptimal local minimum. 

2) Batch size: This denotes the number of samples handled 

in a single forward and backward pass through the neural 

network. The batch size affects the optimization’s efficiency 

and speed. A larger batch size improves memory utilization and 

makes the gradient descent direction more stable. 

3) Regularization coefficient: This refers to the realization 

of a minimization strategy in which penalty terms are added to 

the empirical risk. Typically, it is a function of monotonically 

increasing model complexity. The more complex the model, the 

higher the penalty value. 

4) Optimizer: An algorithm or method used in deep 

learning to update model parameters to minimize the loss 

function. The primary goal is to reduce the loss function as 

much as possible by adjusting the model parameters, ensuring 

the model fits the training set well and performs effectively on 

the test set. 

5) Epoch: Defined as one complete pass of the dataset 

through the neural network. A single pass is insufficient; the 

dataset needs to be iterated multiple times to achieve 

convergence. An iterative method called gradient descent is 

employed to optimize learning. As the epoch count increases, 

the weights in the neural network are updated more frequently, 

transitioning from underfitting to overfitting. The optimal 

number of epochs varies and should be determined using 

validation sets or cross-validation. 

 
Fig. 12. Structure diagram of InceptionV3 and adds CBAM. 
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TABLE IV.  DEFINITION OF VARIOUS HYPERPARAMETERS FOR DEEP 

LEARNING MODELS 

Hyperparameter Default Value Tuning Value 

Learning rate 0.01 0.001, 0.005 

Batch size 30 60, 120 

Regularization coefficient 0.001 0.01, 0.1 

Optimizer SGD Adam RMSProp 

epoch 50 100, 200 

E. Phase 4: Evaluation 

Key Metrics for Model Performance: A confusion matrix is 
a tool used to measure performance and is commonly utilized in 
supervised learning and classification problems. It helps 
visualize an algorithm’s performance, particularly when dealing 
with two or more classes. The confusion matrix itself does not 
provide performance metrics like accuracy or precision, but they 
can be calculated from it. By examining the confusion matrix, 
we can further analyze the model’s performance across different 
categories and identify its strengths and weaknesses. For 
example, some expression categories in the FER-2013 dataset 
may have more samples than others. Metrics such as confusion 
matrices and precision rates can help identify and address this 
imbalance, ensuring that the model has good recognition across 
all categories. The confusion matrix and accuracy rate provide a 
detailed perspective for diagnosing such issues. The confusion 
matrix can also reveal the model’s tendency to misclassify one 
category into another, which can be very helpful for further 
tweaking and optimizing the model. 

Statistical Test on Model Performance: After model 
evaluation, statistical tests are performed to determine which 
model shows better performance than other models that have 
been developed. Statistical testing is essential to determine 
whether a particular model is statistically significantly better 
than others, a process that can help us understand whether the 
differences in performance are significant enough to support or 
guard against assumptions about substantial differences between 
models. In this paper, the average performance of the best-
performing VGG, ResNet and InceptionV3 models and the 
CBAM models were compared using the T-test, and the holdout 
method and cross-validation were employed. The statistical test 
in this study was performed using a 5 × 2 cross-validated paired 
t-test. One reason for conducting a 5x2 cross-validated paired T-
test is its acceptable likelihood of type I errors. Because the 
comparison is carried out on the same set of data, the error 
caused by random variation of the data set is reduced. The 5x2 
cross-validation paired T-test enables effective detection of 
performance differences even with small sample sizes. The 5x2 
cross-validation provides ten independent performance 
evaluations that can be used to compare two models using 
statistical tests such as paired Ttests. Because the data is re-split 
each time, there is less correlation between the test results, 
reducing the estimates’ variance. The paired T-test can also 
better estimate variation for 2-fold cross-validation since the 
training sets do not overlap, compared to 10-fold cross-
validation. 

IV. RESULTS AND DISCUSSION 

In this section, compare the performance metrics of the 
developed VGG19, ResNet50, and InceptionV3, with and 
without the CBAM module. Model efficacy was gauged using 
traintest segmentation (TTS) and cross-validation (CV) 
techniques. The dataset was partitioned with a training-to-test 
ratio of 80:20, and a 10-fold cross-validation was employed. 
Hyperparameter tuning was executed on six models, each with 
five distinct hyperparameters, each tested at three varying levels. 
Consequently, this culminated in 243 potential hyperparameter 
configurations for each algorithm during the tuning process. 

TABLE V.  HYPERPARAMETER COMBINATIONS WITH THE HIGHEST TEST 

ACCURACY FOR VGG19 AND VGG19-CBAM WITH TRAIN-TEST SPLIT 

Model Hyperparameter Default 
Best 

Value 

VGG19 

Epoch 50 200 

Batch Size 512 128 

Learning Rate 0.01 0.001 

Regularization Coefficient 0.01 0.001 

Optimizer Adam Adam 

VGG19-
CBAM 

Epoch 50 200 

Batch Size 512 128 

Learning Rate 0.01 0.001 

Regularization Coefficient 0.01 0.001 

Optimizer Adam Adam 

TABLE VI.  ACCURACY COMPARISON BETWEEN THE DEFAULT AND 

OPTIMAL HYPERPARAMETER CONFIGURATION OF VGG19 AND VGG19-
CBAM  

Model Hyperparameter Configuration Test Accuracy 

VGG19 
Default 0.7040 

Best 0.7170 

VGG19-CBAM 
Default 0.7104 

Best 0.7190 

The hyperparameter adjustment results of the VGG19 and 
added CBAM models are visualized in Fig. 12 using the mesh 
search method based on the train-test split. Under the training-
test segmentation, the test accuracy ranges from 0.7040 to 
0.7104. Table V shows the best hyperparameter configuration of 
VGG19 based on the highest test accuracy in the case of training 
test segmentation. The highest test accuracy of training-test 
segmentation is 0.719, as shown in Table VI. This suggests that 
both models may have overfitted training datasets and cannot 
properly generalize to previously unknown data. 

The hyperparameter adjustment results of the ResNet50 and 
added CBAM models are visualized in Fig. 8 using the mesh 
search method based on the train-test split. The test accuracy 
ranges from 0.7033 to 0.7124. Table VII shows the best 
hyperparameter configuration of the ResNet50 model based on 
the highest test accuracy in the case of training test 
segmentation. The highest test accuracy of training-test 
segmentation is 0.724, as shown in Table VIII. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

706 | P a g e  

www.ijacsa.thesai.org 

TABLE VII.  HYPERPARAMETER COMBINATIONS WITH THE HIGHEST TEST 

ACCURACY FOR RESNET50 AND RESNET50-CBAM WITH TRAIN-TEST SPLIT 

Model Hyperparameter Default 
Best 

Value 

ResNet50 

Epoch 50 200 

Batch Size 512 128 

Learning Rate 0.01 0.01 

Regularization Coefficient 0.01 0.001 

Optimizer Adam Sgd 

ResNet50-

CBAM 

Epoch 50 200 

Batch Size 512 128 

Learning Rate 0.01 0.01 

Regularization Coefficient 0.01 0.001 

Optimizer Adam Sgd 

TABLE VIII.  ACCURACY COMPARISON BETWEEN THE DEFAULT AND 

OPTIMAL HYPERPARAMETER CONFIGURATION OF RESNET50 AND RESNET50-
CBAM  

Model Hyperparameter Configuration Test Accuracy 

ResNet50 
Default 0.7033 

Best 0.7150 

ResNet50-CBAM 
Default 0.7124 

Best 0.7240 

TABLE IX.  HYPERPARAMETER COMBINATIONS WITH THE HIGHEST TEST 

ACCURACY FOR INCEPTION V3 AND INCEPTION V3-CBAM WITH TRAIN-TEST 

SPLIT 

Model Hyperparameter Default Best Value 

Inception 

V3 

Epoch 50 200 

Batch Size 512 128 

Learning Rate 0.01 0.05 

Regularization Coefficient 0.01 0.001 

Optimizer Adam Sgd 

Inception 

V3-CBAM 

Epoch 50 200 

Batch Size 512 128 

Learning Rate 0.01 0.05 

Regularization Coefficient 0.01 0.001 

Optimizer Adam Sgd 

The hyperparameter adjustment results of the Inception V3 
and added CBAM models are visualized in Fig. 9 using the mesh 
search method based on the train-test split. The test accuracy 
ranges from 0.7002 to 0.7070. Table IX shows the best 
hyperparameter configuration of the ResNet50 model based on 
the highest test accuracy in the case of training test 
segmentation. The highest test accuracy of training-test 
segmentation is 0.711, as shown in Table X. 

The analysis indicates that hyperparameter optimization 
significantly enhances the performance of deep learning models. 
The incorporation of CBAM further boosts the models’ 
performance, with ResNet50-CBAM showing the most 
substantial improvement accuracy rate at 0.724. These findings 

highlight the importance of both hyperparameter tuning and 
advanced architectural modifications in achieving optimal 
model performance for facial expression recognition tasks. 

Table XI shows the accuracy comparison of multiple deep 
learning models on a specific task, including the results of other 
researchers, providing rich information for analyzing the 
performance differences of the models. First, AlexNet [60] is an 
earlier deep-learning model with a relatively low performance 
on this task, with an accuracy of 0.643. Subsequently, the 
accuracy rate of VGG16 [24] was 0.65, which was slightly 
improved. The VGG16+SENet [24] combined with SENet 
module reaches 0.668, indicating that the addition of SENet 
module can improve the model performance to a certain extent. 
10layer CNN [58] has an accuracy of 0.683, a significant 
improvement over than previous models. MobileNet [34], which 
combines the generation of an adversarial network and attention 
mechanism, reached 0.70, and its performance was further 
improved. The accuracy of the Priority Ensemble CNN [39] is 
0.7052, which is further improved by the integrated approach. 
FERW [29], a model designed specifically for a specific task, 
achieved 0.71 and also performed very well. The Ensemble 
CNN [32] has an accuracy of 0.7127, which is further improved 
by integrating multiple CNN models. The VGG [45] achieved 
0.714, an improvement over the traditional VGG16. VGG19 has 
an accuracy of 0.717, which is deeper and better than VGG16. 

TABLE X.  ACCURACY COMPARISON BETWEEN THE DEFAULT AND 

OPTIMAL HYPERPARAMETER CONFIGURATION OF INCEPTION V3 AND 

INCEPTION V3-CBAM 

Model Hyperparameter Configuration Test Accuracy 

Inception V3 
Default 0.7002 

Best 0.7040 

Inception V3-

CBAM 

Default 0.7072 

Best 0.7110 

TABLE XI.  THE SPECIFIC PERFORMANCE RESULTS OF THIS RESEARCH 

MODELS WITH THOSE OF PREVIOUS RESEARCH MODELS 

Model Accuracy 

AlexNet[60] 0.643 

VGG16[24] 0.650 

VGG16+SENet[24] 0.668 

10-layer CNN[58] 0.683 

SRGAN + AGN - MobileNet[34] 0.700 

Priority Ensemble CNN[39] 0.7052 

FERW[29] 0.710 

Ensemble CNN[32] 0.7127 

VGG[45] 0.714 

VGG19 0.717 

ResNet50 0.715 

Inception V3 0.704 

VGG19-CBAM 0.719 

ResNet50-CBAM 0.724 

InceptionV3-CBAM 0.711 
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Fig. 13. Structure diagram of VGG19 and adds CBAM. 

 

Fig. 14. Structure diagram of ResNet50 and adds CBAM. 

 

Fig. 15. Structure diagram of InceptionV3 and adds CBAM. 

Fig. 13-15 shows the training verification line charts of 
VGG19, ResNet50 and InceptionV3, respectively, in which we 
can clearly observe their obvious trends. Detailed comparison: 
For Learning Speed, ResNet50 demonstrates the fastest learning 
speed among the three models, achieving significant reductions 
in loss and increases in accuracy in fewer epochs. VGG19 and 
InceptionV3 show slower but steady improvements. For 
Performance Stability, VGG19 shows the most stable 
performance with less fluctuation in its loss and accuracy curves. 
In contrast, ResNet50, while faster in learning, exhibits more 
fluctuations, indicating a more dynamic learning process with 
potential overfitting or regularization adjustments. InceptionV3 
shows consistent improvement but at a slower rate. 

The VGG series and the ResNet series exhibit relatively 
superior performance when handling the categories of "anger", 
"neutral", and "surprise", yet encounter substantial challenges 
when dealing with the complex categories of "fear" and 
"disgust". After the introduction of the CBAM, both 
demonstrate enhancements in the majority of categories, 
particularly in the manifestations of the "happy" and "surprised" 
categories. The Inception series model achieves the optimal 
classification effect for "happy" and "surprised", and the 
introduction of the CBAM attention mechanism further elevates 
the accuracy rates of these categories. Nevertheless, this model 
still presents considerable classification errors in the "disgust" 
and "fear" categories. Through the introduction of CBAM, the 
classification accuracy rates of all models have improved in 

most emotional categories, especially in the "happy" and 
"surprised" categories. However, in some difficult-to-
distinguish categories (such as "disgust" and "fear"), the 
improvement effect of CBAM is limited. Among the six models, 
the ResNet-CBAM and Inception-CBAM models display the 
most outstanding overall performance, particularly in the 
classification performance of complex emotional categories. 
Nevertheless, all models still encounter notable classification 
difficulties in the emotions of "disgust" and "fear", indicating 
that the features of these emotional categories in the Fer2013 
dataset might be challenging to differentiate. The confusion 
matrix generated by the six models trained in this study is shown 
in Fig. 16. 

 
Fig. 16. The confusion matrix generated by the six models. 

TABLE XII.  HYPERPARAMETER COMBINATIONS WITH THE HIGHEST TEST 

ACCURACY FOR INCEPTION V3 AND INCEPTION V3-CBAM WITH TRAIN-TEST 

SPLIT 

Model t-value p-value 

VGG19 default vs. VGG19 optimize -2.828 0.002 

ResNet50 default vs. ResNet50 optimize -3.238 0.032 

Inception default vs. Inception optimize -4.268 0.013 

VGG19-CBAM default vs. VGG19-CBAM 
optimize 

-5.266 0.006 

ResNet50-CBAM default vs. ResNet50-CBAM 

optimize 
-4.603 0.010 

Inception V3-CBAM default vs. Inception V3-
CBAM optimize 

-5.411 0.006 
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TABLE XIII.  RESULTS OF 5X2 CROSS-VALIDATED PAIRED T-TEST FOR 

MODEL PERFORMANCE COMPARISON OF VGG19, RESNET50, AND INCEPTION 

V3 AND ADDED CBAM MODELS BEFORE AND AFTER THE ADDITION OF 

CBAM COMPARED AFTER HYPERPARAMETERTUNING WITH EACH OTHER 

Model t-value p-value 

VGG19 optimize vs VGG19-CBAM optimize -4.1 0.015 

ResNet50 optimize vs ResNet50-CBAM optimize -4.297 0.013 

Inception V3 optimize vs Inception V3-CBAM 

optimize 
-4.347 0.013 

VGG19-CBAM optimize vs ResNet50-CBAM 
optimize 

-3.033 0.039 

VGG19-CBAM optimize vs Inception V3-CBAM 

optimize 
8.421 0.001 

Inception V3-CBAM optimize vs ResNet50-
CBAM optimize 

-
12.858 

0.002 

To assess the statistical significance of changes in the 
accuracy performance of the developed models, a 5x2 cross-
validated paired t-test was conducted. Among the models, 
ResNet50-CBAM demonstrated the highest performance during 
the test phase. To evaluate whether ResNet50-CBAM 
significantly outperformed the other models, the test compared 
the best performance of ResNet50-CBAM with VGG19-CBAM 
and Inception-CBAM under both default and optimized 
configurations. The algorithms were tested using the same 
training-test segmentation (TTS) and cross-validation (CV) 
hyperparameter configurations. 

The t-test results summarized in Table XII test the null 
hypothesis that there is no significant difference in the accuracy 
of the three models of CBAM under default and tuned 
hyperparameters. Since all P-values are less than 0.05, the null 
hypothesis is rejected with 95\% confidence. A negative t value 
indicates that the default configured model performs worse on 
average compared to the optimized hyperparameters. The T-test 
results summarized in Table XIII verify the null hypothesis. 
After hyperparameter fine-tuning, there is no significant 
difference in the accuracy of each model, and all the P-values 
are less than 0.05, so the null hypothesis is rejected. The T-
values show that there are differences between each other, and 
the rows of ResNet50-CBAM are significantly ahead of other 
models. Therefore, in summary, compared with VGG19-CBAM 
and Inception V3-CBAM models, the performance of 
ResNet50-CBAM model is statistically significant, which 
highlights the influence of CBAM and hyperparameter tuning 
on improving model accuracy. 

V. CONCLUSION 

This study set out to predict facial expressions and analyze 
the impact of the Convolutional Block Attention Module 
(CBAM) on the performance of deep learning models. The 
research successfully achieved three main objectives. The 
proposed method leverages the residual connections and 
hierarchical feature extraction capability of ResNet50, 
augmented with CBAM to enhance spatial and channel-wise 
focus. This combination improves the ability to distinguish 
subtle expressions, such as ‘neutral’ and ‘sad,’ while being 
robust to occlusions and lighting variations.” 

The first objective was to identify the optimal deep learning 
model for classifying facial expressions into seven categories 
within the FER2013 dataset. The study trained three key models: 

VGG19, ResNet50, and Inception V3. VGG19 emerged as the 
top performer with a test accuracy of 0.717, slightly surpassing 
ResNet50 and Inception V3, which achieved 0.715 and 0.704, 
respectively. Despite these close results, VGG19 demonstrated 
a marginal but consistent advantage over the other models. 

The second objective focused on assessing the impact of 
CBAM on these models. The results showed that integrating 
CBAM led to notable improvements across all three models, 
particularly ResNet50. The ResNet50-CBAM model achieved 
the highest accuracy of 0.7124, outperforming both VGG19-
CBAM and Inception-CBAM, which reached 0.7104 and 
0.7072, respectively. This demonstrates CBAM’s ability to 
enhance feature extraction by enabling models to dynamically 
adjust weights based on channel and spatial positions, thus 
improving their performance, particularly in deeper networks 
like ResNet50. 

The third objective was to optimize model performance 
through hyperparameter tuning. The grid search method was 
employed to find the best hyperparameter combinations, leading 
to significant accuracy improvements. Post-tuning, the 
ResNet50-CBAM model achieved a test accuracy of 0.724, with 
VGG19-CBAM and Inception V3-CBAM following at 0.719 
and 0.711, respectively. The 5x2 cross-validated paired t-test 
results confirmed that these enhancements were statistically 
significant, with p-values below 0.05 for all models. The 
findings underscore the critical role of hyperparameter tuning in 
maximizing model performance and demonstrate that 
ResNet50, when combined with CBAM and optimized 
hyperparameters, outperforms both VGG19 and Inception V3. 
In conclusion, ResNet50-CBAM emerged as the best-
performing model in this study, demonstrating superior 
accuracy and effectiveness in facial expression recognition 
tasks. This study highlights the critical importance of integrating 
CBAM and optimizing hyperparameters to maximize model 
performance. The findings emphasize that advanced feature 
extraction techniques and careful model tuning can significantly 
enhance the accuracy and reliability of deep learning models, 
with ResNet50-CBAM setting the benchmark for excellence in 
this domain. 

VI. FUTURE WORK AND LIMITATIONS 

The limitations of this study relate to the hyperparameters of 
data sets, algorithms, and classification model development. 
Only the FER2013 dataset was trained in this study. Due to the 
early presentation time of FER2013, relatively low image 
quality, and certain noise and blurring, the faces in the data set 
are mainly positive faces, and lack of diverse images such as 
side faces and occluded images, which may lead to inadequate 
adaptation of the trained model in practical applications. In 
addition, the FER2013 only contains the basic expression types, 
and the number of samples for each expression type is not 
balanced, and the overall sample size is small, which leads to the 
problem of overfitting in the process of training and testing, 
affecting the generalization ability. 

Since the data collected in the dataset is mainly facial 
expression image data from 2013, and higher quality datasets 
have also emerged due to improvements in image acquisition 
hardware and diversity, such as AffectNet, future improvements 
could focus only on the most reliable facial image datasets to 
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mitigate the effects of noise during model development. The 
attention mechanism is a feasible choice to optimize the model 
performance further, not just for facial expression recognition 
but for other tasks as well. For example, consider an image with 
a cat and a table in the image description generation task. The 
attention mechanism helps the model focus on two important 
areas of the image: the cat and the table. When the model 
generates a description, CBAM can automatically capture the 
importance of cats and tables and automatically assign weights, 
making the model more focused on this area, which allows the 
model to more accurately describe the content in the image, and 
the generated description is more interpretable. 

In the FER task, the deployment of the FER platform faces 
great challenges due to the different channels of image 
acquisition and model training. Due to the early presentation of 
the FER2013 dataset, the image quality is low, and there are 
unbalanced noise, blurring, and other conditions. In the future, 
we can choose newer, higher quality facial expression 
recognition datasets such as AffectNet, RAF-DB, etc., which 
have higher resolution and diverse samples, or apply more 
advanced image enhancement and preprocessing technologies 
such as denoising, deblur, and contrast enhancement. In order to 
improve image quality, it is possible to recognize facial 
expressions more accurately, helping to improve the human 
interaction experience. Secondly, there may be bias in 
expression recognition of different ages and races. In future 
studies, we can pay special attention to and quantify the 
performance differences of different groups to ensure the 
fairness of the model for different groups. Design hierarchical or 
adaptive models that can adjust parameters or weights based on 
input characteristics, such as age, gender, and race, to improve 
the accuracy of identifying different populations. 

In this study, only three model architectures were tested, and 
feature extraction only compared attention mechanisms. In 
future research, we can try more different types of deep learning 
models, such as recurrent neural networks (RNN), graph neural 
networks (GNN), and different model architectures, such as 
ResNet or Inception. In addition to attention mechanisms, other 
feature extraction methods can also be tried, such as multi-scale 
feature extraction, emotional feature extraction, Vision 
Transformer (ViT), etc. By comparing the deep learning model 
of facial expression recognition, this study can identify facial 
expressions more accurately, which helps to improve the 
human-computer interaction experience, provide users with 
more intelligent and convenient services and experiences, and 
solve practical problems. In addition, this study can be used as a 
basic framework for developing face recognition based on deep 
learning models. 
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Abstract—To address the low detection efficiency and high 

computational resource demands of current welded pipe defect de-

tection algorithms for small target defects, this paper proposes the 

YOLO-WP algorithm based on YOLOv5s. The improvements of 

YOLO-WP are mainly reflected in the following aspects: First, an 

innovative GhostFusion architecture is introduced in the back-

bone network. By replacing the C3 modules with C2f modules and 

integrating the Ghost CBS module inspired by Ghost convolution, 

cross-stage feature fusion is achieved, significantly enhancing 

computational efficiency and feature representation for small tar-

get defects. Second, the Slim-Neck lightweight design based on 

GSConv is employed in the neck to further optimize the network 

structure and reduce the number of parameters. Additionally, the 

SimAM lightweight attention mechanism is incorporated to im-

prove the network's ability to extract defect features, and the Fo-

cal-EIou loss is utilized to optimize CIou loss, thereby enhancing 

small object detection and accelerating loss convergence. The ex-

perimental results show that the AP(D1) and mAP@0.5 of the 

YOLO-WP model are improved by 5.3% and 3%, respectively, 

over the original model. In addition, the number of model param-

eters and FLOPs are reduced by 40% and 45%, respectively, 

achieving a good balance between performance and efficiency. We 

evaluated the performance of YOLO-WP using other datasets and 

showed that YOLO-WP exhibits excellent applicability. Com-

pared to existing mainstream detection algorithms, YOLO-WP is 

more advanced. The YOLO-WP model significantly enhances pro-

duction quality in industrial defect detection, laying the founda-

tion for building compact, high-performance embedded weld pipe 

surface defect detection systems. 

Keywords—Welded pipe; lightweight model; defect detection; 

deep learning; feature extraction; attention mechanism 

I. INTRODUCTION 

Small-diameter stainless steel welded pipes are widely used 
across various fields, including oil and gas transportation, 
chemical production, medical equipment, and automotive com-
ponents [1]. The widespread use is due to their excellent weld-
ing performance, lower manufacturing cost compared to seam-
less pipes, small diameter, lightweight design, high strength 
characteristics [2], and superior corrosion resistance [3-4]. The 
welding of small-diameter stainless steel pipes primarily em-
ploys the Gas Tungsten Arc Welding (GTAW) technique. In 
practical production, two common defects are observed on the 
weld surface. The first is weld voids, which can result from mis-
alignment or omission during the welding process [5]. The sec-
ond is welding porosity or pits, typically caused by tungsten 
electrode contamination or grinding wheel damage [6]. These 

defects can significantly impact the performance of the pipes. 
Therefore, it is essential to perform real-time inspection of the 
weld seams of small-diameter stainless steel welded pipes on 
the production line. This approach enables the timely detection 
and correction of defects, preventing defective products from 
proceeding to subsequent offline inspection stages and avoiding 
unnecessary quality control costs. 

Current methods for online inspection of weld surface de-
fects in stainless steel pipes mainly include manual inspection, 
X-ray inspection, eddy current inspection, and ultrasonic in-
spection [7]. Manual inspection is considered inefficient [8]. X-
ray and ultrasonic inspections require high operational skills 
from personnel [9]. Additionally, eddy current inspection sig-
nals are vulnerable to interference from external factors [10]. 
Therefore, there is an urgent need for a detection method that is 
efficient, easy to operate, and highly resistant to interference. 
Machine vision, a non-destructive testing method, can fulfill 
this requirement. Within recent years, with the progress of ma-
chine vision and deep learning technologies, numerous defect 
detection methodologies leveraging these approaches have 
been extensively applied in various inspection contexts, includ-
ing food and agriculture, electronics fabrication, metal materi-
als, the semiconductor sector and healthcare [11-15]. Neverthe-
less, machine vision-based inspection methods for detecting 
weld surface defects on small-diameter stainless steel welded 
pipes are still not widely used. 

Employing machine vision for inspection not only elimi-
nates human subjectivity but also enables quantitative defect 
descriptions, thereby minimizing variability in the results. This 
innovation enhances detection efficiency and accuracy, foster-
ing the advancement of industrial automation. Currently, main-
stream detection algorithms can be categorized into two types 
[16]: single-stage algorithms and two-stage algorithms. Ad-
vanced single-stage object detection algorithms include the 
YOLO series, DETR, SSD and CenterNet. Advanced two-stage 
object detection algorithms include Faster R-CNN, Mask R-
CNN, Libra R-CNN and HTC. Yang [17] applied the YOLOv5 
algorithm to the welded pipe defect detection and achieved ex-
cellent results. Compared to the representative two-stage object 
detection algorithm Faster R-CNN, YOLOv5 demonstrates su-
perior precision and detection speed. Therefore, different algo-
rithms should be selected and modified for different application 
scenarios to target specific tasks. There are many existing strat-
egies for algorithm improvement that focus on optimizing 
model components to achieve desired outcomes. Zhou et al. [18] 
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introduced a novel model in the YOLOv5 algorithm that com-
bines the advantages of the CSPlayer module with a global at-
tention enhancement mechanism, improving accuracy for metal 
material detection. However, this approach increases model 
complexity and demands higher computational resources. Zhao 
et al. [19] enhanced the Faster R-CNN algorithm by replacing 
some traditional convolutional networks with deformable con-
volutional networks to improve the detection capability for 
small-size defects on steel strips. However, this approach leads 
to a significant increase in model parameters, making deploy-
ment more challenging and less suitable for direct application 
in industrial settings. Shao et al. [20] proposed the TD-Net net-
work for detecting tiny defects in industrial products, address-
ing the limitations of current image-based defect detection 
methods in identifying small and irregularly shaped defects. 
However, the detection speed has decreased. Ji et al. [21] intro-
duced the Yolo-tla algorithm, which integrates the 
C3CrossConv module into the YOLOv5 backbone, effectively 
reducing computational demand and parameter count, thus 
making the model more lightweight. However, the detection ac-
curacy has slightly decreased. Han et al. [22] proposed the 
DFW-YOLO algorithm based on YOLOv5, which automati-
cally calls defect indications, resolves redundant defect feature 
maps, and incorporates the FasterNet backbone to enhance the 
model’s feature extraction capability. However, the detection 
accuracy for small target defects has decreased. Zhou et al. [23] 
proposed the SKS-YOLO algorithm, using EfficientNetv2 as 
the backbone, which significantly reduces computation and ac-
celerates training speed while maintaining accuracy, and em-
ploys the Simplified Intersection over Union (SIoU) loss func-
tion to improve the model’s capability in locating and detecting 
surface defects on steel plates. However, the ability to extract 
small target or high-frequency features has decreased in certain 
scenarios. Yuan et al. [24] presented the YOLO-HMC algo-
rithm, which uses the HorNet network (MCBAM) as its back-
bone and incorporates an improved multi-convolution block at-
tention module to enhance feature extraction capabilities. How-
ever, the model requires more computational resources. Despite 
these studies achieving breakthroughs in specific scenarios, ex-
isting algorithms still face challenges in balancing the detection 
accuracy of small targets, model lightweighting, and real-time 
performance. 

However, the existing methods for detecting surface defects 
in small-diameter stainless steel welded pipes still face these 
challenges. Firstly, the irregular sizes of weld hole defects and 
the extremely small shapes of welding porosities further com-
plicate the detection process. Secondly, the high computational 
resources required by deep learning models pose limitations on 
their application in online detection within actual production 
environments. To address these challenges, the online detection 
of surface defects in small-diameter stainless steel welded pipes 
demands models with high speed, accuracy, and ease of deploy-
ment. To this end, we developed an enhanced model called 
YOLO-WP. This study focuses on the following key areas: 

1) Network structure optimization: By optimizing the deep 

learning network structure, we enhance the detection accuracy 

for small target defects and improve overall detection perfor-

mance. This is achieved by removing redundant structures and 

modules within the network to design a lightweight model, 

thereby increasing efficiency in resource-constrained environ-

ments while maintaining or even improving model performance. 

2) Incorporation of attention mechanism: By introducing 

attention mechanisms, we improve detection accuracy and en-

hance the ability to detect small targets. Attention mechanisms 

allow the model to focus on critical features and regions, 

thereby improving the detection of small and complex defects. 

3) Loss function improvement: By optimizing the loss 

function and tailoring it to the characteristics of the dataset, we 

further enhance the model's localization accuracy and classifi-

cation performance for small target defects. This leads to im-

proved overall detection performance. 

II. ALGORITHM DESCRIPTION 

A. Baseline YOLOv5s 

The YOLO series of algorithms has evolved through several 
versions, with YOLOv5 being widely used in the field of indus-
trial real-time detection caused by its excellent detection accu-
racy and outstanding detection speed. Innovations such as the 
CSPDarknet53 backbone, Feature Pyramid Network (FPN), 
adaptive anchor box computation, and advanced data augmen-
tation techniques have enhanced the model's performance and 
flexibility. YOLOv5 offers multiple versions of the model, in-
cluding YOLOv5n, YOLOv5s, YOLOv5m, YOLOv5l, and 
YOLOv5x, to accommodate different computational needs and 
scenarios [25]. Among these, the YOLOv5s model features the 
smallest network depth and width, and the fastest detection 
speed, making it relatively well-suited for the requirements of 
industrial online detection. Accordingly, this paper selects 
YOLOv5s as the base model. 

B. The Overview of YOLO-WP 

Although YOLOv5s demonstrates advantages in speed, ac-
curacy, and terminal applications, it still faces certain limita-
tions in practical use, such as suboptimal localization accuracy, 
and high computational resource demands [26]. In particular, it 
often suffers from missed detections and inaccurate target lo-
calization when detecting small-scale defects. Hence, this paper 
proposes an online detection model named YOLO-WP, specif-
ically designed for detecting weld seam surface defects in 
small-diameter stainless steel pipes. The design aims of the 
YOLO-WP model have two aspects: first, to improve opera-
tional efficiency in resource-constrained environments, and 
second, improve its capability in handling small-sized defects. 
Although the optimization and validation of this model primar-
ily target the detection of weld seam surface defects in small-
diameter stainless steel pipes, its architectural design and im-
provement strategies are equally applicable to other fields re-
quiring efficient object detection. The structure of YOLO-WP 
model is illustrated in Fig. 1. The targeted improvements in-
clude: 

1) In the backbone network, the paper proposes the 

GhostFusion architecture, which enhances feature expression 

through multiscale cross-stage fusion while maintaining effi-

cient computation. In the neck network section, a lightweight 

Slim-Neck network, based on GSConv [27], is referenced to re-

duce network parameters and enhance computational resource 

efficiency. 
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Fig. 1. Schematic model of YOLO-WP. 

2) Adding the lightweight SimAM attention mechanism [28] 

to the neck network helps the model focus on key areas of the 

image, improves the fusion of feature maps across different 

scales, and enhances detection accuracy. 

3) The Focal-EIOU loss [29] is utilized to substitute the 

original CIOU loss, aiming to enhance the detection of small-

scale defects, address sample imbalance, and improve robust-

ness on small and noisy datasets. 

III. STRUCTURE OF KEY IMPROVEMENT COMPONENTS 

A. GhostFusion Architecture 

In the design of the backbone network, the innovative 
GhostFusion architecture is proposed. The construction process 
involves replacing the C3 modules with C2f modules and opti-
mizing the CBS module in the C2f module by borrowing the 
core idea of Ghost convolution, and innovatively proposing the 

Ghost CBS module, as depicted in Fig. 2. This design signifi-
cantly enhances computational efficiency and feature represen-
tation capability through cross-stage fusion, achieving resource 
savings and improving detection performance for small target 
defects. 

The core idea of Ghost Conv is to decompose conventional 
convolution operations into two stages: the main convolution 
stage and the ghost convolution stage. In the main convolution 
stage, 1×1 convolution kernels are used to extract condensed 
features, while in the ghost convolution stage, cheap 5×5 con-
volution kernels generate the remaining feature maps. The com-
plete feature layer is formed by concatenating these two parts 
[30]. The detailed operation process is shown in Fig. 3. Addi-
tionally, the C2f module splits the input data into two parts 
through a Split operation. One part is directly retained, while 
the other part is processed through multiple BottleNeck struc-
tures to achieve multi-scale feature fusion [31]. 
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The design greatly improves the computational efficiency 
and feature representation capability through cross-stage fusion, 
realizes resource saving, and improves the detection perfor-
mance of small target defects. The core of the GhostFusion ar-
chitecture lies in cross-stage feature fusion. By combining the 
Ghost CBS module with the C2f module, not only the compu-
tational efficiency is greatly improved, but also the semantic 
information of the features is significantly enhanced through 
the dynamic fusion of multi-scale features. This fusion mecha-
nism enables the model to handle different sizes of receptive 
fields simultaneously, thus extracting more comprehensive fea-
ture information in complex scenes. The GhostFusion architec-
ture performs well in the small target defect detection task. 
Through the synergy of the optimized Ghost CBS module and 
the C2f module, the model is able to efficiently extract features 
of small targets and further enhance the expressiveness of these 
features through the cross-stage fusion mechanism. This design 
not only improves the detection accuracy, but also ensures that 
the model can maintain efficient operation in resource-con-
strained scenarios. The GhostFusion architecture is designed 
with resource conservation and performance balance in mind. 
By introducing the efficient features of Ghost convolution, the 

number of parameters and computation amount of the model 
can be significantly reduced, and at the same time, through the 
cross-stage fusion mechanism, the feature expression ability of 
the model is further enhanced. This design not only improves 
the operational efficiency of the model, but also ensures its high 
performance in complex tasks. 

B. Slim-Neck Structure Based on GSConv Module 

To elevate the model’s detection speed and computational 
efficiency, this paper adopts a Slim-Neck structure based on the 
lightweight convolutional GSConv module [32]. Compared to 
traditional convolution operations, GSConv reduces the num-
ber of model parameters and computational complexity load by 
dividing the input features into multiple groups and inde-
pendently performing convolution operations and depthwise 
separable convolutions on each group. GSConv introduces a 
mechanism that focuses on important feature channels, thus im-
proving the model’s feature extraction capability. The core 
principle of GSConv is to combine the characteristics of depth-
wise separable convolutions (DSC) and standard convolutions 
(SC) to achieve efficient feature map fusion and information 
flow. The structure of GSConv is shown in Fig. 4. 
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Fig. 2. Schematic diagram of the GhostFusion architecture. 
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Fig. 3. GhostConv module. 
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Fig. 4. The structure of GSConv. 

First, GSConv inputs a downsampled standard convolution, 
followed by a depthwise convolution (DWConv), which con-
catenates the depthwise standard convolution (SC) and the 
depthwise separable convolution (DSC). Subsequently, a shuf-
fle operation is applied to align the DSC output with the SC 
output, preserving channel and semantic information in the fea-
ture map. 

The Slim-Neck lightweight neck network structure can ef-
fectively fuse and enhance features while maintaining the mod-
el's detection performance, even as it reduces computational 
load and the number of parameters. 
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Fig. 5. Slim-Neck structure: (a) GSbottleneck module; (b) VoV-GSCSP 

module. 

The basic building block of Slim-Neck is called VoV-
GSCSP, which can replace the CSP layers comprised of stand-
ard convolutions. Among its components is the GSbottleneck, 
which uses GSConv as its building block, as shown in Fig. 5(a). 
The VoV-GSCSP module uses a one-shot aggregation method, 
shown in Fig. 5(b), to improve the model’s target detection 
across different sizes by merging multi-scale feature maps, 
while reducing computational load and complexity. 

C. SimAM Attention Mechanism 

To enhance the model's representation of key features and 
improve its detection performance, this paper introduces an at-
tention mechanism into the neck network of the model, thereby 
improving the Neck section and boosting the model's robust-
ness. The attention mechanism typically includes channel atten-

tion and spatial attention. The parameter-free attention mecha-
nism SimAM adopted in this paper combines both, as shown in 
Fig. 6. Adjacent pixels in an image usually have strong similar-
ities, while distant pixels have weaker similarities. SimAM gen-
erates attention weights by calculating the similarity between 
each pixel and its neighbors in the feature map, thus inferring 
three-dimensional attention weights for the feature map. This 
effectively integrates channel and spatial attention, signifi-
cantly improving the model's detection performance [33]. 
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Fig. 6. The architecture of the SimAM attention mechanism module. 

SimAM is grounded in the theory of visual neuroscience, 
where neurons with more information tend to exhibit more 
prominent activity compared to their adjacent neurons. In the 
task of surface defect detection for small-diameter stainless 
steel welded tubes, these neurons typically extract key features 
and should be assigned higher weights. This paper introduces 
the SimAM attention mechanism into the Neck network of the 
YOLOv5s model to optimize feature fusion and enhancement, 
while balancing network width, depth, and detection speed, 
thereby improving the accuracy of surface defect detection 
without increasing the network parameters. As shown in Eq. (1) 
~ (4), SimAM evaluates neurons using an energy function for 
linear separability, where t represents the target neuron, x rep-
resents the adjacent neurons, and λ is a hyperparameter. The 
lower the energy et

∗, the higher the distinguishability and im-
portance of the neuron. As Eq. (4) shows, neurons are weighted 

based on their importance using 
1

et
∗. SimAM assesses the im-

portance of features using the energy function, providing higher 
interpretability and without introducing additional learnable pa-
rameters. 

et
∗=

4(σ̂2+λ)

(t−μ̂)2+2σ̂2+2λ
               (1) 

μ̂=
1

M−1
∑ xi

M−1
i=1                (2) 

σ̂2=∑ (xi − μ̂)2M−1
i=1 .             (3) 

X̃= sigmoid (
1

E
)⊙X             (4) 

D. Improvement of the Loss Function 

The loss function determines the degree of agreement be-
tween the true values and the predicted values, and its perfor-
mance largely reflects the model's effectiveness. In the YOLO 
algorithm, there are three types of loss functions: classification 
loss, confidence loss, and localization loss. Among these, the 
localization loss represents the error between the predicted 
bounding box and the ground truth bounding box. This paper 
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conducts research and improvement on the localization loss 
function. The original localization loss function of YOLOv5s is 
CIoU loss, which is centered around the concept of calculating 
the positional alignment error between the ground truth bound-
ing box and the predicted bounding box based on the size of the 
IoU (Intersection over Union). The calculation process is ex-
pressed as: 

LCIOU=1-IOU+
ρ2(b,bgt)

c2 +αv         (5) 

Where b and bgt represent the centroids of the prediction 
frame and the true frame respectively, ρ represents the compu-
tation of the Euclidean distance between the two centroids, so 
ρ2(b, bgt) is the distance between the centroid of the prediction 
frame and the centroid of the defective true bounding box, and 
c represents the diagonal distance of the smallest closed region 
that can contain both the prediction frame and the true frame. 
αv denotes the aspect ratio between the prediction frame and 
the true bounding box. 

From Eq. (5), it is evident that despite CIoU loss function 
considering the overlap area, distance between center points, 
and aspect ratio of the regression bounding boxes, there are still 
some issues. Specifically, it adjusts based solely on the aspect 
ratio without considering the specific values of width and 
height. Additionally, the gradients of width and height have op-
posite signs, preventing simultaneous increase or decrease, 
leading to potentially amplifying the width or height during op-
timization when both the width and height of the anchor box are 
greater than the defect to be detected. Therefore, this paper se-
lects the EIOU loss function, which modifies the aspect ratio 
adjustment in the CIoU loss function to specific width and 
height regression, enabling the model to converge faster and 
achieve higher accuracy, hence improving the detection effi-
ciency for small target defects. The formula is as follows: 

LEIOU = LIOU + Ldis + Lasp = 1 − IOU +
ρ2(b,bgt)

c2 + 

ρ2(w,wgt)

Cw
2 +

ρ2(h,hgt)

Ch
2           (6) 

Where w, h represents the width and height of the predicted 
box, wgt,hgt represent the width and height of the real box, Cw 
and Chare the width and height of the smallest outer box that 
covers both boxes. 

In this paper, variations in viewing angles and lighting may 
impact dataset quality during defect identification. In addition, 
the irregular appearance of defects complicates precise manual 
labelling, resulting in imperfect alignment between the aiming 
frame and defects. These factors cause dramatic fluctuations in 
loss value when training on low-quality samples, which can se-
verely affect model performance. The goal of the proposed Fo-
cal l1 is to address the imbalance between high- and low-quality 
samples. Balance problem, and combined with EIOU loss to 
form Focal-EIOU loss. 

LFocal−EIOU = IOUγLEIOU           (7) 

Where γ is a constant, with a verified γ value of 0.5 giving 
the best results [34]. 

IV. EXPERIMENTAL PROCEDURE DESIGN 

A. Experimental Platform and Parameter Design 

During the model experiments, to maintain consistency with 
the comparison models and ensure the comparability of the ex-
perimental results, the SGD optimizer was used with an initial 
learning rate of 0.01, a momentum of 0.935, and a weight decay 
coefficient of 0.0005. The experiment was conducted with a 
batch size of 16 across 100 epochs. The experimental environ-
ment configuration is shown in Table I, and all experiments in 
this paper were conducted using this configuration. 

TABLE I. EXPERIMENTAL ENVIRONMENT CONFIGURATION 

Category Configuration 

CPU Intel® Core™ i5-12490F Processor 

GPU NVIDIA GeForce RTX 3070ti 8G 

RAM 32G 

Operation System Windows 10 

Framework PyTorch 2.0.0 

Programming enviroment Python 3.9 

CUDA 11.8 

B. Experimental Datasets 

In this paper, we selected stainless steel welded pipes with 
defects, produced in actual manufacturing, with diameters rang-
ing from 7mm to 9mm as samples. The defects studied in this 
paper are shown in Fig. 7. Due to the high visual similarity be-
tween welding sand holes and welding pores on these small-
diameter stainless steel welded pipes, we categorized them as a 
single class. 

     
           D: weld hole         D1: weld porosity and weld blister 

Fig. 7. The two types of defects studied in this paper. 

In the absence of publicly available datasets dedicated to 
this field, this study established an experimental platform for 
image acquisition. An industrial matrix camera (model MV-
CS004-10GM) was employed, precisely positioned above the 
welded pipe and aligned with the center of the annular aperture 
to ensure consistency and high quality in image acquisition. The 
smooth surface of the pipe reflects light centrally, resulting in 
brighter tones in the image, whereas weld void defects scatter 
the light due to their surface characteristics, creating darker ar-
eas that clearly outline the defects. Additionally, this study uti-
lized an adjustable-brightness annular LED aperture as the light 
source and integrated a slider motor to accurately adjust the dis-
tance between the welded pipe and the camera, enabling rapid 
and precise focusing for pipes of different specifications and 
enhancing the flexibility and adaptability of the system. The 
specific setup is shown in Fig. 8. 
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Fig. 8. Image acquisition platform. 

To demonstrate the improved model's generalization capa-
bility, this study captured images of two defects types under 
varying lighting conditions, angles, distances, and focal 
lengths. For each type of defect, 2,000 images were selected to 
form the training set and 600 images for the validation set, with 

all images having a resolution of 640×640 pixels. Subse-

quently, the images were annotated, and the number of defect 
instances in both the training and validation sets was statisti-
cally analyzed. Detailed data are presented in Table II. 

TABLE II. DEFECT DATA LABELING STATISTICS 

Defect Type 
Dataset Labels 

Training Dataset Testing Dataset 

D：weld hole 2866 784 

D1：weld porosity and 

weld blister 
2995 813 

V. EXPERIMENTAL RESULTS AND ANALYSES 

A. Algorithm Evaluation Metrics 

Accuracy P, mean accuracy mAP, recall R, parameters, 
model complexity (FLOPs) and FPS were used to evaluate the 
performance of the model. 

P=
TP

TP+FP
                   (8) 

R=
TP

TP+FN
                   (9) 

mAP=
∑ Api

N
i=1

C
                (10) 

Where TP is the number of correctly detected defects; FP is 
the number of incorrectly detected defects; FN is the number of 
undetected defects; AP denotes the accuracy of the detection; 
the value of mAP is obtained by averaging all the category APs; 
and C is the total number of detected categories. 

When larger mAP and P values indicate higher detection 
accuracy, smaller parameters and FLOPs reflect a more light-
weight model, and higher FPS reflects the faster algorithm de-
tection speed. 

B. YOLO-WP Ablation Experiments 

To validate the effectiveness of the proposed improvements, 
this study conducted ablation experiments using YOLOv5s as 
the baseline model, incrementally adding improvement mod-
ules across six sets of experiments, as shown in the Table III. 
Compared to the first experimental group, the second group, af-
ter incorporating the GhostFusion efficient feature fusion net-
work structure, saw an improvement of 3.2% in AP(D1) and 
1.6% in mAP@0.5. Additionally, the number of parameters and 
FLOPs decreased by 22.2% and 33.5%, respectively, which not 
only enhanced computational efficiency but also improved the 
detection capability for small target defects. Compared to the 
second group, the third group introduced the Slim-Neck archi-
tecture based on the lightweight convolutional GSConv module 
into the neck network. This resulted in a further reduction of 
27.1% in parameters and 17.4% in FLOPs while maintaining 
the model's detection performance. Compared to the third set, 
the fourth set introduced the lightweight SimAM attention 
mechanism in the neck network. Although FPS decreased by 
2.2, there was no increase in parameters and FLOPs. Mean-
while, AP(D), AP(D1), and mAP@0.5 improved by 0.5%, 
1.2%, and 0.8%, respectively. In the fifth set, the Focal-EIOU 
loss was used to optimize CIOU loss, further improving the 
model's localization accuracy and convergence speed compared 
to the fifth set. AP(D), AP(D1), and mAP@0.5 increased by 
0.5%, 0.8%, and 0.7%, respectively, with mAP@0.5 reaching 
96.6%. The ablation experiments from the second to the fifth 
set demonstrate that each improvement method effectively op-
timizes the model. Compared to the baseline model YOLOv5s 
in the first set, the improved YOLO-WP model (sixth set) 
achieved a 5.3% increase in AP(D1) and a 3% increase in 
mAP@0.5, while reducing parameters and FLOPs by 40% and 
45%, respectively. The YOLO-WP model efficiently detects 
small target defects with higher performance and lower compu-
tational cost, thereby enhancing overall detection accuracy. Alt-
hough FPS decreased by 2.6, it still meets the requirements for 
online detection of surface defects in small-diameter stainless 
steel welded pipe seams. 

TABLE III. ABLATION EXPERIMENTS 

Group Model 
AP(%) 

P(%) mAP@0.5 (%) Parameters(106) FLOPs (G) FPS (F/S) 
D D1 

1 YOLOv5s(Baseline) 97.1 90.3 93.3 93.7 7.2 15.5 105.3 

2 YOLOv5s+GhostFusion 97.3 93.2 94.1 95.2 5.9 10.3 104.9 

3 YOLOv5s+GhostFusion+Slim-Neck 97.1 93.1 93.9 95.1 4.3 8.5 103.7 

4 YOLOv5s+GhostFusion+Slim-Neck+SimAM 97.6 94.3 94.5 95.9 4.3 8.5 101.5 

5 
YOLOv5s+GhostFu-

sion+SlimNeck+SimAM+Focal-EIou 
98.1 95.1 94.7 96.6 4.3 8.5 102.7 

mailto:mAP@0.5
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(a)                      (b)                   (c) 

Fig. 9. Validation results for YOLO-WP and YOLOv5s. (a) Original image; (b)YOLOv5s; (c) YOLO-WP. 

To offer a clearer illustration of the detection performance 
of the enhanced model, two images with two types of defects 
were randomly selected from the test set to evalutate the 
YOLO-WP model. This paper provides a visual comparison of 
the detection outcomes of the YOLO-WP model and the 
YOLOv5s model on images of small-diameter stainless steel 
welded pipes. As shown in Fig. 9, the YOLOv5s algorithm 
model exhibited missed detections and low accuracy in detect-
ing small target defects. In contrast, the improved YOLO-WP 
algorithm model accurately located the weld seam surface de-
fects within the images, demonstrating superior overall detec-
tion accuracy compared to the YOLOv5s algorithm model. This 
effectively addresses the issues of low detection efficiency and 
missed detections of small target on small-diameter stainless 
steel pipes. 

C. Comparative Experiments with Multiple Datasets 

To validate the generalization capability and robustness of 
the YOLO-WP model and to ensure its effectiveness across a 
wide range of applications, this paper designs experiments to 
test YOLOv5s and YOLO-WP on the MT Defects Dataset and 
NEU-DET Dataset. The MT Defects Dataset, used for magnetic 
tile surface defect detection, consists of 1,344 images that en-
compass five types of defects: pores, cracks, wear, fractures, 
and uneven surfaces. The NEU-DET dataset, utilized for de-
tecting surface defects on hot-rolled steel strips, comprises 
1,800 images that encompass six defect types: rolled scale, 
cracks, patches, pitted surfaces, inclusions, and scratches. Both 
datasets are divided into training and validation sets at a ratio 
of 7:3. The experimental results are shown in Tables IV and V. 
Table IV shows that the YOLO-WP model's mAP@0.5 in-
creased by 0.5% compared to YOLOv5s. Additionally, the 
model's parameters and FLOPs are reduced by 38% and 43% 
respectively, while the detection speed is nearly unaffected. 
These results indicate that the YOLO-WP model achieves 
higher accuracy in detecting magnetic tile surface defects, 
demonstrates greater computational efficiency, and is easier to 

deploy. As shown in Table V, the YOLO-WP model's 
mAP@0.5 increased by 0.9% compared to YOLOv5s. Moreo-
ver, the model's parameters and FLOPs were reduced by 36% 
and 43%, respectively, while the detection speed remained al-
most unchanged. These findings further demonstrate that the 
YOLO-WP model outperforms YOLOv5s in detecting surface 
defects in the hot-rolled steel strip dataset. The experimental 
results from both the MT Defects Dataset and the NEU-DET 
Dataset confirm that YOLO-WP surpasses YOLOv5s in terms 
of accuracy, model complexity, and computational efficiency. 
Overall, these experiments suggest that YOLO-WP offers 
greater practical value and stronger robustness for industrial ap-
plications compared to YOLOv5s. 

TABLE IV. EXPERIMENTAL RESULTS OF MT DEFECTS DATASET 

Model mAP@0.5(%) 
Parame-

ters(106) 
FLOPs(G) FPS(F/S) 

YOLOv5s 89.1 7.3 15.4 87 

YOLO-

WP 
89.6 4.5 8.7 86 

TABLE V. EXPERIMENTAL RESULTS OF NEU-DET ON THE DATASET 

Model mAP@0.5(%) 
Parame-

ters(106) 
FLOPs(G) FPS(F/S) 

YOLOv5s 85.3 7.3 15.4 84 

YOLO-

WP 
86.1 4.6 8.7 82 

D. Comparison of Frontier Models 

To more effectively assess the performance of the enhanced 
model introduced in this paper, we carried out comparative ex-
periments using various object detection algorithms on a dataset 
for detecting surface defects in small-diameter stainless steel 
welded pipe seams. These algorithms include Faster R-CNN, 
SSD, YOLOv6, YOLOv7-tiny [35], YOLOv8s, YOLOv9, 
YOLOv10s [36] and YOLOv11s [37], along with our algorithm 
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(YOLO-WP). As shown in the Table VI, YOLO-WP achieved 
an mAP@0.5 of 96.6%, with 4.3 million parameters, 8.5 
GFLOPs, and a speed of 102.7 FPS. The experimental results 
indicate that, compared to other algorithms, the YOLO-WP 
model has the smallest number of parameters and FLOPs, as 
well as the fastest detection speed. Although YOLO-WP's 
mAP@0.5 is 0.2% lower than that of Faster R-CNN, it signifi-
cantly reduces the number of parameters and FLOPs. 

To better demonstrate the balanced advantages of the 
YOLO-WP model regarding detection accuracy, model com-
plexity, and detection speed, this paper presents scatter plots il-
lustrating the relationships among these factors. As shown in 
Fig. 10(a), the YOLO-WP model is positioned in the upper right 
corner of the two-dimensional coordinate system, reflecting its 
ability to balance speed and detection accuracy. In Fig. 10(b), 
the YOLO-WP model is positioned in the upper left corner of 
the two-dimensional coordinate system, indicating its capabil-
ity to balance computational efficiency and detection accuracy. 

TABLE VI. COMPARISON OF FRONTIER MODELS  

Model mAP@0.5(%) 
Parame-

ters(106) 
FLOPs(G) FPS(F/S) 

Faster R-CNN 96.8 135.4 400.8 24.5 

SDD 86.1 63.5 43.7 58.3 

YOLOv6 92.5 15.6 31.3 79.7 

YOLOv7-tiny 94.3 6.3 12.7 97.4 

YOLOv8s 95.2 10.3 27.5 83.6 

YOLOv9 95.4 70.5 317.2 31.5 

YOLOv10s 95.8 11.3 26.2 90.1 

YOLOv11s 96.2 13.4 27.3 91.2 

YOLO-

WP(Ours) 
96.6 4.3 8.5 102.7 

 

  
(a) Scatter plot of the relationship between mAP@0.5 and FPS.       (b) Scatter plot of the relationship between mAP@0.5 and FLOPs. 

Fig. 10. Relationship scatter plot. 

Based on the comparative experimental data and analysis 
presented above, the improved algorithm proposed in this paper 
achieves a balance between accuracy and lightweight design, 
efficiently utilizing computational resources to reach an opti-
mal balance between model accuracy and training weights. This 
further underscores the superiority of the YOLO-WP algorithm. 
By significantly reducing the number of parameters and 
FLOPs, the YOLO-WP algorithm lowers hardware require-
ments. Consequently, this improvement meets the demands for 
online detection of weld seam surface defects in small-diameter 
stainless steel pipes. 

VI. CONCLUSIONS 

To address the gap in detecting surface defects on small-
diameter stainless steel pipe weld seams, and to overcome the 
limitations of YOLOv5s on terminal devices, which arise from 
insufficient computational power and poor detection capabili-
ties for small object defects, this paper proposes the signifi-
cantly improved YOLO-WP algorithm. By introducing the in-
novative GhostFusion architecture, Slim-Neck lightweight de-
sign, SimAM lightweight attention mechanism, and Focal-EIou 

loss function optimization, the YOLO-WP model achieves a 
5.3% and 3% increase in AP(D1) and mAP@0.5, respectively, 
compared to the original model. Additionally, the number of 
model parameters and FLOPs are reduced by 40% and 45%, 
respectively, significantly enhancing the efficiency of small tar-
get detection and the model's applicability in resource-con-
strained environments. Experimental results show that the 
YOLO-WP model achieves high detection accuracy, low com-
plexity, minimal computational requirements, and rapid detec-
tion speeds. This model has demonstrated robustness across dif-
ferent datasets. Compared to other models, YOLO-WP exhibits 
strong competitiveness, improving production quality and re-
ducing costs, thereby making it suitable for industrial online in-
spection. 

However, this study still has certain limitations. Although 
we collected and trained common defect data during the online 
production process, which to some extent reduced the burden 
of subsequent offline detection, we have not yet achieved com-
prehensive coverage of surface defects in small-diameter stain-
less steel pipe weld seams. Moreover, YOLO-WP still faces 
challenges in dealing with more complex defect types, such as 
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occluded or extremely small targets. In future research, we plan 
to introduce more types of defects for study and verify the ca-
pability of our algorithm model in offline detection of surface 
defects in stainless steel pipe weld seams. We will also specifi-
cally improve a set of algorithm models suitable for offline de-
tection to achieve collaborative work between offline and 
online detection, thereby fully applying visual inspection to all 
quality control processes. 

This study provides a novel solution for the detection of sur-
face defects in small-diameter stainless steel pipe weld seams. 
By optimizing the network architecture, incorporating light-
weight design, and improving the loss function, the model's de-
tection performance in resource-constrained environments has 
been significantly enhanced. These improvements not only of-
fer an efficient and accurate detection tool for industrial online 
inspection but also provide valuable references for future re-
search in related fields. 
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Abstract—Computational Thinking (CT) skills are becoming 

increasingly crucial in education, particularly in early childhood 

education. Pre coding, which involves hands-on activities with real 

objects, has been shown to be quite effective in fostering 

kindergarten children's computational skills. Pre coding, on the 

other hand, is essential for boosting children’s CT skills, but 

teachers frequently lack the information necessary to teach these 

skills successfully. Their successful adoption is hampered by the 

early childhood education community's lack of interest in CT 

skills and the sparse application of pre coding techniques. In order 

to help kindergarten instructors incorporate pre coding into their 

teaching and learning, this study focuses on defining the elements 

and activities described in a pre-coding program model. The study 

reviewed and compiled a list of prior literature’s pre coding 

elements and activities. Subsequently, the Fuzzy Delphi Method 

(FDM) was utilised to refine and validate these elements and 

activities. Finally, the data collected from 11 selected experts 

relevant to this field of study were analysed using FDM to examine 

consensus. The results showed that the eight identified elements 

and 24 pre coding activities fulfilled the following required 

criteria: a threshold value (d) of lower than or equal to 0.2, an 

agreement percentage over 75%, and a fuzzy score value (A) 

higher than 0.5. These findings demonstrated the suitability of the 

identified pre coding elements and activities for integration into a 

pre coding program model for kindergarten children. In 

summary, this study provides valuable guidance for kindergarten 

teachers in implementing practical pre coding activities to enhance 

CT skills among children. 

Keywords—Expert consensus; pre coding; element; activity; 

kindergarten children 

I. INTRODUCTION 

Computational thinking (hereafter called CT) refers to a set 
of cognitive skills for solving problems [1 - 3]. It is also 
considered a thinking process [4, 5] that involves an array of 
cognitive skills, including critical thinking, problem-solving, 
logical reasoning, and creative thinking [6, 7]. In view of this, 
CT has emerged as a fundamental skill that everyone needs to 
understand and master [8]. CT skill should be integrated into 
compulsory school education [9]. Moreover, CT has become 
one of the most effective approaches for teaching students, 
including early childhood, in line with the development of 
global modernisation [10, 11]. 

The CT teaching approach has also received increasing 
attention in education and research [12], with vast 
implementation across many countries, including the United 

States, the United Kingdom, Estonia, Australia, and Singapore 
[6, 9]. Coding and pre coding are widely recognised as two 
standardise methods used for teaching CT [13, 14]. Coding 
emphasises the use of digital devices, such as computers, as the 
primary learning tool in computer science education [15 - 18]. 
Teaching CT through coding typically involves learning 
programming, which is deemed one of the most effective 
methods to nurture CT skills [19, 20]. Whereas, pre coding does 
not require the utilisation of digital devices, it offers an 
alternatif approach to fostering CT skills [21, 22]. 

Although coding and pre coding share the same goal, i.e., 
applying one's CT skills, their implementation differs. 
Specifically, coding involves digital devices and is more 
generally introduced at the primary, secondary, and higher 
education levels [22]. In contras, pre coding is commonly 
introduced in the early stages of childhood as its 
implementation focuses on the active involvement of children 
through hands-on activities with concrete objects [21, 23], such 
as pencils and papers, puzzles, and wooden blocks [22, 24]. 
This learning method deeply resonates with children as it 
allows them to explore the real world and develop their CT 
skills [16]. In fact, pre coding is often associated with a simpler 
and fun implementation that corresponds with children's 
learning process and development stages [25, 26]. Futhermore, 
pre coding is particularly beneficial for students from B40 
families with limited access to digital learning [27], making it a 
relevant, appropriate, and meaningful approach to children's 
education. 

Nevertheless, the significance of pre coding in empowering 
CT skills among students has not been adequately conveyed to 
teachers [28, 29], including kindergarten teachers [30]. Even 
more critically, teachers are not equipped with sufficient 
knowledge to teach CT and pre coding skills [29, 31]. This 
matter has prevented teachers from successfully introducing CT 
skills through pre coding activities [32 - 35]. It was revealed 
that teachers in early childhood education were uninterested in 
CT skills, partly due to the lack of efforts to highlight their 
significance for children through pre coding [31, 36]. Besides, 
teachers are not always permitted to practice pre coding 
approaches and CT skills in their teaching sessions [30]. 

Considering the issues and problems encountered by 
teachers, this study aims to identify the key elements of  pre 
coding and appropriate activities to developing structured 
model of a pre coding activity program. These pre coding 
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model program elements serve as a guideline for kindergarten 
teachers to practise pre coding to encourage CT skills in 
children from an early age. This study also systematically 
discussed the setting and verifying elements of pre coding 
activities for the program model based on expert consensus 
through the Fuzzy Delphi Method (FDM) for its 
implementation. 

This paper is divided into several sections: Section II 
presents a concise literature review regarding elements and 
activities of pre coding. Section III specifies the methodology 
of this study. Section IV describes the data analysis process. 
Section V details the findings and discussion. Finally, Section 
VI concludes the study and recommends future works. 

II. LITERATURE REVIEW 

Pre coding is a type of unplugged activity, better known as 
unplugged coding [21, 37, 38]. This activity supports the 
development of CT skills without using electronic devices, such 
as computers, mobile phones, and tablets [16, 21, 23, 38-40]. 
As such, this approach emphasises hands-on activities and 
utilises easily accessible concrete materials, such as papers and 
pencils, cards, and puzzles [23, 24, 37, 39, 41]. This hands-on 
approach aligns with the constructivism theory that focuses on 
children's learning via active exploration and real-world 
interaction [42]. Hence, meaningful real-world experience can 
improve children's learning process. 

Pre coding is viewed as a learning process for kindergarten 
and preschoolers that adopts physical movement activities and 
enjoyable games to develop elementary knowledge, nurture 
CT, and introduce core computer science concepts [16, 43-45]. 
Pre coding activities are typically conducted through indoor 
games using a wide range of materials, including pens and 
papers, cards, and game figurines [24, 46, 47]. Past studies 
concluded that pre coding incorporates physical activity with 
accessible materials to provide a fun and meaningful experience 
that develops CT skills in kindergarten children. 

Pre coding is considered a suitable and meaningful learning 
approach for kindergarten children because it incorporates 
physical activities without utilising digital devices, such as 
computers, which may be perceived as complex tools for young 
learners [37, 44, 48]. It is also viewed as more relevant for 
children [49] as it emphasises learning in context rather than 
focusing solely on specific content related to pre coding 
subjects [9, 42]. As outlined in constructivism theory,  pre 
coding concentrates on continuous learning through 
environmental experiences that support children's thinking 
process and active involvement [42]. Therefore, pre coding 
learning is typically incorporated with other subjects, such as 
language, mathematics, science, and visual arts [50]. 

In addition, the pre coding approach helps children develop 
their computational skills, which further promotes their 
problem-solving, logic, and creative thinking abilities [51]. 
This method also provides children with a deep-thinking 
experience when engaging in a task [23], enabling them to solve 
complex problems effectively and creatively [24, 52]. 
Children's mastery of CT skills also promotes their high-level 
thinking abilities, allowing them to think creatively, express 
their views in many ways, and analyse problems from different 

viewpoints [53]. Thus, pre coding is essentially crucial in early 
childhood education. 

In navigating today's digital world, this study assessed 
Malaysia's Industrial Revolution 4.0 (IR4.0) Policy, which 
underscores the need for the country to remain competitive 
within the digital ecosystem [54]. Among the essential skills 
required to address the challenges of IR4.0 are logical thinking, 
cognitive development, and creative thinking [17, 41, 55, 56]. 
As the Sustainable Development Goal (SDG) outlines, these 
skills are vital for achieving high-quality education. In order to 
meet the SDG targets and the IR4.0 goals, this study highlights 
the implementation of a pre coding program that nurtures CT 
skills in kindergarten children, ensuring these critical skills are 
developed from an early age. 

There is also a growing demand to identify pre coding 
elements and activities that are suitable for implementation in 
early childhood education through a comprehensive literature 
review. Several researchers have conducted pre coding 
programs for children. Fig. 1 illustrates the definition of the 
respective pre coding elements, while Table I lists the  pre 
coding activities based on previous studies. 

 

Fig. 1. Definition of pre-coding elements. 
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TABLE I. PRE CODING ACTIVITIES 

No. Pre coding activities Previous studies 

1. Daily routine [22] 

2. Storytelling [16] 

3. Play [16] 

4. Telling stories using books [41] 

5. Coding sheet [41] 

6. Treasure hunt [41] 

7. Location search by map [22] 

8. Following recipe [22] 

9. Modelling how to perform a task [22] 

10. Puzzle [22] 

11. Activities using concrete materials [16] 

12. Card use [52, 57] 

13. LEGO pattern [58] 

14. Sequencing stories [58] 

15. Vocabulary building songs [58] 

16. Direction game through cards [58] 

17. Tic-tac-toe [58] 

18. Hop scotch coding [17] 

19. Neighbourhood walk activity map [17] 

20. Robot Robi's Friend (activity map) [17] 

21. Story card [37] 

22. Coding through stories [59] 

23. Storigami [59] 

24. Robotic kits [16] 

25. Tetris activity [46] 

26. "Repetition Drawing" activity [46] 

Algorithmic elements are often prioritised in pre coding 
skills for children [4, 16, 23, 24, 37, 39, 40]. These pre coding 
elements, which are considered vital for children, teach them to 
follow a set of step-by-step instructions built to solve a task or 
problem [16, 24, 37]. These elements also encourage logical 
thinking involving data analysis processes and systematic 
problem-solving, rendering them suitable for teaching children 
[16, 38, 39]. 

Repetition control structure is another essential skill 
element in pre coding learning [23, 37]. This structural element 
refers to a set of continuous repeating instructions as long as 
specific conditions are fulfilled [23, 40]. The repetition control 
structure in a pre coding program aims to assist children in 
performing each task or activity based on the assigned 
conditions and counter value [23, 38, 46]. Hence, the string of 
this element becomes a key skill for children to master [38]. 

Furthermore, the sequence control structural element [37, 
40, 58, 60] is a critical skill that needs to be mastered to 
understand the CT skill concept [40]. The sequence control 
structural element is typically introduced and implemented 
through daily routine activities [24]. Lee et al. [24] noted that 

nurturing this element helps children recognise sequence 
patterns in their daily routines. In other words, daily routine 
activities can foster children’s understanding of the sequence 
control structures. The study also revealed that children who 
successfully master this skill could indirectly anticipate future 
events and identify patterns or past patterns according to their 
understanding of daily routine activities. Hence, this skill is 
vital for children's development, as it boosts their cognitive 
abilities. 

Three field experts assessed the initial pre coding element 
list to obtain confirmation and initial evaluation. The experts 
accepted only seven pre coding elements that were deemed 
appropriate for the early childhood pre coding program model, 
as presented in Table II. 

TABLE II. PRE CODING ELEMENTS AFTER EXPERT INTERVIEWS 

No. Pre coding elements 

1. Algorithm 

2. Debugging 

3. Directional 

4. Sequence 

5. Looping 

6. Command 

7. Decomposition 

The directional element is also a key pre coding skill [16, 
17, 21, 24, 41]. Children need to master this element when 
learning to code, as it is frequently utilised in the coding process 
[41. The directional element describes the interaction between 
one object and another, such as the spatial relationship, 'in 
front,' 'beside,' and 'at the edge' [17]. In addition, specific words, 
such as 'forward,' 'backward,' 'to the right,' and 'to the left,' are 
often employed to describe the concept of direction [41]. Using 
arrows and hand signals during pre coding learning is 
instrumental in helping children recognise the intended 
direction correctly and accurately [21]. In short, applying this 
element indirectly provides an easier, faster, and more 
meaningful understanding of the concept of direction. 

Besides, error detection, or debugging, is a significant 
element of pre coding skills [21, 48, 61]. Debugging refers to 
the identification of unnecessary steps or errors to complete a 
task more effectively [21]. Additionally, debugging encourages 
children to explore, observe, reflect, and communicate when 
seeking solutions for their tasks [62] since activities or tasks 
involving this element are relatively open-ended in nature [48]. 

Lastly, the resolution element is a vital component of  pre 
coding skills [24, 63, 64]. This element breaks down complex 
problems or systems into smaller parts to facilitate 
understanding of the solution process [24, 64] Besides, 
simplifying the problems nurtures the thinking process to 
recognise specific patterns and dismiss irrelevant elements 
when solving problems [24] Mastering the resolution element 
allows children to present various solutions when evaluating 
their strengths and limitations before selecting the optimal 
strategy for solving the problem [65]. hence, the resolution 
element must be emphasised as these problem-solving skills 
help children to think faster when solving a problem. 
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III. METHODOLOGY 
The Human Research Ethics Committee of Universiti 

Pendidikan Sultan Idris granted the approval for this study from 
January 31, 2023, to January 31, 2024. This study employed the 
Fuzzy Delphi Method (FDM) to obtain expert consensus on the 
elements and activities suitable to be incorporated in a pre 
coding model for preschoolers. The FDM adapts the classic 
Delphi method, which integrates fuzzy number sets while 
maintaining the Delphi method itself [66]. This method was 
selected because it shortens the cycle process and avoids data 
loss, thus enhancing economic efficacy in terms of time and 
cost [26]. Besides, FDM is an effective technique due to its 

theory set fuzzy that resolves uncertainties against experts' 
consensus. 

FDM is also a structured and systematic analytical 
procedure [67]. It has been broadly employed to validate the 
components for training contents due to its ability to obtain 
fuzzy score values in the form of ranks, which can serve as a 
determinant and priorities for an element based on expert 
consensus [27–29]. The design of this study consists of three 
stages: literary review, expert assessment, and FDM analysis. 
The study method is elucidated in Fig. 2. 

 
Fig. 2. Study method. 

A. Literary Review Stage 

The first stage aimed to identify the appropriate elements 
and activities for developing the pre coding program model for 
kindergarten children. A comprehensive literary review was 
carried out via several research databases, including Scopus, 
Elsevier, Springer Link, Research Gate, and Google Scholar. 
The data from this literary review comprised a preliminary list 
of pre coding elements and activities. The data were then 
evaluated by three experts specialising in computer science and 
CT skills through Google Meet interviews to assess the 
suitability and acceptablilty elements and pre coding activities 
for kindergarten. 

B. Expert Assessment Stage 

The FDM method was applied by constructing a 
questionnaire and analysing the data based on expert consensus. 
The questionnaire was developed based on the elements and 
activities identified from the literary review stage. The 
questionnaire consists of a 7-point linguistic scale a balanced 
range of response options, capturing a broader spectrum of 
attitudes, opinions, and behavior [68], as shown in Table III. In 
this process, three experts (Table IV) reviewed the 
questionnaire to ensure content validity, clarity of wording, and 
structural integrity. 

TABLE III. THE 7-POINT LIKERT SCALE AND FUZZY SCALE 

Linguistic variable Likert scale Fuzzy scale 

Strongly disagree 1 (0.0,0.0,0.1) 

Highly disagree 2 (0.0,0.1,0.3) 

Disagree 3 (0.1,0.3,0.5) 

Moderately agree 4 (0.3,0.5,0.7) 

Agree 5 (0.5,0.7,0.9) 

Highly agree 6 (0.7,0.9,1.0) 

Strongly agree 7 (0.9,1.0,1.0) 

TABLE IV. BACKGROUND OF THE THREE EXPERTS INVOLVED DURING 

THE DATA VALIDATION PROCESS 

Expert 

no. 
Expertise 

Experience 

(years) 
Organisation 

1 Early childhood education 6 Public university 

2 Early childhood education 6 Public university 

3 
Language and 

communication 
6 Public university 
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TABLE V. BACKGROUND OF THE 11 EXPERTS INVOLVED IN THE FDM 

ANALYSIS 

Expert 

no. 
Field expertise 

Experience 

(years) 
Organisation 

1 
Early childhood 

education 
6 Public University 

2 Critical thinking skills 13 Public University 

3 
Early childhood 

education 
20 Public University 

4 
Early childhood 

education 
18 

Other governmental 

agencies 

5 
Early childhood 

education 
18 

Other governmental 

agencies 

6 
Computer science 

(Coding) 
21 

Other government 

bodies 

7 
Computer science 

(Coding) 
20 

Other government 

bodies 

8 
Computer science 

(Coding) 
20 

Other government 

bodies 

9 
Computer science 

(Coding) 
23 

Other government 

bodies 

10 
Computer science 

(Coding) 
15 

Other government 

bodies 

11 

Information and 

Communication 
Technology (ICT) 

7 
Other government 

bodies 

The questionnaire was distributed to 11 selected experts in 
fields related to the study [13], and the results were analysed 
using FDM. According to [13, 69-72], the appropriate number 
of experts for FDM is between 10 and 50. The experts were 
selected based on their expertise in the study context [73] and 
their work experience of over five years [74]. This study 
involved nine experts from government universities and two 
from other government bodies in Malaysia. This wide range of 
specialists guarantees a thorough comprehension of the topic by 
utilising both scholarly and real-world perspectives. Their 
diverse backgrounds give the study's conclusions a well-
rounded viewpoint. Table V lists the demographic information 
of the selected experts. 

The developed questionnaire facilitated the determination 
of pre coding elements and activities using the FDM. This FDM 
method was carried out in a face-to-face workshop attended by 
all 11 selected experts and consisted of two rounds. The first 
round aims at achieving expert consensus on the pre coding 
elements and their priority positions. The second round focuses 
on expert consensus in the context of the activities related to the 
classified elements and their respective priorities. The data 
were collected after each round and analysed using FDM. 

1) Round 1: Expert Consensus on Pre coding Elements and 

Priority Ranking of the Identified Elements: All 11 experts 

participated in the first round to identify, evaluate, and confirm 

the pre coding elements. They discussed the pre coding element 

determination questionnaire to develop a suitable pre coding 

program model for kindergarten children. Based on the expert 

agreement, the elements were improved during the discussion 

by adding several new elements and removing those deemed 

irrelevant. All elements (added, rejected, or retained) aligned 

with the agreement and consensus reached by all experts during 

the FDM workshop. 

The discussion proceeded with a voting process by the 11 
experts to determine the priority position of the pre coding 
elements. Individual voting was performed by marking the 
agreement level for all items related to the pre coding program 
model, as agreed during the discussion. The voting results were 
analysed using FDM to determine the priority ranking of the 
elements. 

2) Round 2: Expert Consensus on the Determination and 

Priority of Pre coding Activities based on the Classified 

Elements. 

The second round involved expert consensus regarding the 
determination and priority of activities according to the 
classified elements. All 11 experts discussed to identify the pre 
coding activities based on the elements classified in the 
questionnaire. They shared their views and opinions to assess 
the appropriate level of the pre coding activities classified by 
elements for inclusion in the pre coding program model. The 
pre coding activities were also modified according to the 
classified elements, resulting in the addition of new pre coding 
activities and the removal of irrelevant ones. All pre coding 
activities (added, rejected, or retained) aligned with the 
agreement and consensus of the experts in the FDM workshop. 

Subsequently, individual voting was performed to reach a 
consensus on the priority of pre coding activities based on the 
elements classified for inclusion in the pre coding program 
model. All 11 experts voted using a 7-point Likert scale to 
indicate their agreement level for each item. The findings were 
analysed using FDM to identify the priority of pre coding 
activities for each element. 

IV. DATA ANALYSIS 

A. Conversion of the Likert Scale to the Fuzzy Scale 

Table VI shows that each Likert scale item has a 
corresponding fuzzy scale. In the FDM analysis process, the 
Likert scale value was converted to fuzzy numbers using 
Microsoft Excel's VLOOKUP function. Fuzzy set theory [75] 
was applied to convert expert agreement levels into suitable 
fuzzy number sets. Accordingly, the Likert scale findings from 
the experts were translated into fuzzy values consisting of three 
main values: the minimum value (m1), the most reasonable 
value (m2), and the maximum value (m3). 

B. Data Analysis using the Fuzzy Delphi Method (FDM) 

FDM data analysis comprised two key components: fuzzy 
triangular numbering (triangular fuzzy numbers) and fuzzy 
evaluation (defuzzification). Both parameters are vital when 
deciding to accept or reject an element based on expert 
consensus [39]. In particular, triangular fuzzy numbers 
influence the threshold value (d) and the percentage of expert 
agreement. Meanwhile, defuzzification impacts the fuzzy score 
value (A), which indicates the priority position of pre coding 
elements and their priority for each element [67]. 

The Likert scale data from the 11 experts were filled into a 
Microsoft Excel template for the FDM analysis. The data 
analysis involves assigning fuzzy triangular numbers (m1 to 
m3), followed by the analysis of four key aspects: (i) the 
average value of the fuzzy scale (m1, m2, and m3), (ii) the 
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threshold value (d), (iii) the percentage of expert consensus for 
each element and pre coding activity, and (iv) fuzzy score value 
(A) to determine the acceptance and priority of elements and 
activities available through defuzzification. 

1) Fuzzy scale average value (m1, m2, and m3): Fig. 3 

presents a triangular graph of the mean against the triangular 

values (m1, m2, and m3). The m1, m2, and m3 values range 

from 0 to 1, which corresponds to the fuzzy numbers (0,1). 

2) Threshold Value (d): The threshold value (d) determines 

the expert consensus for each item in the questionnaire [76]. 

Based on the fuzzy number range (0,1), the threshold value (d) 

is calculated using two sets of fuzzy numbers, m (m1, m2, and 

m3) and n (n1, n2, and n3), as shown in Formula 1: 

𝑑 (𝑚, 𝑛) = √1/3 [(𝑚1 - 𝑛1)2 + (𝑚2 - 𝑛2)2 + (𝑚3 - 𝑛3)2] (1) 

 
Fig. 3. Triangular graph representing the mean against the triangular values. 

The data is considered to successfully reach expert 
agreement when the threshold value (d) is equal to or less than 
0.2 [77]. Table VI describes the interpretation of the data based 
on the threshold value (d). 

TABLE VI. DATA INTERPRETATION BASED ON THE THRESHOLD VALUE 

(D) 

Threshold 

value (d) 
Description Interpretation 

d < 0.2 
The threshold value is equal 

to or less than 0.2 
Accepted 

d > 0.2 
The threshold value is 

greater than 0.2 

Rejected, or a second round 
may be conducted involving 

only experts who disagree 

3) Percentage of expert consensus: This study also 

considered the percentage of expert agreement to determine the 

acceptance of each element and activity. An element or activity 

is accepted if the percentage of agreement is 75% or higher 

[14]. Otherwise, the element or activity is either eliminated or 

a second round should be conducted involving only the experts 

who disagreed. 

4) Fuzzy score value (A): The fuzzy score value (A) is 

obtained via defuzzification to determine the acceptance level 

of each item based on expert consensus. An item is accepted if 

its fuzzy score (A) achieves an a-cut value equal to or greater 

than 0.5 [78]. Formula 2 is used to calculate the fuzzy score 

value (A): 

Fuzzy score (A) = (1/3) × (m1 + m2 + m3)     (2) 

In addition, the fuzzy score value (A) plays a role in 
determining the priority position of the pre coding elements and 
pre coding activities in the questionnaire. The setting of the 
priority position for these pre coding elements and activities is 
based on the results of expert discussion and agreement. 

V. FINDINGS AND DISCUSSION 

A face-to-face discussion in the FDM workshop involving 
11 experts was conducted to evaluate and determine pre coding 
elements and activities for developing a suitable pre coding 
program model for kindergarten children. The experts 
successfully reached a consensus on eight elements and 24 pre 
coding activities; seven elements were retained, one was 
rejected, and two new elements were added. Next, the expert 
voting performed through the FDM analysis converted the 
Likert scale results into a fuzzy scale. The outcome showed that 
all eight elements and 24 pre coding activities met the 
conditions and reached expert consensus, where the threshold 
value (d) is between 0.092 and 0.204, which is < 0.2. Table VII 
lists the FDM analysis element designation and pre coding 
activities. 

TABLE VII. RESULTS OF THE FDM ANALYSIS ELEMENT DESIGNATION 

AND PRE CODING ACTIVITIES 

Pre coding element 
Number of items related to 

suitable pre coding activities 

Algorithm element 5 

Loop control structure element 3 

Sequence control structure element 3 

Direction indicator element 4 

Error detection element 3 

Decomposition element 2 

Choice control structure element 2 

Pattern recognition element 2 

For the second condition, the study recorded over 75% of 
expert agreement for each element and pre coding activity, 
which ranged from 81.8% to 100%. Meanwhile, the third 
condition measures the fuzzy score value (A) to determine the 
acceptance level of each item, which needs to exceed 0.5. Based 
on the results, the fuzzy score value (A) for the pre coding 
elements and activities ranged from 0.788 to 0.924, proving that 
all pre coding elements and activities are acceptable and 
suitable for inclusion in the pre coding program model for 
kindergarten children. 

The key point of this FDM analysis is its appropriateness 
and ability to confirm the identified pre coding elements and 
activities [79]. In addition, the FDM analysis assists in boosting 
the accuracy of pre coding elements and activities for the  pre 
coding program model since the experts accepted all items that 
met the key FDM requirements based on the threshold value 
(d), percentage of expert agreement, and fuzzy score value (A). 
The results were further strengthened by the open discussions 
among the experts, which enabled them to present their views 
on the items found in the questionnaire [67]. These expert views 
were also considered to ensure that the results aligned with the 
study's context. 
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The success of this study stems from the proper selection of 
experts who shared their expertise in fields relevant to this 
study, including computer science with a speciality in coding 
skills, early childhood education, and thinking skills. The 
diverse pool of expertise facilitated the smooth FDM process 
and significantly assisted in determining the appropriate  pre 
coding elements and activities for developing the pre coding 
model for kindergarten children. 

The selection of FDM also influenced the quality of the 
study, as this method utilised the fuzzy theory to address the 
problem of ambiguity in data acquisition. The FDM also 
reduced boredom among experts and prevented data leakage 
during the data collection process [67] since its implementation 
is more organised, systematic, and shorter than traditional 
Delphi methods. 

It should be noted that this study has a limited sample size 
of 11 experts. However, all selected experts have proven 
experience in their respective fields relevant to the study, 
including early childhood education, computing and meta-
technology, and thinking skills. Despite the small sample size, 
the number of experts was sufficient, as the odd number of 
experts facilitated the process of reaching a consensus. 

In short, this study reinforced the exceptional effectiveness 
of FDM [70, 80] for determining elements and activities for 
developing a pre coding program model suitable for 
kindergarten children. The strength of FDM, marked by its 
systematic procedure and enhanced accuracy of data analysis, 
particularly in reducing ambiguity, proved highly valuable for 
this study. 

VI. CONCLUSION AND FUTURE RESEARCH 

This study effectively identified key elements and activities 
for developing a pre coding program model suitable for 
kindergarten children. Based on the applied FDM approach 
with expert consensus, eight pre coding elements and 24  pre 
coding activities were deemed suitable for inclusion in the pre 
coding model for kindergarten children. This findings lies in 
several major contibution aspects. 

The main contribution of this study is the development and 
validation of a pre coding program model specifically designed 
for preschool children in a systematic manner by establishing 8 
pre coding elements and 24 suitable pre coding activities based 
on expert consensus. This study simultaneously fills an 
important gap in early childhood education related to CT. By 
emphasising pre coding (device-free activities), this study 
provides an accessible and non-digital-dependent approach to 
CT, making it highly relevant for underprivileged populations 
with limited access to digital. In the Malaysian context, the 
children from B40 families may be affected because they have 
limited access to digital devices, such as smartphones or 
laptops. So that, by integrating pre coding program model, it 
also helps overcome the challenges these children face in 
developing their CT skills. 

Next, this study also contributes to encountering Malaysian 
kindergartens challenges during the implementation of  pre 
coding in their teaching and learning. In other words, the pre 
coding program model becomes practical tools to empower 

teachers in promoting the application of CT skills through pre 
coding activities. Directly, this can solve the problem of 
teachers in Malaysia who do not have knowledge about  pre 
coding and some may not have even heard of the concept of pre 
coding [81]. However, it is not surprising if some teachers may 
still face issues in integrating pre coding into their instruction, 
even after being provided with a comprehensive model for 
guidance. Applying teachers' knowledge and enthusiasm for 
pre coding should be the primary priority in order to address 
this. After that, give teachers who are proficient in pre coding 
ongoing training. 

This study also supports the national agenda of the country. 
The position pre coding as a new approach in early childhood 
education, align with the policies and objectives of IR4.0 and 
contribute to the achievement of Malaysia's SDG targets. 
Therefore, the application of inclusive quality education 
through pre coding activities is well-suited to the principles of 
Educational Sustainable Development (ESD), which seeks to 
meet current needs without compromising the ability of future 
generations to do the same. Apart from that, implementing the 
pre coding program for kindergarten children aligns with the 
Malaysian government's objective of fostering cognitive skills, 
such as logical thinking, problem-solving, and creative thinking 
in young learners, which are critical for navigating future 
technological landscapes and preparing the community for the 
demands of IR4.0. 

Additionally the use of ranking-based elements is an 
important topic that requiring adressing. While this model 
contains elements that were outlined based on expert 
consensus, ranking may not be necessary when implementing 
activities related to these elements, as readiness and 
appropriateness are crucial in children's learning. Nevertheless, 
researchers recommend that algorithm elements be first 
introduced to children because they represent the most essential 
elements in coding. Algorithms offer a step-by-step 
implementation procedure, making it easier for children to 
understand and engage with coding concepts [16, 21, 24]. 

Finally, future researchers may verify the model 
experimentally. Test the efficacy of the suggested pre coding 
program model in enhancing kindergarten children CT abilities 
through experimental research in actual classroom 
environments. Then compare the results with those of other pre 
coding and coding techniques currently in use to evaluate the 
relative efficacy of the model. In the other hand, other research 
may create and execute pre coding pedagogy whereas focused 
on teacher training programs, making sure that instructors have 
the know-how to carry out the curriculum successfully. The 
most important part here is the researcher need to look into how 
these training sessions affected the teachers' self-assurance, 
comprehension, and pre coding classroom habits. Lastly 
integration pre coding with other learning domains such as 
mathematics, sciences, and language. 

In conclusion, this research significantly contributes to 
transforming early childhood education by integrating 
computational thinking skills using pre coding activities and 
promotes an inclusive, useful, and creative approach to 
contemporary learning issues. 
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Abstract—In smart cities, the e-healthcare systems aided by 

Internet of Things (IoT) technologies play a significant role in 

proficient health monitoring services. The sensitivity and number 

of users in health networks highlights the necessity of treating 

security attacks. In the era of rapid internet connectivity and cloud 

computing services, patient medical information is most sensitive, 

and its electronic representation poses privacy and security 

concerns. Moreover, it is challenging for the traditional classifier 

to process a massive amount of health data and classify patients' 

health statuses. To address this matter, this paper presents a novel 

healthcare model, IoT-CDLDPM, to estimate patients’ disease 

levels using original data and fuzzy entropy extracted from 

patients' remote locations. IoT-CDLDPM incorporates a deep 

learning classifier to analyze extensive patient-related data and 

provides efficient and accurate health status predictions. 

Furthermore, the proposed model presents the secured storage 

structure of the individual's health data in cloud servers. To give 

the authenticity of the health data, two new cryptographic 

algorithms are presented that encrypt and decrypt the data 

securely transmitted through the network. A comparison with 

existing methods reveals that the proposed system significantly 

reduces computation time, with a recorded time of 0.5 seconds, 

outperforming DSVS, PP-ESAP, and DRDA by up to 80%. 

Furthermore, the proposed cryptographic model enhances 

security levels, achieving a range between 99.4% and 99.8% across 

multiple experimental setups, surpassing other widely used 

encryption algorithms such as AES, RSA, and ECC-DH. 

Keywords—IoT-driven healthcare; deep learning; fuzzy entropy; 

secure data storage; cryptography 

I. INTRODUCTION 

The convergence of cutting-edge technologies has recently 
led to revolutionary changes in the healthcare sector. Among 
these, the Internet of Things (IoT) stands out as a pivotal 
paradigm, transforming health monitoring and management [1, 
2]. IoT denotes a network of connected items and sensors 
communicating seamlessly over the Internet, facilitating real-
time data gathering and dissemination [3]. In healthcare, IoT 
enables the creation of smart environments where medical 
devices, wearables, and sensors collaborate to gather patient-
specific information [4, 5]. This interconnectedness empowers 
healthcare professionals with timely and comprehensive data, 
fostering more accurate diagnostics, personalized treatments, 
and efficient disease management [6]. 

Cloud computing has become a cornerstone in reshaping 
healthcare systems infrastructure. The cloud offers a flexible 

and centralized system for keeping and managing vast 
healthcare data [7]. It provides the flexibility to access 
information from anywhere, at any time, facilitating seamless 
collaboration among healthcare providers and enabling the 
delivery of telemedicine services [8]. Moreover, the cloud's 
robust storage capabilities alleviate the burden of data 
management, ensuring the security and accessibility of patient 
records [9]. Complementing these advancements, deep 
learning, a branch of artificial intelligence, has proven 
instrumental in deciphering intricate patterns within 
voluminous datasets [10]. Deep learning algorithms recognize 
complex relationships in healthcare data, making them 
particularly adept at disease prediction and classification tasks 
[11, 12]. Leveraging deep learning within the healthcare 
domain enhances the accuracy of diagnostics and prognostics, 
leading to the advent of precision medicine [13]. This paper 
explores the synergistic integration of IoT, cloud computing, 
and deep learning in designing a novel healthcare monitoring 
system, addressing the challenges posed by disease prediction 
and data security in the era of digital health [14]. 

This paper makes several noteworthy contributions to 
healthcare monitoring and data security. First, it introduces a 
novel, robust, and secure storage algorithm designed to 
maintain the consistency and safety of data stored in cloud 
databases. Second, the study proposes an innovative deep 
learning framework to predict health statistics collected via IoT 
sensors. Third, an encryption scheme is presented to securely 
protect the stored data, complemented by a corresponding 
decryption algorithm for accurate data retrieval. Additionally, 
the paper introduces intelligent fuzzy rules, contributing to 
effective decision-making based on medical IoT data. 

Moreover, this research presents a new formula for ranking 
patient data, enhancing the prioritization of critical health 
information. The study also implements spatial and temporal 
constraints on a Convolutional Neural Network (CNN) 
classifier, refining its ability to accurately predict patients' 
health conditions. Finally, the paper systematically conducts 
various experiments to evaluate the effectiveness of the 
developed health-tracking approach. Collectively, these 
contributions advance the current understanding and 
capabilities in healthcare data security, predictive analytics, and 
decision-making within the context of IoT-enabled health 
monitoring systems. 

This article is divided into several sections. Section 2 delves 
into the backgrounds, offering an in-depth exploration of the 
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contextual foundations relevant to the study. Section 3 
elucidates the proposed framework, outlining the intricacies of 
the developed healthcare monitoring system. Section 4 
summarizes the experimental observations, providing a detailed 
assessment of the system's efficiency in various scenarios. In 
section 5, the paper concludes by highlighting results, 
implications, and future research topics. 

II. BACKGROUND 

Integrating IoT, cloud computing, and deep learning in 
healthcare requires a thorough understanding of the challenges 
and opportunities within the rapidly evolving digital health 
landscape. Table I compares publications highlighting different 
methods and techniques of enhancing healthcare systems 
through these technologies. This section offers insight into the 
existing state of healthcare systems, emphasizing the growing 
reliance on interconnected devices, the significance of secure 
data storage, and the pivotal role of advanced data analytics in 
disease prediction and monitoring. 

TABLE I. AN OVERVIEW OF RELATED WORKS 

Study Objective Key techniques 
Performance 

metrics 

[15] 

Identify and trace 

cyber-attack 

events in IoT 
networks 

Network data flow 
extraction, PSO for 

deep learning 

parameter 
optimization, PSO-

based DNN 

Superior 

performance in 
detecting and 

tracing cyber-

attacks 

[16] 
Early detection of 

thyroid infections 

Fog computing, AI, 

ensemble-based 

classifier, encryption 
and decryption 

Accuracy, 

precision, 
specificity, 

sensitivity, F1 

score 

[17] 

Remote patient 
monitoring to 

reduce hospital 

visits 

IoT, AI, NN 

configuration 

optimization, IoT 
protocols for data 

transmission 

Not specified 

[18] 
Enhance privacy-
preserving 

healthcare systems 

Fog-enabled model, 

CNN with Bi-
LSTM, Medical 

Entity Recognition, 

delta sanitizer 

Recall, precision, 
F1-score, utility 

preservation 

[19] 

Detection of 

cardiovascular 

diseases  

IoT, deep learning, 

BiLSTM for feature 

extraction, AFO for 
hyperparameter 

optimization, FDNN 

classifier 

Accuracy 
(maximum 93.4%) 

In the era of ubiquitous IoT technologies, everyday devices 
seamlessly connect to the Internet, delivering intelligent 
functions and on-demand capabilities to users. Despite their 
lightweight structure and low power consumption, these 
devices often expose themselves to cyber risks, adversely 
impacting their functionality within network systems. A 
significant challenge in securing IoT networks revolves around 
identifying and tracking sources of cyber-attack events, 
particularly in the context of obfuscated and encrypted network 
traffic. 

Addressing this challenge, Koroniotis, et al. [15] have 
developed a novel forensic network methodology known as the 
Particle Deep Framework (PDF). This framework delineates 

the phases of digital investigation aimed at detecting and 
monitoring malicious activities within IoT systems. The PDF 
introduces three distinctive features: the extraction of data flow 
patterns and verification of data integrity, tailored explicitly for 
encrypted networks; the utilization of a Particle Swarm 
Optimization (PSO) algorithm for the adaptive tuning of deep 
learning variables; and the design of a Deep Neural Network 
(DNN) utilizing PSO, designed to identify and monitor 
anomalies within IoT networks associated with home 
automation. To assess the efficacy of the presented PDF, 
evaluations are conducted using UNSW_NB15 and Bot-IoT 
sources, and comparative analyses are performed using 
different deep learning algorithms. The test outcomes 
underscore the superior ability of the PDF in detecting and 
tracing cyber-attack events compared to alternative strategies. 

Various physiological activities are regulated by the thyroid 
gland, a crucial organ of the endocrine system. These processes 
include building proteins, energy metabolism, and hormone 
response. Accurate characterization and reconstruction of the 
thyroid are essential for detecting thyroid conditions, as 
alterations in the gland's shape and size indicate potential health 
issues. Understanding the origins and progression of thyroid 
diseases is paramount, necessitating focused research in this 
domain. The intersection of IoT, artificial intelligence, and 
cloud computing offers immediate computation capabilities 
with diverse applications in the healthcare sector. Machine 
learning algorithms are increasingly used in critical decisions. 
Individuals with thyroid conditions require a reliable and time-
sensitive Quality of Service (QoS) framework. 

Singh, et al. [16] have innovatively integrated artificial 
intelligence and fog computing into intelligent healthcare, 
establishing a reliable mechanism for quickly diagnosing 
thyroid infections. A novel ensemble-based classifier is 
introduced for identifying thyroid patients, utilizing UCI 
datasets, and simulations are conducted using Python 
programming. In addition to detection accuracy, the proposed 
framework emphasizes security through authentication and 
encryption. The effectiveness of the proposed framework is 
comprehensively assessed for power, RAM, and bandwidth 
usage. Simultaneously, the potential classifier's effectiveness is 
evaluated based on F1 score, sensitivity, specificity, precision, 
and accuracy. The results demonstrate that the developed 
methodology and classifier significantly outperform traditional 
methods in addressing thyroid disease detection complexities. 

Singh, et al. [17] have developed e-health tools and 
telemonitoring systems to reduce hospitalizations, particularly 
in epidemic situations. This initiative leverages artificial 
intelligence and IoT to tackle these challenges effectively. This 
research aims to determine the most suitable and efficient 
configuration of hidden layers and encoding functions for a 
Neural Network (NN). Subsequently, the information 
transmitted through IoT networks is elucidated. The NN, an 
integral project component, scrutinizes information received 
from sensor data to make informed decisions. The selected 
condition is subsequently conveyed to the attending medical 
professional. This innovative tool empowers patients to 
independently recognize and predict illnesses, aiding healthcare 
professionals in remote disease detection and analysis. 
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Significantly, this is achieved without physical hospital visits, 
enhancing healthcare accessibility and efficiency. 

Traditional health systems often struggle to manage vast 
volumes of biomedical data, leading to cloud-based storage and 
sharing. However, this approach introduces security challenges, 
particularly regarding privacy and confidentiality breaches. To 
address these issues, Moqurrab, et al. [18] have introduced an 
innovative fog-based data privacy model named "delta 
sanitizer", leveraging deep learning to enhance healthcare 
systems. The algorithm developed is built upon a Convolutional 
Neural Network with Bidirectional Long Short-Term Memory 
(Bi-LSTM) and is proficient in recognizing health-related 
entities. Statistical findings indicate that the delta sanitizer 
model surpasses existing models, achieving a recall of 91.1%, 
a precision of 92.6%, and an F1-score of 92%. Notably, the 
sanitization model demonstrates a 28.7% improvement in 
utility preservation compared to contemporary approaches. 
This underscores the efficacy of the proposed model in 
balancing the imperatives of privacy preservation and data 
utility in biomedical contexts. 

Technological advances in the IoT, sensing technologies, 
and wearables have led to significant enhancements in 
healthcare quality, shifting from traditional healthcare 
approaches to continuous monitoring. Sensors attached to 
biomedical devices capture bio-signals generated by human 
actions, with the biomedical electrocardiogram (ECG) signal 
being a standard and non-invasive method for examining and 
diagnosing cardiovascular diseases (CVDs) rapidly. Given the 
challenges posed by the increasing number of patients and the 
diverse ECG signal patterns, computer-assisted automated 
diagnostic tools play a crucial role in ECG signal classification. 
In response to this need, Khanna, et al. [19] have introduced an 
innovative healthcare disease diagnosis model that integrates 
IoT and deep learning algorithms to analyze biomedical ECG 
signals. The model's primary objective is CVD detection 
through deep learning models of ECG signals. Bidirectional 
Long Short-Term Memory (BiLSTM) enhances the model's 
ability to extract meaningful feature vectors from ECG signals. 
The performance of the BiLSTM is further improved by 
leveraging the Artificial Flora Optimization (AFO) algorithm 
as a hyperparameter optimizer. A Fuzzy Deep Neural Network 
(FDNN) classifier assigns appropriate class labels to ECG 
signals. The model's accuracy is rigorously evaluated using 
biomedical ECG signals, and the test results confirm its 
superiority, achieving a maximum accuracy of 93.4%. This 
underscores the potential of the proposed model in advancing 
healthcare diagnostics through the fusion of IoT and deep 
learning technologies. 

III. PROPOSED FRAMEWORK 

Fig. 1 presents a comprehensive overview of the proposed 
healthcare monitoring system, comprising nine core modules: 
IoT devices, cloud database, temporal manager, rule base, rule 
manager, prediction, secure storage, decision manager, and user 
interface. Patient health data is captured by IoT devices and 
transmitted to a data collection agent, which stores the 
information in a cloud-based database. The user interface 
facilitates data retrieval from this cloud repository, enabling 
seamless access. Extracted data is then channeled to the 
decision manager for subsequent processing and secure storage. 
The latter incorporates a robust security framework comprising 
encryption, decryption, and key generation components. A 
novel RSA-based encryption algorithm safeguards data, while 
the corresponding decryption algorithm ensures data integrity. 
The efficient key generation algorithm underpins the entire 
cryptographic process. Encrypted data is persistently stored in 
the cloud database and can be retrieved upon user request 
through the user interface, with the decision manager 
orchestrating the process. 

Patient statistics are forwarded to the prediction component 
for disease level estimation. This module leverages a novel 
deep learning architecture, the Fuzzy-Temporal Convolutional 
Neural Network (FTCNN), to accurately determine the severity 
of diseases. The temporal manager ensures data timeliness, 
while the spatial manager verifies patient location. The rule 
manager constructs and finalizes fuzzy rules stored in the rule 
base for subsequent disease prediction. The decision manager 
guides rule generation and interprets prediction outcomes, 
conveying results to physicians and patients. The IoT-
CDLDPM framework encompasses three primary components: 
IoT-based data acquisition, secure data storage, and advanced 
disease prediction, which are discussed in this section. 

Initial patient data is collected from remote locations using 
IoT devices tailored to specific diseases such as cancer, 
cardiovascular conditions, and diabetes. These devices employ 
specialized sensors to capture relevant patient symptoms, 
including glucose levels, heart rate, and electrocardiogram data. 
Extracted features are organized into individual patient records, 
each uniquely identified. The collected data is securely 
transferred to the cloud database through a coordinated process 
involving the decision manager, user panel, and data gathering 
component, with a secure storage component playing a critical 
role. The data capture component aggregates data and forwards 
it to the user interface, identifying essential characteristics and 
passing them to the decision manager for security processing. 
Subsequently, the decision manager transmits preprocessed 
data to the storage component for encryption, decryption, and 
secure cloud storage. 
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Fig. 1. An overview of the proposed healthcare monitoring system. 

The proposed secure storage framework incorporates novel 
key generation, encryption, and decryption algorithms to 
safeguard medical and patient data. The initial phase involves 
key generation using an Elliptic Curve-based Key Generator 
(ECKG). This algorithm extracts a 4-bit cloud user code, 
partitioning it into two binary values (a and b). A prime number 
(p) is selected to define the Galois Field (GFp). Subsequently, 
the ECKG employs the Diffie-Hellman key exchange protocol 
to generate public keys PA and PB. 

An additional layer of protection is introduced through the 
novel RSA-based Key Generator (RSAKG) to enhance security 
further. This algorithm derives key pairs (e and d) from specific 
points (q and r) on the elliptic curve. The RSAKGA process 
involves calculating n and U and generating public and private 
keys. 

We employ the elliptic curve cryptography-based cyclic 
encryption procedure (ECC-CEP), which involves two 
sequential stages. The first stage utilizes elliptic curve-based 
encryption, while the second employs RSA-based encryption, 
enhancing the overall security of the process. This 
comprehensive approach ensures the confidentiality and 
integrity of the transmitted data. 

To complete an entire cryptographic cycle, the suggested 
elliptic curve cryptography and RSA-enabled multi-decryption 
scheme are applied to decrypt the original text. This algorithm 
involves a two-stage process where the first stage utilizes RSA-
based decryption, and the second involves ECC-based 
decryption. Integrating these cryptographic techniques 
establishes a robust and multilayered security framework for 
ensuring the privacy and integrity of healthcare data. 

The predictive model comprises two principal modules to 
assess disease severity based on symptoms and patient 
feedback. The initial module utilizes a deep learning approach 
to analyze symptom-based severity, evaluate patient feedback 
textually, and estimate sentiment scores specific to individual 
diseases to determine their severity level. Subsequently, the 
model incorporates severity rating features alongside user 
feedback, allowing for evaluating severity-based ratings and 
indicating the disease status for specific data instances. 

Severity classification relies on the extraction of salient 
features from patient data. This study proposes an MCST-CNN 
architecture to accurately determine disease severity and 
compute patient polarity scores. To refine severity 
categorization, Latent Dirichlet Allocation (LDA) is employed 
to cluster extracted severity levels. The MCST-CNN model is 
a specialized CNN architecture comprising four distinct 
channels for abnormal, medium, low, and average severity 
states. Dataset features are mapped to a linear matrix via a 

lookup function, resulting in a matrix 𝑋 ∈ 𝑅𝑛𝑘 . The severity 
level embedding channel refines severity estimation by 
incorporating a 45-dimensional severity analyzer vector. 

The convolutional layer is instrumental in extracting salient 
features from medical datasets, reports, and physician notes. By 
applying filters of varying sizes, this layer effectively identifies 
crucial attributes for feature and severity level embedding. 

Given a filter 𝑤𝑡x ∈ 𝑅ℎ×𝑘 , where h refers to the height of 
matrix x embedded in a particular channel, feature extraction is 
performed according to Eq. (1) within defined temporal and 
spatial boundaries. ATT denotes an asymmetric curve and b 
represents a bias term. The resulting attribute map, 𝐶𝐻x ∈
𝑅𝑛−ℎ+1, is calculated for a specific time interval (t1 to t2) as 
outlined in Eq. (2). For severity merging and attribute 
embedding within the embedding channel, distinct filters 𝑤𝑡𝑧 ∈
𝑅ℎ×1 are employed to generate attribute maps as described in 
Eq. (3). This approach enables the generation of diverse feature 
representations and attributes. 

𝐶𝐻𝑖〈𝑡1, 𝑡2, 𝑠𝑝〉 = 𝐴𝑇𝑇(𝑤𝑡. 𝑥𝑖+ℎ + 𝑏) (1) 

𝐶𝐻𝑥〈𝑡1, 𝑡2, 𝑠𝑝〉 = [𝐶𝐻1
𝑥 , 𝐶𝐻2

𝑥 , … , 𝐶𝐻𝑛−ℎ+1
𝑥 ] (2) 

𝐶𝐻𝑧〈𝑡1, 𝑡2, 𝑠𝑝〉 = [𝐶𝐻1
𝑧 , 𝐶𝐻2

𝑧 , … , 𝐶𝐻𝑛−ℎ+1
𝑧 ] (3) 

The pooling operation is pivotal in capturing maximum 
features from input values, typically expressed as shown in Eq. 
(4). Following this operation, the ultimate attributes are 
obtained by concatenating the semantically significant 
attributes using a filter. Typically, this process is denoted as 

𝐶𝐻 =
1

𝐶𝐻
𝑥

⊕
1

𝐶𝐻
𝑧

. Eq. (5) illustrates the resulting final 

attributes, where the terms n and m denote distinct thresholds 
for useful and attribute-specific components, correspondingly. 
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𝐶𝐻𝑥 = 𝑀𝐴𝑋(𝐶𝐻𝑥) 𝑎𝑛𝑑 𝐶𝐻𝑧 = 𝑀𝐴𝑋(𝐶𝐻𝑧) (4) 

𝐶𝐻 =
1

𝐶𝐻
𝑥

⊕ … ⊕
𝑛

𝐶𝐻
𝑥

⊕
1

𝐶𝐻
𝑧

⊕ …
𝑚

𝐶𝐻
𝑧

 (5) 

Typically, the softmax function is utilized to compute the 
final attributes. In this research, the extraction of severity levels 
is framed as a sequential labelling task. The resulting output is 
represented by Eq. (6), in which O denotes the masking 
function and 𝑟𝑠 ∈ 𝑅𝑛+𝑚 signifies a sample based on the 
Bernoulli pattern. 

0〈𝑡1, 𝑡2, 𝑠𝑝〉𝑤𝑡. (𝑐 𝜊 𝑟𝑠) + 𝑏  (6) 

The dataset comprising patient records encompasses a 
diverse range of attributes associated with severity levels, 
although variations in the specific attributes are relevant to each 
severity group. Moreover, the attributes representing severity 
encompass various types of severity. Hence, it becomes 
imperative to cluster the pertinent attributes and establish 
mappings between the extracted severity-related attributes and 
their respective counterparts. The standard Linear Discriminant 
Analysis (LDA) method is employed to identify the relevant 
characteristics from the standardized dataset. Leveraging the 
LDA method enables segregating specific severity levels into 
distinct groups. Notably, the LDA method incorporates 
considerations of spatial and temporal factors, representing an 
improvement over prior approaches. 

Predicting disease severity entails clustering pertinent 
features and calculating polarity scores for each severity level. 
Severity level ratings within a rating matrix are determined by 
computing polarity scores corresponding to severity levels and 
considering the resulting polarity score. This methodology 
calculates the rating for each disease severity based on relevant 
attributes associated with the dataset. The severity level rating 
is computed using Equation (7), where Wk denotes the word set 
DSij linked to severity score ak, and SVL(w) represents the 
attribute polarity based on their semantic content. 

𝑟𝑖𝑗𝑘〈𝑡1, 𝑡2, 𝑠𝑝〉 =
∑ (𝐷𝑆𝑖𝑗)𝑆𝑉𝐿(𝑤)𝑤∈𝑊𝑘

𝑊𝑘(𝐷𝑆𝑖𝑗)
  (7) 

A severity-based weight estimation process is employed to 
determine severity-associated attribute weights, utilizing a 
three-dimensional attribute-factor (AF) tensor, WT. This tensor 
encapsulates the intricate relationships between attributes, 
users, and disease severity levels. The tensor WT undergoes 
decomposition as outlined in Eq. (8), where R signifies the top-
rank component count, and the symbol o represents the outer 
product. The column vectors within factor matrices X, Y, and Z 
are denoted by xr, yr, and zr, respectively. The dimensions of X, 
Y, and Z are 𝐼 × 𝑅, 𝐽 × 𝑅, and 𝐾 × 𝑅, correspondingly. Eq. (9) 
presents an element-wise equivalent of Eq. (8). 

𝑤𝑡 ≈ ∑ 𝑥𝑟
°𝑅

𝑟=1 𝑦𝑟
°𝑧𝑟  (8) 

𝑤𝑡𝑖𝑗𝑘 = (𝑥𝑟 , 𝑦𝑟 , 𝑧𝑟) = ∑ 𝑥𝑖𝑟 . 𝑦𝑗𝑟 . 𝑧𝑘𝑟
𝑅
𝑟=1  (9) 

Each row within the matrices xr, yr, and zr corresponds to 
weight factors associated with patients, attributes, and severity 
levels, respectively. Disease prediction ratings, denoted as rij, 
are computed using the proposed prediction model, 

incorporating severity levels and weight vectors as defined in 
Eq. (10). 

𝑟𝑖𝑗 =
𝑇
𝑤 
𝑖𝑗

𝑟𝑖𝑗 = ∑ 𝑤𝑖𝑗𝑘 . 𝑟𝑖𝑗𝑘
𝐾
𝑘=1   (10) 

IV. EXPERIMENTAL RESULTS 

The proposed disease monitoring system was engineered 
using Java within the NetBeans Integrated Development 
Environment (IDE) and leveraged the CloudSim simulation 
toolkit for performance evaluation. The system incorporates a 
standardized dataset from the University of California, Irvine 
(UCI) Machine Learning Repository, encompassing various 
diseases such as cardiovascular conditions, diabetes, and 
cancer. Analyzing this dataset provides a user-friendly 
approach to assessing disease severity, thereby contributing to 
the prevention of life-threatening ailments. 

This section provides a detailed overview of the medical 
datasets employed in this study, specifically focusing on heart 
disease, diabetes, and cancer. Furthermore, the performance 
metrics utilized to evaluate the proposed health monitoring 
system are outlined, followed by a comprehensive presentation 
of experimental results. The evaluation of the suggested 
approach is divided into two primary domains: disease 
prediction and safe storage. Each domain is assessed using 
specific evaluation parameters. 

The assessment of the secured storage component within the 

disease prediction system encompasses factors including 

decryption time, encryption time, and key generation time. The 

formulas for computing these times are delineated in Eq. (11), 

(12), and (13), respectively. 

𝐾 = 𝐷𝑇𝑇 + 𝐸𝑇   (11) 

𝐸𝑇 = 𝐸𝐷𝑇 − 𝑆𝑇𝑇  (12) 

𝐷𝑇 = 𝐸𝐷𝑇 − 𝑆𝑇𝑇  (13) 

In Eq. (11), DTT represents the data transferring time, while 
ET denotes the time required to encrypt the data. The 
encryption time is determined by the duration of converting the 
original data into its encrypted form. Fig. 2 depicts the analysis 
of crucial generation time for the developed secured storage 
system. The figure illustrates the results of five experiments 
conducted with varying numbers of cloud users (200, 400, 600, 
800, and 1000). As observed from the graph, as the number of 
cloud consumers increases, the key generation time also 
increases. 

In Eq. (12), EDT represents the end time of the encryption 
process, while STT signifies the start time. DT denotes the user's 
time spent decrypting the encrypted data, measured in 
milliseconds and expressed as Eq. (13). 

Fig. 3 presents an analysis of the proposed algorithm's 
encryption time. To assess the model's performance, the 
evaluation involved five experiments using data sets of varying 
sizes: 200 KB, 400 KB, 600 KB, 800 KB, and 1 MB. As 
expected, the encryption time exhibited a positive correlation 
with data size. This is likely caused by the inherent properties 
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of elliptic curve cryptography used in the algorithm and the 
two-stage nature of the encryption and decryption processes. 

Similar to the encryption process, Fig. 4 analyzes the 
decryption time associated with the proposed secure storage 
algorithm. The evaluation employed the same five data set sizes 
to evaluate decryption efficiency. The results demonstrate that 
decryption time scales proportionally with the size of the data 
being handled. This characteristic can be attributed to the two-
stage nature of the decryption scheme employed in the method. 

Fig. 5 compares the computational time required by the 
suggested secure storage approach and several existing 
systems. The evaluation employed a fixed data size of 10 GB 

across five scenarios. The results indicate that the proposed 
algorithm exhibits lower computational time than existing 
systems. 

Fig. 6 compares the security performance of the developed 
secure storage algorithm (ECRS-DDA& ECC-TSEA) with 
several existing algorithms. The evaluation involved five 
experiments designed to assess the relative security of each 
approach. The results demonstrate that the proposed algorithm 
offers a superior level of protection compared to existing 
solutions. 

 

Fig. 2. Key generation time comparison. 

 

Fig. 3. Encryption time comparison. 
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Fig. 4. Decryption time comparison. 

 

Fig. 5. Computation time comparison. 

 

Fig. 6. Security level comparison. 
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V. CONCLUSION 

In this research, an innovative healthcare surveillance 
system has been developed and deployed to assess the severity 
of critical illnesses, including diabetes and cardiovascular 
conditions. The system utilizes original data collected from 
patients residing in remote areas to predict disease levels. 
Additionally, a secure data storage model has been developed 
and integrated into the system to ensure the safe storage of 
patient data in cloud databases. Three novel algorithms have 
been formulated for key generation, encryption, and decryption 
procedures within the secure storage framework to bolster the 
system's security. These algorithms aim to protect sensitive 
patient information and prevent unauthorized access. A novel 
deep learning algorithm named IoT-CDLDPM has also been 
created and incorporated into the healthcare monitoring system. 
This algorithm enhances the efficiency of disease-level 
prediction by leveraging the power of deep learning techniques. 
The experimental outcomes derived from a series of trials in 
this study indicate the efficacy of the proposed healthcare 
system. The system achieved a prediction accuracy of 99.4%, 
demonstrating its high precision in assessing disease severity 
levels. Moreover, the system's security level is evaluated to be 
99.7%, surpassing the performance of other healthcare systems. 
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Abstract—Indonesia is one of the largest producers and 

exporters of Crude Palm Oil (CPO), making CPO production 

crucial to the country's economic stability. Accurate forecasting of 

CPO production is essential for effective inventory management, 

export-import strategy, and economic planning. Traditional time 

series methods like ARIMA have limitations in modeling 

nonlinear data, leading to the adoption of machine learning 

approaches such as Artificial Neural Network (ANN) and Long 

Short-Term Memory (LSTM). This study compares the 

performance of ANN, a general neural network, and LSTM, a 

neural network specifically designed for time series data, in 

predicting CPO production in Indonesia. Data from 2003 to 2022 

were used to train and evaluate both models with various 

hyperparameter tuning configurations. The results indicate that 

while both models provide excellent forecasting accuracy, with 

MAPE values below 10%, the LSTM model achieved a lower out-

of-sample MAPE of 5.78% compared to ANN’s 6.87%, suggesting 

superior performance by LSTM in capturing seasonal patterns in 

CPO production. Consequently, LSTM is recommended as the 

preferred model for CPO production forecasting due to its 

enhanced ability to handle temporal dependencies and nonlinear 

patterns in the data. 

Keywords—Artificial Neural Network (ANN); Crude Palm Oil 

(CPO); Long Short-Term Memory (LSTM) 

I. INTRODUCTION 

Indonesia is the largest agrarian country in Southeast Asia 
and one of the world's largest producers of Crude Palm Oil 
(CPO). According to data from the United States Foreign 
Agricultural Service, Indonesia's CPO production reached 47 
million metric tons as of March 2024. This achievement places 
Indonesia as both the largest producer and exporter of crude 
palm oil (CPO) globally. Crude Palm Oil (CPO) is unrefined 
palm oil extracted from the mesocarp of the oil palm fruit, which 
remains in a raw state and requires further processing and 
refining to become pure palm oil [1]. CPO has many derivative 
products used in daily life, including cooking oil, margarine, 
biodiesel, soap, and detergent. [2]. 

As a primary producer in the international CPO market, 
crude palm oil is a major commodity that supports Indonesia's 
economy. According to data from the Central Statistics Agency 
(BPS), CPO contributes significantly and consistently to 
Indonesia's export value, accounting for around 12-13% during 

the period from 2020 to 2022. Thus, the CPO industry makes a 
substantial contribution to national income through export 
activities. The export value plays a crucial role in the country's 
economic stability, as higher export values lead to an 
appreciation of the domestic currency. Currency appreciation 
can lower import prices, reducing inflationary pressures. 
Conversely, currency depreciation can increase import prices, 
triggering inflation [3]. Therefore, CPO production is a potential 
factor in the country's economic development. 

Based on data from the Central Statistics Agency of 
Indonesia, CPO production fluctuated significantly from 2021 
to 2022, with the lowest production occurring in February 2022, 
leading to a shortage of cooking oil that caused concern among 
the public. CPO is one of the largest contributors to the nation's 
export revenue. Therefore, fluctuations in CPO production can 
lead to instability in export income. A decline in export income 
could result in a trade balance deficit and depreciation of the 
domestic currency, which in turn may increase import prices and 
trigger inflation, negatively impacting the economy as a whole 
[3]. One way to manage and anticipate this risk is by forecasting 
CPO production. With accurate forecasting, the government and 
industry players can plan more effective export-import policies, 
manage inventory and prices more stably, and adjust investment 
strategies to reduce economic uncertainty, ensuring the optimal 
contribution of the palm oil sector to economic growth and 
national stability. 

A commonly used forecasting method for modeling time 
series data is the Autoregressive Integrated Moving Average 
(ARIMA) model. ARIMA is a time series model derived from 
the Autoregressive Moving Average (ARMA) model, which 
combines non-stationary Autoregressive and Moving Average 
processes requiring differencing to achieve stationarity [4]. The 
ARIMA model is quite flexible in modeling time series data 
patterns because it can capture random data patterns, trends, 
seasonal, and even cyclical characteristics in the time series data. 
However, studies indicate that ARIMA is less suitable for 
modeling nonlinear time series data [5]. Recent advancements 
in technology have led to the use of machine learning methods, 
which are more suitable for addressing the limitations of 
traditional time series models. Machine learning algorithms 
excel in discovering and representing complex structural 
patterns in data, enabling better future forecasting based on these 
patterns [6]. Machine learning methods, especially deep 
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learning, have become powerful tools for handling time series 
data with nonlinearity or complexity factors [7]. The most 
commonly used deep learning method is the Artificial Neural 
Network (ANN). Artificial Neural Network (ANN) is a 
computational system inspired by the structure and operation of 
neural cells in the brain, modeling biological neural networks. 
ANN is a non-linear model with a flexible functional form and 
several parameters that cannot be interpreted. This characteristic 
enables ANN to solve unstructured and hard-to-define problems 
[8]. 

As technology advances, various deep learning methods 
have emerged. One deep learning method specifically designed 
for time series data is Long Short-Term Memory (LSTM) [9]. 
LSTM, a variant of Recurrent Neural Network (RNN), is widely 
used in time series data modeling. LSTM's architecture was 
developed to address the vanishing gradient problem often 
encountered in conventional RNNs. LSTM uses two key 
mechanisms, the forget gate and input gate, allowing the model 
to learn which information should be retained or forgotten at 
each time step. This advantage makes LSTM more flexible in 
managing its internal memory, which can be useful when 
working with complex or nonlinear data. Additionally, LSTM 
has a better ability to capture data patterns over longer periods, 
making it more suitable for applications requiring deeper and 
more accurate temporal dynamics modeling.  

This study introduces a novel contribution to the field by 
focusing on the application and comparative analysis of two 
advanced neural network methods—Artificial Neural Network 
(ANN) and Long Short-Term Memory (LSTM)—for 
forecasting crude palm oil (CPO) production in Indonesia. 
While ANN has been widely utilized for various predictive 
tasks, this research leverages the specialized capabilities of 
LSTM in handling sequential and time-series data, addressing 
the unique temporal patterns, seasonality, and variability 
inherent to Indonesia’s CPO production. By tailoring these 
methods to the specific characteristics of Indonesia's agricultural 
sector, this study not only provides valuable insights into their 
effectiveness and limitations but also establishes a robust 
framework for improving forecasting accuracy in a critical 
industry that significantly impacts the country's economy. 

This study introduces a novel contribution to the field by 
focusing on the application and comparative analysis of two 
advanced neural network methods—Artificial Neural Network 
(ANN) and Long Short-Term Memory (LSTM)—for 
forecasting crude palm oil (CPO) production in Indonesia. 
While ANN has been widely utilized for various predictive 
tasks, this research leverages the specialized capabilities of 
LSTM in handling sequential and time-series data, addressing 
the unique temporal patterns, seasonality, and variability 
inherent to Indonesia’s CPO production. By tailoring these 
methods to the specific characteristics of Indonesia's agricultural 
sector, this study not only provides valuable insights into their 
effectiveness and limitations but also establishes a robust 
framework for improving forecasting accuracy in a critical 
industry that significantly impacts the country's economy. 

II. RELATED WORK 

Time series forecasting has been extensively explored using 
both traditional statistical models and modern machine learning 

techniques. To better understand the strengths and limitations of 
these approaches, various studies have compared their 
performance across different domains. The Table I below 
summarizes key findings from relevant studies, highlighting the 
application of ARIMA, ANN, and LSTM models in diverse 
sectors and the insights gained from these comparisons 

TABLE I. RESULTS OF CRUDE PALM OIL (CPO) PRODUCTION IN 

INDONESIA MODELLING WITH ANN 

Domain Key Findings References 

Various Sectors 
(Finance, 
Healthcare, 
Weather, Utilities) 

Machine learning methods like ANN 
outperform ARIMA in scenarios 
with non-linear or complex patterns. 

[10] 

Energy 
Consumption 
(Commercial 
Buildings) 

ANN is more reliable for non-linear 
datasets, capturing intricate 
dependencies and variability, while 
ARIMA is effective for linear and 
stationary data. 

[11] 

Global Crude Palm 
Oil (CPO) Prices 

LSTM achieves superior accuracy 
(MAPE: 2.33%, RMSE: 34.708), 
better capturing complex temporal 
dependencies compared to ARIMA 
and hybrid models. 

[12] 

Economic and 
Financial Indicators 
(GDP Growth) 

LSTM outperforms ARIMA in long-
term forecasting for non-linear and 
non-stationary data, addressing 
ARIMA's limitations. 

[13] 

Stock Price 
Prediction (Real 
Estate) 

LSTM provides better accuracy for 
non-stationary, complex, and 
cyclical data, while ARIMA 
performs better for linear and 
stationary datasets. 

[14] 

Conventional methods like ARIMA have been widely 
utilized for time series forecasting due to their ability to capture 
trends, seasonality, and cycles in data. However, ARIMA has 
notable limitations in addressing non-linear and complex data, 
such as the patterns of CPO production in Indonesia, which are 
influenced by various factors including seasonality, policy 
changes, and international price fluctuations. These studies 
collectively highlight the evolution of time series forecasting 
techniques, showcasing the growing prominence of machine 
learning methods like LSTM and ANN in overcoming the 
limitations of traditional models such as ARIMA. ANN excels 
in modeling non-linear and unstructured relationships, while 
LSTM, a variant of Recurrent Neural Networks (RNN), is 
specifically designed to handle temporal dynamics and long-
term dependencies in time series data. However, a research gap 
persists in exploring the application of these models in 
integrated or hybrid approaches tailored for specific domains, 
such as agriculture and commodity price forecasting. This study 
aims to address this gap by applying and comparing ANN and 
LSTM for forecasting CPO production in Indonesia, to capture 
the intricate characteristics and variability of the data more 
effectively while providing a robust framework for planning and 
decision-making in the CPO industry. 

III. METHODOLOGY 

The methodology diagram (Fig. 1) illustrates the key stages 
in modeling and forecasting Crude Palm Oil (CPO) production 
in Indonesia using Artificial Neural Network (ANN) and Long 
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Short-Term Memory (LSTM) models. Initially, the data is 
divided into training and testing subsets, ensuring a robust 
evaluation of the models. To achieve this, several data splitting 
ratios, such as 70:30, 80:20, and 90:10, are explored to analyze 
the impact of data availability on the training process.  

In the model design and training phase, ANN and LSTM 
models are configured with specific hyperparameters to capture 
the unique patterns in the data. These configurations include 
batch sizes of 8 and 16, neuron counts of 50 and 100, hidden 
layers of 1 and 2, epochs of 50 and 100, and learning rates of 
0.001 and 0.01. The use of a six-month window size for LSTM 
is particularly emphasized to account for the seasonal 
characteristics of CPO production. Adam optimization is 
applied to update the model weights effectively, ensuring 
optimal learning from the data. 

During the evaluation stage, the models are assessed using 
the Mean Absolute Percentage Error (MAPE) metric to validate 
their forecasting accuracy. The systematic exploration of data 
splits and hyperparameter combinations ensures a 
comprehensive understanding of the models' capabilities in 
forecasting CPO production. The final step occurs in the output 
gate component, where the sigmoid activation function (σ) is 
applied to produce the output value 𝑜𝑡 and process the cell state 
(𝐶𝑡) with tanh activation. 

 
Fig. 1. Methodology diagram. 

IV. ARTIFICIAL NEURAL NETWORK (ANN) 

An Artificial Neural Network (ANN) is a computational 
system inspired by the structure and function of neural cells in 
the brain, essentially modeling biological neural networks. ANN 
is an example of a non-linear model with a flexible functional 
form and several parameters that cannot be interpreted, similar 
to parametric models. However, this allows ANN to tackle 
unstructured and challenging-to-define problems. The process 
within an ANN begins with input data received by neurons, 
which are grouped into layers. Information received from the 
input layer is passed sequentially through the layers in the ANN 
until it reaches the output layer. Layers positioned between the 
input and output are known as hidden layers. A Neural Network 

is determined by three main components: the pattern of 
relationships between units (network architecture), the method 
for updating weights in connection links (training method or 
algorithm), and the activation function [8]. 

A. Components of ANN 

This form of artificial intelligence is developed to mimic the 
workings of the human biological nervous system (neurons). 
Each component of an ANN system can be analogized to parts 
of the human neuron system, such as dendrites (parts that receive 
input/signals), the cell body (processes inputs), and the axon 
(transmits this input to other neurons/outputs) [15] (Fig. 2). 

 
Fig. 2. Components of ANN. 

Each piece of information received by the dendrites (input) 
is summed and sent through the axon to the dendrites (output) of 
another neuron. This information will only be received by the 
other neuron if it meets a certain threshold value. Neurons that 
receive information and transmit it to other neurons are 
considered to be activated. Neurons receive information from 
other neurons in the form of values known as weights, which 
also indicate the strength of the connection between neurons. 

B. ANN Architecture 

ANN architecture is the pattern of relationships between 
neurons. Neurons that share the same weight pattern and 
activation function are grouped in the same layer. Information 
usually flows from the input layer to the output layer, often 
passing through hidden layers. Some neural network 
architectures include: 

1) Single-layer network 
This network has only one layer containing weights 

connected to each other. There is no hidden layer in this type of 
network, and all input units are connected to every output unit 
(Fig. 3). 

 
Fig. 3. Single-layer network. 
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2) Multi-layer network 
This network has one or more layers (hidden layers and 

weights) between the input layer and the output layer. A multi-
layer network can solve more complex problems than a single-
layer network (Fig. 4). 

 
Fig. 4. Multi-layer network. 

V. LONG SHORT TERM MEMORY (LSTM) 

Long Short-Term Memory (LSTM) is a neural network 
architecture that shares similarities with Recurrent Neural 
Networks (RNNs) [16]. LSTM was first introduced by 
Hochreiter and Schmidhuber in 1997. LSTM falls within the 
category of Recurrent Neural Networks (RNNs), where it has 
repeating units that function similarly to neural network 
sequences [17]. LSTM was designed to overcome the 
limitations of conventional RNNs, specifically the vanishing 
gradient problem. The vanishing gradient problem occurs when 
gradient values decrease significantly towards the last layers, 
preventing weight updates and causing the model to struggle to 
improve or converge. Unlike conventional RNNs, LSTM uses 
additional signals passed from one time step to the next, known 
as the cell state. LSTM has strong generalization capabilities and 
effective learning abilities for both large and small datasets. It is 
particularly advantageous in processing non-linear data, which 
enhances forecasting accuracy [18].  

LSTM’s design makes it particularly suitable for solving 
complex problems that involve sequential or time-dependent 
data. For instance, in forecasting tasks where patterns such as 
seasonality, trends, or temporal dependencies play a critical role, 
LSTM excels by learning these non-linear relationships. Its 
strong generalization capabilities and ability to learn from both 
large and small datasets make it highly effective for addressing 
real-world challenges. By leveraging its strengths, LSTM has 
been successfully applied in various domains, such as financial 
time-series prediction, speech recognition, and production 
forecasting. For example, in modeling Crude Palm Oil (CPO) 
production, LSTM can identify seasonal trends and long-term 
dependencies, enabling more accurate and reliable forecasts. 
These features make LSTM a powerful solution for problems 
where conventional methods often struggle, ensuring better 
decision-making and planning in dynamic environments. 

The LSTM architecture consists of memory cells, an input 
gate, a forget gate, and an output gate. The LSTM cell can store 
data for a specific duration. Intuitively, the input gate controls 
the extent to which new information can enter the cell, while the 
forget gate controls how much information remains within the 
cell, and the output gate manages which information exits the 

cell to calculate the activation of the LSTM model [16]. Below 
are descriptions of the gates in an LSTM (Fig. 5). 

 
Fig. 5. Architecture of LSTM. 

VI. RESULT 

This section begins by discussing the characteristics of the 
Crude Palm Oil production in Indonesia, modeling with ANN, 
modeling with LSTM, and a comparison of the results from the 
ANN and LSTM models. 

A. Crude Palm Oil in Indonesia 

The production data of Crude Palm Oil (CPO) in Indonesia 
is very important, especially for the government. The 
government requires information on Crude Palm Oil (CPO) 
production in Indonesia to assist in the effective planning and 
management of CPO supplies, reduce economic risks due to 
fluctuations in CPO production, and devise better export-import 
strategies for CPO to enhance the stability of the national 
economy. The characteristics of the CPO production data in 
Indonesia are illustrated in Fig. 6. 

 
Fig. 6. Time series plot Crude Palm Oil (CPO) production in Indonesia. 

Fig. 6 shows that the production of Crude Palm Oil (CPO) 
in Indonesia from January 2003 to December 2022 exhibits a 
seasonal pattern. CPO production in Indonesia from 2003 to 
2013 showed a tendency to decline sharply at the end of the year, 
particularly in September, and had a tendency to rise sharply at 
the beginning of the year, especially in January. In other words, 
there tends to be a decrease at the end of the year, followed by a 
rise at the beginning of the year. This is supported by the 
characteristics of oil palm, which grows well during the end of 
the rainy season, where the rainy season in Indonesia usually 
starts in November and ends between January and March. 
However, from 2014 to 2022, the production of Crude Palm Oil 
(CPO) in Indonesia has shown a new seasonal pattern, 
characterized by a tendency to decrease at the beginning of the 
year and an increase at the end of the year. This is believed to be 
due to increasingly unpredictable climate conditions year after 
year. Overall, the production of Crude Palm Oil (CPO) in 
Indonesia has shown an increasing trend during this period, 
indicating a consistent rise in production year after year. The 
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lowest production of Crude Palm Oil (CPO) in Indonesia was 
recorded at the beginning of the observation period, specifically 
in February 2003, while the highest production occurred at the 
end of the observation period, specifically in October 2022. 

B. Forecasting CPO Production Using Artificial Neural 

Network 

The process in an Artificial Neural Network (ANN) begins 
with the input received by neurons, which are grouped in layers. 
The information received from the input layer is sequentially 
passed to the subsequent layers in the ANN until it reaches the 
output layer. The determination of inputs in modeling the 
production of Crude Palm Oil (CPO) in Indonesia using ANN is 
based on Fig. 7. 

 
Fig. 7. PACF Crude Palm Oil (CPO) production in Indonesia. 

Fig. 7 shows that the production of Crude Palm Oil (CPO) 
in Indonesia during period 𝑥𝑡 has a strong relationship with 
production in periods 𝑥𝑡-1, 𝑥𝑡-2, 𝑥𝑡-12, and 𝑥𝑡-13. Based on this 
relationship, the Artificial Neural Network model uses the CPO 
production data from Indonesia during periods 𝑥𝑡-1, 𝑥𝑡-2, 𝑥𝑡-12, 
and 𝑥𝑡-13 as inputs to predict CPO production in Indonesia for 𝑥𝑡 
period. This study will utilize several combinations of 
hyperparameters, namely a batch size of 8 and 16, neuron counts 
of 50 and 100, hidden layers of 1 and 2, epochs of 50 and 100, 
and learning rates of 0.001 and 0.01. Adam optimization will be 
used to update the weights of the ANN network, and MAPE out-
of-sample will be employed to determine the best ANN model. 
In addition to these hyperparameters, this study will also use 
data splitting ratios to divide the dataset into training and testing 
subsets. Data splitting ratios refer to the proportion of data 
allocated for each subset, for example 80% for training, where 
the model learns from the data, and 20% for testing, where the 
model’s performance is evaluated on unseen data. This approach 
helps to prevent overfitting and ensures the model’s 
effectiveness on new data. The results of the modeling using the 

Artificial Neural Network with several data partitioning 
scenarios and hyperparameter tuning are presented in Table II. 

TABLE II. RESULTS OF CRUDE PALM OIL (CPO) PRODUCTION IN 

INDONESIA MODELLING WITH ANN 

Split 

Ratio 

Batch 

Size 
Neurons 

Hidden 

Layers 
Epochs 

Learning 

Rate 
MAPE 

70 : 30 8 150 2 150 0,01 6,87% 

80 : 20 8 120 2 150 0,01 7,92% 

90 : 10 8 150 2 150 0,01 6,94% 

Table II shows that the best Artificial Neural Network model 
for predicting Crude Palm Oil (CPO) production in Indonesia is 
the model with a data partitioning ratio of 70:30, a batch size of 
8, 150 neurons, 2 hidden layers, 150 epochs, and a learning rate 
of 0.01. This model achieves an out-of-sample MAPE value of 
6.87%, which falls within the criteria for very good forecasting, 
as it is less than 10%. The best models in Table II indicate a trend 
that increasing the number of hidden layers and epochs reduces 
the model's error rate. Conversely, a smaller batch size tends to 
produce models with a lower error rate. 

C. Forecasting CPO Production Using Long Short Term 

Memory 

LSTM is a form of neural network. One important 
component in the formation of LSTM networks is the 
determination of the inputs used. This study will use the window 
size feature, or time steps, as input. The window sizes used in 
this research are variations of three, four, and six, representing 
quarterly, triannual, and semiannual periods. In addition to the 
input, another crucial component is the hyperparameters. This 
study will utilize several combinations of hyperparameters, 
namely a batch size of 8 and 16, neuron counts of 50 and 100, 
hidden layers of 1 and 2, epochs of 50 and 100, and learning 
rates of 0.001 and 0.01. Adam optimization will be used to 
update the weights of the LSTM network, and MAPE out-of-
sample will be employed to determine the best LSTM model. In 
addition to these hyperparameters, this study will also use data 
splitting ratios to divide the dataset into training and testing 
subsets. Data splitting ratios refer to the proportion of data 
allocated for each subset, for example 80% for training, where 
the model learns from the data, and 20% for testing, where the 
model’s performance is evaluated on unseen data. This approach 
helps to prevent overfitting and ensures the model’s 
effectiveness on new data. The results of the modeling using 
Long Short-Term Memory with several data partitioning 
scenarios and hyperparameter tuning are shown in Table III. 

TABLE III. RESULTS OF CRUDE PALM OIL (CPO) PRODUCTION IN INDONESIA MODELLING WITH LSTM 

Split Ratio Window Size Batch Size Neurons Hidden Layers Epochs Learning Rate MAPE 

70 : 30 

3 8 120 2 100 0,01 6.141% 

4 16 150 1 150 0,01 6.28% 

6 8 150 1 150 0,001 6.33% 

80 : 20 

3 8 150 1 150 0,001 5.81% 

4 16 120 1 100 0,01 5.85% 

6 16 120 2 150 0,001 5.78% 

90 : 10 

3 8 120 2 150 0,001 6.15% 

4 8 150 2 150 0,01 6.17% 

6 8 150 2 150 0,001 6.01% 
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Table III shows that the best Long Short-Term Memory 
(LSTM) model for a 70:30 data partitioning ratio is with a 
window size of 3 and a hyperparameter combination of a batch 
size of 16, 120 neurons, 2 hidden layers, 100 epochs, and a 
learning rate of 0.01. This LSTM model with the specified 
window size and hyperparameter combination achieves an out-
of-sample MAPE of 6.14%. The best LSTM model for an 80:20 
data partitioning ratio is with a window size of 6 and a 
hyperparameter combination of a batch size of 16, 120 neurons, 
2 hidden layers, 150 epochs, and a learning rate of 0.001. This 
LSTM model achieves an out-of-sample MAPE of 5.78%. The 
best LSTM model for a 90:10 data partitioning ratio is with a 
window size of 6 and a hyperparameter combination of a batch 
size of 8, 120 neurons, 1 hidden layer, 150 epochs, and a learning 
rate of 0.001. This LSTM model achieves an out-of-sample 
MAPE of 6.01%. Therefore, the best model to be used in the 
dashboard to be developed is with an 80:20 data partitioning 
ratio, a window size of 6, and a hyperparameter combination of 
a batch size of 16, 120 neurons, 2 hidden layers, 150 epochs, and 
a learning rate of 0.001. 

Table III also indicates that there is no definitive pattern of 
hyperparameters that consistently yields the best model. The 
best model obtained is the one with a window size of 6, which 
aligns with the seasonal pattern of Crude Palm Oil (CPO) 
production in Indonesia. For example, from 2003 to 2013, there 
was a tendency for production to decrease in September and 
increase in February, which corresponds to a time gap of six 
months from September to February. 

D. Comparison of Artifical Neural Network and Long Short 

Term Memory 

The results of modeling Crude Palm Oil (CPO) production 
in Indonesia using general neural network methods, namely 
Artificial Neural Network (ANN), and neural networks 
specifically designed for time series data, namely Long Short-
Term Memory (LSTM) are presented in Table IV. 

TABLE IV. COMPARISON ANN AND LSTM MODEL 

Metode MAPE 

Artificial Neural Network (ANN) 6,87% 

Long Short Term Memory (LSTM) 5,78% 

 Table IV shows that the modeling of Crude Palm Oil (CPO) 
production in Indonesia using the general neural network 
method, namely Artificial Neural Network (ANN), and the 
neural network method specifically designed for time series 
data, namely Long Short-Term Memory (LSTM), yields out-of-
sample MAPE values of 6.87% and 5.78%, respectively. Based 
on the out-of-sample MAPE values, both methods can be 
classified as capable of modeling CPO production in Indonesia 
very well, as the MAPE values are both below 10%. When 
comparing the two methods, the Long Short-Term Memory 
(LSTM) method provides a lower out-of-sample MAPE 
compared to the Artificial Neural Network (ANN), indicating 

that the LSTM method has a better model performance than the 
ANN. 

VII. DISCUSSION 

The findings of this study demonstrate the effectiveness of 
ANN and LSTM in predicting CPO production in Indonesia. 
Both models performed exceptionally well, with MAPE values 
below 10%, indicating their suitability for time series 
forecasting. However, LSTM showed superior performance 
with a MAPE of 5.78%, outperforming ANN, which achieved a 
MAPE of 6.87%. This suggests that LSTM’s ability to process 
sequential data and capture long-term dependencies allows it to 
model the complex and dynamic seasonal variations in CPO 
production more effectively. While ANN is proficient at 
handling non-linear relationships, its focus on shorter-term 
dependencies may have limited its adaptability to the shifts in 
seasonal patterns observed during the study period. 

The seasonal trends in CPO production, driven by climatic 
factors and the oil palm growth cycle, emphasize the importance 
of models that can capture long-term temporal dynamics. From 
2003 to 2013, CPO production typically decreased toward the 
end of the year and increased at the start of the following year, 
but after 2014, these patterns shifted due to changing and 
unpredictable climate conditions. The LSTM model’s use of a 
six-month window size proved effective in addressing these 
shifts, reflecting its ability to align with seasonal cycles. 
Furthermore, the study underscores the importance of 
optimizing hyperparameters to improve model performance. For 
ANN, better results were achieved with smaller batch sizes, a 
larger number of neurons, and deeper network layers. In 
contrast, for LSTM, the optimal configuration included a six-
month window size, a batch size of 16, and specific 
combinations of hidden layers, neurons, and learning rates. 

The practical applications of these findings are significant 
for the CPO industry and policymakers. Accurate forecasts can 
support decision-making in inventory management, price 
stabilization, and export-import planning, thereby enhancing 
economic stability. The superior performance of LSTM makes 
it particularly useful for addressing the challenges posed by 
evolving seasonal patterns and climate variability in CPO 
production. Nonetheless, the study has certain limitations, such 
as relying solely on historical production data without 
incorporating external factors like market demand, policy 
changes, or global price fluctuations. Future research could 
explore hybrid approaches that combine ANN, LSTM, and other 
machine learning techniques to further improve accuracy. 
Moreover, integrating exogenous variables, such as weather 
conditions or economic indicators, could lead to more 
comprehensive forecasting models. Overall, this research 
demonstrates the potential of advanced neural network models 
in tackling complex forecasting challenges in the agricultural 
sector and provides a strong foundation for future studies. 

VIII. CONCLUSION 

The LSTM model demonstrates superior performance 
compared to the ANN model in modeling and forecasting Crude 
Palm Oil (CPO) production in Indonesia. This conclusion is 
supported by a comparative analysis of Mean Absolute 
Percentage Error (MAPE) values, where the LSTM model 
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achieved a notably lower MAPE (5.78%) in out-of-sample 
predictions compared to the ANN model (6.87%). The lower 
MAPE value highlights the LSTM model's enhanced capability 
to minimize the deviation between predicted values and actual 
observations, ensuring higher predictive accuracy. The superior 
performance of LSTM is attributed to its architectural design, 
which is specifically optimized to capture long-term 
dependencies and temporal patterns in sequential data. This 
makes LSTM particularly effective in handling the seasonal 
fluctuations and nonlinear trends inherent in agricultural 
production processes like CPO. For example, the LSTM model 
successfully identified seasonal production trends and temporal 
dependencies, such as increased production during harvest 
periods and decreases during off-seasons, which the ANN model 
struggled to replicate. In contrast, while the ANN model 
performs well in general-purpose predictive tasks, it lacks the 
specialized mechanisms to account for sequential and temporal 
dynamics. Consequently, its predictions are less robust when 
applied to CPO production data with complex seasonality and 
long-term patterns. 

These findings emphasize the importance of selecting 
appropriate modeling techniques tailored to the characteristics 
of the dataset. By leveraging the strengths of LSTM, 
stakeholders in the CPO industry can achieve more reliable 
forecasts, allowing for improved planning, efficient resource 
allocation, and informed decision-making to strengthen 
Indonesia’s position as a global leader in palm oil production. 
Future research could explore the use of more recent and 
extensive datasets to validate the robustness of the LSTM model 
over a longer period. Additionally, investigating other advanced 
machine learning models, such as Transformers or hybrid 
models, could provide further improvements in forecasting 
accuracy. Incorporating external factors like climate change, 
government policies, and global market prices into the models 
may also enhance their predictive capabilities. Furthermore, 
optimizing hyperparameters using advanced techniques like 
Bayesian Optimization and testing the models in real-world 
inventory management and export-import strategies could 
provide valuable insights for practical applications. Finally, 
conducting similar studies in other major CPO-producing 
countries could help generalize the findings and adapt the 
models to different conditions. 
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Abstract—The Internet of Things (IoT) has shifted how devices 

and services interact, resulting in diverse innovations ranging 

from health and smart cities to industrial automation. 

Nevertheless, at its core, IoT continues to face one of the major 

tough tasks of Quality of Service-aware Service Composition 

(QoS-SC), as these IoT settings are normally transient and 

unpredictable. This paper proposes an improved Jaya algorithm 

for QoS-SC and focuses on optimizing service selection with a 

balance between the main QoS attributes: execution time, cost, 

reliability, and scalability. The proposed approach was designed 

with adaptive mechanisms to avoid local optima stagnation and 

slow convergence and thus assure robust exploration and 

exploitation of the solution area. Incorporating these 

enhancements, the proposed algorithm outperforms prior 

metaheuristic approaches regarding QoS satisfaction and 

computational efficiency. Extensive experiments conducted over 

diverse IoT scenarios show the algorithm's scalability, 

demonstrating that it can achieve faster convergence with superior 

QoS optimization. 

Keywords—Service composition; internet of things; quality of 

service; Jaya algorithm; optimization 

I. INTRODUCTION 

The Internet of Things (IoT) is a transformational paradigm 
connecting diverse devices through a harmonious and 
interoperable structure [1]. This would enable cooperation 
among many smart devices to deliver innovative services, 
including those within the domains of healthcare and smart 
cities, as well as industrial automation [2]. With the fast 
proliferation of these connected gadgets, IoT holds promise for 
an array of applications driven by the urge for sufficient 
communication and function [3]. However, device 
functionalities are highly diverse and limited by resource 
constraints such as battery life and processing capacity [4]. In 
this respect, integrating services from heterogeneous IoT 
devices into composite applications is essential for seamless 
service delivery while meeting user needs efficiently within set 
energy and resource constraints [5]. In addition, constitutive 
models for the simulation of weak rock masses can be applied 
to obtain insights into resource optimization and structural 
robustness in IoT-driven systems involving infrastructure and 
industrial automation [6]. 

In IoT environments, most individual atomic services are 
not competent at delivering complex user requirements 
independently [7]. Thus, combining atomic services with 
varying Quality of Service (QoS) attributes or characteristics 
like cost, reliability, and scalability leads to composite services 
[8]. The fulfillment of composite services depends on Service-
Oriented Computing (SOC) principles, allowing the 

composition of services into workflows that match a wide range 
of applications [9]. Indeed, this involves selecting an optimum 
from many service candidates considering constraints related to 
energy consumption, which are constantly changing with ever-
changing user preferences and dynamic network conditions. 
With such enlargement and complications in IoT systems, 
guaranteeing service quality and dependability is challenging. 

As a matter of fact, QoS-aware Service Composition (QoS-
SC) involves selecting the best services from a vast pool of 
candidates while optimizing conflicting QoS criteria such as 
execution time, cost, and reliability [10]. The problem is 
compounded by its combinatorial nature, which makes it NP-
hard [11]. Traditional metaheuristic methods often struggle 
with local optima stagnation and slow convergence, limiting 
their ability to address large-scale, dynamic IoT environments 
efficiently. To overcome these challenges, this study proposes 
an enhanced Jaya algorithm designed explicitly for QoS-SC in 
IoT. The algorithm balances exploration and exploitation by 
incorporating adaptive mechanisms and a stagnation-recovery 
strategy, improving convergence speed and solution quality. It 
also adapts to varying workflows, including sequential, parallel, 
and loop-based structures, to effectively model diverse IoT 
scenarios. 

The contributions of this work are fourfold: (1) introducing 
an enhanced Jaya algorithm with adaptive mechanisms for 
QoS-SC, (2) developing a stagnation-recovery technique to 
overcome local optima, (3) evaluating the algorithm’s 
performance against state-of-the-art methods across diverse IoT 
scenarios, and (4) demonstrating the scalability and 
computational efficiency of the proposed approach. This study 
presents a robust approach for optimizing service composition 
in dynamic IoT ecosystems. 

The remainder of this paper is structured in the following 
way. Section II summarizes related research on QoS-aware 
service composition and optimization methods. The problem is 
formulated in Section III. Section IV describes the proposed 
algorithm in detail. Section V presents the experimental setup, 
outcomes, and comparisons with existing methodologies. 
Finally, Section VI summarizes the main conclusions and 
recommendations for further study. 

II. RELATED WORK 

The solutions to QoS-SC have been addressed in many 
research works by applying different optimization methods. For 
example, Sefati and Navimipour [12] presented a hybrid 
method using Hidden Markov Models (HMM) and Ant Colony 
Optimization (ACO) to address partial challenges in the 
composition of IoT services. HMM predicts QoS attributes by 
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learning the optimal emission and transition matrices via the 
Viterbi algorithm, while ACO estimates QoS to find the best 
service paths. 

Vakili, et al. [13] proposed a service composition strategy 
based on the Grey Wolf Optimization (GWO) algorithm under 
the MapReduce methodology. This significantly improves cost, 
availability, and response time QoS attributes when discovering 
an optimal set of atomic services. In the end, the simulation 
results reduce cost and response time and improve the amount 
of energy saved regarding availability. 

Asghari, et al. [14] propose a hybrid evolutionary algorithm 
(SFLA-GA) for privacy-preserving cloud service composition. 
A computational scheme selects the optimal QoS aggregation 
selection, while services are categorized according to their 
privacy level. Results indicated better fitness values and service 
selection compared to the existing algorithms. 

Xiao [15] presented a service composition method 
leveraging cloud and fog computing and an improved Artificial 
Bee Colony (ABC) algorithm. The approach introduced a 
scheme for Dynamic Reduction to enhance convergence and 
balance exploration and diversification. Evaluations show 
reduced energy consumption compared to traditional 
algorithms and increased reliability and, thus, cost 
optimization. 

Rajendran, et al. [16] proposed an enhanced eagle strategy 
algorithm for large-scale Dynamic Web Service Composition 
(DWSC) in cloud-based IoT environments, bio-inspired and 
much more computationally efficient with huge repository 
challenges. Therefore, the computation time would be faster 
and the QoS metrics much improved. 

Tang, et al. [17] suggested an Improved Shuffled Frog 
Leaping Algorithm (ISFLA) using chaos and reverse learning 
theories to enhance population initialization and diversity. This 
technique used Gaussian mutation and a local update method to 
find the optimum IoT service composition. The simulation 
shows superior fitness values, quicker convergence, and better 
solution quality than SFLA and related techniques. 

Ait Hacène Ouhadda, et al. [18] presented the Discrete 
Adaptive Lion Optimization Algorithm (DALOA), which is 
empowered by operators of exploration-exploitation strategies: 
roaming, mating, and migration. The approach divided the 
population into two groups: pride and nomads, to balance 
diversity with efficiency. These results indicated that DALOA 
provided near-optimal solutions within acceptable execution 
times and that this method outperformed the rest of the analyzed 
algorithms. 

As highlighted in Table I, existing IoT service composition 
solutions still have a few highly valued shortcomings that can 
be improved in dynamic/large-scale environments. Most 
current solutions focus on optimizing single QoS attributes, 
such as response time or cost, in a non-holistic manner. 
Scalability remains a persistent problem, especially in methods 
like HMM-ACO and the Improved Eagle Strategy, when 
dealing with large-scale IoT repositories. Balancing exploration 
and exploitation is a core limitation in approaches such as 

SFLA-GA and ISFLA; this often leads to convergence at 
premature stages or very suboptimal solutions. Most algorithms 
have underexplored privacy concerns, addressed in only a few 
methods, such as SFLA-GA. To address these lacunae, the 
current paper proposes an improved variant of the Jaya 
algorithm with an adaptive mechanism and stagnation-recovery 
strategy. This approach will maintain an equilibrium between 
exploration and exploitation while guaranteeing scalability, 
accelerated convergence, and holistic QoS optimization, 
considering dynamic repository updates and privacy issues. 

III. PROBLEM DESCRIPTION 

QoS-SC in IoT concerns integrating abstract services 
provided by different providers into workflows to fulfill users' 
needs. Workflow are series of expert-level services that are 
needed for task execution. Typical applications of such 
workflows in smart city contexts are journey-planning 
applications, whereby different sub-services, including booking 
transportation, route planning, and even some payment 
systems, are all composed into one integrated single service. In 
general, selecting a concrete option with many sub-services and 
various QoS attributes will be complex and dynamic. The 
process of QoS-SC is shown in Fig. 1. 

TABLE I. PREVIOUS IOT SERVICE COMPOSITION METHODS 

Study Main contribution 
Shortcomings addressed 

in our study 

HMM-ACO 

[12] 

Combined HMM for QoS 

prediction and ACO for 

optimal pathfinding, 
improving QoS metrics 

like availability and cost. 

Lack of dynamic adaptation 

and scalability to large-

scale IoT repositories, 
addressed by integrating 

adaptive mechanisms. 

GWO with 
MapReduce 

[13] 

Integrated GWO with 

MapReduce to optimize 

QoS attributes like energy, 
cost, and response time. 

Narrow focus on specific 
QoS attributes; our study 

proposes a holistic QoS 

optimization framework 
considering diverse 

attributes. 

SFLA-GA 

[14] 

Proposed a hybrid 

privacy-aware service 
composition using SFLA 

and GA, optimizing QoS 

while addressing privacy. 

Insufficient balance 
between exploration and 

exploitation; our method 

enhances this balance for 
better convergence and 

solutions. 

Enhanced 

ABC with fog 
and cloud [15] 

Leveraged cloud and fog 

computing with ABC and 

dynamic reduction for 
improved convergence 

and energy efficiency. 

Limited adaptability to 

dynamic IoT environments; 

our study integrates real-
time optimization 

mechanisms. 

Improved 

eagle strategy 

[16] 

Addressed large-scale 
DWSC with a bio-inspired 

algorithm, improving 

computation time and QoS 
metrics. 

Ineffective for handling 
real-time service updates; 

our algorithm ensures 

scalability and adaptability 
to dynamic conditions. 

ISFLA [17] 

Enhanced SFLA with 

chaos theory and reverse 
learning for better 

population diversity and 

fitness. 

High computational 

complexity for large IoT 
networks; our approach 

improves efficiency while 

maintaining scalability. 

DALOA [18] 

Introduced DALOA with 
strong exploration and 

exploitation balance using 

sub-population strategies. 

Longer execution time for 

large-scale repositories; our 

study emphasizes faster 
convergence and scalability 

in diverse scenarios. 
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Fig. 1. An overview of QoS-SC process.

This inherent complexity naturally arises from the fact that 
functionally equivalent services feature distinct QoS metrics, 
namely response time, cost, and reliability. To handle this, IoT 
service composition is made up of five layers: a perception 
layer responsible for sensing; a network layer transferring 
services to the cloud; a cloud layer providing service databases; 
a composition layer that selects and composes services; and an 
application layer that enables users to interact. These layers 
have similarities to the structure of ISO network layers.  

QoS evaluation is an indispensable process in service 
selection and composition in IoT environments, relying on 
seven key characteristics representative of various performance 
metrics and user requirements: 

 Execution time: The time that elapses between a user 
request and the system's response. The shorter the 
execution time, the better the performance. 

 Reliability: The ratio of completed service requests to 
the total number of requests, reflecting the dependability 
of the service. 

 Execution cost: Represents the cost of utilizing a 
service. Lower costs are preferred. 

 Availability: This gives the percentage of time a service 
continues to be operational and available over a given 
period. 

 Scalability: The service's ability to adapt and function 
efficiently under changing demands or conditions. 

 Reputation: A trust metric derived from user feedback; 
it can fall into the "very high," "high," "normal," "poor," 
or "very poor" categories. 

 Response time: The time interval between a user’s 
inquiry and the system’s delivery of the requested 
service. 

These attributes can be classified into two categories: cost 
indicators, where lower values are preferred, such as cost and 
execution time, and benefit indicators, where higher values are 
desired, including reliability and availability. Normalization 
ensures consistent evaluation. Raw QoS values are adjusted 
based on their minimum and maximum possible values. For 
cost-related QoS attributes (𝑐𝑖), the normalization can be 
represented as by Eq. (1). 

𝑁(𝑐𝑖) = {

𝑚𝑎𝑥(𝐶)−𝐶(𝑐𝑖)

𝑚𝑎𝑥(𝐶)−𝑚𝑖𝑛(𝐶)
,    𝑖𝑓 𝑚𝑎𝑥(𝐶) ≠ 𝑚𝑖𝑛(𝐶)

1,                                𝑖𝑓 𝑚𝑎𝑥(𝐶) = 𝑚𝑖𝑛(𝐶)
       (1) 

Where 𝐶(𝑐𝑖) stands for the current cost value for the 𝑖th QoS 
attribute, max(𝐶) refers to the maximum cost value across all 
QoS attributes, and min(𝐶) denotes the minimum cost value 
across all QoS attributes. For benefit-related QoS attributes (𝑏𝑖), 
the normalization can be expressed using Eq. (2). 

𝑁(𝑏𝑖) = {

𝐵(𝑏𝑖)−𝑚𝑖𝑛(𝐵)

𝑚𝑎𝑥(𝐵)−𝑚𝑖𝑛(𝐵)
,    𝑖𝑓 𝑚𝑎𝑥(𝐵) ≠ 𝑚𝑖𝑛(𝐵)

1,                                𝑖𝑓 𝑚𝑎𝑥(𝐵) = 𝑚𝑖𝑛(𝐵)
     (2) 

Where (𝑏𝑖) specifies the current benefit value for the 𝑖th QoS 
attribute. max(𝐵) and min(𝐵) refer to maximum and minimum 
benefit value across all QoS attributes, respectively. Eq. (3) 
computes the fitness value for service composition by 
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weighting these normalized QoS values according to user 
preferences (𝑤𝑖). 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 = ∑ 𝑤𝑖 . 𝑁(𝑞𝑖)𝑟
𝑖=1                            (3) 

Where 𝑁(𝑞𝑖) refers to the normalized value of the 𝑖th QoS 
attribute (either cost or benefit) and r represents the total 
number of QoS factors considered. 

Service composition workflows describe how atomic 
services are arranged to form composite services. These 
workflows can significantly affect the aggregated QoS values. 
As shown in Fig. 2, the most common types are: 

 Sequential workflow: Services are executed one after the 
other in a sequence. QoS attributes like response time are 
typically aggregated using summation. 

 Loop workflow: Services are repeated multiple times, 
with QoS attributes like response time multiplied by the 
number of iterations. 

 Parallel workflow: Multiple services are executed 
simultaneously, with QoS attributes such as reliability 
aggregated using the maximum value. 

 Switch workflow: Represents conditional execution paths 
where only one of the services is selected based on certain 
conditions.

 

Fig. 2. Different workflow patterns for service composition: (a) Sequential, (b) Loop, (c) Parallel, and (d) Conditional (Switch).

The aggregation functions for different QoS attributes vary 
by workflow type, as summarized in Table II, where 𝐿 refers to 
the number of iterations in a loop, and 𝑡𝑟,𝑖,𝑗, 𝑐𝑟,𝑖,𝑗, 𝑎𝑟,𝑖,𝑗, 𝑟𝑟,𝑖,𝑗 

correspond to response time, execution cost, availability, and 
reliability, respectively, for the 𝑖th task and 𝑗th candidate service. 

TABLE II. AGGREGATION FUNCTIONS FOR QOS ATTRIBUTES 

Quality indicator Loop Parallel Switch Sequential 

Reliability 𝑟𝑟,𝑖,𝑗
𝐿  𝑚𝑎𝑥 𝑟𝑟,𝑖,𝑗 ∏ 𝑟𝑟,𝑖,𝑗 ∏ 𝑟𝑟,𝑖,𝑗 

Availability 𝛼𝑟,𝑖,𝑗
𝐿  𝑚𝑎𝑥 𝛼𝑟,𝑖,𝑗 ∏ 𝛼𝑟,𝑖,𝑗 ∏ 𝛼𝑟,𝑖,𝑗 

Execution time 𝐿. 𝑐𝑟,𝑖,𝑗 𝑚𝑖𝑛 𝑐𝑟,𝑖,𝑗 ∑ 𝑐𝑟,𝑖,𝑗  ∑ 𝑐𝑟,𝑖,𝑗  

Response time 𝐿. 𝑡𝑟,𝑖,𝑗 𝑚𝑖𝑛 𝑡𝑟,𝑖,𝑗 ∑ 𝑡𝑟,𝑖,𝑗 ∑ 𝑡𝑟,𝑖,𝑗 

IV. ENHANCED JAYA ALGORITHM 

The Enhanced Jaya Algorithm (EJAYA) was developed to 
address significant deficiencies in the traditional Jaya 
algorithm. Despite many applications to various optimization 
problems, Jaya's potential drawbacks include the possibility of 
convergence to a premature optimal solution due to its 
dependence on the information of the local optimum with 
reduced diversity while exploring the solution space for an 
appropriate solution [19]. These challenges could be overcome 
by EJAYA through several strategies directed toward local 
improvement of intensification and global improvement of 
exploration, ensuring an improvement by a factor greater than 
overall search efficiency and robustness. Such improvements 
seek to provide more enhanced balancing between 
diversification-segregated searching across extensive areas 
over the solution space and intensified structuring down into 

up-coming regions. The traditional Jaya algorithm updates the 
position of a solution (𝑥𝑖) within a population (𝑁) using Eq. (4). 

𝑣𝑖 = 𝑥𝑖 + λ1(𝑥Best − |𝑥𝑖|) − λ2(𝑥Worst − |𝑥𝑖|),  𝑖 =
1,2, … , 𝑁                          (4) 

Where 𝑥Best and 𝑥Worst are the best and worst solutions in the 
current population, 𝜆1 and 𝜆2 are random numbers in the range 
[0,1], and 𝑣𝑖 is the updated solution.  

The decision to retain or discard the updated solution is 
based on its fitness value calculated by Eq. (5). 

𝑥𝑖 = {
𝑣𝑖 ,     𝑖𝑓 𝑓(𝑣𝑖) ≤ 𝑓(𝑥𝑖)

𝑥𝑖 ,     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒            
                   (5) 

This update process is straightforward but can lead to 
reduced population diversity, particularly in later iterations, 
when solutions begin to converge near the global best. The 
limitations of the basic Jaya algorithm include: 

 Local optima stagnation: As the algorithm heavily relies 
on 𝑥𝐵𝑒𝑠𝑡   and 𝑥𝑤𝑜𝑟𝑠𝑡 , the population may become 
trapped in local optima, reducing the probability of 
finding the global optimum. 

 Reduced diversity: The absolute value symbol in the 
update equation contributes to a loss of diversity, 
making it challenging to explore new regions in the 
solution space effectively. 

 Imbalance of exploration and exploitation: Basic Jaya 
lacks mechanisms to dynamically balance the search 
space exploration and the refinement of promising 
solutions. 
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To address these challenges, EJAYA introduces advanced 
strategies for local exploitation and global exploration, 
significantly improving its performance on complex 
optimization problems. Original JAYA locally updates the 
solutions by considering an upper attract point, 𝑃𝑢, and a lower 
attract point, 𝑃𝑙, so that the solution is attracted to more 
promising areas of the feasible solution space: 

Upper attract point Eq. (6): 

𝑃𝑢 = λ3 ⋅ 𝑥Best + (1 − λ3) ⋅ 𝑀                   (6) 

Where 𝑀 is the mean solution of the current population 
calculated using Eq. (7). 

𝑀 =
1

𝑁
∑ 𝑥𝑖

𝑁
𝑖=1                                 (7) 

Lower attract point (Eq. 8): 

𝑃𝑙 = λ4 ⋅ 𝑥Worst + (1 − λ4) ⋅ 𝑀                    (8) 

These attract points provide additional flexibility, allowing 
solutions to gravitate toward the best and worst solutions while 
maintaining a strong connection to the mean of the population. 
This mechanism reduces premature convergence and improves 
diversity. The updated solution is calculated using Eq. (9): 

𝑣𝑖 = 𝑥𝑖 + λ5(𝑃𝑢 − 𝑥𝑖) − λ6(𝑃𝑙 − 𝑥𝑖),  𝑖 = 1,2, … , 𝑁   (9) 

Where 𝜆5 and 𝜆6 are random numbers in the range [0,1]. 

To enhance exploration, EJAYA incorporates a historical 
population (𝑋old) and a switch probability (𝑃switch), ensuring 
greater diversity and escaping local optima: 

Historical population: The historical population is generated 
using Eq. 10. 

𝑋𝑜𝑙𝑑 = {
𝑋,                          𝑖𝑓 𝑃𝑠𝑤𝑖𝑡𝑐ℎ ≤ 0.5   

𝑝𝑒𝑟𝑚𝑢𝑡𝑒 (𝑋),    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒            
      (10) 

Where 𝑝𝑒𝑟𝑚𝑢𝑡𝑒 (𝑋) represents a random reordering of the 
population, introducing randomness and diversity. 

Global exploration update: The solution is updated using 
Eq. (11). 

𝑣𝑖 = 𝑥𝑖 + κ(𝑥old,𝑖 − 𝑥𝑖),  𝑖 = 1,2, … , 𝑁         (11) 

Where 𝜅 is a random number sampled from a standard 
normal distribution. This process assures that the algorithm 
investigates unexplored areas in the solution space. Fig. 3 
illustrates the pseudocode of EJAYA.

 
Fig. 3. The pseudocode of EJAYA.

V. EXPERIMENTAL RESULTS 

The proposed EJAYA was evaluated for IoT service 
selection and composition using real datasets, containing 25 
scenarios. Each dataset contained about 2500 real tasks, 
characterized by criteria such as cost, response time, 
availability, and dependability. In generating these scenarios, 
different numbers of abstract tasks n and concrete services m 

for each abstract task were considered. The experiment 
analyzed the effectiveness of EJAYA in comparison with five 
algorithms: ABC, Particle Swarm Optimization (PSO), 
Discrete Dragonfly Algorithm (DDA), Genetic Algorithm 
(GA), and Ant Colony Optimization (ACO). 

The computation environment used was on a Windows OS 
system with Intel Core i5 at 3.2 GHz, with 16 GB RAM. All 
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algorithms were implemented in MATLAB version 2020a. 
Each algorithm has been executed with a population size of 30 
and for 30 runs, up to a maximum number of 1000 iterations for 
each execution. The performance of EJAYA was evaluated 
based on QoS fitness value that measures the QoS selection 
based on weighted QoS attribute; execution time, the time taken 
to converge to an optimal solution; and convergence rate, the 
ability of the algorithm to escape local optima and achieve 
better solutions over iterations. 

EJAYA consistently outperformed all other algorithms 
across all scenarios. For example, as shown in Fig. 4, when the 
number of tasks varied from 10 to 100 and the number of 
concrete services ranged from 10 to 100, EJAYA achieved 
higher fitness values than other algorithms. Also, with a fixed 
n=20 and m ranging from 200 to 1000, EJAYA maintained 
superior performance, as illustrated in Fig. 5.

 

Fig. 4. Fitness values for algorithms (Scenario 1). 

 

Fig. 5. Fitness values for algorithms (Scenario 2).
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Fig. 6 shows the convergence curves, where EJAYA never 
got stuck and thus escaped from the local optima, where other 
algorithms were not capable of improving their solution after a 
number of iterations. EJAYA illustrated a gradually increasing 
trend over iterations in fitness values which describes that 
superior solutions are more quickly obtained. 

Fig. 7 compares the execution time of EJAYA with those of 
other algorithms for an increasing number of concrete services 
when n=20. Note that EJAYA showed competitive 
computational efficiency, while its execution times were below 
those of most algorithms. For instance, for m=1000, its 
execution time in EJAYA was about 1.65 s, much faster 
compared to the other algorithms. 

 

Fig. 6. Convergence curves. 

 

Fig. 7. Execution time comparison.

The experimental observations reveal that EJAYA 
outperforms most QoS-SC scenarios, indicating its strength in 
IoT environments. Compared to its competitors, EJAYA 
consistently delivers higher QoS fitness values, suggesting it 
can optimize service composition effectively. This is due to the 
adaptive mechanisms and stagnation recovery strategies of 
EJAYA, enabling it to escape local optimum and converge on 
better solutions. For example, in scenarios involving different 
numbers of tasks and concrete services, EJAYA reached higher 
fitness values, proving it is more scalable and flexible for 
different IoT settings. The above results confirm findings from 

recent related work, which establishes the importance of 
adaptability and convergence in dynamic optimization 
problems, further asserting EJAYA's relevance as one of the 
methods for QoS-SC. 

Most importantly, computational efficiency establishes the 
applicability of EJAYA in real-world applications. It provides 
faster convergence times, especially for large datasets, making 
it superior to other algorithms in terms of execution speed. This 
is consistent with the literature that suggests execution time is 
one of the most critical considerations in dynamic IoT 
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environments wherein the process of service composition 
should be executed fairly quickly. In addition, convergence 
curves illustrate that EJAYA improves performance steadily in 
each iteration and, therefore, avoids stagnation and achieves the 
best solutions. These results validate the design objectives of 
the algorithm and highlight its potential contributions to the 
area of QoS-aware service composition in IoT ecosystems. 

VI. CONCLUSION 

In this paper, we proposed the EJAYA, a robust 
optimization for QoS-SC in IoT environments. EJAYA has 
been developed to incorporate an advanced local exploitation 
strategy and a global exploration strategy to overcome some 
major drawbacks of the original Jaya algorithm, such as local 
optima susceptibility and reduced diversity. The algorithm 
employed upper and lower attract points, enhancing local 
search using historical populations for better global exploration. 
It was balanced between exploration and exploitation. The 
experimental outcomes proved that EJAYA outperformed the 
existing optimization algorithms, such as ACO, GA, DDA, 
PSO, and ABC. EJAYA achieved the highest QoS fitness 
values for all the tested datasets, escaped stagnation, and 
remained competitive in execution time. These results verify 
the efficiency of EJAYA in dealing with the complexities of 
large-scale service composition problems and obtaining 
optimal solutions with improved performance stability. EJAYA 
will be extended in the future for resource allocation problems 
in both edge and fog computing environments while 
incorporating dynamic scenarios to meet IoT real-time 
requirements. Besides, integrating machine learning techniques 
for further optimization and adaptability might result in a more 
solidification of the algorithm in the performance of highly 
dynamic IoT ecosystems. 
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Abstract—An advanced system for facial landmark detection 

and 3D facial animation rigging is proposed, utilizing deep 

learning algorithms to accurately detect key facial points, such as 

the eyes, mouth, and eyebrows. These landmarks enable precise 

rigging of 3D models, facilitating realistic and controlled facial 

expressions. The system enhances animation efficiency and 

realism, providing robust solutions for applications in gaming, 

animation, and virtual reality. This approach integrates cutting-

edge detection techniques with efficient rigging mechanisms. The 

AI-assisted rigging process reduces manual effort and ensures 

precise, dynamic animations. The study evaluates the system's 

accuracy in facial landmark detection, the efficiency of the 

rigging process, and its performance in generating consistent 

emotional expressions across animations. Additionally, the 

system's computational efficiency, scalability, and system 

performance are assessed, demonstrating its practicality for real-

time applications. Pilot testing, emotion recognition consistency, 

and performance metrics reveal the system's robustness and 

effectiveness in producing realistic animations while reducing 

production time. This work contributes to the advancement of 

animation and virtual environments, offering a scalable solution 

for realistic facial expression generation and character 

animation. Future research will focus on refining the system and 

exploring its potential applications in interactive media and real-

time animation. 

Keywords—Facial landmark detection; 3D animation; deep 

learning; AI-assisted rigging; emotion recognition 

I. INTRODUCTION 

Facial expressions are a fundamental aspect of storytelling, 
communication, and emotional engagement in animated media. 
In 3D cartoon animation, creating expressive faces is a crucial 
element that bridges the gap between virtual characters and 
audience perception [1]. The ability to convey emotions such 
as joy, sadness, anger, fear, and surprise enables characters to 
resonate with viewers, immersing them in the narrative [2]. 
However, achieving this level of expressiveness is not without 
its challenges, especially in a 3D environment where facial 
rigging and animation require precision and creativity [3]. 
Traditional methods of designing facial expressions in 3D 
cartoon animation are both labor-intensive and time-
consuming. Animators typically rely on manual keyframing 
[4], morph target blending, and complex rigging systems to 
create facial emotions. While these methods allow for detailed 
control, they pose significant limitations. Producing high-

quality facial animations demands extensive manual effort, 
expertise, and resources. Traditional processes lack 
automation, making them impractical for large-scale 
productions or real-time applications [3]. Achieving 
exaggerated and highly expressive facial animations requires 
significant trial and error, often restricting creative freedom.  
Maintaining consistency in facial expressions across different 
frames and characters can be difficult, particularly in projects 
with numerous assets [5]. These challenges highlight the need 
for advanced solutions that streamline the animation process 
while enhancing the expressiveness and realism of 3D cartoon 
characters. 

The growing demand for high-quality animated content 
across entertainment, education, gaming, and virtual reality 
industries has pushed the boundaries of creativity and 
technology [6]. Audiences today expect not only visually 
appealing characters but also emotionally engaging 
performances that drive storytelling [7]. In this context, 
integrating AI-driven approaches into the facial animation 
pipeline offers promising opportunities. AI algorithms can 
automate key processes such as facial rigging, expression 
generation, and motion interpolation, significantly reducing 
production time. Generative models enable animators to 
explore a broader range of emotions and exaggerations, 
pushing creative possibilities beyond manual techniques [8]. 
Predictive AI models ensure consistency in facial expressions 
while preserving natural transitions between emotions [9]. AI-
based tools lower the technical barriers for smaller animation 
studios and independent creators, democratizing access to 
advanced facial animation technologies [10]. 

The motivation for this study is to bridge the gap between 
traditional animation workflows and AI-powered tools, 
offering solutions that enhance expressiveness, streamline 
production, and foster innovation in 3D cartoon animation. 
This article leverages state-of-the-art AI models to generate 
and predict facial expressions for 3D cartoon characters. The 
methodology involves the following key steps i.e., existing 
datasets such as the Facial Expression Research Group 
Database (FERG) and synthetic datasets created using AI 
models (e.g., GANs) are utilized. These datasets include 
exaggerated facial expressions representing the seven basic 
emotions: anger, disgust, fear, happiness, sadness, surprise, and 
neutral. Deep generative models such as Generative 
Adversarial Networks (GANs) [11] and Variational 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

757 | P a g e  

www.ijacsa.thesai.org 

Autoencoders (VAEs) are used to synthesize new facial 
expressions based on input parameters. These models enable 
the generation of highly expressive and diverse facial 
animations. Machine learning techniques, including CNNs [12] 
and recurrent neural networks (RNNs), are applied to predict 
and interpolate facial expressions based on input features such 
as pose, texture, and landmarks. The generated expressions are 
evaluated for realism, emotional clarity, and consistency using 
qualitative and quantitative metrics. User studies are conducted 
to assess audience engagement and perception of the AI-
generated animations [13]. 

The study uses a combination of publicly available and 
synthetic datasets to ensure diversity and coverage of facial 
expressions. FERG-DB is a well-known dataset comprising 
55,000+ annotated images of cartoon characters with seven 
labeled expressions [14]. Synthetic AI-Generated Data to 
generate additional facial expressions that exhibit exaggerated 
emotions, enhancing the dataset's versatility. Custom 
Annotations for emotion intensity, landmark positions, and 
rigging points are added to improve the quality and usability of 
the dataset. By combining these datasets, the study ensures a 
robust foundation for training and testing AI models, enabling 
the generation of high-quality facial expressions for 3D cartoon 
characters. 

The contribution of the article is well explained in the 
points below: 

 This study introduces state-of-the-art AI models, 
including GANs and VAEs, to generate highly 
expressive and exaggerated facial expressions for 3D 
cartoon characters, pushing the boundaries of creative 
possibilities in animation. 

 By combining the Facial Expression Research Group 
Database (FERG) with synthetic AI-generated data, the 
study ensures a comprehensive dataset that covers a 
wide range of facial expressions and emotional 
intensities, improving the versatility of animation 
generation. 

 Utilizes CNNs and RNNs to predict and interpolate 
facial expressions based on parameters like pose, 
texture, and landmarks, ensuring consistency, realism, 
and natural transitions in the generated animations. 

The study incorporates both qualitative and quantitative 
metrics to assess the realism, emotional clarity, and consistency 
of the AI-generated facial expressions, ensuring their 
effectiveness for 3D cartoon animation. 

II. LITERATURE REVIEW 

This study explores the use of GANs for generating facial 
expressions in animated characters [15]. The authors 
demonstrate how GANs can produce highly realistic and varied 
expressions, improving upon traditional animation methods. 
The study highlights the potential of GANs to handle different 
facial dynamics and offer a more flexible approach to character 
animation. 

This research focuses on emotion recognition from 3D 
facial expressions, using convolutional neural networks 

(CNNs) to identify emotions based on facial features [16]. The 
authors show that 3D models provide more accurate emotion 
recognition compared to 2D images, particularly in animated 
contexts. The study emphasizes the importance of texture and 
lighting in 3D emotion recognition systems. The paper 
investigates the use of VAEs to generate facial expressions, 
showcasing their ability to capture the underlying distribution 
of emotions [17]. The authors demonstrate that VAEs can 
create diverse facial expressions by learning the latent variables 
of facial movements. This approach enhances the 
expressiveness of animated characters, with smoother 
transitions between emotions. 

This article discusses the application of machine learning 
techniques to achieve real-time facial animation for interactive 
applications [18]. The authors use deep neural networks to 
predict and animate facial expressions in real-time, 
significantly reducing the time and effort required in traditional 
animation pipelines. The study contributes to real-time facial 
animation for virtual characters in gaming and VR. This 
research focuses on automating the facial rigging process in 3D 
animation using machine learning algorithms [3]. The authors 
propose an AI-based approach to generate rigging parameters 
from minimal input data, reducing manual labor. The results 
show that the automated rigging system can match or exceed 
the quality of manually rigged models, improving efficiency in 
animation production. In this study, the authors explore how 
GANs can be used to generate exaggerated facial expressions 
for 3D cartoon characters [19]. The paper focuses on the 
importance of emotional exaggeration in animation for 
enhancing audience engagement. The results show that GANs 
can create expressive, dynamic faces that amplify emotional 
impact, especially in animated media. 

This paper introduces a specialized database for facial 
expressions in cartoon characters, aiming to improve emotion 
recognition and animation workflows [20]. The authors discuss 
the challenges of collecting and annotating diverse facial 
expressions in cartoons and the need for a dedicated database. 
The study provides a foundation for training AI models 
focused on cartoon animation. This article proposes a method 
for modeling emotion intensity in facial expressions to improve 
realism in animated characters [21]. The authors develop a 
framework that uses machine learning to quantify the intensity 
of emotions, allowing for more nuanced and accurate facial 
expressions. The study enhances the capability of AI models to 
generate varied emotional intensities in 3D characters. The 
study investigates hybrid CNN-RNN models for predicting 
facial expressions in animated characters [22]. The authors 
combine convolutional networks for feature extraction with 
recurrent networks for sequence modeling to achieve dynamic 
facial animation. The paper shows that the hybrid approach 
improves the accuracy and fluidity of facial expressions over 
traditional methods. 

This article examines AI-driven tools designed to assist 
animators in creating facial expressions more efficiently. The 
authors focus on the integration of generative models and 
predictive algorithms in the animation pipeline [23]. The study 
suggests that AI tools can significantly reduce production time, 
particularly for smaller studios with limited resources. The 
paper discusses the use of facial landmarks and texture 
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information to predict and generate facial expressions. The 
authors apply CNNs to process landmark data and texture 
maps, allowing for more detailed and accurate facial 
animations [8]. The study demonstrates the potential for 
combining geometric and visual features to enhance facial 
expression realism. This study conducts user research to 
evaluate audience engagement with AI-generated facial 
animations [24]. The authors assess how viewers perceive and 
emotionally react to AI-generated expressions in 3D animated 
characters. The results indicate that AI-generated facial 
animations are generally well-received, offering potential for 
greater emotional engagement in animated storytelling. 

The reviewed literature highlights several gaps and 
limitations. Most studies either focus on emotion recognition or 
facial expression generation, lacking a unified approach that 
integrates both. Limited attention is given to achieving real-
time efficiency while maintaining high-quality animation or 
fully automating rigging processes. Furthermore, existing 
methods often rely on specific datasets, reducing their 
generalizability, and lack comprehensive evaluations of user 
engagement across diverse animation styles. This paper 
addresses these gaps by proposing a system that combines 
facial landmark detection with automated rigging to achieve 
real-time, high-quality 3D animation, enhancing both 
efficiency and emotional realism. 

III. METHODOLOGY 

The methodology for enhancing facial expressiveness in 
3D cartoon animation leverages advanced AI models to 
automate and refine the process of generating and predicting 
facial expressions. This approach combines generative and 
predictive design techniques to ensure that animated characters 
convey a wide range of emotions with high accuracy and 
fluidity. By integrating deep learning models such as GANs, 
VAEs, CNNs, and RNNs, the methodology aims to streamline 
the animation process, improve expressiveness, and maintain 
emotional consistency across frames. The following sections 
detail the specific methods used for data collection, expression 
generation, facial prediction, and evaluation. 

A. Dataset Collection and Preparation 

To build a robust foundation for training the AI models, we 
utilize a combination of three distinct datasets: real-world, 
synthetic, and specialized 3D cartoon datasets. The first 
dataset, the Facial Expression Research Group Database 
(FERG-DB), consists of over 55,000 annotated images of 
cartoon characters with various emotional expressions, 
including anger, disgust, fear, happiness, sadness, surprise, and 
neutral. This database serves as the primary dataset for emotion 
recognition and expression generation. Fig. 1 illustrates a 
sample image from the FERG-DB dataset, showcasing the 
diverse range of facial expressions utilized in this study. 

Table I provides a summary of the key attributes of the 
FERG-DB dataset, detailing its extensive collection of over 
55,000 images across seven emotion classes, annotations for 
facial landmarks, and emotion labels, making it highly suitable 
for emotion classification and expression generation tasks. 

 

Fig. 1. Sample image from the FERG-DB dataset. 

TABLE I.  SUMMARY OF KEY ATTRIBUTES OF THE FERG-DB DATASET 

FOR EMOTION CLASSIFICATION 

Attribute Details 

Number of Images 55,000+ images 

Number of Classes 
7 (Anger, Disgust, Fear, Happiness, Sadness, Surprise, 

Neutral) 

Format JPEG, PNG 

Color Scheme RGB (Colored images) 

Image Resolution Varies (Typically 256x256 pixels) 

Annotations Facial landmarks, emotion labels (7 basic emotions) 

Purpose Emotion classification and expression generation 

Source 
FERG-DB (Facial Expression Research Group) 

Database 

The second dataset is synthetically generated using GANs. 
This dataset includes exaggerated facial expressions that are 
crucial for 3D cartoon animation, providing a broader spectrum 
of emotions and enhancing the expressiveness of the generated 
faces. The GANs enable the generation of high-quality, diverse 
facial expressions with variations in intensity and emotional 
range, suitable for both subtle and exaggerated expressions in 
animation. 

 
Fig. 2. Synthetic images dataset generated using GANs. 
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As depicted in Fig. 2, the synthetic images dataset 
generated using GANs demonstrates the system's ability to 
produce varied and expressive facial animations, showcasing 
the versatility of the proposed approach. Table II presents an 
overview of the synthetic emotion dataset generated using 
GANs, comprising over 10,000 images with annotations for 
facial landmarks, emotion intensity, and exaggerated emotional 
variations, supporting the creation of dynamic and expressive 
animations. 

TABLE II.  OVERVIEW OF SYNTHETIC EMOTION DATASET GENERATED 

VIA GANS 

Attribute Details 

Number of Images 10,000+ synthetic images (generated via GANs) 

Number of Classes 
7 (Anger, Disgust, Fear, Happiness, Sadness, Surprise, 

Neutral) 

Format PNG, TIFF, JPEG 

Color Scheme RGB (Colored images) 

Image Resolution Varies (Typically 512x512 pixels) 

Annotations 
Facial landmarks, emotion intensity, exaggerated 

emotional variations 

Purpose 
To provide exaggerated facial expressions for 
dynamic, expressive animations 

Source 
Generated using a GAN-based framework (Synthetic 

data generation) 

The third dataset, a specialized 3D cartoon facial 
expression dataset, is curated to include not only facial images 
but also 3D models with detailed annotations. This dataset 
includes facial landmarks, emotion intensity levels, and rigging 
points, making it particularly useful for generating and 
animating 3D faces. By combining these three datasets, we 
ensure a comprehensive and diverse dataset that covers a wide 
range of emotional expressions, intensity variations, and the 
necessary details for accurate 3D facial animation. Fig. 3 
illustrates the synthetic 8-bit grayscale images dataset 
generated using GANs, highlighting the system's capability to 
produce detailed and expressive facial animations in a 
grayscale format. 

 
Fig. 3. Synthetic 8-bit grayscale images dataset generated using GANs. 

Table III outlines the key attributes of the 3D model-based 
facial expression dataset, featuring over 8,000 3D model 
images annotated with facial landmarks, rigging points, and 
emotion intensity, tailored for applications in 3D facial rigging 
and predictive expression modeling. 

TABLE III.  KEY ATTRIBUTES OF A 3D MODEL-BASED FACIAL 

EXPRESSION DATASET 

Attribute Details 

Number of Images 8,000+ 3D model images with facial expressions 

Number of Classes 
7 (Anger, Disgust, Fear, Happiness, Sadness, Surprise, 

Neutral) 

Format OBJ, FBX (3D model formats), PNG (Texture maps) 

Color Scheme RGB (Textures) 

Image Resolution 
Varies (Typically 1024x1024 pixels for textures, 3D 
model resolution varies) 

Annotations 
3D facial landmarks, rigging points, emotion intensity, 

pose variations 

Purpose 
3D facial rigging and animation, predictive facial 
expression modeling 

Source 
Custom dataset for 3D cartoon animation based on 

manually curated 3D models 

B. Generative Facial Expression Design Using GANs and 

VAEs 

The core methodology for generating facial expressions in 
this study involves GANs and VAEs, two state-of-the-art deep 
learning techniques that allow us to generate expressive and 
fluid facial expressions for 3D cartoon characters. 

1) Generative Adversarial Networks (GANs): GANs are a 

class of generative models that learn to create new data by 

training two neural networks: the generator (G) and the 

discriminator (D). These two networks are trained in a 

competitive process, where the generator tries to create 

realistic facial expressions, and the discriminator tries to 

distinguish between real and generated expressions. The 

generator’s goal is to fool the discriminator into thinking the 

generated images are real, while the discriminator’s goal is to 

correctly identify the fake images. The generator creates new 

facial expressions, and the discriminator evaluates the quality 

of the generated images to improve the generator's 

performance. Fig. 4 illustrates the GAN architecture employed 

for facial expression generation, where the generator produces 

synthetic faces, and the discriminator evaluates them against 

real faces to ensure realistic and expressive outputs. 

 

Fig. 4. GAN architecture for facial expression generation. 

Mathematically, the GAN framework is based on a 
minimax game, where the objective function is: 

𝑚𝑖𝑛
𝐺

 
𝑚𝑎𝑥

𝐷
𝐸𝑥~𝑃𝑑𝑎𝑡𝑎(𝑥)[𝑙𝑜𝑔𝐷(𝑥)] +  𝐸𝑍~𝑃𝑍(𝑍)[log (1

− 𝐷(𝐺(𝑧)))] 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

760 | P a g e  

www.ijacsa.thesai.org 

Where: 

 𝑥 represent real images from the dataset. 

 𝑧 is a random vector sampled from a prior distribution 
(Gussian). 

 𝐺(𝑧) is the generated facial expression image. 

 𝐷(𝑥) is the probability that the discriminator correctly 
classifies an image as real. 

 𝑃𝑑𝑎𝑡𝑎(𝑥) is the distribution of real images in the dataset. 

The generator 𝐺 is trained to minimize log (1 − 𝐷(𝐺(𝑧))), 
encouraging it to produce increasingly realistic images, while 
the discriminator 𝐷 aims to maximize its ability to distinguish 
between real and fake expressions. As training progresses, the 
generator creates increasingly high-quality, expressive facial 
expressions. 

For 3D cartoon characters, GANs are essential for creating 
exaggerated emotional features like wide smiles, raised 
eyebrows, or exaggerated frowns, which are often needed for 
animated characters to effectively communicate emotions. 

2) Variational Autoencoders (VAEs): VAEs are generative 

models that provide an efficient way to learn a smooth latent 

space of facial expressions, allowing for continuous and 

realistic transitions between different emotions. VAEs use an 

encoder-decoder architecture to learn the distribution of facial 

expressions. Illustration of the latent space model used by the 

VAE to interpolate between different facial expressions. The 

VAE ensures smooth transitions and emotional consistency in 

animated sequences. 

 
Fig. 5. VAE Latent Space for facial expression transitions. 

Fig. 5 illustrates the Variational Autoencoder (VAE) latent 
space used for facial expression transitions, where the encoder 
maps high-dimensional images to a lower-dimensional latent 
space, and the decoder reconstructs expressions, enabling 
smooth transitions between emotions. The variational approach 
in VAEs is based on approximating the posterior distribution of 
the latent variables using a simpler distribution (usually 
Gaussian), and minimizing the Kullback-Leibler (KL) 
divergence between the learned distribution and the true 
posterior. The VAE is trained by optimizing the following 
objective function: 

𝐿(𝜃, ∅: 𝑥) = −𝐸𝑞∅(𝑧|𝑥)[𝑙𝑜𝑔𝑝𝜃(𝑥|𝑧)] + 𝐷𝐾𝐿[𝑞∅(𝑧|𝑥)||𝑝(𝑧)] 

Where: 

 𝑥 is the input facial expression image. 

 𝑧 is the latent variable (the representation of the facial 
expression). 

 𝑞∅(𝑧|𝑥) is the approximate posterior distribution of the 

latent variables. 

 𝑝∅(𝑧|𝑥)  is the likelihood of reconstruction the facial 

expression given the latent variable 𝑧. 

 𝐷𝐾𝐿 represents the kullback-leibler divergence, which 
measure the difference between the learned distribution 
and the prior 𝑝(𝑧). 

By training the VAE to minimize this objective, the model 
learns to generate smooth transitions between facial 
expressions, which is crucial for animation consistency. The 
VAE facilitates the interpolation of facial expressions across a 
continuous latent space, allowing for gradual emotional 
transitions, such as from sadness to happiness, without abrupt 
changes. 

3) Combined Use of GANs and VAEs: In this approach, 

we use GANs to create exaggerated facial expressions that 

capture the intensity of various emotions, while VAEs are 

used to ensure smooth emotional transitions between different 

expressions. The two models complement each other by 

generating both extreme and subtle expressions, ensuring a 

wide range of emotions that can be applied to 3D cartoon 

characters. The training process involves two key steps: 

Expression Generation with GANs: The GAN generates 
diverse facial expressions based on the learned emotional 
distribution. 

Transition Smoothing with VAEs: The VAE interpolates 
between these generated expressions to create smooth, 
consistent transitions between emotional states. 

This hybrid approach ensures that the facial animations are 
both expressive and natural, with high emotional impact and 
seamless emotional transitions. Table IV provides a 
comparative analysis of GAN and VAE models for facial 
expression generation, highlighting GANs' ability to create 
diverse and exaggerated expressions while VAEs excel at 
generating smooth and natural emotional transitions. 

TABLE IV.  GAN AND VAE MODEL COMPARISONS FOR FACIAL 

EXPRESSION GENERATION 

Model Purpose Strengths Weaknesses 

GAN 

Generate exaggerated 

facial expressions with 
high emotional impact 

Capable of 

creating diverse 

and highly 

expressive faces 

May produce 

unrealistic artifacts 

or faces if not 

properly trained 

VAE 

Generate smooth 

transitions between 

facial expressions 

Ensures fluid and 

natural emotional 

changes between 
expressions 

Less flexibility in 

generating highly 

exaggerated 
expressions 

By leveraging both GANs and VAEs, we can generate and 
predict facial expressions for 3D cartoon characters that are 
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both expressive and emotionally coherent. The GANs provide 
a way to generate high-quality and exaggerated emotional 
features, while the VAEs allow for smooth and consistent 
transitions between different expressions. This combined 
approach provides an effective and efficient methodology for 
creating realistic and emotionally engaging facial animations in 
3D cartoon characters. 

C. Facial Expression Prediction and Dynamic Animation 

with CNNs and RNNs 

The predictive modeling and dynamic interpolation of 
facial expressions in this study leverage CNNs and RNNs. 
These two models are employed in tandem to ensure that the 
generated facial expressions are both contextually accurate and 
temporally consistent throughout the animation sequence. 

1) CNNs for facial feature extraction: CNNs are used to 

extract key features from facial expression images, such as 

facial shape, texture, and landmark positions. By learning 

spatial hierarchies of features, CNNs can capture fine-grained 

details like the curvature of the lips, the positioning of the 

eyes, and the shape of the eyebrows, all of which are crucial 

for accurate facial expression representation. These features 

are then used to predict the intensity and type of emotion 

displayed on the character’s face. Fig. 3 Overviews the CNN 

architecture used for facial expression feature extraction. The 

CNN model captures the spatial characteristics of facial 

expressions, including features such as the position of eyes, 

lips, and eyebrows. Fig. 6 depicts the CNN architecture for 

facial expression feature extraction, showcasing the training 

and testing stages, where a pre-trained VGG-16 model is fine-

tuned on a facial expression dataset to predict emotion 

probabilities accurately. 

 

Fig. 6. CNN architecture for facial expression feature extraction. 

The general CNN architecture used in this task involves 
several convolutional layers followed by fully connected 
layers, as shown in the following equation: 

𝑦 = 𝑓(𝑊 ∗ 𝑥 + 𝑏) 

Where: 

 𝑦 is the output feature map (facial feature). 

 𝑊  is the kernel or filter used to convolve the input 
image 𝑥. 

 𝑏 is the bias term. 

 𝑓 is the activation function (ReLU). 

By applying multiple convolutional layers, the model can 
learn increasingly complex facial features at various spatial 
levels, enabling the detection of the most significant aspects of 
facial expressions, which are then used for emotion prediction. 

2) RNNs for temporal modeling: Once facial features have 

been extracted using CNNs, RNNs are employed to handle the 

temporal dynamics of facial expression sequences. RNNs are 

well-suited for modeling time-series data, as they have the 

ability to retain information from previous time steps through 

hidden states. The RNN architecture models the temporal 

transitions of facial expressions across frames. By 

incorporating past facial features, the RNN ensures smooth 

transitions and consistency in animated sequences. Fig. 7 

illustrates the RNN architecture for temporal facial expression 

prediction, combining CNN-based feature extraction with 

sequence learning through LSTMs to predict dynamic facial 

expressions over time. 

 

Fig. 7. RNN architecture for temporal facial expression prediction. 

Mathematically, an RNN works as follows: 

ℎ𝑡 = 𝜎(𝑊ℎℎ𝑡−1 + 𝑊𝑥𝑥𝑡 + 𝑏) 

Where: 

 ℎ𝑡 is the hidden state at time step 𝑡. 

 𝑊ℎ  and 𝑊𝑥  are weights for the previous hidden state 
ℎ𝑡−1 and current input 𝑥𝑡,respectively. 

 𝜎 is an activation function (tanh or ReLU). 

 𝑏 is the bias term. 

The RNN processes sequences of facial expressions frame 
by frame, ensuring that the emotional transitions between 
expressions are smooth and contextually aligned with the 
overall emotional trajectory of the animation. By maintaining a 
memory of previous states, the RNN can predict facial 
movements that evolve naturally over time, creating dynamic 
facial animations with minimal manual intervention. RNNs are 
particularly beneficial for generating sequential consistency in 
animations, preventing abrupt or unrealistic transitions between 
different facial expressions, ensuring that the emotional 
evolution of the character remains fluid. 

3) Combined CNN-RNN architecture: The combination of 

CNNs and RNNs allows for the extraction of detailed spatial 

features followed by temporal processing, ensuring both 

accuracy and continuity in the generated facial expressions. 

The CNN model captures the emotional intensity and facial 
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shape, while the RNN handles the smooth progression of 

expressions across frames, providing a real-time, context-

sensitive animation pipeline. This integration is essential for 

producing dynamic and expressive 3D cartoon characters that 

exhibit emotional depth and consistency. 

TABLE V.  CNN AND RNN MODEL COMPARISON FOR FACIAL 

EXPRESSION PREDICTION 

Model Purpose Strengths Weaknesses 

CNN 
Extract spatial 
features from 

facial expressions 

Excellent at 

capturing fine-
grained facial 

features (shape, 

texture, landmarks) 

May not capture 

temporal 

dynamics across 
frames 

RNN 

Model the 

temporal aspect 

of facial 
expression 

sequences 

Maintains temporal 

consistency, 

ensuring smooth 
transitions between 

emotions 

Struggles with 

long-term 

dependencies 
and gradient 

vanishing issues 

Combined 
CNN-RNN 

Model 

Predict dynamic 

facial expressions 
with both spatial 

and temporal 

accuracy 

Ensures both 

expressive accuracy 

and smooth 
emotional transitions 

More 

computationally 
intensive than 

standalone 

models 

These figures and the Table V provide a visual and 
mathematical representation of the CNN and RNN 
architectures used for facial expression prediction and dynamic 
animation. The CNN handles the spatial feature extraction, 
while the RNN models the temporal evolution of facial 
expressions, together enabling the generation of expressive, 
fluid, and contextually accurate 3D facial animations. 

D. Facial Landmark Detection and Rigging for 3D Animation 

Accurate facial animation is a critical component of 
modern 3D animation, and it depends heavily on precise facial 
landmark detection. This process involves identifying key 
facial points, such as the eyes, eyebrows, nose, mouth, and 
jawline, which serve as reference points for rigging 3D facial 
models. By leveraging advanced deep learning algorithms, 
these landmarks are detected with high precision, enabling 
realistic and dynamic facial expressions to be transferred to 3D 
models. 

1) Facial landmark detection: Facial landmark detection 

is performed using deep learning models, such as CNNs or 

RNNs. These models are trained on large datasets of annotated 

facial images to accurately detect key facial features. The 

detection process consists of the several steps: The face region 

is identified in the input image using algorithms like YOLO, 

Haar cascades, or DLIB face detectors. Specific points on the 

face, such as the corners of the eyes or the edges of the mouth, 

are detected. Models like MediaPipe or OpenCV’s landmark 

detection toolkits are commonly used for this step. Noise and 

inaccuracies in landmark positioning are reduced using 

smoothing techniques or geometric constraints to ensure 

realistic placement. Table VI summarizes commonly used 

algorithms and their key features, showcasing their 

applications in tasks such as real-time landmark detection, 

static image processing, and complex 3D face modeling. 

TABLE VI.  THE COMMON ALGORITHMS AND THEIR KEY FEATURES 

Algorithm Key Features Applications 

MediaPipe 
Real-time facial landmark 

detection 

Live animation, 

augmented reality 

OpenCV DLIB 
Pre-trained models for 

facial landmarking 
Static image processing 

DeepFace 
AI-powered deep learning 

for 3D face modeling 

Complex facial rigging 

systems 

2) Rigging the 3D facial model: Once facial landmarks are 

detected, the next step is rigging, which involves mapping 

these points onto a 3D facial mesh to enable the controlled 

movement of facial features. The rigging process consists of 

the following stages: 

3) Landmark mapping: Detected landmarks are assigned 

to corresponding vertices on the 3D model. Eye landmarks 

control the eyelid movement. Mouth landmarks drive 

expressions like smiles or frowns. A skeletal rig is created 

beneath the 3D model, where "bones" are connected to facial 

vertices. Skin weighting determines how much influence each 

bone has on the surrounding vertices, allowing for smooth and 

natural deformations. 

Blendshapes are used to define specific facial expressions, 
such as raising an eyebrow or pursing the lips. These are 
interpolated to combine multiple expressions seamlessly. 
Controls, such as sliders or handles, are linked to the rig, 
enabling animators to manipulate facial expressions efficiently. 

The integration of AI significantly reduces the manual 
effort involved in rigging. AI models predict and generate 
rigging parameters, such as skin weights and blendshape 
configurations, based on detected facial landmarks. This 
automation streamlines the production process, allowing 
animators to focus on creative aspects rather than technical 
rigging details. 

The combination of facial landmark detection and AI-
assisted rigging represents a significant advancement in 3D 
animation technology. By ensuring accurate mapping and 
efficient manipulation of facial features, this system enables 
the creation of lifelike animations while minimizing manual 
effort. The results not only enhance the realism of animated 
characters but also open new opportunities for real-time 
applications, such as virtual avatars and augmented reality 
systems. 

IV. EXPERIMENTAL RESULT 

This section presents a comprehensive analysis of the 
experimental results obtained from the facial landmark 
detection and rigging system. The findings are supported by 
qualitative user feedback and quantitative performance metrics 
to evaluate the system’s effectiveness in detecting facial 
landmarks, rigging 3D models, and generating realistic 
animations. 

A. Pilot Testing Results 

The pilot testing phase involved evaluating the system on a 
small dataset of facial images and corresponding 3D rigging 
tasks. This phase aimed to assess the usability, detection 
accuracy, and rigging consistency of the proposed system 
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while gathering feedback for potential improvements. The 
system was tested using a dataset of 50 facial images 
representing a variety of facial expressions and orientations. 
Each image was processed to detect facial landmarks, rig a 3D 
model, and generate facial animations. Users, including 
animation experts and novice users, reviewed the outputs. 

The system achieved an average facial landmark detection 
accuracy of 94.2%, demonstrating high precision in identifying 
key points such as eyes, eyebrows, and mouth corners. 3D 
rigging accuracy was rated at 90%, based on alignment with 
detected landmarks and overall animation fluidity. Users 
reported a 92% satisfaction rate for the system’s ease of use 
and interface clarity. 

Positive: Users appreciated the automation of rigging, 
reducing manual effort significantly. 

Improvements Needed: Minor misalignments in eyebrow 
and lip regions were identified in a small subset of images, 
especially under extreme facial angles. 

Table VII summarizes the results of the pilot testing phase, 

demonstrating high landmark detection accuracy (94.2%) and 

rigging accuracy (90%), alongside a 92% user satisfaction rate, 

with minor issues identified in extreme facial angles. 

TABLE VII.  PILOT TESTING RESULTS SUMMARY 

Metric Value Comments 

Landmark Detection 

Accuracy 
94.2% 

High precision across 

varied expressions 

Rigging Accuracy 90% 
Minor issues with 

extreme angles 

User Satisfaction Rate 92% 
Positive feedback on 

usability 

Common Issues 
Eyebrow & Lip 

Misalignment 

Occasional 

adjustments needed 

The pilot testing results provided valuable insights into the 
system's strengths and areas for improvement. Feedback from 
users highlighted the need for additional refinements in 
handling challenging expressions and perspectives. Fig. 8 
shows sample outputs from the pilot testing phase, 
demonstrating the system's ability to accurately detect key 
facial landmarks on synthetic images. 

 
Fig. 8. Sample outputs from pilot testing. 

B. Accuracy Evaluation of Facial Landmark Detection 

This subsection evaluates the detection accuracy of the 
facial landmark detection system against ground truth 
landmarks. The performance was measured using metrics such 
as the Mean Squared Error (MSE) and Point-to-Point 
Euclidean Error, both widely adopted in assessing landmark 
prediction accuracy. 

1) Evaluation process: The system was tested on a dataset 

of 500 annotated images containing ground truth landmarks 

for various facial expressions and angles. Key metrics were 

calculated to quantify how closely the detected landmarks 

aligned with the ground truth. 

a) Mean Squared Error (MSE): The average squared 

distance between detected and ground truth landmarks was 

computed. The system achieved an average MSE of 0.015, 

indicating minimal deviations. 

b) Point-to-point Euclidean error: The mean Euclidean 

distance between corresponding detected and ground truth 

landmarks across the test set was 2.3 pixels. 

TABLE VIII.  LANDMARK DETECTION PERFORMANCE BY REGION 

Facial 

Region 

Detection 

Accuracy (%) 

Mean Euclidean 

Error (pixels) 
Comments 

Eyes 97.5 1.8 
High precision across 

angles 

Eyebrows 95.8 2.1 
Minor deviations in 

extreme poses 

Mouth 96.3 2.0 Consistent accuracy 

Nose 94.7 3.3 
Slightly lower accuracy 

in angled views 

Table VIII details the performance of landmark detection 
by facial region, highlighting high accuracy rates across 
regions, with the eyes achieving 97.5% accuracy and minimal 
mean Euclidean error, while slight deviations are noted for the 
nose in angled views. To visually demonstrate the system's 
accuracy, detected landmarks were overlaid on sample images. 
The overlays confirm that the system reliably identifies key 
points across a range of expressions and poses. 

The evaluation revealed high accuracy across all facial 
regions, with minor errors primarily observed in challenging 
scenarios such as extreme poses or exaggerated expressions. 
These results validate the system's robustness and reliability for 
landmark detection in 3D facial animation workflows. 

This subsection establishes the system’s ability to deliver 
precise facial landmark detection, setting a strong foundation 
for subsequent rigging and animation processes. 

C. Rigging and Animation Evaluation 

This subsection evaluates the rigging process’s efficiency, 
correctness, and impact on 3D facial animation. It focuses on 
the quality of AI-assisted rigging, its ability to accurately map 
detected facial landmarks to 3D models, and the time savings 
compared to manual rigging. 

1) Analysis of rigging efficiency: The efficiency of the 

rigging process was assessed by measuring the time required 

to create fully rigged 3D models using AI-assisted rigging 
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versus manual rigging. Results demonstrate that AI-assisted 

rigging significantly reduces the time and effort required. 

Table IX presents a time comparison of rigging methods, 

demonstrating that AI-assisted rigging significantly reduces 

the average time per model to 12 minutes while maintaining a 

comparable quality score of 8.8, compared to 45 minutes for 

manual rigging. 

TABLE IX.  TIME COMPARISON OF RIGGING METHODS 

Rigging 

Method 

Average Time per 

Model (minutes) 

Quality Score 

(1–10) 
Comments 

Manual 

Rigging 
45 8.5 

Labor-intensive 

but detailed 

AI-Assisted 

Rigging 
12 8.8 

Faster, 

comparable 

quality 

Rigged 3D models created using the system were animated 
to demonstrate the correctness of the rigging process and its 
impact on animation quality. Figures below showcase a sample 
model transitioning through various facial expressions. 

Animations created from these models were evaluated for: 

1) Accuracy of expression mapping: The rigging system 

correctly mapped facial landmarks to their corresponding 

rigged elements, ensuring that expressions like smiles and 

frowns appeared natural. 

2) Smoothness of animation: Transitions between 

expressions were fluid, with no noticeable artifacts or delays. 

The rigging quality between manual and AI-assisted 
methods was evaluated through expert reviews, where 
professionals rated aspects such as rigging precision, animation 
smoothness, and overall realism. Table X compares the rigging 
quality of manual and AI-assisted methods, showing 
comparable rigging precision, improved animation smoothness 
(9.1), and slightly enhanced overall realism (8.7) in AI-assisted 
rigs. 

TABLE X.  RIGGING QUALITY COMPARISON 

Aspect 
Manual 

Rigging Score 

AI-Assisted 

Rigging Score 
Comments 

Rigging 

Precision 
9.0 8.9 

Comparable across 

methods 

Animation 

Smoothness 
8.8 9.1 

AI showed 

smoother 

transitions 

Overall 

Realism 
8.5 8.7 

Slightly better in 

AI rigs 

The analysis reveals that AI-assisted rigging provides a 
viable alternative to manual rigging, delivering similar or better 
results in significantly less time. The rigging process 
consistently mapped facial landmarks to 3D models with high 
accuracy, enabling the creation of realistic animations with 
fluid transitions. These findings validate the effectiveness of 
integrating AI in 3D animation workflows. 

D. Emotion Recognition Consistency 

This subsection evaluates the ability of the rigged 
animations to portray predefined emotional labels accurately. 

The assessment focuses on emotion classification accuracy, the 
clarity of emotional expressions, and the consistency of 
expressions across animation sequences. 

1) Accuracy of emotional expression portrayal: The 

rigged animations were tested to determine how well they 

conveyed predefined emotional labels, such as happiness, 

sadness, anger, and surprise. A dataset of animated sequences 

was presented to human reviewers, who were tasked with 

identifying the expressed emotions. Their responses were 

compared to the intended labels. Table XI illustrates the 

accuracy of emotional expression portrayal, with the system 

achieving high recognition rates, including 96% for happiness, 

94% for sadness, 90% for anger, and 92% for surprise. 

TABLE XI.  ACCURACY OF EMOTIONAL EXPRESSION PORTRAYAL 

Emotion 
Intended 

Expressions 

Correctly 

Identified 
Accuracy (%) 

Happiness 50 48 96% 

Sadness 50 47 94% 

Anger 50 45 90% 

Surprise 50 46 92% 

2) Confusion matrix for emotion classification: A 

confusion matrix was used to analyze misclassification trends 

in emotion recognition. Confusion matrix showing correct and 

incorrect classifications of emotional expressions in animated 

sequences. Fig. 9 presents the confusion matrix for emotion 

classification, highlighting the system's performance in 

correctly identifying various emotions with minimal 

misclassifications across categories. 

 
Fig. 9. Confusion matrix for emotion classification. 

Observations: 

 Minimal confusion between happiness and surprise. 

 Slight overlap in classifications of anger and sadness, 
likely due to subtle variations in facial expressions. 
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To ensure that the animations maintain fluid and consistent 
expressions, transitions between different emotions were 
analyzed. Metrics included: 

Frame Continuity: Analyzing adjacent frames for smooth 
interpolation. 

Expression Duration: Measuring whether expressions were 
sustained appropriately. 

Table XII presents the expression continuity metrics, 
highlighting the system's ability to achieve smooth transitions 
with an average score of 9.2 and adequately sustained 
expressions with a score of 8.8, ensuring emotional clarity. 

TABLE XII.  EXPRESSION CONTINUITY METRICS 

Metric Average Score (1–10) Comments 

Transition 

Smoothness 
9.2 

Minimal abrupt changes 

between frames 

Sustained Expressions 8.8 
Adequate duration for 

emotional clarity 

 
Fig. 10. Animated expressions created using proposed GAN. 

These results emphasize the system’s ability to create fluid 
and accurate emotional expressions, enhancing its utility for 
3D animation applications. Fig. 10 showcases animated facial 
expressions generated using the proposed GAN, demonstrating 
its ability to create dynamic and realistic emotions with 
detailed rigging and smooth transitions. 

E. System Performance Metrics 

This subsection focuses on evaluating the computational 
efficiency, response time, and scalability of the facial landmark 
detection and rigging system. These metrics are crucial for 
understanding the system’s performance under various input 
conditions and its potential for real-world deployment in 
animation and other applications. 

Computational efficiency is a key aspect of the system, as it 
directly impacts the speed and feasibility of real-time 
applications. To measure efficiency, the system’s processing 
time for detecting facial landmarks and rigging 3D models was 

recorded under various input conditions, such as varying image 
resolutions and complexity of animations. Table XIII provides 
an analysis of computational efficiency, showing that the 
system maintains reasonable processing times, with a total time 
of 80 ms for low-resolution inputs (128x128) and 600 ms for 
very high-resolution inputs (1024x1024), making it suitable for 
real-time applications. 

TABLE XIII.  COMPUTATIONAL EFFICIENCY ANALYSIS 

Input Size / 

Image Resolution 

Landmark 

Detection Time 

(ms) 

Rigging 

Time (ms) 

Total Processing 

Time (ms) 

128x128 (Low 

Resolution) 
30 50 80 

256x256 (Medium 

Resolution) 
55 80 135 

512x512 (High 

Resolution) 
120 160 280 

1024x1024 (Very 

High Res.) 
250 350 600 

As the input image resolution increases, the computational 
time also increases, highlighting the trade-off between image 
qualities and processing speed. However, the system remains 
efficient, with the highest-resolution inputs processed in under 
1 second, making it viable for real-time applications. 

1) Response time: The response time measures the interval 

between receiving an input (e.g., an image or animation 

sequence) and delivering the output (e.g., rigged 3D model or 

emotional expression). To assess the response time, we tested 

the system with varying numbers of images and animation 

frames. Fig. 8 is illustrating the system's response time in 

milliseconds for different input sizes, with faster processing 

times observed at lower resolutions. Fig. 11 illustrates the 

response time of the system for different input sizes, 

demonstrating a linear increase in processing time with higher 

input resolutions while maintaining efficient performance for 

real-time applications. 

 
Fig. 11. Response time for different input sizes. 

The graph demonstrates that the system can maintain 
response times under 200 ms for lower-resolution inputs, 
making it suitable for interactive applications such as live 
animation. 
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Scalability is crucial for ensuring the system can handle 
increasing workloads, such as multiple simultaneous users or 
higher-resolution inputs, without performance degradation. We 
evaluated the system’s ability to scale by testing it under 
varying levels of input complexity. Table XIV illustrates the 
system's scalability under varying input complexities, 
demonstrating its ability to handle up to 20 simultaneous users 
with a total processing time of 270 ms, maintaining efficiency 
and responsiveness. 

TABLE XIV.  SYSTEM SCALABILITY UNDER VARYING INPUT COMPLEXITY 

Number of 

Simultaneous 

Users 

Average Landmark 

Detection Time 

(ms) 

Average 

Rigging 

Time (ms) 

Total Time 

(ms) 

1 60 90 150 

5 70 95 165 

10 90 120 210 

20 120 150 270 

 
Fig. 12. Proposed model scalability under various complexity scenarios. 

Fig. 12 demonstrates the scalability of the proposed model 
under varying complexity scenarios, showcasing its ability to 
maintain efficient performance even with increased input 
complexity and multiple concurrent users. The system 
demonstrates good scalability, with minimal increase in 
processing time even as the number of simultaneous users 
grows. However, as expected, performance decreases when 
handling more complex inputs and larger numbers of 
concurrent users. 

TABLE XV.  COMPARISON OF PROPOSED RESULTS WITH STATE-OF-THE-
ART METHODS 

Aspect 
SOTA 

Accuracy/Metric (%) 

Proposed Study 

Accuracy/Metric (%) 

Emotion 

Recognition 

Accuracy [3] 

Happiness: 90, 

Sadness: 88, Anger: 

85, Surprise: 89 

Happiness: 96, Sadness: 
94, Anger: 90, Surprise: 92 

Landmark 
Detection 

Accuracy [18] 

91.5 94.2 

Rigging 
Efficiency 

(Time) [24] 

~20 minutes 
12ms (128x128), 350ms 

(1024x1024) 

Animation 

Smoothness 
(Score) [22] 

8.5 9.2 

The comparison Table XV highlights the advancements 
achieved by the proposed study over state-of-the-art (SOTA) 
methods. The proposed system demonstrates superior emotion 
recognition accuracy across all tested emotions, with 
improvements of up to 6%. Landmark detection accuracy is 
enhanced, achieving 94.2% compared to the SOTA accuracy of 
91.5%. Additionally, AI-assisted rigging significantly reduces 
processing time from ~20 minutes to milliseconds, enabling 
real-time usability, while animation smoothness is improved, 
scoring 9.2 compared to 8.5 in prior works. These results 
validate the system’s effectiveness in addressing critical 
challenges in animation workflows. 

The system has proven to be computationally efficient, 
with reasonable response times and the ability to scale 
effectively for larger inputs or simultaneous users. Its 
performance is adequate for real-time applications and can be 
further optimized for more demanding environments. These 
findings suggest that the system is capable of operating in 
production-level settings, even with high-resolution images and 
complex animations. The findings of this study demonstrate 
significant progress in achieving the research objectives and 
addressing key challenges in 3D animation workflows. 

The integration of state-of-the-art AI models, including 
GANs and VAEs, successfully generates highly expressive and 
exaggerated facial expressions for 3D cartoon characters. This 
contribution enhances creative possibilities, meeting the 
objective of pushing the boundaries of animation realism and 
emotional engagement. By combining the Facial Expression 
Research Group Database (FERG) with synthetic AI-generated 
data, the study achieves a broader and more versatile dataset. 
This approach ensures coverage of a wide range of facial 
expressions and emotional intensities, addressing the challenge 
of dataset limitations in traditional methods. The use of CNNs 
and RNNs to predict and interpolate facial expressions based 
on pose, texture, and landmarks ensures smoother transitions 
and consistent realism in animations. This aligns with the 
objective of achieving high-quality, naturalistic animations that 
improve user engagement and emotional connection. 

V. CONCLUSION 

This study presents a robust facial landmark detection and 
rigging system that employs advanced deep learning 
techniques to automate and streamline the process of facial 
animation. By accurately detecting key facial landmarks and 
leveraging AI-assisted rigging, the system generates realistic 
3D facial models with dynamic expressions, significantly 
reducing manual effort and enhancing production efficiency. 
The results from pilot testing, accuracy evaluations, and 
emotion recognition assessments underscore the system’s 
effectiveness and its potential for real-world applications in 
animation, gaming, and virtual reality. Furthermore, the 
evaluation of performance metrics, including computational 
efficiency, response time, and scalability, demonstrates the 
system’s capability to handle varying input sizes and 
complexities. The system maintains consistent performance 
even under high-resolution inputs and multiple-user scenarios, 
making it highly suitable for real-time interactive applications. 
These findings highlight the practicality, reliability, and 
accuracy of the proposed system for diverse use cases. 
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Additionally, the AI-assisted rigging process provides 
significant advantages over manual methods in terms of time 
savings and quality, enabling more efficient production 
workflows. The system's ability to produce high-quality and 
consistent emotional expressions with minimal computational 
overhead establishes a strong foundation for further 
advancements in facial animation technologies. Despite its 
strengths, the system has certain limitations that warrant further 
exploration. Future work could focus on improving accuracy 
under extreme facial angles and challenging expressions, as 
well as enhancing the robustness of the system for handling 
diverse datasets. Expanding the system’s capabilities to include 
more nuanced facial movements and integrating it with other 
AI-driven animation tools could further enhance its 
applicability. Addressing these areas will contribute to the 
development of even more advanced and versatile facial 
animation systems. 
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Abstract—With the rapid growth of Internet of Things (IoT) 

devices, many of which are resource-constrained and vulnerable 

to attacks, current identity authentication methods are often too 

resource-intensive to provide adequate security. This paper 

proposes an efficient identity authentication scheme that 

integrates Physical Unclonable Functions (PUFs), Chebyshev 

chaotic maps, and fuzzy extractors. The scheme enables mutual 

authentication and key agreement without the need for passwords 

or smart cards, while providing effective defense against various 

attacks. The security of the proposed scheme is formally analyzed 

using an improved BAN logic. A comparison with existing related 

protocols in terms of security features, computational overhead, 

and communication overhead demonstrates the security and 

efficiency of the proposed scheme. 

Keywords—Internet of Things; identity authentication; Physical 

Unclonable Functions; fuzzy extractors; chaotic maps 

I. INTRODUCTION 

As science and technology continue to progress, the Internet 
of Things (IoT) has found broad applications in areas such as 
smart homes, smart energy, industrial production, and 
healthcare. In this interconnected world, the number of IoT-
connected devices is growing at an exponential rate. These 
devices are typically resource-constrained, widely distributed, 
and susceptible to various attacks, including physical attacks, 
machine learning modeling attacks, replay attacks, and man-in-
the-middle attacks. However, existing identity authentication 
schemes commonly use algorithms with high computational 
overhead, such as elliptic curve cryptography, making them 
unsuitable for resource-constrained devices. Therefore, it is 
crucial to design a lightweight anonymous identity 
authentication scheme tailored for resource-constrained IoT 
devices to verify the identity of devices connected to the IoT, 
thereby enhancing security protection and management. 

A Physically Unclonable Function (PUF) is a lightweight 
security primitive that generates unique response values by 
leveraging the subtle differences that arise during the 
manufacturing process, serving as the "fingerprint" of a device. 
Typically, PUF technology is used in conjunction with a 
challenge-response mechanism, where the system sends a 
challenge to the device, and the PUF generates a corresponding 
response value for authentication or other subsequent 
operations. However, due to the susceptibility of PUFs to noise 
interference, many current schemes employ fuzzy extractors to 

mitigate the impact of noise on PUF output responses, thereby 
enhancing the robustness and reliability of PUF-based systems 
[1, 2]. 

Due to the secure and lightweight nature of PUFs, numerous 
researchers have utilized them for identity authentication in 
resource-constrained devices. This application provides an 
efficient and reliable identity verification mechanism for 
resource-constrained devices without requiring additional key 
storage or complex key management [3]. Consequently, PUFs 
have broad application prospects in IoT devices, sensor 
networks, smart cards, and other embedded systems. Their 
security and lightweight properties make PUFs an ideal choice 
for protecting resource-constrained devices from unauthorized 
access [4]. 

The study in [5] proposed a PUF-based mutual identity 
authentication and session key exchange scheme, which 
employs a fuzzy extractor to eliminate PUF noise and extract 
responses for identity authentication and key extraction. 
However, this scheme stores PUF challenge values in plaintext 
within the device, making it vulnerable to physical attacks. The 
study in [6] introduced a PUF-based authentication and key 
exchange protocol suitable for the Industrial Internet, which 
effectively reduces computational and communication overhead 
compared to other schemes, but it requires the input of biometric 
data during the authentication process. The study in [7] proposed 
a PUF-based anonymous user authentication scheme for smart 
homes in the IoT, which requires the input of user identity 
credentials and passwords and relies on a gateway to facilitate 
secure authentication between users and devices, thereby 
increasing the complexity of identity authentication, making it 
unsuitable for resource-constrained IoT devices. The study in [8] 
presented a two-way identity authentication protocol based on 
fuzzy extractors and elliptic curves, establishing mutual 
authentication between wireless sensor networks and the IoT. 
However, this scheme requires the storage of secret information 
related to authentication on a smart card and employs the 
resource-intensive elliptic curve algorithm, rendering it 
unsuitable for resource-constrained IoT devices. The study in [9] 
proposed a blockchain-based two-factor identity authentication 
scheme using a PUF-based fuzzy extractor, where blockchain 
technology is used for user authentication and authorization. 
However, due to the high resource consumption of blockchain, 
this approach is not suitable for resource-constrained IoT 
systems. 
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A common limitation of existing PUF-based identity 
authentication schemes is the plaintext storage of secrets within 
the device or the exposure of Challenge Response Pairs (CRPs) 
during device-server interactions, often requiring smart cards or 
password inputs to complete mutual authentication. Attackers 
can launch physical attacks on the device, accessing the device's 
memory to retrieve plaintext secrets, or capture CRPs to model 
the PUF using machine learning algorithms and predict its 
response values. Therefore, this paper proposes a lightweight 
anonymous identity authentication scheme for the IoT based on 
PUFs, Chebyshev chaotic maps, and fuzzy extractors. This 
scheme accomplishes mutual identity authentication and key 
agreement without the need for password input or smart card 
insertion. The Chebyshev chaotic map ensures the secure 
transmission of CRPs, while the fuzzy extractor shields the PUF 
from noise interference. Compared to previous schemes, this 
approach does not require the storage of any secret values in the 
device, effectively resisting physical, machine learning 
modeling, replay, and other attacks. It also offers multiple 
security properties, including anonymity, forward/backward 
security, and mutual authentication. Furthermore, the scheme 
only involves lightweight operations such as hash functions, 
Chebyshev chaotic maps, and fuzzy extractors, making it 
suitable for resource-constrained IoT devices. 

The remainder of this paper is structured as follows: Section 
I, we introduce the relevant foundational concepts, including 
Physically Unclonable Functions, Chebyshev chaotic maps, and 
fuzzy extractors. Then, Section III describe the design and 
implementation of the proposed scheme in detail and analyze 
and evaluate its security and performance in Section IV. Finally, 
the paper concludes in Section V by summarizing the research 
findings and suggesting future research directions. 

II. RELATED KNOWLEDGE 

A. Physically Unclonable Functions 

PUF is a function that leverages the uniqueness and 
unclonability of hardware characteristics. PUFs take advantage 
of the inevitable microscopic variations that occur during the 
manufacturing process, allowing each device to generate a 
unique response. The fundamental principle of PUFs is that, 
when subjected to the same challenge, different hardware 
devices will produce different responses, which makes these 
outputs both difficult to predict and impossible to replicate. 
Consequently, PUFs are widely used in security fields such as 
identity authentication and key generation. The main 
characteristics of PUFs include [10]: 

 Uniqueness: Different devices have different PUF 
responses, each with unique characteristics. 

 Unclonability: Due to the random, minor variations in the 
manufacturing process, it is impossible to precisely 
replicate a PUF. 

 Unpredictability: Even if an attacker obtains some CRPs, 
they cannot predict responses that have not been 
previously observed. 

B. Chebyshev Chaotic Map 

The Chebyshev chaotic map is a mathematical mapping 
based on chaos theory, characterized by both determinism and 

chaotic behavior. The Chebyshev polynomial Tn(x) can be 
defined recursively as follows: 

1

1 0

( ) 1

2 ( ) ( ) 2

n

n n

n

T x x n

xT x T x n




 
  



where n denotes the order of the polynomial. The Chebyshev 
polynomial exhibits chaotic behavior over the interval [−1, 1], 
with its output being highly sensitive to small variations in the 
initial value. This property makes the Chebyshev chaotic map 
highly valuable in cryptographic applications, where it can be 
used for generating pseudorandom numbers, encryption keys, 
and ensuring data integrity [11]. 

C. Fuzzy Extractor 

A fuzzy extractor is a technique used to derive stable and 
reliable keys from imprecise inputs. Fuzzy extractors enable the 
consistent extraction of keys from noisy inputs, even when 
inputs may vary slightly over time. Fuzzy extractors typically 
involve two processes [12]: 

 Generation (Gen): Converts the noisy input into a 
random key and auxiliary data. 

 Reconstruction (Rep): Reconstructs the same random 
key using the auxiliary data and the noisy input. 

Fuzzy extractors are particularly significant in IoT devices, 
ensuring that consistent keys can be generated across different 
environments, facilitating secure communication and identity 
authentication. 

III. THE PROPOSED LIGHTWEIGHT ANONYMOUS IDENTITY 

AUTHENTICATION SCHEME 

The proposed scheme enables mutual authentication 
between IoT terminal devices and the gateway, consisting of two 
main phases: the registration phase and the authentication phase. 
This scheme assumes that each IoT terminal device is embedded 
with a PUF chip and that the registration process is completed 
within a secure channel, while the mutual identity authentication 
occurs over an insecure channel. The relevant symbols used in 
the scheme are described in Table Ⅰ. 

TABLE I.  SYMBOL DESCRIPTIONS 

Symbol Description 

AIDi Pseudorandom identity of the device in the i-th round 

IDi Real identity of the device 

h() One-way hash function 

|| Concatenation operation 

CRP(Ci, Ri) Challenge Response Pair 

Tr(x) Chebyshev polynomial 

Nd, Nu, Ng Random number 

T, Tg, Td Timestamp 

FE.Gen Fuzzy extractor generation function 

FE.Rec Fuzzy extractor recovery function 

hd Helper data generated by the fuzzy extractor 

k Key generated by the fuzzy extractor 

 XOR operation 

SK Session key between the device and the gateway 
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A. Identity Authentication Model 

The IoT identity authentication model used in this paper is 
illustrated in Fig. 1 [13], comprising three components: the 
registration center, the gateway, and the terminal devices. The 
registration center, located at the application layer of the IoT, is 
responsible for the registering both the gateways and terminal 
devices. The gateway acts as a bridge within the IoT system, 
connecting various IoT devices and networks while ensuring the 
reliable transmission and processing of data. Terminal devices 
are the front end of the entire system, directly interacting with 
the environment or users, collecting and transmitting data, and 
executing specific operations, thereby enabling the IoT system 
to achieve intelligent and automated functions. When a terminal 
device connects to the IoT, it first registers with the registration 
center. Subsequently, the gateway retrieves the authentication 
information of the terminal device from the registration center, 
and then mutual identity authentication between the terminal 
device and the gateway takes place. 

In the lightweight anonymous identity authentication 
scheme proposed in this paper, making the following 
assumptions: 

 Trusted Devices and Gateway: It is assumed that the 
devices and the gateway are initially trusted and can 
securely share an initial secret value. 

 Secure PUF Implementation: It is assumed that each 
device has a secure PUF module, and that the CRPs of 
the PUF are unique and unpredictable. 

 Insecure Communication Channel: It is assumed that the 
communication channel between the device and the 
gateway is insecure, meaning that an attacker could 
intercept, tamper with, or even replay messages. 

 Attacker Model: It is assumed that an attacker has the 
capability to intercept communication messages, 
perform physical attacks, and attempt machine learning 
modeling, but cannot clone the PUF’s response. 

 
Fig. 1. IoT identity authentication model. 

B. Registration Phase 

The device registration phase to the gateway is shown in Fig. 
2. In the registration phase, the device registers with the gateway 
through the secure channel, and the specific registration steps 
are as follows: 

Step 1: The device selects its real identity IDi and sends it to 
the gateway. 

Step 2: The gateway generates a challenge value Ci, 
computes AIDi = h(Ci || IDi ), and sends the message {Ci, AIDi}to 
the device. 

Step 3: The device computes Ri = PUF(Ci), stores AIDi, and 
sends the message {Ri} back to the gateway. 

Step 4: The gateway generates TRi = TRi(x)mod p, publishes 
x, p, TRi, and stores (Ci, Ri, AIDi). 

 
Fig. 2. Device and gateway registration phase. 

C. Authentication Phase 

The device and gateway authentication phase is shown in 
Fig. 3. In the authentication phase, the terminal device and the 
gateway utilize the authentication parameters obtained through 
registration to carry out two-way authentication and negotiate a 
session key for subsequent use in the following steps: 

Step 1: The device generates a random number Nd, Nu, 
computes TNd = TNd(x)mod p, TNd·Ri = TNd(TRi)mod p, and Nu

* = 

NuTNd·Ri, and creates a message {TNd, AIDi, Nu
*} which it then 

sends to the gateway. 

Step 2.1: The gateway checks its memory for AIDi. If AIDi 
is not found in memory, the gateway rejects the device's 
authentication; otherwise, the gateway proceeds with the 
authentication. 

Step 2.2: The gateway generates a random number 
gN , a 

timestamp Tg, and computes TNd·Ri = TRi(TNd)mod p, Nu = Nu
* 

TNd·Ri, Ci
* = CiTNd·Ri, Ng

* = NgNu, V0 = h(TNd·Ri || Nu || Ri || Tg). 
It then sends the message {Ci

*, Ng
*, V0, Tg} to the device. 

Step 3.1: The device computes Ci = Ci
*TNd·Ri, Ng = Ng

*Nu, 
and Ri = PUF(Ci). 
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Step 3.2: The device verifies |T - Tg|  t. If the verification 

fails, the authentication fails. Otherwise, it checks whether V0
 

matches V0. If they do not match, the authentication fails. 

Step 3.3: The device generates a timestamp Td, and 
computes(k, hd) = FE.Gen(Ri), Ci+1 = h(Ci || Nu), Ri+1 = 

PUF(Ci+1), AIDi+1 = h(AIDi || k || Ng), Ri+1
* = Ri+1Ng, SK = h(Nu 

|| Ri+1 || TNd·Ri), hd* = hdh(Ri+1 || TNd·Ri), V1 = h(Ng || k || SK || Td). 
It stores AIDi+1 and sends the message {Ri+1

*, hd*, V1, Td} to the 
gateway. 

Step 4.1: The gateway verifies |T – Td|  t. If the verification 
fails, the authentication fails. Otherwise, it computes Ri+1 = 

Ri+1
*Ng, hd = hd*h(Ri+1 || TNd·Ri), k = FE.Rec(Ri || hd), SK = 

h(Nu || Ri+1 || TNd·Ri), TRi+1 = TRi+1(x)mod p, and publishes x, p, 
TRi+1. 

Step 4.2: The gateway verifies whether V1
 matches V1. If 

they do not match, the authentication fails. 

Step 4.3: The gateway updates Ci+1 = h(Ci || Nu), AIDi+1 = 
h(AIDi || k || Ng), and stores (Ci+1, Ri+1, AIDi+1). 

 

Fig. 3. Device and gateway authentication phase. 

IV. SECURITY ANALYSIS OF THE PROPOSED SCHEME 

A. Formal Security Analysis Using Improved BAN Logic 

This paper employs an improved BAN (Burrows, Abadi and 
Needham) logic [14] to analyze the proposed lightweight 
anonymous identity authentication scheme for power IoT. In this 
context, A, B, P and Q represent the authentication entities, while 
M and N denote the messages involved in the authentication 
process. J and Q represent formulas. Table Ⅱ provides the 
symbols and meanings used in the improved BAN logic. 

TABLE II.  SYMBOLS IN IMPROVED BAN LOGIC 

Symbol Meaning 

|P J  P believes J is true 

|~
K

P J  P encrypts message J with key K 

K

P J  P has received a message J encrypted with key K 

K

P Q  P and Q share key K 

J

P Q  P and Q share secret J 

#( )J  J is within its validity period 

sup( )S  S is a trusted party 

||P M  P does not know message M 

Table Ⅲ shows the inference rules used by the improved 
BAN logic: 

TABLE III.  IMPROVED BAN INFERENCE RULES 

Rule Name Expression 

Authentication Rule 
|

| |~

K K

K

P P Q P M

P Q M

  



 

Confidentiality Rule 
| | || |~

| ( { }) ||

K K
C

C

P P Q P S M P M

P S Q M

    

 
 

Freshness Rule 
| #( ) |

| |

K

K

P M P Q M

P Q P Q

   

  

 

Super Subject Rule 
| | | sup( )

|

P Q X P Q

P X

   


 

Randomness Validation 

Rule 

| #( )

| #( )

P M P N M

P N

  


 

Security Key Rule 
| { , } || | #( )

|

C

K

P P Q K P K

P P Q

  

 

 

Derivation Rule 
| | | | || |~

| | ( { }) ||

K K
C

C

P Q P Q P Q S M P M

P Q S P M

      

  
 

Using the improved BAN logic, we have proven that the 
authentication process for Ng, Ri+1, TNd·Ri is secure. The proof 
process is shown in Fig. 4. Firstly, we idealize the messages 
exchanged between the terminal and the gateway. The results of 
this idealization are as follows: 

 
: , , .Nd i uD GW T AID N

 

 
: .u Nd Ri g gGW D N T N T   

 

 1: .g Nd Ri i dD GW N T R T    
 

The following assumptions are made for the proposed 
authentication scheme: 

 |
Ri

D D GW  , |
Ri

GW D GW  ： During the 

registration phase, the gateway stores the CRPs for each 
terminal, and the device can use the PUF function to 
compute responses Ri. 

 | { } ||C

gGW D N . | | { } ||C

gD GW D N  ： The 

gateway generates random numbers Ng. 
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i+1| { } ||CD GW R , 

1| | { } ||C

iGW D GW R   ：The 

device uses the PUF function to generate new responses 
Ri+1. 

 | { } ||C

Nd RiD GW T  , | | { } ||C

Nd RiGW D GW T   ：

The device computes and generates TNd·Ri. 

 
| #( )dD N ， | #( )Nd RiD T  ， | #( )uD N ，

| #( )dD T ， 1| #( )iD R  ：Nd, TNd·Ri, Nu, Td, Ri+1 are 

within their validity periods. 

 | #( )gGW N ， | #( )Nd RiGW T  ， | #( )gGW T ： Ng, 

TNd·Ri, Tg are within their validity periods. 

 | sup( )D GW ， | sup( )GW D ： The gateway and 

device trust each other. 

 
u gD N N ，

Nd Ri gD T N  ： Messages in the 

idealized scheme for Message 2. 

 
1Nd Ri iGW T R  ，

1g iGW N R  ：Messages in the 

idealized scheme for Message 3. 

B. Informal Security Analysis 

1) Bidirectional authentication: The proposed scheme 

enables bidirectional identity authentication between devices 

and gateways. Devices authenticate the gateway by verifying 

V0
=V0, while the gateway authenticates the device by verifying 

V1
=V1. Since the expressions for V0 and V1 include secret 

values such as TNd·Ri, Nu, and Ri, obtaining TNd·Ri would require 

solving the chaotic mapping Diffie-Hellman problem. 

Additionally, Nu and Ng are not transmitted in plaintext, 

preventing making the scheme resistant to tampering attacks by 

resending messages an attacker to acquire any secret values and 

thus preventing impersonation of legitimate devices or gateways 

during authentication. 

2) Anonymity and untraceability: During the authentication 

process, both the device and the gateway utilize pseudonyms, 

which are updated after each authentication. As a result, 

attackers are unable to obtain the real identity IDi, ensuring both 

anonymity and untraceability. 

3) Tamper resistance: Although attackers may intercept 

and tamper with messages transmitted over insecure channels, 

the information exchanged in the proposed scheme is protected 

by hash functions or bitwise XOR operations. Consequently, 

attackers cannot extract secret values from the messages, 

enabling the scheme to resist tampering attacks. 

4) Resistance to cloning and physical attacks: While 

attackers could use physical methods to access a device's 

memory and obtain sensitive information, the device only 

stores pseudonyms and not the secret values related to 

authentication. Furthermore, PUFs possess characteristics such 

as unclonability, meaning any attempt by an attacker to obtain 

a PUF response would compromise its functionality, thus 

preventing impersonation of legitimate devices through cloning 

or physical attacks. 

5) Resistance to machine learning modeling attacks: 

Attackers may attempt to construct a PUF response model using 

collected CRPs and machine learning algorithms to predict 

CRPs. However, in the proposed scheme, attackers can only 

capture CRPs from insecure channels, and acquiring the 

challenge values necessitates obtaining TNd·Ri. As such, they 

cannot obtain the response values, which are hashed, making it 

impossible to reverse-engineer them due to the one-way nature 

of hash functions. Therefore, the proposed scheme effectively 

mitigates machine learning modeling attacks. 

6) Resistance to spoofing attacks: If an attacker seeks to 

impersonate a legitimate device, they must send the correct 

AIDi, Nu
*, Ri+1

*, V1, and hd*. However, generating valid values 

requires correct Ng, k, Nu, Ri+1, and TNd·Ri. As established, 

attackers cannot access valid TNd·Ri and Ri+1, preventing them 

from acquiring Ng and Nu. Similarly, if an attacker attempts to 

impersonate the gateway, they would require valid CRPs and 

TNd·Ri, making it impossible to authenticate as a legitimate 

gateway. 

 
              (a)                                                                                                  (b) 

 
 

            (c)                                                                                                   (d) 
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               (e)                                                                                                  (f) 

Fig. 4. Security Proof of the Improved BAN Logic for Ng, Ri+1, TNd·Ri. (a) D believes that Ng is a shared secret between D and GW; (b) GW believes that Ng is a 

shared secret between GW and D; (c) GW believes that Ri+1 is a shared secret between GW and D; (d) D believes that Ri+1 is a shared secret between D and GW; (e) 

D believes that TNd·Ri is a shared secret between D and GW; (f) GW believes that TNd·Ri is a shared secret between GW and D. 

7) Resistance to replay attacks: The proposed scheme 

incorporates a timestamp mechanism, requiring verification of 

transmission delays before authentication. This prevents 

attackers from initiating replay attacks through message 

resending. Additionally, timestamps are included in V0 and V1; 

any attempt by an attacker to change the timestamp will result 

in authentication failure. Moreover, the secret values in V0 and 

V1 are updated after each authentication, effectively resisting 

replay attacks. 

8) Resistance to Denial-of-Service (DoS) attacks: When 

attackers send excessive invalid information to disrupt 

communication between devices and gateways, the devices and 

gateways will first validate the transmission delays and then 

verify the values of V0 or V1. Any failure to meet these criteria 

will result in a rejection of authentication. 

9) Forward and backward security: In the proposed 

scheme, the session key negotiated is SK = h(Nu || Ri+1 || TNd·Ri). 

Since Nu, Ri+1, and TNd·Ri are updated after each authentication, 

even if an attacker acquires the current device's secret values 

and CRPs, they cannot trace past or future communications of 

the device, thus ensuring both forward and backward security. 

V. PERFORMANCE ANALYSIS 

A. Security Feature Analysis 

Table IV compares the security features of the proposed 
scheme with those of existing solutions. In study [15], attackers 
can obtain CRPs through eavesdropping or spoofing, which 
makes the system vulnerable to machine learning modeling 
attacks. In contrast, the proposed scheme stores only 
pseudonymous identities on the device, preventing attackers 
from obtaining plaintext CRPs through physical attacks. 
Furthermore, the CRPs are protected by XOR or hash functions 
during the authentication process, which helps safeguard against 
machine learning modeling attacks. The study in [16] describes 
a system where authentication values are generated from secret 
values stored on the device or randomly generated by users. If 
this secret information is compromised, attackers could 
potentially impersonate legitimate devices or gateways. In the 
proposed scheme, however, attackers would need to access 
secret information such as Nu, Ng, Ri+1. These secrets are 
protected by Chebyshev polynomials or hash functions, making 
it difficult for attackers to access them and thus defending 
against spoofing and man-in-the-middle attacks. 

B. Computational Overhead Analysis 

Based on the execution times for various operations outlined 
in study [14], the following time parameters are considered: Th 
for executing a hash function, TPUF for executing a PUF, Tche for 
executing a Chebyshev polynomial, TMul for performing an 
elliptic curve point multiplication, TFE.Gen for generation with a 
fuzzy extractor, and TFE.Rep for recovery with a fuzzy extractor. 
The execution times for these operations are listed in Table Ⅴ. 

Table Ⅵ compares the computational overhead of the 
proposed scheme with those of other schemes in the literature 
(Fig. 5). As shown in the table, the schemes in studies [15] and 
[16] use resource-intensive elliptic curve point multiplication, 
resulting in the highest computational overheads of 3909.2284 
µs and 3549.8392 µs, respectively. In contrast, the proposed 
scheme utilizes lightweight Chebyshev chaotic mappings, 
resulting in a total computational overhead of 1396.3521 µs. 
This represents a reduction of 60.664% and 64.281%, 
respectively, compared to the computational overheads of the 
schemes proposed in the other references. 

C. Communication Overhead Analysis 

Before comparing the communication overhead, the lengths 
of the various variables are referenced from [14]. Table Ⅶ 
presents a comparison of the communication overhead between 
the proposed scheme and those in the literature. The table shows 
that the communication overhead of the proposed scheme is 
1216 bits, which is lower than that of the schemes proposed in 
studies [15] and [16]. Therefore, the proposed scheme is well-
suited for anonymous identity authentication and session key 
negotiation for resource-constrained terminal devices and 
gateways. 

TABLE IV.  COMPARISON OF SECURITY FEATURES 

Security Attribute 
Bai Haodong 

et al. [15] 

Soni 

[16] 

Proposed 

Scheme 

Mutual Authentication ✓ ✓ ✓ 

Untraceability ✓ ✓ ✓ 

User Anonymity ✓ ✓ ✓ 

Forward/Backward Security ✓ ✓ ✓ 

DoS Attack ✓ ✓ ✓ 

Replay Attack ✓ ✓ ✓ 

Machine Learning Modeling 
Attack 

× ✓ ✓ 

Spoofing Attack ✓ × ✓ 

Man-in-the-Middle Attack ✓ × ✓ 

Mutual Authentication ✓ ✓ ✓ 
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TABLE V.  EXECUTION TIMES FOR VARIOUS OPERATIONS 

Operation 
Operation execution time 

Device Side Gateway Side 

Th 2.7324s 0.1315s 

TPUF 6.7s / 

Tche 91.2600s 10.6604s 

TMul 426.4887s 103.8660s 

TFE.Gen 278.0889s 74.7562s 

TFE.Rep 696.1048s 157.4092s 

TABLE VI.  COMPARISON OF COMPUTATIONAL OVERHEAD 

Scheme Device Side Gateway Side Total Time 

Bai et al. 

[15] 

. .Re5

5 2

3133.8492

h FE Gen FE p

Mul PUF

T T T

T T

μs

 

 



 
4 4

415.99

h MulT T

μs




 3549.8392μs  

Soni et 

al. [16] 

.Re11 6

3285.2434

h FE p MulT T T

μs

 


 

6 6

623.985

h MulT T

μs




 3909.2284μs  

Propose

d 

Scheme 
.

8 2

2

495.8681

h Che

PUF FE Gen

T T

T T

μs



 



 
.Re8 2

900.484

h Che FE pT T T

μs

 


 1396.3521μs  

 
Fig. 5. Comparison of computation overhead. 

TABLE VII.  COMPARISON OF COMMUNICATION OVERHEAD 

Scheme Number of messages Communication cost 

Bai et al. [15] 3 1472bit 

Soni et al. [16] 2 2304bit 

Proposed Scheme 3 1216bit 

The experimental results confirm that the proposed scheme 
offers significant improvements in both security and efficiency 
compared to existing solutions. As shown in Table IV, the 
scheme effectively mitigates the vulnerabilities of previous 
methods, such as machine learning attacks and impersonation, 
by storing only pseudonymous identities and using XOR/hash 
functions to protect CRPs. This is a clear advantage over 
reference [15], where CRPs can be intercepted, and reference 
[16], where compromised secrets may lead to spoofing. 

In terms of computational overhead, our scheme, utilizing 
Chebyshev chaotic mappings, significantly reduces processing 
time by approximately 60-64% compared to the elliptic curve-
based methods in studies [15] and [16]. This makes it more 
suitable for resource-constrained IoT devices. Furthermore, as 
seen in Table VII, the communication overhead of our scheme 
is lower than that of existing solutions, making it ideal for 
devices with limited bandwidth. 

Overall, our scheme provides a balanced approach, offering 
robust security and efficiency, which is essential for resource-
constrained IoT environments. 

VI. CONCLUSION 

This paper presents a lightweight identity authentication 
scheme designed for resource-constrained IoT devices, which 
has been verified for security using an improved BAN logic. The 
results indicate that the proposed scheme is capable of resisting 
attacks such as physical attacks, machine learning modeling 
attacks, replay attacks, and man-in-the-middle attacks. 
Compared to existing solutions, the computational overhead of 
the proposed scheme is only 1396.3521 μs, and the 
communication overhead is only 1216 bits, making it suitable 
for efficient and secure authentication in IoT environments. 
Future work will focus on further optimizing the performance of 
the scheme, reducing system overhead, and conducting more 
extensive testing and validation in complex application 
scenarios to enhance the overall security and reliability of the 
scheme. 
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Abstract—Cardiovascular disease is a critical threat to human 

health, as most death cases are due to heart disease. Although 

several doctors employ stethoscopes to auscultate heart sounds to 

detect abnormalities, the accuracy of the approach is 

considerably dependent upon the experience and skills of the 

physician. Consequently, optimal methods are required to 

analyse and classify heart sounds with Phonocardiogram (PCG) 

signal-based machine learning methods. The current study 

formulated a binary classification model by subjecting PCG 

signals to hyper-filtering with low-pass and cosine filters. 

Subsequently, numerous features are extracted with the Wavelet 

Scattering Transform (WST) method. During the feature 

selection stage, several metaheuristic methods, including Harris 

Hawks Optimisation (HHO), Dragonfly Algorithm (DA), Grey 

Wolf Optimiser (GWO), Salp Swarm Algorithm (SSA), and 

Whale Optimisation Algorithm (WOA), are employed to 

compare the attributes separately and determine the ideal 

characteristics for improved classification accuracy. Finally, the 

selected features were applied as input for the Bidirectional Long 

Short-Term Memory (Bi-LSTM) algorithm, simplifying the 

classification process for distinguishing normal and abnormal 

heart sounds. The present study assessed three PCG datasets: 

PhysioNet 2016, Yaseen Khan 2018, and PhysioNet 2022, 

documenting 94.85%, 100%, and 66.87% accuracy rates with 

127-SSA, 168-HHO, and 163-HHO, respectively. Based on the 

results of the PhysioNet 2016 and 2022 datasets, the proposed 

method with hyperparameters demonstrated superior 

performance to those with default parameters in categorising 

normal and abnormal heart sounds appropriately. 

Keywords—Cardiovascular Diseases (CVDs); 

Phonocardiogram (PCG) signal processing; Wavelet Scattering 

Transform (WST); Metaheuristic Methods; Harris Hawks 

Optimisation (HHO); Dragonfly Algorithm (DA); Grey Wolf 

Optimiser (GWO); Salp Swarm Algorithm (SSA); Whale 

Optimisation Algorithm (WOA); Bidirectional Long Short-Term 

Memory (Bi-LSTM) 

I. INTRODUCTION 

Diagnosis with heart sounds has drawn much attention in 
the biomedical research area because of the crucial nature of 
the heart and the high mortality rates associated with 
cardiovascular diseases. Heart sounds are the mechanical 
activities of the heart, which vary according to pathological 
conditions affecting it [1]. Currently, the two major expensive 
technologies for detecting heart diseases are echocardiography 
and cardiac Magnetic Resonance Imaging (MRI) [2]. 
Auscultation is a basic diagnostic technique commonly used to 
assess heart function and quality [3]. It involves the listening of 

heart sounds directly by placing a stethoscope at various points 
in the chest. Nonetheless, it is subjective and highly dependent 
on the acuteness of hearing and experience of the physician. 
Therefore, there is a need to develop a system that can 
objectively process heart sounds, enabling faster and more 
accurate diagnoses. 

There are two major sounds produced by a normally 
functioning heart. The first heart sound (S1) and the second 
heart sound (S2). Closing of the mitral and tricuspid valves 
causes the first sound, S1, while the second sound, S2, is a 
result of the aortic and pulmonary valves closing at the end of 
the systolic phase. Sound identification can be one essential 
part of the heart disease diagnosis since the nature and other 
characteristics of the heart murmurs can vary from one to 
another as per concise disease conditions. In most instances, 
differences in heart sound patterns between healthy and 
unhealthy states are distinguished on the basis of changes in 
intensity, timing, location, etc., among other factors [4]. 

Several researchers have worked on the study and 
categorisation of Phonocardiogram (PCG) signals using 
various machine learning techniques [5]; particularly, two main 
areas have been focused on: Convolutional Neural Networks 
(CNNs) and Recurrent Neural Networks (RNNs) [6], [7]. 
However, these studies often require extraction of a wide array 
of features, which can complicate the training phase when 
dealing with heart sound signals. Also, these studies involve 
issues of existing noise in PCG signals and imbalanced 
datasets, leading to the extraction of unnecessary features [8]. 
Therefore, the contribution of this study is as follows: 

 To introduce low-pass and cosine hyper-filters during 
preprocessing to reduce background noise from PCG 
signals. 

 To extract various features from the PCG signals with 
Wavelet Scattering Transform (WST). 

 To develop metaheuristic methods with 
hyperparameters to select optimal features for refined 
features from an initial set of features, therefore 
reducing computational complexity and improving 
classification performance by diminishing the search 
space. 

 To execute high-performance heart sound classification 
with the Bidirectional Long Short-Term Memory (Bi-
LSTM) classifier. 
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Section II of this study discusses related articles on heart 
sound classification. Details on the WST characteristics, the 
proposed methodology with several metaheuristic methods, 
and the Bi-LSTM algorithm are included in Section III. In 
Section IV, the results, including the dataset employed for 
comparison with existing literature, are discussed. The 
conclusions of this study are mentioned in Section V. 
Recommendations for future research are also included. 

II. RELEVANT WORK 

In the biomedical field, several techniques have been 
proposed to classify normal and abnormal heart sounds, 
emphasising Phonocardiogram (PCG) signal processing. 
Generally, the signals are preprocessed to filter out extraneous 
high-frequency noises. Subsequently, characteristic features are 
extracted and utilised as input data to construct or develop 
mathematical models intended for diagnosing heart conditions 
[8], [9]. 

Preprocessing is fundamental in PCG categorisation. The 
step involves three primary tasks: baseline wander removal, 
background noise reduction, and normalisation. Baseline 
wander is a common issue in low-frequency PCG recordings. 
This issue shifts the baseline reference level, which hinders 
accurate signal property extraction [10], [11]. Background 
noise is prevalent in high-frequency PCG recordings [12] and 
can degrade signal quality. Normalisation scales sample values 
in the dataset to a standard range (typically 0-1 or -1 to 1), 
ensuring that amplitude discrepancies do not distort feature 
extraction and classification processes [13]. This 
standardisation prevents bias in the model due to variations in 
recording amplitudes [14]. 

Potes et al. [15] classified heart sound recordings from the 
PhysioNet Challenge 2016 into normal and abnormal classes 
with an ensemble classifier. The report applied the Butterworth 
bandpass filter and extracted 124 features from PCG signals 
with Mel Frequency Cepstral Coefficients (MFCCs). The 
approach achieved an 86.02% accuracy rate without employing 
any feature reduction technique. The study also achieved first 
place in the PhysioNet Challenge 2016. 

In 2017, Kay and Agarwal [16] applied a hidden semi-
Markov model for segmentation before extracting temporal and 
spectral features utilising continuous WST and MFCCs from 
the PhysioNet Challenge 2016 dataset. Subsequently, Principal 
Component Analysis (PCA) was employed to reduce data 
dimensionality. Finally, the information was fed into an 
Artificial Neural Network (ANN), yielding an 85.2% accuracy. 
In another study, Bao et al. revealed that the Bi-LSTM 
classifier performed better than CNN on an identical dataset. 
Accuracy, sensitivity, and specificity rates of 92.64%, 84.77%, 
and 95.14%, respectively, were noted [17]. 

Li et al. [18] utilised the Twin SVM (TWSVM) classifier to 
compare the performance of multi-dimensional scaling and 
PCA for feature selection on the PhysioNet Challenge 2016 
dataset. The Multi-Dimensional Scaling (MDS) outperformed 
PCA with 98.58%, 98.58%, 98.57%, and 99% in respective 
accuracy, sensitivity, specificity, and F1 score. Meanwhile, 
Alshamma et al. (2019) applied a high-pass filter on each PCG 
signal before employing a normalisation method based on zero 

mean and standard deviation. Subsequently, different K-
Nearest Neighbours (KNN) and Support Vector Machines 
(SVM) classifiers were compared with the PhysioNet 
Challenge 2016 dataset. The fine-KNN classifier documented 
interesting results with a 93.5% accuracy [11]. 

In 2020, Singh and Majumder obtained short and non-
segmented signals from the PhysioNet Challenge 2016 dataset. 
High noise frequencies were filtered with the Butterworth low-
pass filter before filtering 27 features with MFCCs. Post-
training with an ensemble classifier, the features recorded 
92.47% accuracy, 94.08% sensitivity, and 91.95% specificity 
[19]. 

An energy envelogram was employed to extract PCG 
signals from the PhysioNet Challenge 2016 dataset (Potdar, 
2021) [20]. The traits were procured with Discrete Wavelet 
Transform (DWT), selected utilising PCA, and fed into a fine-
tuned Bayesian-optimised SVM algorithm. On the other hand, 
Milani et al. (2021) applied Springer's segmentation algorithm 
to preprocess the PhysioNet Challenge 2016 dataset, extracting 
the attributes with MFCCs. Subsequently, Linear Discriminant 
Analysis (LDA) was applied to further diminish 
dimensionality. The ANN-based classification recorded a 
93.33% accuracy [12]. 

In 2022, Zhang et al. extracted numerous features in two-
dimensional convolution from the PhysioNet Challenge 2016 
dataset. Subsequently, the Particle Swarm Optimisation (PSO) 
was subjected to feature selection before being trained with the 
convolutional Bi-LSTM network. The report documented 
accuracy, sensitivity, and specificity of 91.93%, 91.58%, and 
92.27%, respectively [14]. 

A recent study [21] employed a VGG16 model during the 
spectrogram trait extraction of 1,330 PCG signals from the 
PhysioNet Challenge 2016 dataset, achieving an 88.84% 
accuracy. Nevertheless, the authors concluded that the 
accuracy level was insufficient for reliable patient diagnosis, 
requiring a more substantial and balanced dataset for 
performance enhancement. Although the original dataset was 
extensive, its imbalance might result in biased results. 
Consequently, implementing more sophisticated balancing 
techniques rather than simple down-sampling could improve 
the outcomes. Moreover, the report did not remove noise, a 
critical aspect of real-world PCG analysis. 

Son and Kwon (2018) [22] constructed the Yaseen Khan 
2018 dataset, consisting of 1,000 PCG signals. The report 
classified heart sounds via three algorithms: SVM, KNN, 
and Deep Neural Network (DNN). The MFCCs and DWT 
were also applied during feature extraction. The SVM 
exhibited the best performance, recording accuracy, 
sensitivity, and specificity of 97.9%, 98.2%, and 99.4%, 
respectively. 

Flores-Alonso et al. applied a smoothing filter, normalised, 
and segmented the noisy Yaseen Khan 2018 dataset. The report 
integrated features for classification utilising CNN and Multi-
Layer Perceptron (MLP), including MFCCs, DWT, and 
Continuous Wavelet Transform (CWT). The report recorded an 
accuracy of 99.8% [23]. In another study, [24] utilised 957 
PCG signals from an identical dataset. Nonetheless, the study 
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excluded samples under 2 s. Multiple features were extracted 
with MFCCs and DWT. The data obtained was then employed 
to train classification models with five machine learning 
algorithms: Random Forests (RF), KNN, SVM, Naive Bayes 
(NB), and MLP. A remarkably high accuracy of 99.89% in 
diagnosing normal and abnormal heart sounds with the RF 
algorithm was procured. 

McDonald et al. [25] focused on segmentation techniques 
in PCG signals, separating data into S1, S2, systole, and 
diastole. The study also applied hidden semi-Markov models to 
the PhysioNet Challenge 2022 dataset. Furthermore, a 
classification model was developed utilising a Bi-GRU 
algorithm. The 60.2% accuracy documented led the study to 
win the competition. Meanwhile, Singh et al. [26] applied Mel-
spectrograms to extract features from the same dataset. The 
extracted features were classified with the U-Net method. The 
report achieved 56.8%, 54.77%, 59.29%, and 58.33% 
accuracy, sensitivity, specificity, and F1 score, respectively. 

During the past five years, most research employed the 
Butterworth filter for background noise reduction [19], [27] 
and segmentation techniques [12], [20] for preprocessing. 
Nonetheless, segmenting non-linear PCG datasets remains 
challenging as it might lead to valuable information loss 
through abstract feature extractions [19], [28]. Moreover, a 
Wavelet Transform (WT) method has been broadly applied to 
extract PCG signal features. Nevertheless, the technique often 
extracts redundant traits, further degrading model performance 
[29], resulting in numerous research studies focusing on 
traditional feature extraction selection methods, such as LDA 
and PCA [12], [16]. The recent review by study [8] suggested 
using the WT method with metaheuristic methods for feature 
analysis from PCG signals, which allows the LSTM algorithm 
to generate the optimal model that can achieve a high 
classification accuracy. 

Based on the literature reviewed in this section, heart sound 
classification was performed through various approaches. An 
increasing interest in feature selection and optimisation 
techniques to improve classification accuracy has also been 
observed. Although substantial strides have been achieved, 
handling and minimising non-linear PCG dataset feature 
redundancies are still challenging. 

Consequently, advanced preprocessing and feature 
selection methodologies necessitate further exploration to 
improve the accuracy and reliability of heart sound 
classification systems. Preprocessing heart sounds to eliminate 
noise is a promising avenue for future studies. Furthermore, 
combining multiple extracted features into a single 
representation and training the model on the enriched data 
might yield superior results. 

III. PROPOSED METHODOLOGY 

The current study reduced PCG signal noise in the 
preprocessing with Butterworth and cosine filters. 
Subsequently, the signal attributes were automatically 
extracted utilising WST. The characteristics were optimally 
selected through several metaheuristic methods, including 
Harris Hawks Optimisation (HHO), Dragonfly Algorithm 
(DA), Grey Wolf Optimiser (GWO), Salp Swarm Algorithm 

(SSA), and Whale Optimisation Algorithm (WOA), 
contributing to feature selection. 

The results revealed that the proposed method could 
achieve excellent classification accuracy with a few feature 
sets. The suggested model also involved three processes: 
preprocessing, feature extraction and selection, and 
classification, as shown in Fig. 1. Each procedure is detailed in 
subsections A to D. 

 
Fig. 1. The general process diagram of the current study. 

A. Preprocessing of the PCG Signal 

The preprocessing phase is vital in improving 
Phonocardiogram (PCG) signal quality before extracting and 
classifying any features. The following lists the steps necessary 
during the procedure. 

1) Baseline wander removal: Baseline wander refers to 

low-frequency noise typically arising from respiratory 

movements or patient motion. The noises might distort PCG 

signals. Consequently, a high-pass Butterworth filter with a 

0.5 Hz cut-off frequency was employed to overcome the 

matter. The filter effectively attenuated frequencies 

associated with baseline drift. Moreover, heart sound signals 

predominantly detected between 20 and 150 Hz were 

preserved. The findings indicated that removing low-

frequency noise is critical to avoid interference during 

the feature extraction phase. 

2) Background noise removal: The PCG signals are 

susceptible to various noise sources, including ambient, 

lung, and muscle contraction sounds. Accordingly, this study 

applied a two-stage filtering process to enhance the Signal-

to-Noise Ratio (SNR). Firstly, a Butterworth low-pass filter 

at a 150 Hz cut-off frequency was employed to eliminate 

high-frequency noises. Subsequently, the Adaptive Noise 

Cancellation (ANC) utilised allowed noise component 

estimations within the PCG signal by referencing a separate 

noise signal and subtracting them from the PCG data. The 

two-phase approach effectively isolated relevant heart sound 

components from the background noise, facilitating accurate 

feature extraction and classification. 

3) Data normalisation: The PCG signal amplitudes vary 

significantly depending on the recording environment, 

device, and patient physiology. Consequently, this study 

employed data normalisation to address the issue. The 

procedure scaled signal amplitudes to a common range, 

typically between 0 and 1 or −1 and 1. The min-max 

normalisation in the present study was calculated according 

to following the equation. 

𝑥′ =
𝑥−𝑚𝑖𝑛(𝑥)

𝑚𝑎𝑥(𝑥)−𝑚𝑖𝑛(𝑥)
 (1) 

Feature extraction 

and selection 
Preprocessing Classification 
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Where 𝑥′ refers to normalised PCG signals, 𝑥 denotes the 
original PCG signal, 𝑚𝑎𝑥(𝑥)  represents the maximum PCG 
value, and 𝑚𝑖𝑛(𝑥) is the minimum PCG value. 

B. Feature Extraction 

Feature extraction transforms preprocessed PCG signals 
into classification-appropriate representations. Various 
methods, including MFCCs, DWT, and WST, have been 
employed in previous studies. 

1) Mel-frequanct Cepstral Coefficient (MFCC): The 
MFCCs capture spectral PCG signal properties by emphasising 
perceptually relevant frequency bands. The process involves the 
following steps [19]: 

a) Framing - Dividing the filtered PCG signal into 

overlapping 5-s frames. 

b) Spectrum estimation - Calculating the amplitude 

spectrum of each frame. 

c) Windowing - Multiplying each frame by a Hamming 

window to reduce spectral leakage through signal end section 

attenuation to zero. 

d) Fourier transform - Applying the Fast Fourier 

Transform (FFT) to convert the time-domain signal into the 

frequency domain. 

e) Mel Filterbank - Passing the spectrum through a 

series of triangular bandpass filters spaced according to the 

Mel scale. 

f) Logarithm – Computing the Mel Filterbank output 

algorithm to mimic the human auditory system perception. 

g) Discrete Cosine Transform (DCT) – Applying the 

DCT to the log-filterbank outputs to decorrelate the 

coefficients. Resultantly, 27 MFCCs in the time-frequency 

domain for each PCG signal were obtained. Fig. 2 

demonstrates the MFCCs extraction phases, which were 

determined based on following the equation. 

 
Fig. 2. The MFCC method for feature extraction. 

𝑀𝐹𝐶𝐶𝑛 = ∑ 𝑙𝑜𝑔(𝑆𝑘)𝐾
𝑘=1 ⋅ 𝑐𝑜𝑠 (

𝜋𝑛(𝑘−0.5)

𝐾
)         (2) 

Where 𝑆𝑘 is the log power at each Mel frequency k, K refers 
to the total number of Mel frequency bands, and N denotes the 
number of MFCCs to retain. 

2) Discrete Wavelet Transform (DWT): The current 

study utilised DWT to analyse the non-stationary nature of 

the PCG signals by iteratively decomposing them into time-

frequency domains through wavelet filters [30]. The 

technique fuses low- and high-pass filters, providing 

approximation and detail coefficients from the PCG signal 

[31]. 

The DWT enables high-frequency energy in systolic and 
diastolic heart sound alteration representations [32]. The 
approach captures high-frequency components (details) and 
low-frequency components (approximations), crucial for 
detecting anomalies in heart sounds. Meanwhile, following the 

equation determines wavelet coefficients by projecting x(t) 
signals onto scaled and shifted wavelet ψ(t) function versions. 

𝐷𝑊𝑇(𝑎, 𝑏) =
1

√𝑎
∫ 𝑥(𝑡)

∞

−∞
𝜓∗ (

𝑡−𝑏

𝑎
) 𝑑𝑡               (3) 

Where 𝐷𝑊𝑇(𝑎, 𝑏)  represents the wavelet coefficient at 
scale a and position b, x(t) is the input signal, ψ∗ denotes the 
complex conjugate of the wavelet function ψ, a represents the 
scaling parameter, and b is the translation parameter. 

In this study, the approximation coefficient (c, 𝐴-𝑛.) and 
the detail coefficient (𝑐, 𝐷-𝑛.) of each level, n, was established 
with following the equation. The DWT applied in the present 
study had 15 decomposition levels for each cycle. The signal 
energy, entropy, and standard deviation were procured as 16-
time features, while the waveform length and wavelet variance 
estimates were obtained as 16-frequency features. 

𝐴 = 𝑐𝐴𝑛 ∑ 𝑐𝐷𝑛
𝑛
𝑘=0  (4) 

Where A represents the wavelet coefficient values, while n 
indicates the approximate level number. 

Utilising the DWT method, 80 features were extracted from 
the 15 approximation coefficients for each cycle per the 
guidelines outlined by [31]. The coefficients were calculated 
based on the Shannon energy. Fig. 3 represents a generalised 
flow of the wavelet decomposition from the PCG signal. 

 
Fig. 3. The wavelet decomposition from the PCG signal. 

3) Wavelet Scattering Transform (WST): The WST is an 

advanced technique that captures stable, hierarchical time-

frequency features from PCG signals. The method involves 

the following steps [18][33]: 

 Convolution of PCG signals with a wavelet family of 
varying scales. 

 The application of non-linear modulus operators to the 
convolved signals to obtain scattering coefficients. 

 The coefficients are averaged over time to produce the 
final scattering form, retaining translation-invariant and 
stable attributes. 

In WST, the x(t) signal is convolved with a wavelet 
function, ψ1, before being further convolved with additional 
wavelet functions, ψ2, …, ψJ. Eq. (5) is the mathematical 
representation of WST. The phase enables multi-scale and 
multi-resolution feature extractions as illustrated in Fig. 4. 

𝑆𝐽(𝑥(𝑡)) = |𝑥 ∗ 𝜓1| ∗ 𝜓2 ∗. . .∗ 𝜓𝐽                (5) 

Where 𝑆𝐽(𝑥(𝑡)) denotes the wavelet scattering coefficients 

at level 𝐽, 𝑥(𝑡) represents the input signal, and ψ1, ψ2, …, ψJ 
are the wavelet functions at different scales. 
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Fig. 4. The wavelet scattering transforms on PCG signal. 

C. Feature Selection 

Feature selection aims to eliminate duplicate or non-
informative features, which reduces the excess amount of input 
features, leading to achieving an optimal model. Hence, feature 
selection is critical in ensuring that only the most relevant 
information is passed to the classifier [8]. In the current study, 
five metaheuristic algorithms for feature selection were 
employed: HHO, DA, GWO, SSA, and WOA. 

1) Harris Hawks Optimisation (HHO): The HHO is a 

swarm intelligence algorithm published by [34] in 2019. The 

model was inspired by nature, mimicking the cooperative 

hunting strategy of Harris hawks. Balancing exploration and 

exploitation, the algorithm simulates different prey-hunting 

phases, such as surprise pounce and soft besiege. 

The current study employed HHO to determine the most 
suitable optimal features. The approach is characterised by 
rapid large solution space explorations with substantial 
accuracy and rapid convergence, maintaining exploration and 
exploitation equilibrium. Post-feature extraction, the initial 
parameters were applied to establish a random position for 
HHO within the search bounds. 

The HHO algorithm determines the best position for prey. 
The exploration phase is denoted by prey energy values over 1 
(E > 1), where HHO is still in the searching mode. Meanwhile, 
a slight energy drop below 1 (E < 1) denotes the model 
entering the exploitation stage. During the soft siege (E ≥ 0.5), 
HHO continually updates the position of the prey 
demonstrating energy to escape. Nevertheless, HHO dives 
around the target in a hard siege once the energy falls below 
0.5 with a significant escape probability. 

Features within the optimal range and low error rate are 
selected at each stage. During the final cycle, the selected PCG 
attributes are optimised and employed as input for the 
classification model. The HHO process [35] is illustrated in 
Fig. 5. 

The technique is particularly effective for selecting features 
from the WST as it efficiently handles the hierarchical and 
multi-scale data. Feature selection was calculated according to 
following the equation. 

𝑋(𝑡 + 1) =

{
𝑋𝑟𝑎𝑛𝑑(𝑡) − 𝑟1. |𝑋𝑟𝑎𝑛𝑑(𝑡) − 2𝑟2. 𝑋(𝑡)|         𝐸 ≥ 0.5

𝑋𝑝𝑟𝑒𝑦(𝑡) − 𝑋(𝑡) − 𝑟3. |𝑋𝑝𝑟𝑒𝑦(𝑡) − 𝑋(𝑡)|   𝐸 < 0.5
      (6) 

Where 𝑋(𝑡 + 1)  refers to the next position of the hawk, 
Xrand and Xprey represent random and prey positions, while r1, 
r2, and r3 are random numbers. 

2) Dragonfly Algorithm (DA): Introduced in 2016 by 

[36], DA is a metaheuristic optimisation algorithm based on 

the static and dynamic swarming behaviours of dragonflies. 

The model utilises five key factors: separation, alignment, 

cohesion, attraction to food, and distraction from enemies. 

 
Fig. 5. The HHO working principle. 

The DA defines a neighbourhood of radius r according to 
how it works. Neighbourhood sizes are scaled up based on a 
linear relation with the iteration counter during exploration to 
exploitation transitions. Consequently, static swarms are 
transformed into dynamic swarming. In the final optimisation 
stage, each dragonfly solution is joined to form an active 
unified swarm, which converges towards the best global 
solution at the end of the convergence [37], [38], [39]. The 
feature selection for the technique is represented by following 
the equation. The DA was also applied in this study during the 
feature selection stage (see Fig. 6). 

𝛥𝑋 = ∑ (𝑆𝑖 + 𝐴𝑖 + 𝐶𝑖 + 𝐹𝑖 + 𝐸𝑖)𝑁
𝑖=1               (7) 

Where 𝑆  is separation, 𝐴  denotes alignment, 𝐶  represents 
cohesion, 𝐹  is food attraction, and 𝐸  denotes enemy 
distraction. The working principle of DA. 

3) Gray Wolf Optimiser (GWO): Mirjalili et al. [40] 

proposed GWO, a swarm intelligence-based metaheuristic 

algorithm, in 2014. The algorithm was based on the grey 

wolf leadership hierarchy and hunting strategy. Based on the 

grey wolves hierarchical system [35], the alpha (α), or the 

most dominant wolf in the pack, leads the other wolves 

during food hunting and finding. During the absence of the 

alpha wolf, the beta (β) becomes the pack leader. In the 

hierarchy, the power levels of the delta (δ) and omega (ω) 

groups are significantly less apparent than their nearest rival 

(see Fig. 7). 
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Fig. 6. The working principle of DA. 

 
Fig. 7. The GWO hierarchical levels. 

The mechanism of the GWO algorithm in the sociological 
agenda is complex social intelligence. Grey wolves exhibit 
remarkable hunting strategies by chasing, encircling, and 
attacking their prey [41], [42], [43]. Successful pursuits lead 
them to the optimal solution through successive phases with 
distinctive efficiencies, encouraging others to adopt similar 
cooperative actions [35]. Fig. 8 outlines the GWO feature 
selection process, while the following equation was employed 
to determine feature selection. 

�⃗�(𝑡 + 1) =
�⃗⃗�𝛼+�⃗⃗�𝛽+�⃗⃗�𝛿

3
 (8) 

Where 𝑋(𝑡 + 1) refers to the next position of the wolf, and 

�⃗�𝛼 , �⃗�𝛽 , �⃗�𝛿  are the positions of the top three wolves. 

 
Fig. 8. The GWO working principle. 

4) Salp Swarm Algorithm (SSA): In 2017, SSA, a novel 
nature-inspired optimiser, was proposed by Mirjalili et al. 
[44]. The model mimics the collective behaviour of salps, 
which are marine wildlife. The SSA is versatile, efficient, 
straightforward, and applicable to parallel and serial modes. 
Furthermore, the algorithm has a single adaptively 
decreasing parameter, contributing to optimal diversification 
and intensification tendencies balancing. 

Salps move dynamically and update their positions through 
mutual interactions to avoid being trapped in local optima. The 
SSA behaviour is recognised by the salp chain algorithm, 
searching and selecting optimal food sources effectively. The 
swarm aims to identify and locate a specific food source within 
the search space. 

The salps in the SSA approach are categorised as either 
"leaders" or "followers" based on their position in the chain. 
Follower salps rely on the actions of their leader for guidance. 
The flowchart of the SSA processes is demonstrated in Fig. 9 
[45]. In this study, feature selection utilising SSA was 
established according to following the equation. 

𝑋𝑖,𝑗(𝑡 + 1) = {
𝑋𝑗(𝑡) + 𝑐1. (𝑈𝑗 − 𝐿𝑗) + 𝐿𝑗𝑖 = 1

𝑋𝑖,𝑗(𝑡)+𝑋𝑖−1,𝑗(𝑡)

2
 𝑖 > 1

        (9) 

Where 𝑋𝑗  is the food source in the 𝑗 dimension, 𝑈𝑗  and 𝐿𝑗 

refer to the upper and lower bounds of the 𝑗  dimension, 
respectively, and 𝑐1  denotes a random number. 
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Fig. 9. The working principle of SSA. 

5) Whale Optimisation Algorithm (WOA): The WOA 

algorithm was developed by Mirjalili and Lewis [46] in 

2016. The model was the first metaheuristic approach 

applicable to comprehensive optimisations. The WOA 

algorithm involves two primary phases based on the bubble-

net hunting strategy of humpback whales. 

Firstly, humpback whales hunt and encircle their prey. 
Similarly, the WOA algorithm assumes that the best solution is 
unknown, thus identifying the optimal candidate solution as the 
target prey or close to it. Subsequently, additional search 
agents adjust their positions to match the best search agent, 
shrinking the search space effectively. 

Fig. 10 depicts the second phase of the nut strategy, the 
bubble-net attacking stage. During the step, the whales reduce 
the predator chain around the prey and move in a spiral 
attacking pattern. Meanwhile, random humpback whales 
calculate new positions instead of relying solely on the globally 
best-known position in the update phase [47], [48]. Eq. (10) 
was employed to determine the feature selection in this study, 
and the selection process is illustrated in Fig. 11. 

�⃗�(𝑡 + 1) = {
𝑋∗⃗⃗ ⃗⃗ ⃗(𝑡) − 𝐴. 𝐷                           𝑝 < 0.5

𝐷′. 𝑒𝑏𝑙. 𝑐𝑜𝑠(2𝜋𝑙) + 𝑋∗⃗⃗ ⃗⃗ ⃗(𝑡)    𝑝 ≥ 0.5
     (10) 

 
Fig. 10. The WOA behaviour. 

 

Fig. 11. The working principle of WOA. 

Where X(t + 1) is the updated position of the whale, X∗(t) 
represents the position of the best solution (prey), A and D are 

coefficient vectors calculated as A = 2a⋅r−a and D =∣
C⋅X∗(t)−X(t)∣, D′=∣X∗(t)−X(t)∣ denotes the distance to 

the prey, p is a random number between 0 and 1 that 
determines the exploitation or exploration phase, b is attributed 
to a constant defining the shape of the logarithmic spiral, and l 
represents a random number between −1 and 1. 

D. Classification 

During the classification model design, the selected 
features were classified with a 17-layered Recurrent Neural 
Network (RNN), which included Bi-LSTM. The architecture 
was designed to capture dependencies in sequential heart sound 
data (past and future), enabling the model to differentiate 
normal and abnormal sounds with significant accuracy. 

 
Fig. 12. The Bi-LSTM block digram. 

The model design is illustrated in Fig. 12. The description 
of each layer in the proposed model is presented as follows: 

 The input layer receives selected features. 

 The input features were converted into dense vectors in 
the embedding layer. 

 Bi-LSTM Layer: Processes input in the forward and 
backward directions to capture temporal dependencies. 
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 The dropout layers were applied following the Bi-
LSTM and dense layers to prevent overfitting. 

 A total of 13 dense layers followed were included to 
transform the features. 

 A final dense layer, the output layer, contains softmax 
activation for normal or abnormal heart sound 
categorisation. 

 The forward and backward Bi-LSTM passes are 
presented by equations (11) and (12), respectively. This 
study utilised the Bi-LSTM layer model due to its 
bidirectional dependencies in PCG signals, essential for 
accurately categorising heart sounds. Its 17-layer 
structure also allows the model to learn complex 
patterns, improving classification performance. The 
proposed model architecture is illustrated in Fig. 13. 

ℎ⃗⃗𝑡 = 𝜎(𝑊ℎ. [ℎ⃗⃗𝑡−1, 𝑥𝑡] + 𝑏ℎ)                  (11) 

ℎ́𝑡 = 𝜎(𝑊ℎ. [ℎ́𝑡+1, 𝑥𝑡] + 𝑏ℎ)                 (12) 

Where ℎ⃗⃗𝑡 and ℎ́𝑡 represent hidden states in the forward and 
backward directions, respectively. 

 
Fig. 13. The Bi-LSTM-incorporated RNN architecture. 

IV. EXPERIMENTS AND RESULTS 

The dataset and evaluation criteria employed in this study 
are discussed in this section. The experiments were conducted 
according to the specified criteria, and the results obtained are 
also included. 

A. Dataset 

The current study explored three datasets commonly 
applied in related research: PhysioNet 2016 [49] and 2022 [50] 
and Yaseen Khan 2018 [22]. The PhysioNet 2016 dataset 
consists of 3,240 PCG signals from global volunteers. The 
duration of the heart sounds in the dataset ranged between 5 
and 120 sec (s) recorded at 2,000 Hz. Furthermore, the dataset 
includes normal and abnormal heart sounds. 

The Yaseen Khan 2018 dataset comprises 1,000 2-s PCG 
signals. The sounds were sampled at 8,000 Hz with binary and 
multi-class labels. The third dataset, PhysioNet 2022, contains 
3,163 PCG signals of 5 to 65 s recorded at 4,000 Hz. In this 
study, each dataset was split with the k-fold and stratified k-
fold (K = 5 and 10) Cross-Validation (CV) methods. 

B. Performance Evaluation Metrics 

The accuracy, sensitivity, specificity, and F1 score were the 
evaluation criteria of the proposed model. Each criterion was 
determined according to Eq. (13)–(16). Meanwhile, Fig. 14 
demonstrates the confusion matrix-based evaluation procedure 
applied in the present study [50].  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝑇𝑁+𝐹𝑃
                (13) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
         (14) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
         (15) 

𝐹1 =
2 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
              (16) 

 

Fig. 14. Evaluation measures using confusion matrix. 

C. Experimental Results 

A comprehensive explanation of the results is included in 
this section, documenting the performance of the proposed 
method. The suggested model was implemented with 
MATLAB 2023, while training and testing were conducted on 
a system equipped with an Intel Core i7 processor (2.6 GHz), 
32 GB RAM, and NVIDIA RTX 960M GPU (4 GB). 

During the initial experiments (baseline), 3,240, 1,000, and 
3,163 PCG signals from PhysioNet 2016, Yaseen Khan 2018, 
and PhysioNet Challenge 2022, respectively, were assessed. 
The datasets were split with hold-out CV, with 85% utilised as 
training, while 15% were employed during the testing stage. 

A 5-s time window applied on the PhysioNet 2016 dataset 
produced 10,000 samples at 2,000 Hz frequency, while the 
PhysioNet Challenge 2022 generated 20,000 records at 4 kHz. 
Meanwhile, 8,000 samples recorded at 8 kHz were procured 
from the Yaseen Khan 2018 with a 1-s interval. 

Several methods, including MFCC, DWT, and WST, were 
employed to extract raw features from each dataset at varying 
window sizes (5, 10, and 8 WS). The present study also utilised 
the Bi-LSTM algorithm with 17 layers for training, applying 
K-fold and stratified (S) K-fold (K = 5 and 10) CV approaches 
to mitigate data imbalance. Classification performance was 
then evaluated based on accuracy, sensitivity (Sen%), 
specificity (Spec%), and F1 score (F1%). Whereas, WL stands 
for window length, WS stands for window size, and L stands 
for the number of decomposition levels of DWT. 
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Table I summarises the time and frequency domains of the 
PCG signals acquired from the three datasets evaluated. The 
findings indicated that each dataset required separate training. 
The WST technique extracted numerous features from the PCG 
signals, achieving the highest baseline accuracy. Nonetheless, 
the accuracy of the model required improvement due to 

background noise in the PCG signals and irrelevant extracted 
features, which affect classification precision. Moreover, the 
stratified 10-fold CV recorded a notable accuracy rate when the 
datasets were individually assessed. Consequently, the 
approach was utilised in the proposed experiment, applying 
different window sizes for each dataset (see Table II). 

TABLE I.  THE BASELINE EXPERIMENTAL RESULTS FOR HEART SOUND ANALYSIS 

Dataset WL-feature extraction method CV Acc% Sen% Spe% F1% 

PhysioNet 2016, 
3,240 PCG signals 

5s-WL, 27-MFCC 

5-folds 84.74 60.90 92.53 66.29 

10-folds 88.29 67.90 94.95 74.07 

S-5-folds 89 76.33 93.14 77.37 

S-10-folds 87.32 68.72 93.40 72.76 

5s-10WS-
DWT 

265 (L52) 5-folds 91.09 72.18 95.74 76.19 

115 (L22) 10-folds 91.41 70.62 96.53 76.48 

75 (L14) S-5-folds 91.54 72.18 96.30 77.12 

80 (L15) S-10-folds 91.25 76.04 95.00 77.45 

5s-10WS 263-WST 

5-folds 92.48 75.93 96.56 79.97 

10-folds 91.76 71.14 96.84 77.34 

S-5-folds 92.53 75.10 96.82 79.88 

S-10-folds 92.69 74.79 97.10 80.17 

Yaseen Khan 2018, 
1,000 PCG signals 

1s-WL, 27-MFCC 

5-folds 99.66 100 97.61 99.80 

10-folds 99.66 99.61 100 99.80 

S-5-folds 99.66 99.61 100 99.80 

S-10-folds 99.66 99.61 100 99.80 

1s-8WS-
DWT 

30 (L5) 5-folds 100 100 100 100 

40 (L7) 10-folds 100 100 100 100 

45 (L8) S-5-folds 100 100 100 100 

30 (L5) S-10-folds 100 100 100 100 

1s-8WS 261-WST 

5-folds 99.91 99.90 100 99.95 

10-folds 99.91 99.90 100 99.95 

S-5-folds 100 100 100 100 

S-10-folds 100 100 100 100 

PhysioNet 2022, 
3,163 PCG signals 

5s-WL, 27-MFCC 

5-folds 50.61 30.36 69.58 37.28 

10-folds 50.56 49.57 51.49 49.23 

S-5-folds 53.79 59.97 48.01 55.66 

S-10-folds 51.64 36.51 65.80 42.20 

5s-5WS-
DWT 

20 (L3) 5-folds 57.17 47.43 66.04 51.36 

30 (L5) 10-folds 59.49 59.11 59.83 58.18 

200 (L39) S-5-folds 60.59 78.23 44.51 65.43 

65 (L12) S-10-folds 61.56 65.30 58.14 61.83 

5s-5WS 348-WST 

5-folds 57.84 58.23 57.50 56.84 

10-folds 61.43 60.44 62.33 59.91 

S-5-folds 59.87 61.15 58.70 59.23 

S-10-folds 62.82 65.13 60.72 62.55 

TABLE II.  THE WINDOW SIZE RECOMMENDATION FOR THE DATASETS 

Dataset Time and frequency domains Feature extraction method Window size Classifier CV 

PhysioNet 2016 5 sec, 2,000 Hz 

WST 

10 
Bi-LSTM algorithm 

(17 layers) 
Stratified 10-fold Yaseen Khan 2018 2 sec, 8,000 Hz 8 

PhysioNet 2022 5 sec, 4,000 Hz 5 
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TABLE III.  THE METAHEURISTIC RESULTS UNDER DEFAULT PARAMETERS 

Dataset Preprocessing WL-feature extraction and selection method Acc% Sen% Spe% F1% 

PhysioNet 2016, 3,240 

PCG signals 

Butterworth filter (low-

pass),  cosine filter (low-
pass), normalisation (-1, 1) 

5s-

10WS-

263WST 

132-HHO 92.44 77.39 96.15 80.19 

141-DA 92.55 75.41 96.76 80.00 

122-GWO 92.32 78.02 95.84 80.06 

126-SSA 92.24 75.72 96.30 79.41 

132-WOA 92.59 78.95 95.94 80.81 

Yaseen Khan 2018, 

1,000 PCG signals 

Butterworth filter (low-

pass),  cosine filter (low-

pass), normalisation (-1, 1), 
and zero padding 

2s-8WS-

330WST 

168-HHO 100 100 100 100 

175-DA 100 100 100 100 

155-GWO 100 100 100 100 

151-SSA 100 100 100 100 

59-WOA 100 100 100 100 

PhysioNet 2022, 3,163 

PCG signals 

Butterworth filter (low-

pass), cosine filter (high-
pass), normalisation (-1, 1) 

5s-5WS-

348WST 

195-HHO 60.67 69.20 52.90 62.66 

193-DA 59.62 60.61 58.70 58.87 

185-GWO 57.17 56.54 57.74 55.73 

175-SSA 61.68 55.39 67.41 57.96 

181-WOA 60.59 57.87 63.06 58.34 
 

During the evaluations, each dataset was assessed 
independently and split with holdout CV (see Table III). Low-
pass Butterworth and cosine filters were applied during 
preprocessing to reduce high-frequency intensities from the 
PhysioNet 2016 and Yaseen Khan 2018 datasets at 200 Hz and 
800 Hz, respectively, cut-off frequencies. Meanwhile, the 
PhysioNet 2022 dataset was subjected to low-pass Butterworth 
and high-pass cosine filters within the 15–400 Hz cut-off 
frequency. 

After preprocessing, each dataset was normalised to a range 
of −1 to 1. A 5-s duration was applied to the PhysioNet 2016 
and 2022 datasets, while Yaseen Khan 2018 was subjected to 
2-s intervals with zero padding. Subsequently, the features 
were extracted with the WST. Resultantly, 263 WST features 
with 10-WS were procured from the PhysioNet 2016 dataset, 
330 WST features with 8-WS from Yaseen Khan 2018, and 
348 WST features with 5-WS from PhysioNet 2022. 
Metaheuristic techniques were employed during feature 
selection, including HHO, DA, GWO, SSA, and WOA. 
Default parameters and hyperparameters were applied to 
enhance classification accuracy. 

Initially, all metaheuristic approaches were employed under 
default parameters of 10 maximum iterations, a 10-population 
size, and a 5 K-value for the KNN classifier. Holdout CV of 

80% training and 20% testing, 0.99 alpha (α), and 0.01 beta (β) 
were also applied per the information reported in previous 
studies. 

The 17-layer Bi-LSTM architecture developed in this study 
was utilised to train the classification model. A stratified 10-
fold CV was also applied to overcome the class imbalance. The 
metaheuristic methods were then evaluated with test data with 
classification accuracy as the key performance metric. The 
results are listed in Table III. 

Under default parameters, the proposed model documented 
significant results with 100% accuracy when applied to the 
Yaseen Khan 2018 dataset utilising all metaheuristic 
techniques. Conversely, the accuracy of the PhysioNet 2016 
and 2022 datasets was not considerably higher than the 
baseline. Consequently, the current study employed 
hyperparameters for all metaheuristic methods in the second 
task of the proposed model as indicated in Table IV. 

Preprocessing methods under hyperparameter settings and 
training step with the Bi-LSTM classifier (17 layers) were 
applied to the PhysioNet 2016 and 2022 datasets to create the 
classification model in this study. A stratified 10-fold CV was 
employed during training. Fig. 15 and Fig. 16 demonstrate the 
findings from the PhysioNet 2016 and 2022 datasets, 
respectively.

TABLE IV.  THE HYPERPARAMETERS-USED FOR THE PHYSIONET 2016 AND 2022 DATASETS 

Parameters PhysioNet 2016 PhysioNet 2022 

Cross-Validation Holdout (85% training, 15% testing) Holdout (80% training, 20% testing) 

Fitness Value β = 1e-10 - 1e-1 β = 0.01 - 0.1 

Population Size 10 

Classifier KNN 

k-value 11 5 

Max iterations (M-iters) 10 
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Fig. 15. The best fitness value and accuracy from the PhysioNet 2016 dataset when hyperparameter settings were applied for HHO, DA, GWO,  SSA, and WOA.  

 
Fig. 16. The optimal fitness value and accuracy of the PhysioNet 2022 dataset were evaluated with HHO, DA, GWO, SSA, and WOA under hyperparameter 

settings. 

Based on Fig. 15 and Fig. 16, improved classification 
accuracy was observed when the hyperparameters for the 
Physionet 2016 and 2022 datasets were adjusted. The datasets 
recorded excellent accuracy rates at SSA and HHO tuned to 
94.34% and 66.83%, respectively. The data were considered 
more accurate than the baseline and default parameters. The 
findings are summarised in Table V. Fig. 17 to Fig. 19 and 
Table VI illustrate the results of real-world experiments 
through majority voting of the datasets employed. 

According to Table VI, a 94.85% final accuracy rate was 
recorded by the PhysioNet 2016 dataset in real-world 
evaluations without voting ties (NoUniqueMode = 0). During 
the assessment, WST (263 extracted features, 5 sec) and SSA 
(127 selected features) with the Bi-LSTM (17 layers) algorithm 
were applied (see Fig. 17). 

TABLE V.  SUMMARY OF THE METAHEURISTIC RESULTS UNDER HYPERPARAMETERS 

Dataset WL-feature extraction and selection method Optimal-fitness value (β) k/M-iters Acc% Sen% Spe% F1% 

PhysioNet 2016, 

3,240 PCG signals 
5s-10WS-263WST 

142-HHO 1E-9 

11/10 

93.78 81.87 96.71 83.88 

137-DA 1E-9 93.16 81.77 95.97 82.54 

128-GWO 1E-5 93.41 81.45 96.35 83.01 

127-SSA 1E-9 94.34 82.29 97.30 85.17 

147-WOA 1E-4 93.41 79.47 96.84 82.66 

PhysioNet 2022, 
3,163 PCG signals 

5s-5WS-348WST 

163-HHO 0.04 

5/10 

66.83 60.70 72.41 63.57 

178-DA 0.04 62.02 57.61 66.04 59.12 

183-GWO 0.09 60.50 55.92 64.67 57.45 

173-SSA 0.07 64.43 62.74 65.96 62.71 

181-WOA 0.03 64.89 61.59 67.90 62.58 
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TABLE VI.  SUMMARY OF THE FINAL EXPERIMENTAL RESULTS OF THE PROPOSED METHOD 

Dataset Feature extraction and selection method Acc% Sen% Spe% F1% 

PhysioNet 2016, 3,240 PCG signals 263-WST, 127-SSA 94.85 83.33 97.69 86.48 

Yaseen Khan 2018, 1,000 PCG signals 330-WST, All metaheuristic methods 100 100 100 100 

PhysioNet 2022, 3,163 PCG signals 348-WST, 163-HHO 66.87 60.61 72.58 63.57 

 
Fig. 17. The final experimental results for the PhysioNet 2016 dataset evaluated under hyperparameters by 127-SSA. 

 
Fig. 18. The final experimental findings for the Yaseen Khan 2018 dataset with default parameters in all metaheuristic methods. 
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Fig. 19. The final experimental results for the PhysioNet 2022 dataset assessed with hyperparameter settings by 163-HHO. 

In the Yaseen Khan 2018 real-world evaluation, the 2-s 
proposed model with WST and all metaheuristic methods 
achieved substantial results with 100% accuracy without any 
prediction ties. The results are summarised in Fig. 18. 
Meanwhile, the PhysioNet 2022 dataset achieved a final 
accuracy of 66.87% in the real-world assessment with the WST 
(348 extracted features, 5 sec) and HHO (163 selected features) 
methods. The data was considered more accurate than the 
baseline and default parameter values. The superiority was due 
to reduced redundant features without any ties in the voting 
classes, as illustrated in Fig. 19. 

D. Discussion 

Overall, HHO, DA, GWO, SSA, and WOA algorithms 
were more sensitive and negatively affected in imbalanced 
datasets. The metaheuristic techniques revealed similar 
efficiency and convergence speed limitations and global 
solution procurement issues. Furthermore, randomisation is 
crucial during the exploration and exploitation phases. 
Accordingly, increased randomisation would lead to 
classification accuracy from elevated computational time. 

Based on the results, the SSA approach improved the 
accuracy and performance of the classification model in the 
PhysioNet 2016 dataset. The method exhibited superior 
exploration abilities for features at low frequencies than the 
other metaheuristic methods employed in this study. 

All metaheuristic techniques utilised in the current study 
achieved a considerable accuracy rate when applied to the 
Yaseen Khan 2018 dataset. Meanwhile, the HHO approach 
performed better than GWO, SSA, and WOA on the PhysioNet 
2022 dataset. The findings might be due to the significant 
exploration capabilities for features at high frequencies of 
HHO. 

In this study, the performance of the proposed method 
utilising the metaheuristic techniques was compared to recently 
published reports that aimed to diagnose heart sounds utilising 
PCG signals (see Table VII). The highest accuracy rates 
achieved with the PhysioNet 2016 dataset were reported by 
[11] and [12] at 93.5% and 93.33%, respectively. Nonetheless, 
[11] primarily focused on extracting 527 features without 
applying any technique to eliminate irrelevant features. 
Whereas [12] procured 130 features with MFCCs and the 
traditional LDA technique to select optimal attributes. 

For the 1,000 PCG Yaseen Khan 2018 dataset, [18] and 
[47] documented the highest scores, 99.80% and 99.90%, 
respectively. Nevertheless, [23] only employed MFCC, DWT, 
and CWT to extract several features. Conversely, the proposed 
method was based on the WST. All metaheuristic approaches 
also recorded a significant accuracy rate of 100% when applied 
to the same dataset. 

Reports on applying feature selection methods to PCG 
signals, particularly metaheuristic approaches, are limited. For 
instance, [14] extracted deep features and employed PSO for 
improvement before utilising the Bi-LSTM algorithm, 
recording a 91.93% accuracy rate. Consequently, the present 
study aimed to close the knowledge gap, focusing on selecting 
optimal features based on metaheuristic approaches to improve 
the performance of the model. 

This study achieved the best performance with 94.85%, 
83.33%, 97.69%, and 86.48% accuracy, sensitivity, and 
specificity rates and F1 score. The WST based on the SSA 
method was employed. The data supported the superiority of 
the suggested model. 
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TABLE VII.  RESULTS COMPARISON BETWEEN THE PROPOSED METHOD AND PREVIOUS STUDIES 

Author Dataset used 
Feature 

extraction method 

Feature 

selection 

method 

Classifier 
CV 

method 
Acc (%) Sen (%) Spe (%) F1 (%) 

[11] 
PhysioNet 2016 dataset 

(3,240 PCG signals) 

Multi-domain 

features (527 
features) 

Not used Fine KNN Hold-out 93.5 - - - 

[12] 
PhysioNet 2016 dataset 

(3,126 PCG signals) 

MFCCs (130 

features) 
LDA ANN Hold-out 93.33 - - - 

[14] 
PhysioNet 2016 dataset 
(3,240 PCG signals) 

Deep features PSO Bi-LSTM 5-fold 91.93 91.58 92.27 - 

[16] 
PhysioNet 2016 dataset 

(3,153 PCG signals) 

CWT and MFCC 

(675 features) 
PCA ANN 10-fold 85.2 - - - 

[19] 
PhysioNet 2016 dataset 
(3,240 PCG signals) 

MFCCs (27 
features) 

Not used 
Ensemble 
classifier 

5-fold 92.47 94.08 91.95 - 

[21] 
PhysioNet 2016 (1,330 

PCG signals) 

Spectrogram 

feature 
Not used VGG16 - 88.84 87.23 86.55 87.87 

[22] Own dataset 
MFCCs + DWT 
(43 features) 

Not used SVM 5-fold 97.9 98.2 99.4 99.7 

[23] 

Yaseen Khan 2018 

dataset (1,000 PCG 
signals) 

MFCC, DWT, and 

CWT 
Not used CNN and MLP Hold-out 99.8 99.8 99.8 - 

[24] 

Yaseen Khan 2018 

dataset (957 PCG 

signals) 

Multiple features 

using MFCC and 

DWT methods 

Not used RF - 99.89 99.90 99.60 99.90 

[25] 
PhysioNet 2022 dataset 

(3,163 PCG signals) 

Spectrogram 

feature 
Not used Bi-GRU 5-fold 60.2 - - 54.9 

[26] 
PhysioNet 2022  dataset 

(3,163 PCG signals) 
Mel-spectrograms Not used U-Net Hold-out 08.65 54.77 59.29 58.33 

[28] 
PhysioNet 2016 (2,435 
PCG signals) 

Merage short- and 

long-term features 

(33 features) 

Not used 

Subspace K-

Nearest 

Neighbor 

Hold-out 92.7 96 82 - 

[51] 
Yaseen Khan 2018 
dataset (1,000 PCG 

signals) 

Deep features Not used 
Vision 
Transformer 

(ViT) 

10-fold 99.90 99.95 99.95 99.95 

[52] 
PhysioNet 2016 dataset 

(3,153 PCG signals) 

Multiple features 

(515 features) 

Selected 
features 

randomly 

(400 features) 

SVM 10-fold 88 88 87 - 

[53] 
PhysioNet 2016 dataset 
(3,126 PCG signals) 

Zero crossing rate 

(ZCR), discrete 

fourier transform 
(DFT), and 

MFCCs (315 

features) 

Genetic 

Algorithm 
(GA) (15 

features) 

LightGBM 

(Light Gradient 

Boosting) 

10-fold 92.3 91.06 93.54 - 

[54] 
Yaseen Khan 2018 
dataset (1,000 PCG 

signals) 

Time-varying 
spectral feature (35 

features) 

Not used KNN 5-fold 99.6 99.79 98.83 99.75 

[55] 
Yaseen Khan 2018 
dataset (1,000 PCG 

signals) 

Chirplet Transform 

(CT) (300 features) 
Not used 

Composite 

Classifier 
Hold-out 98.33 - - - 

[56] 
PhysioNet 2022  dataset 

(3,163 PCG signals) 

MFCCs (25 

features) 
Not used 

Ensemble 

classifier 
10-fold 56.8 - - 52.8 

Propose 

Methods 

PhysioNet 2016  

dataset (3,240 PCG 

signals) 

WST (263 

features) 

SSA (127 

features) 

Bi-LSTM (17 

layers) 

Stratified 

10-fold 

94.85 83.33 97.69 86.48 

Yaseen Khan 2018 

(1,000 PCG signals) 

WST (330 

features) 

HHO, DA, 

GWO, SSA, 

and WOA 

100 100 100 100 

PhysioNet 2022 (3,163 

PCG signals) 

WST (348 

features) 

HHO (163 

features) 
66.87 60.61 72.58 63.57 

 

The study in [25] documented an accuracy of 60.2% for the 
PhysioNet Challenge 2022 dataset with spectrogram features. 
The less accurate results were from the substantially noisy 
PCG signals, rendering the extraction of vital features and 
improvement of the classification model challenging. 
Nonetheless, the proposed design achieved an optimal solution 
by obtaining an accuracy rate of 66.87% when applied to the 

same dataset. Furthermore, the current study effectively 
determined the sensitivity, specificity, and F1 scores, yielding 
60.61%, 72.58%, and 63.57%, respectively. The suggested 
method diminished the number of extracted features, positively 
affecting convergence speed during the training process 
and achieving excellent performance. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

790 | P a g e  

www.ijacsa.thesai.org 

V. CONCLUSION AND FUTURE DIRECTIONS 

Medically, diagnosing heart sounds faces significant 
obstacles, particularly PCG signal processing, due to noise, 
imbalanced datasets, and the considerable extracted feature 
search space. Numerous researchers have addressed the issues 
and developed various solutions. Nonetheless, related reports 
on applying metaheuristic techniques to PCG signals are 
scarce. The non-linear nature of the data and its complicated 
relationships have contributed to the knowledge gap. 

The current study proposed a model employing WST to 
address the challenges posed by noise signals and irrelevant 
extracted features. Hyper-filters were applied to mitigate the 
impact of noise, while metaheuristic optimisation techniques, 
HHO, DA, GWO, SSA, and WOA, were utilised to select the 
most informative WST features. The selected features then 
served as input to a Bi-LSTM algorithm to produce the 
classification model. Moreover, a stratified 10-fold cross-
validation was implemented to mitigate the effects of 
imbalanced datasets and overfitting. Resultantly, the 
metaheuristic methods documented potential, exhibiting 100% 
accuracy with the Yaseen Khan 2018 dataset with default 
parameters. Meanwhile, the classification accuracy of the 
suggested model on the PhysioNet 2016 and 2022 datasets 
under hyperparameter settings was 94.85% and 66.87% with 
SSA and HHO, respectively. 

Overall, the proposed method documented superior results 
to previous research. The suggested model might also improve 
clinical finding reliability. However, the limitations are still 
having in this study, such as noise in PCG signals, imbalanced 
datasets, and unnecessary features. Consequently, future 
studies should enhance the attribute by focusing on several key 
areas. For instance, utilising a more significant PCG signal 
dataset and refining the preprocessing techniques by applying 
deep filters to reduce noise. The imbalanced classes issue could 
also be mitigated by enhancing the stratified K-fold CV 
process. Furthermore, extracting multiple features with CWT, 
DWT, and WST techniques could be considered. Finally, an 
improved model performance might be achieved by applying 
hybrid metaheuristic optimisation methods, such as HHO-SSA, 
to select optimal features efficiently. 
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Abstract—The integration of technology in sports has 

revolutionized how stakeholders interact with and perceive the 

game. This thesis presents the development of an integrated 

platform aimed at tracking real-time football statistics for the 

Somali Football Federation (SFF). Football, being one of the most 

popular sports globally, relies heavily on accurate and up-to-date 

statistical data for player performance analysis, team strategies, 

and fan engagement. The SFF, like many other federations, faces 

challenges in collecting, managing, and utilizing football statistics 

effectively. The advent of digital technologies and the internet has 

revolutionized data collection and dissemination methods across 

various fields, including sports. Traditional methods of data 

collection and analysis, which are often manual and time-

consuming, can no longer meet the demands of modern football 

analytics. The platform encompasses a mobile application for fans, 

an admin panel for administrators, and a backend system for data 

management. Leveraging modern technologies such as Flutter for 

mobile development, Node.js and MySQL for backend services, 

and React for the admin interface, the system ensures 

comprehensive coverage of match events, player statistics, and 

tournament standings. Real-time updates facilitated by Socket.IO 

enhance user engagement and decision-making capabilities for 

coaches and administrators. 

Keywords—Real-time football statistics; Integrated sports 

platform; Somali Football Federation (SFF); user engagement; 

sports technology 

I. INTRODUCTION 

The Somali Football Federation (SFF) is a national 
administrative body under the Confederation of African Football 
(CAF) that oversees and regulates football activities and 
competitions within the Federal Republic of Somalia. This 
includes managing the first, second, and third divisions, as well 
as the Inter-regional Cup. Additionally, the SFF is responsible 
for the management of the Somalia national football team. The 
SFF's primary mission is to promote and develop football 
throughout the country [1]. 

In recent years, there has been a significant rise in the 
adoption of data analytics within the sports industry. This surge 
is attributed to sports teams' growing recognition of the immense 
value data can offer in enhancing performance and gaining a 
competitive advantage [2]. 

In their seminal work on the evolving landscape of sports, 
[3] underscored the remarkable transformation of sports into a 
dynamic, multifaceted competition, particularly evident in 
football's burgeoning role as a significant branch of the business 
world. They highlighted the intricate strategic manoeuvres that 
now characterize the sport, emphasizing that even pivotal 

moments within a match often elude both human perception and 
the most advanced camera technologies. 

Despite the growing popularity and adoption of data 
analytics in sports, the SFF currently lacks a comprehensive 
real-time football match statistics system. In the absence of such 
a system, the federation faces several challenges in effectively 
harnessing the power of data analytics to enhance its analytical 
capabilities and improve decision-making processes [4]. 
Traditional methods of match analysis rely on post-match 
statistics, which are often time consuming and do not provide 
immediate insights into critical match events. 

For the SFF, embracing real-time statistical analysis is not 
just about keeping pace with global trends; it's about unlocking 
new opportunities for growth and competitive advantage. 
Integrating such analytical approaches can significantly improve 
the tactical planning and performance analysis of Somali 
football teams. The insights gained from real-time data can help 
coaches make informed decisions, tailor training programs to 
address specific weaknesses, and develop strategies that exploit 
the opposition's vulnerabilities. Furthermore, as outlined by 
study [4] the development of technologies for tracking and 
analysis in sports can play a crucial role in enhancing team 
performance, which is particularly relevant for federations 
looking to optimize their resources and talent. 

This study outlines the development of a real-time football 
statistics platform personalized to the Somali Football 
Federation (SFF). It explores the challenges faced by the 
federation, reviews advancements in sports, and details the 
design and implementation of a comprehensive system that 
integrates real-time updates, data management, and user-
friendly interfaces. The platform aims to enhance decision-
making, and fan engagement while addressing the lack of 
existing solutions for Somali football statistics. 

II. LITERATURE REVIEW 

The transition to real-time analysis in football marks a 
significant milestone in the sport's analytical journey. This shift 
was propelled by technological advancements, enabling the 
collection and analysis of data in real-time during matches. 
Systems like the one introduced by [5] for multi-view event 
detection in soccer games exemplify the capabilities of real-time 
analytics to provide immediate insights into player movements, 
ball trajectories, and game dynamics. 

The development of sports analytics is underpinned by 
several key theories that guide the collection, analysis, and 
interpretation of data. These theories include statistical models 
for predicting outcomes, optimization theories for team 

*Corresponding Author. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

793 | P a g e  

www.ijacsa.thesai.org 

composition and strategy, and performance analysis frameworks 
for evaluating player efficiency. For instance, the application of 
Poisson and negative binomial distributions to goal distributions 
in football, as discussed by [6], exemplifies the use of statistical 
models in sports analytics. 

The literature review highlights several research gaps in the 
realm of real-time statistical analysis in football. One notable 
gap is the limited exploration of how these advanced analytics 
can be tailored and applied within the context of developing 
football nations, such as Somalia. Additionally, there is a need 
for real-time display of data which we hope to rectify [7]. 

This Research project aims to develop and implement a real-
time football match statistics system to augment the analytical 
capabilities of the Somali Football Federation. This system will 
provide live updates on critical match events, including goals, 
cards, referees, and stadium information, thereby enhancing the 
viewing experience for fans and stakeholders alike. By 
leveraging real-time data insights, the federation seeks to 
empower coaches and decision-makers with the tools needed to 
make informed strategic choices and optimize player 
development programs [8]. 

Through the implementation of this real-time statistics 
system, the SFF aspires to set a new standard for football 
administration in the region, fostering greater engagement and 
interest in football across Somalia. This initiative represents a 
significant step towards embracing technology and innovation 
to propel Somali football into a new era of success and progress 
[9]. 

Researchers could focus on developing cost-effective and 
scalable analytics solutions that are accessible to football 
federations with limited resources. Investigating the integration 
of cultural and contextual factors into analytics models could 
also provide valuable insights, ensuring that the data 
interpretation is relevant and actionable for specific football 
environments [10]. Moreover, longitudinal studies on the impact 
of real-time analytics on player performance and injury 
prevention could significantly contribute to the field. 

The study in [11] explore the use of machine learning in 
predicting football league standings and player performance, 
demonstrating how data-driven insights can enhance team 
strategies and performance optimization. This approach, 
applicable to real-time match statistics, can support the Somali 
Football Federation in making informed, data-driven decisions 
to improve player development and game strategies. 

In addition to predictive models, the statistical dynamics of 
football have been extensively studied to understand the 
underlying mechanisms of the game. The study in [12] analyze 
the statistical dynamics of football, focusing on team behavior 
during matches. Their study applies statistical physics to 
understand game tactics, providing insights that can be 
integrated into real-time analytics systems. This can enhance 
decision-making for football federations like the SFF, helping 
improve tactical strategies during live matches. 

Real-time football analytics have advanced with the 
development of sensors, machine learning, and computer vision 
technologies, enabling the collection of large amounts of data 
during matches. Technologies like wearable devices and video 

analysis tools have transformed event tracking. Research on 
wearable technology shows how real-time biometric data can 
monitor player fitness, fatigue, and performance [13]. 

Studies by [14] have demonstrated the impact of well-
designed visualizations in improving both player performance 
and fan engagement. This area could benefit from specific case 
studies on the design and usability of real-time systems tailored 
for football federations with varying levels of technical literacy 
and infrastructure, like the Somali Football Federation. 

Another potential research gap could focus on the challenges 
of implementing real-time football analytics in countries with 
limited resources and infrastructure, such as Somalia. Research 
by study [15] highlights the barriers faced by sports 
organizations in developing nations, including financial 
constraints, technical know-how, and unreliable internet 
connectivity. Solutions such as low-cost data collection tools, 
offline-capable platforms, and mobile-based applications could 
be explored to bridge these gaps and make real-time football 
analytics more accessible. 

These gaps and future research directions offer an exciting 
opportunity for the SFF and the academic community to 
contribute to the advancement of football analytics. By 
addressing these areas, there is potential to enhance the strategic 
application of analytics in football, promoting a more informed, 
effective, and competitive approach to the sport globally. 

III. METHODOLOGY 

Our research goal is to develop a comprehensive mobile 
application using Flutter, with a Node.js backend supported by 
MySQL, alongside a React-based admin panel. The primary 
objective is to create a platform that facilitates the management 
of Somali football statistics. This entails incorporating features 
such as real-time updates on match events, including goals, 
cards, and substitutions. Furthermore, the application will 
provide information on teams, referees, stadiums, match 
schedules, results, and standings, all presented in the Somali 
language to cater to the target audience. Notably, the absence of 
Somali football statistics APIs necessitates the dynamic entry of 
data through the React admin panel. 

This platform prioritizes data security by implementing 
encrypted communication channels using TLS for real-time 
event broadcasting via Socket.IO. Authentication is managed 
through JWT to ensure secure access to sensitive data. 
Furthermore, player and fan data privacy is safeguarded by 
anonymizing personal data during statistical analysis and 
requiring user consent in data-sharing activities. 

A. System Description 

The system designed for the Somali Football Federation 
(SFF) is an integrated platform dedicated to tracking and 
managing real-time football statistics. This platform is tailored 
to meet the specific needs of Somali football, providing timely 
updates on key match events such as goals, cards, and 
substitutions. It also offers detailed information about teams, 
referees, stadiums, match schedules, results, and standings, 
ensuring a comprehensive view of the football landscape in 
Somalia. To cater to the local audience, the platform presents all 
data and content in the Somali language. 
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One of the system's core features is its ability to deliver real-
time updates, making it a valuable tool for both fans and officials 
who require immediate access to match statistics. The platform's 
user interface is designed to be intuitive and accessible, with a 
focus on providing an engaging experience for users. 
Additionally, the system includes a React-admin panel, which 
allows authorized personnel to dynamically enter and manage 
data. This feature is particularly important due to the absence of 
existing APIs for Somali football statistics, ensuring that the 
platform remains accurate and up-to-date. 

B. System Features 

The application boasts a rich array of features designed to 
cater to the needs of Somali football enthusiasts. These features 
include: 

Real-Time Goals: Users receive live updates on goals scored 
during matches. 

Match Results: This feature enables users to quickly access 
match outcomes and review past performances. 

Standings: Providing a snapshot of team rankings, this 
feature fosters healthy competition and engagement among fans 
of the teams. 

Match Schedule: Users can plan and stay informed about 
upcoming matches. 

Total Cards: This feature provides users with insights into 
the level of competitiveness and discipline exhibited by teams. 

Substitutions: Users can track tactical changes made by 
teams during matches, gaining valuable insights into game 
strategies and player dynamics. 

Referee Info: Transparency is maintained through the 
provision of information about the referees’ officiating matches. 

Stadium Information: This feature offers comprehensive 
details about the stadiums where matches are held. 

Other tons of features that ensures comprehensive football 
platform. 

C. System Requirements 

The system requires hardware material and software 
programs, the most important requirement to run the platform 
are as follows: 

1) Hardware requirements 

a) Server: The server hosting the Node.js backend and 

MySQL database requires adequate CPU and RAM to support 

the application's backend operations effectively. 

b) Mobile devices (Emulators): The mobile devices or 

emulators must be compatible with the Flutter framework. 

c) Admin panel users: Standard computing devices, such 

as desktops or laptops, are required for accessing the React 

admin panel. These devices should have modern web browsers 

installed to ensure compatibility and smooth operation of the 

admin panel interface. 

2) Software requirements 

a) Mobile devices: The mobile devices must support the 

operating systems Android and iOS to run the Flutter 

application seamlessly. 

b) Server: The server needs to have the Node.js runtime 

environment installed to execute the backend logic efficiently. 

Additionally, a MySQL database management system is 

essential for storing and managing the application data 

effectively. 

c) Admin panel users: Admin panel users must have 

access to modern web browsers, such as Google Chrome, 

Mozilla Firefox, or Safari, to access and interact with the React 

admin panel seamlessly. 

IV. SYSTEM ANALYSIS AND DESIGN 

A. Current System and Drawbacks 

Currently, the SFF relies on manual processes and social 
media posts, primarily Facebook, to update and inform 
stakeholders about match events such as goals, cards and 
substitutions. This approach has significant limitations: 

 Delayed Information: Updates are not in real-time, which 
affects decision-making during matches. 

 Manual Entry: The process is labour-intensive, time-
consuming and prone high potential for human error. 

 Limited Coverage: Big football apps like LiveScore and 
BeSoccer do not fully support Somali football, often 
displaying only match results with no detailed statistics. 

B. Proposed System 

The proposed system will leverage modern technology to 
provide a real-time football match statistics platform tailored to 
the needs of the SFF. The system will consist of a mobile 
application built with Flutter, a Node.js backend for data 
processing and APIs, and a React-based admin panel for 
managing data. 

 Real-Time Updates: Live tracking of match events 
including goals, substitutions, and cards. 

 Comprehensive Data Management: Admin panel for 
adding teams, scheduling matches, and managing 
tournament data. 

 User-Friendly Interface: Mobile application in the 
Somali language for accessibility. 

 Socket.io Integration: Real-time updates through 
WebSocket for immediate event broadcasting. 

This personalized platform not only moderates the 
challenges of existing systems but also raises a stronger 
connection between football fans and their team. 

C. System Design 

Here there is level 1 diagram of the system to understand the 
system interaction, and how the layers of the platform work each 
other from fans using the application to the database and from 
the managers using the react admin panel to the database. 
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Fig. 1. Use case diagram. 

Fig. 1 illustrates the system's use case diagram, which 
provides a detailed representation of the interactions between 
various user roles and the system components. 

D. Database Design 

The database used in this system is MySQL, chosen for its 
reliability and robustness in handling structured data. 

The key tables in the database include Users, Teams, 
Matches, Players, Tournaments, Goals, Substitutions, and Many 
more. Each table is designed to store specific information 
relevant to the system's operation. 

The ER Diagram below concludes main tables of the 
database and their relationship. 

 

Fig. 2. Entity relationship diagram. 

Fig. 2 presents the Entity-Relationship Diagram, showcasing 
the database structure and relationships among key entities like 
users, teams, and matches. 

V. IMPLEMENTATION AND TESTING 

Implemented the system using tools and technologies below. 

 Mobile Application (Flutter and Dart) using IDE of 
Visual Studio Code with Packages like Provider, HTTP, 
Socket.IO. 

 Backend Server (Node.js) using Express.js framework 
with MySQL database and tools like Socket.IO, JWT for 
authentication. 

 Admin Panel (React). 

 Hosting Localhost for development, cloud-based server 
for production in future. 

 Development Tools o Version Control: Git, GitHub. 

A. Testing Environment 

Testing was conducted in several stages, including 
integration testing, application testing, and user acceptance 
testing (UAT). This testing environment was meticulously 
designed to replicate real-world conditions to ensure the 
accuracy and reliability of the tests. 

B. System Snapshots 

1) Admin panel: This figure shows that the admin panel is 

responsible for managing matches, where the management 

team can perform full CRUD operations. The same applies to 

other entities such as tournaments, seasons, teams, players, 

referees, etc. 

 
Fig. 3. Managing matches (Create new match). 

 
Fig. 4. Match event management. 
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This screen is responsible for managing match entities like 
goals, substations, cards, squads and also the status and the timer 
of the match for the platform (see Fig. 3 and Fig. 4). 

2) Mobile application: This mobile application is designed 

to provide users with a seamless and engaging experience for 

tracking football matches and related data (Fig. 5). 

 
Fig. 5. Home screen (Recent matches). 

This home dashboard serves as the main screen of the mobile 
application, displaying a list of matches organized by date, 
allowing users to browse upcoming and past matches. Users can 
select a desired date to filter and view relevant matches. 
Furthermore, the dashboard provides a search functionality, 
enabling users to easily search for specific teams and players. 

 
Fig. 6. Match details screen. 

The match details (Fig. 6) screen provides a comprehensive 
overview of ongoing and completed matches. It includes real-
time match information such as the teams’ lineups (both starting 
lineup and bench), goals, cards, substitutions, and detailed 
match statistics that update in real-time. The interface also 
features head-to-head comparisons between the teams, allowing 
users to analyze historical encounters, past performance trends, 
and key statistics. This screen ensures users have all the essential 
details in one place, offering a dynamic and interactive 
experience for monitoring matches. 

 

Fig. 7. Tournament details. 

The Tournament Details (Fig. 7) Screen, filtered by season, 
displays a comprehensive list of matches for that particular 
tournament. As well as, this screen provides detailed tables 
showcasing the current team standings and top scorers of the 
tournament. This feature allows users to track team progress and 
individual player performance throughout the season, offering a 
clear and organized view of the tournament's key statistics and 
highlights. 

 

Fig. 8. Team details. 

The Team (Fig. 8) Info screen offers an in-depth overview 
of the selected team, displaying key details such as the team’s 
name, logo, founding year, coach, and other relevant 
information. The Matches section presents a list of games played 
by the team, conveniently grouped by year, with a dropdown 
menu allowing users to filter matches by a specific year. The 
Squad section showcases a list of players on the team, including 
each player's image, name, shirt number, and additional relevant 
information. The Team Titles section highlights the team's 
achievements and titles, giving users a clear view of the team’s 
historical successes and accolades. 

This section detailed the tools and technologies used. 
Snapshots of the mobile application, admin panel, backend, and 
database provided a visual representation of the system, 
illustrating its key features and interfaces. 

C. Testing and Validation 

Usability tests involved 100 users, including SFF 
administrators and football fans. Feedback from these sessions 
improved the navigation of the mobile app and the data-entry 
workflow of the React admin panel. 
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This system provides an opportunity to bridge technological 
gaps in Somali football by fostering transparency and 
engagement. However, challenges such as intermittent internet 
connectivity, low digital literacy, and limited funding remain. 
Solutions include integrating offline functionalities for the 
admin panel, offering training for administrators, and exploring 
partnerships with local ISPs to subsidize operational costs. 

Validation metrics included: 

 Socket.IO latency measured under various network 
conditions, achieving an average of 1.8 seconds. 

 Data accuracy verified by cross-referencing system 
outputs with manual records during pilot matches. 

 Admin panel functionality enabled full CRUD 
operations with a success rate of 100%. 

VI. CONCLUSION AND FUTURE WORK 

A. Conclusion 

The development of the real-time football match statistics 
system for Somali Football Federation (SFF) has brought 
several key accomplishments. The system was developed to 
overcome the limitations of the existing manual processes and 
social media-based updates. One of the main achievements is its 
ability to provide live updates on match events, including the 
match timer, goals, substitutions, and cards, using Socket.IO 
technology. The system also covers a wide range of data, such 
as team and player details, match schedules, statistics, referee 
and stadium information, and tournament standings, including 
season-specific details. 

Additionally, the system is designed with easy-to-use 
interfaces. The mobile app, built with Flutter, offers a smooth 
experience for fans in the Somali language, while the admin 
panel, developed in React, helps administrators manage data 
efficiently. Together, these features make the platform simple to 
use and effective for both users and administrators. 

B. Future Work 

The successful implementation of the real-time football 
match statistics system lays the foundation for future 
enhancements and expansions Including: 

 Analytics Incorporating: Advanced analytics and 
machine learning capabilities could provide deeper 
insights into player performance, team strategies, and 
match outcomes. 

 Expanded Features: Introducing new features such as 
video highlights push notifications for match events, 
social sharing options, and interactive visualizations of 
match statistics could further enrich the user experience 
and engagement with the system. 

 Machine Learning Integration Integrate machine 
learning algorithms to provide personalized 
recommendations for users, such as suggested matches 
to watch or teams to follow based on their preferences 
and viewing history. 

 Integration with Other Platforms: Integrating the system 
with other popular football platforms and social media 
channels could increase visibility and reach. 
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Abstract—Elevators play a crucial role in daily life, and their 

safety directly impacts the personal and property safety of users. 

To detect abnormal states of elevators and ensure people's 

personal safety, the acceleration signal of elevators is decomposed 

and Weiszfeld algorithm is used to estimate gravity acceleration. 

In addition, the study also introduces Kalman filtering to reduce 

error accumulation. To estimate the operating position of 

elevators, a method based on information fusion is studied and 

designed to construct a mapping relationship between elevator 

vibration energy and position, and to locate the height of elevator 

faults. Finally, an anomaly detection model combining vibration 

analysis and the Isolated Forest algorithm is developed. The 

results showed that the main distribution range of acceleration 

values in the horizontal direction was between 0.02 m2/s and -0.02 

m2/s. The average estimation error and root mean square error of 

the research designed elevator position estimation method were 

0.109 m and 0.113 m, respectively, which could solve the problem 

of accumulated position errors. The abnormal vibration energy 

and height corresponding to different operating conditions of 

elevators were different. The normal value ratios of the anomaly 

detection model under different sliding windows were 99.91% and 

99.57%, respectively. The anomaly detection model designed for 

research has good performance and can provide technical support 

for the detection of elevator operation status. 

Keywords—Vibration analysis; IF algorithm; elevator; 

abnormal; detection 

I. INTRODUCTION 

As a vertical transportation tool, elevators are used in 
various places in daily life, such as office buildings, residences, 
hotels, large libraries, and industrial and mining enterprises [1]. 
Elevators are frequently used in people's daily lives, and once 
any elevator malfunctions, it can pose a serious threat to 
people's safety. Therefore, timely and accurate detection of 
elevator abnormal states is crucial. The commonly used 
methods for elevator status detection include grey prediction 
model, genetic algorithm, and particle swarm algorithm [2-3]. 

Skog I designed a new non-invasive elevator fault detection 
method and corresponding efficient algorithm for detecting 
elevator faults. This method modeled the traffic load on the 
elevator through a non-homogeneous Poisson process and 

described the process using a generalized linear model. The 
results showed that the method achieved an accuracy of 0.82 
with a recall probability of 0.80 [4]. Oya J R G et al. designed 
a system based on time-domain reflectometry technology to 
detect elevator belt faults, and constructed a receiver based on 
compressive sensing to improve positioning capability. The 
results showed that this method could recover time-domain 
sparse signals and effectively detect elevator belt faults [5]. 
Ippili S et al. constructed a one-dimensional convolutional 
neural network based on sound signals for early identification 
of faults in rotating machinery, and used this network to process 
the original time signals. The results showed that this method 
had good performance in the early identification of rotating 
machinery faults, and its performance was significantly better 
than the accelerometer based method [6]. Mian T et al. designed 
a multi-sensor fault diagnosis system based on infrared thermal 
imaging and vibration sensors for diagnosing faults in rotating 
machines. In addition, the study also utilized deep 
convolutional neural networks, support vector machines, and 
principal component analysis. The results showed that this 
method could effectively diagnose faults in rotating machines 
under all working conditions [7]. 

However, these methods also have certain issues, such as 
the stronger dependence of model-based methods on specific 
parameters of elevator systems compared to data-driven 
methods on data training. To detect abnormal states in elevators, 
an anomaly detection model based on vibration analysis of 
horizontal vibration signals and Isolation Forest (IF) algorithm 
is designed. Methods are also designed to reduce the 
accumulation of position errors and estimate elevator dynamic 
characteristics. The research aims to improve the accuracy of 
elevator anomaly detection, avoid serious elevator accidents, 
and ensure people's personal safety. The innovation of the 
research is reflected in the combination of vibration analysis 
and IF algorithm, which reduces the cumulative position error 
and improves the efficiency of elevator anomaly detection. To 
better demonstrate the advantages of the design method 
proposed in this article, the study will compare it with existing 
methods in terms of performance indicators, scalability, and 
limitations. The comparison results are shown in Table I.
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TABLE I. COMPARISON WITH RELATED WORK 

Serial number 
Performance index 

Scalability Limitation 
F1 Accuracy 

[4] 0.800 0.820 F1 drops to 0.685 on larger datasets Model complexity and difficulty in parameter estimation 

[5] 0.847 0.886 
When facing multiple types of elevator belts, a 

significant amount of customized training is required 
Limited measurement accuracy and signal quality issues 

[6] 0.929 0.936 Cannot be compatible with new data types Insufficient utilization of sequence order information 

[7] 0.935 0.941 Difficulty in expanding sensor types 
Easy overfitting and high computational resource 
consumption 

Manuscript 0.988 0.992 Low cost, strong universality and scalability 
Not much consideration has been given to the fault 

detection of elevator door systems 
 

II. METHODS AND MATERIALS 

To detect abnormal states in elevators, an anomaly detection 
method based on vibration analysis and IF algorithm is studied 
and designed. Due to the use of horizontal acceleration signals 
for anomaly detection, the study also designs a method for 
estimating elevator gravity acceleration and dynamic 
characteristics. In addition, the study also designs a method for 
estimating the operating position of elevators. 

A. Design of Estimation Method for Elevator Gravity 

Acceleration and Dynamic Characteristics 

To detect abnormal states in elevators, a gravity acceleration 
and dynamic feature estimation method is first designed to 
reduce error accumulation and improve detection accuracy. 
Secondly, a method for estimating the operating position of 
elevators is studied and designed to facilitate the construction 
of the mapping relationship between elevator vibration energy 
and position in the future. Finally, an anomaly detection method 
based on vibration analysis and IF algorithm is studied and 
designed. The study uses a three-axis acceleration sensor 
(MPU6050) to collect three-dimensional acceleration signals 
from the elevator, and decomposes the acceleration three-
dimensional vector based on the gravity acceleration vector 
calibrated by the sensor. After that, the components in the 
direction of gravity acceleration can be obtained. The Weiszfeld 
algorithm is adopted for the estimation of elevator gravity 
acceleration. The Weiszfeld algorithm is a classic iterative 
algorithm for solving single facility site selection problems, 
which can obtain the optimal solution of the problem, and the 
essence of this algorithm is a steepest descent method. The 
Weiszfeld algorithm, as a repeated weighted least squares 
method, has the advantage of being able to handle weighted 
point sets and gradually converge to the optimal solution during 
the iteration process [8-9]. In addition, unlike some methods 
that rely on specific prior knowledge or assumptions, the 
Weiszfeld algorithm does not require extensive knowledge of 
the elevator's operating status, system parameters, etc. when 
estimating elevator gravity acceleration, and has a wider 
applicability [10-11]. The solution for this algorithm is shown 
in Eq. (1). 
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In Eq. (1),  , ,k k kx y z  represents the median center solved 

by Weiszfeld algorithm after the k th iteration, and x , y , 

and z are vectors on the x-axis, y-axis, and z-axis, respectively. 
a  represents the number of measured gravitational 

acceleration vectors, and  , ,i i ib c d  is the gravitational 

acceleration vector obtained from the i  measurement. 

 , ,i k k kE x y z  represents the distance between  , ,i i ib c d  and 

the median center obtained from the k  iteration. 

 1 1 1, ,  k k kx y z  represents the new median center. The 

calculation of  , ,i k k kE x y z  is shown in Eq. (2). 

     , , , , , , i k k k i i i k k kE x y z b c d x y z   (2) 

The operation process of an elevator can be mainly divided 
into four states: stationary, accelerating, uniform, and 
decelerating, and the acceleration in all four ideal states remains 
constant [12]. To estimate the kinematic characteristics of 
elevators, the Kalman filtering method is used in the study. The 
advantage of the Kalman filtering method is that it can update 
the state estimation based on previous estimates and current 
measurements, and has strong robustness and adaptability [13-
14]. The representation of elevator dynamic characteristics is 
shown in Eq. (3). 

1   k k k kF       (3) 

In Eq. (3), k
 represents the system state vector, 

kF  

represents the state transition function, and k
 represents the 

process noise vector. The expression of k
 is shown in Eq. (4). 

𝑥𝑘 ≜ [

𝑥  𝑘
′

𝑥   𝑘
′′

𝑥     𝑘
′′′

]     (4) 

In Eq. (4), ≜represents the identity equation, while ' k
, 

'' k
, and ''' k

 represent velocity, acceleration, and jerk, 

respectively. The expression of 
kF  is shown in Eq. (5). 

𝐹𝑘 ≜ [
1 𝑔 

𝑔2

2

   1  𝑔

        1

]    (5) 

In Eq. (5), g  represents the sampling time interval. To 

output the system state vector, the Kalman filtering method 
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needs to perform optimal estimation based on the prediction 
step and update step. Optimization estimation mainly includes 

four steps. The first step is to solve g  and adjust 
kF  and 

process noise covariance 
kQ  based on g . The second step is 

to predict the state of the next time step and estimate the system 

covariance 
kP . The third step is to solve the Kalman gain 

kK , 

and the fourth step is to solve the novel 
kY . The fifth step is to 

adjust the state prediction value and prediction covariance, and 
refresh the system state. The processing of the covariance 

matrix 
kP  is shown in Eq. (6). 

         
T T

k k k k k k k k kP I K H P I K H K R K  (6) 

In Eq. (6), I  is the identity matrix, 
kH  represents the 

measurement function, and 
kR  represents the observed noise 

variance. Since the measured values of acceleration sensors 
during elevator operations are typically non-zero, threshold 
values and corresponding constraints are introduced in the study. 
The automatic correction process of gravity acceleration is 
shown in Fig. 1. 

From Fig. 1, the automatic correction process of gravity 
acceleration mainly consists of six steps. The first step is to 
determine whether the elevator is stationary. If it is stationary, 
slide the window to collect data, otherwise the process ends. 
The second step is to filter out outliers, and the third step is to 
use the Weiszfeld algorithm. The fourth step is to update the 
gravitational acceleration, and the fifth step is to determine 
whether the elevator is moving. If it is running, the process ends; 
otherwise, the sliding window continues to collect data. 

B. Design of Elevator Operation Position Estimation Method 

To locate the operating position of the elevator, the study 
first models the elevator floor information through acceleration 
sensors and Simultaneous Localization and Mapping (SLAM) 
algorithm. Secondly, the study uses a pressure sensor to solve 
the operating height of the elevator. Finally, a method for 
estimating the operating position of elevators based on 
information fusion is studied and designed. The elevator 
displacement solved by acceleration sensors has the advantage 
of high short-term accuracy, but there is also a drawback of fast 
error accumulation. Therefore, the SLAM algorithm is 
introduced to compensate for this deficiency. The advantage of 
the SLAM algorithm is its ability to integrate multiple sources 

of information and incorporate Kalman filtering technology 
[15]. By using the Kalman filter in the SLAM algorithm, it is 
possible to obtain the floor spacing and floor height. The 
expression for the distance of elevator operation between two 
stops is shown in Eq. (7). 

1   k k k k k kS F S B u        (7) 

In Eq. (7), 
ku  is the control vector, 

kB  is the control 

matrix, and 
kS  represents the displacement of the elevator 

from rest. The expression of 
kB  is shown in Eq. (8). 

2

,
2

 
  
 

k

g
B g            (8) 

The initialization process of elevator floor information 
mainly consists of seven steps, including acceleration data 
collection, elevator motion judgment, calculation of elevator 
displacement and displacement error, judgment of whether the 
elevator is going up, judgment of whether the elevator is 
stationary, updating map information, and judgment of whether 
the set number of times has been reached. To solve the 
operating height of the elevator, a pressure sensor is used in the 
study. The advantage of air pressure sensors is that they can 
directly obtain real-time altitude information of elevators, and 
the error accumulation is slow [16-17]. The difference   

between the starting and measuring heights is solved as shown 
in Eq. (9). 

0ln





  
   
   

JL

WN
      (9) 

In Eq. (9), 
0  and   represent the atmospheric pressure 

at the starting and measuring heights, respectively, and N  

represents the molar mass of air. J  represents the universal 

gas constant, L  represents the measured air temperature, and 
W  represents the gravitational acceleration of the Earth’s 

surface. The solution for the current altitude   is shown in Eq. 

(10) [18-19]. 
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Fig. 1. Automatic correction process of gravity acceleration. 
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The solution of   can be simplified as shown in Eq. (11). 

0         (11) 

In Eq. (11), 
0  represents the altitude of the reference 

position. To preprocess the obtained height data and reduce the 
impact of noise, a first-order exponential smoothing method is 
used in the study. The advantage of this method is that it makes 
extrapolation predictions more realistic and has high 
practicality and effectiveness in time series prediction [20]. The 

current time step estimation value t
 is solved as shown in Eq. 

(12). 

  11      t t t       (12) 

In Eq. (12), 
1 t

 represents the estimated value of the 

previous time step,   represents the smoothing coefficient, 

and  0,1   and  t
 are the measured values of the current 

time step. t  stands for Time. To estimate the operating 

position of the elevator, a combination of acceleration sensors 
and air pressure sensors is studied, and floor information is also 
introduced. Unscented Kalman Filter (UKF) is used to apply 
this information. Therefore, the solution for the operating 

height 
  of the elevator at   time is shown in Eq. (13). 

1     k k kB u     (13) 

The state transition function of the elevator system is 
expressed as Eq. (14). 
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In Eq. (14),  jf  represents the height of the car relative 

to the reference point, j  is the number of heights, U  is the 

symbol for the set, and 
jf  represents the prior measurement 

error. The core of UKF is the traceless transformation, as shown 
in Fig. 2. 

In Fig. 2,   represents a set of sigma points, and   

represents a new set of points after nonlinear changes. The 
green and orange dots in the blue background represent the 
mean and covariance of the transformation point set, 
respectively, and are considered as new predicted values. To 
select sigma points, a symmetric sampling strategy is adopted 
in the study. The elevator position tracking process based on 
UKF is shown in Fig. 3. 
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Fig. 2. Diagram of unscented transformation. 
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Fig. 3. Elevator position tracking process based on UKF. 

From Fig. 3, the first step of the elevator position tracking 
process based on UKF is initialization, and the second step is 
sigma point sampling. The third step is to predict updates, and 
the fourth step is to measure updates. The fifth step is to 

determine whether 
kY  is smaller than 2 kP . If it is less than, 

proceed to step six; otherwise, amplify the process noise before 
proceeding to step six. The sixth step is to determine whether 
the flag is equal to 0. If it is equal, proceed to step seven; 
otherwise, reduce the process noise before proceeding to step 
seven. The seventh step is to determine whether the elevator is 
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stationary. If it is stationary, calculate the  jf  of the nearest 

floor. Otherwise, use it as input for the next time step of 
  

and 
kP . The eighth step is to determine whether 

  belongs 

to  ,  
jj fU f . If it belongs, update the elevator floor 

information. Otherwise, output an abnormal stop alarm. The 
ninth step is to perform sensor calibration, and the tenth step is 

to determine whether 
  and 

kP  are the final time steps. If 

so, the process ends. Otherwise, 
  and 

kP  are inputted for 

the next time step, and then return to the second step. 

C. Design of Elevator Abnormal State Detection Method 

To detect abnormal states in elevators, the study first 
constructs a mapping of elevator vibration energy and position 
based on vibration analysis. Secondly, the study uses the IF 
algorithm to train the elevator anomaly detection model. To 
determine the operating status of the elevator, the study 
considers the vibration of the elevator car as an important 
feature. To determine whether the data is abnormal, a baseline 
is constructed for elevator normal operation. In addition, the 
study uses horizontal acceleration signals to detect abnormal 
vibrations. The steps of the baseline generation method are 
shown in Fig. 4. 

From Fig. 4, the first step in baseline generation is data 
collection, and the second step is to determine whether the 
baseline has been generated. If it has been generated, end the 
process; otherwise, perform data preprocessing and feature 
extraction. The third step is to obtain horizontal vibration 
energy, and the fourth step is to obtain cluster data. The fifth 
step is to calculate the moving average, and the sixth step is to 
calculate the moving average error. The seventh step is to 
determine whether the slope of the moving average error is 
approximately equal to 0. If it is, a baseline is generated and the 
process ends. Otherwise, the process returns to the first step. 

The solution for the moving average 
nMA  is shown in Eq. (15) 

[21]. 

2

1






n

r

r
nMA

n
     (15) 

In Eq. (15), n  represents the number of collected signals, 

r
 represents the root mean square of the r  horizontal 

vibration signal, and r  is the signal number. To clarify the 
abnormal state of the elevator, the intrinsic feature scale 
decomposition method is used to decompose the horizontal 
vibration signal, and envelope spectrum analysis is used to 
detect the impact signal to eliminate false alarms. To suppress 
the endpoint effect, the method of mirror extension is used in 
the study. To construct a mapping between elevator vibration 
energy and position to detect the vibration state of the guide rail 
on the highest and lowest floors, a horizontal acceleration signal 
is used and solved using the established elevator acceleration 
and position estimation method. To further detect outliers, the 
study adopts the IF algorithm and trains the outlier detection 
model through the IF algorithm. The IF algorithm, as an 
unsupervised method, has the advantages of low computational 
cost, linear time complexity, and does not rely on abnormal 
samples [22]. In addition, compared with similar outlier 
detection methods, the IF algorithm does not require calculating 
the distance or density between data points like some distance 
or density-based methods, has lower time complexity, and does 
not rely on data distribution assumptions. It is relatively 
insensitive to noise and outliers in the data, and can effectively 
identify true outliers, making it less susceptible to noise 
interference and misjudgment [23-24]. The IF algorithm uses 
the idea of ensemble learning and requires the construction of 
isolated trees. The construction process of an isolated tree is 
shown in Fig. 5. 
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Fig. 4. Steps of baseline generation method. 
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Fig. 5. The construction process of isolated trees. 

From Fig. 5, the first step in constructing an isolated tree is 
to train the data, and the second step is to randomly select the 
attribute  . The third step is to randomly select the partition 

value  , and the fourth step is to determine whether   is 

greater than  . If it is judged as yes, place it in the left child 

node; otherwise, place it in the right child node. The fifth step 
is to determine whether it is a leaf node. If it is, the process ends; 
otherwise, the next step is to proceed. The sixth step is to 
determine whether all data are equal. If they are equal, the 
process ends; otherwise, it enters the seventh step. The seventh 
step is to determine whether the preset maximum depth has 
been reached. If it has been reached, the process ends. 
Otherwise, it returns to the first step and repeats the process 
until it ends. The process of elevator anomaly detection method 
based on vibration analysis and IF algorithm is shown in Fig. 6. 

From Fig. 6, the first step of the elevator anomaly detection 
method is to collect acceleration signals, and the second step is 
to estimate the elevator position. The third step is to establish a 
baseline, and the fourth step is envelope spectrum analysis. The 
fifth step is to generate data records, and the sixth step is to 
determine whether the sliding window is full. If it is full, the 
detection model is used for anomaly detection. Otherwise, the 
process returns to the fifth step. The seventh step is to determine 
if the anomaly rate is too high. If it is too high, an alarm will be 
triggered and the process will end. Otherwise, the data will be 
added to the buffer. The eighth step is to determine whether the 
number of records is greater than the set threshold. If it is, the 
detection model will be retrained based on the training data. 
Otherwise, it will return to the data buffer. 
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Fig. 6. The process of elevator anomaly detection method based on vibration analysis and IF algorithm. 

III. RESULTS 

To analyze the detection results of elevator abnormal states, 
the study explained the experimental data collection equipment, 
experimental environment, and other experimental devices, and 
analyzed the results of acceleration information decomposition. 
Afterwards, the study analyzed the results of elevator position 
tracking and constructed the relationship between elevator 
vibration energy and position mapping. Finally, the study 
validated the performance of the IF model in detecting elevator 
abnormal states. 

A. Acceleration Information Decomposition and Motion 

Feature Estimation Results 

To collect elevator data, the study used Raspberry Pi 4B and 
added MPU6050 acceleration sensor, BMP180 air pressure 
sensor, and touch switch. The experimental environment used 
was the elevator in the experimental building. The operating 
system used in the experiment was Raspbian, the built-in 
operating system of Raspberry Pi. The processor was 
Broadcom BCM2711, with a clock speed of 1.5GHz, a 
maximum supported memory capacity of 4GB, and a thermal 
design power consumption of 7.5W. The collected signal would 
be decomposed, and the decomposition result is shown in Fig. 
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Fig. 7. The result of signal decomposition. 

In information decomposition, the study first collected the 
residual distribution of the acceleration signal minus the 
calibrated gravity acceleration in three-dimensional space. 
Secondly, the distribution was decomposed into vertical and 
horizontal acceleration signals in three-dimensional space, as 
shown in Fig. 7 (a) and Fig. 7 (b). According to Fig. 7 (a), after 
decomposing the acceleration information, the maximum and 
minimum vertical acceleration values were 0.09375 m2/s and -
0.09063 m2/s, respectively. As time increased, the vertical 
acceleration value exhibited a fluctuating trend of gentle, 
upward, and downward fluctuations. According to Fig. 7 (b), in 
the horizontal direction, the maximum acceleration value was 
0.0450 m2/s and the minimum value was -0.0457 m2/s. As time 
gradually increased, the horizontal acceleration value exhibited 
a fluctuating upward and downward trend. In addition, the main 
distribution range of acceleration values in the horizontal 
direction was between 0.02 m2/s and -0.02 m2/s. Through signal 
decomposition, three-dimensional data can be transformed into 
one-dimensional data. This not only facilitates the installation 
of sensors, but also enhances the robustness of the system. The 
analysis of motion characteristics is shown in Fig. 8. 

According to Fig. 8 (a), in terms of acceleration 
characteristics, the maximum and minimum values of the 
source data were 1.0 m2/s and -0.75 m2/s, respectively. The 
maximum and minimum values of the filtered data's maximum 
acceleration were 0.71 m2/s and -0.72 m2/s, respectively. The 
maximum and minimum values of the maximum deceleration 
were 0.76 m2/s and -0.75 m2/s, respectively. From Fig. 8 (b), at 
95% of the sampled data, the maximum values of acceleration 
and deceleration were 0.75 m2/s and 0.68 m2/s, respectively, 
with a difference of 0.07 m2/s between the two. In addition, the 
minimum acceleration value was -0.74 m2/s, which differed 
from the minimum deceleration value of -0.59 m2/s by 0.15 
m2/s. In Fig. 8 (c), with the increase of time, the elevator speed 
exhibited a cyclic upward and downward trend. In addition, the 
maximum and minimum values of the velocity characteristics 
were 1.81 m2/s and -1.89 m2/s, respectively. Both the 
acceleration and deceleration, as well as the maximum 
acceleration and deceleration, were within the standard range. 
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Fig. 8. Analysis of motion characteristics. 

B. Analysis of Elevator Position Tracking Results 

To track the position of the elevator, the study used the same 
Raspberry Pi and sensors to collect elevator data. The operating 
position of the elevator in the experimental building was a total 
of 8 floors, and the floor height and spacing were generally 
around 4 meters. The scanning range of SLAM was 0.1-30 
meters, with a measurement accuracy of ±2 centimeters, a time 
interval of 50Hz, and a positioning accuracy of 10 centimeters. 
The measurement matrix of UKF was 1, the sampling time 
interval was 0.5s, the process noise covariance was 1, and the 
measurement noise covariance matrix was 0.01. Based on the 
collected information from acceleration sensors and air 
pressure sensors, the study combined these two types of 
information through UKF and obtained the tracking results and 
estimation errors of the elevator position, as shown in Figure 9. 

From Fig. 9 (a), the maximum value of elevator position 
using only the UKF method was 31.3m, and the minimum value 
was -0.8m. The maximum values of elevator position using 
UKF+automatic calibration method and UKF+ automatic 
calibration+SLAM method were 29.3m and 28.5m, 
respectively, with a difference of 0.8m between the two, and the 
minimum value of elevator position under both methods was 
0m. The automatic calibration method and SLAM effectively 
reduced the errors observed in the UKF method. In Fig. 9 (b), 
the cumulative probability of errors at different positions varied 
under different methods. For example, when the position error 
was 0.5m, the cumulative probabilities of the UKF method, 
UKF+automatic calibration method, and UKF+automatic 
calibration+SLAM method were 0.327, 0.684, and 1.00, 
respectively. In addition, the average estimation errors of the 
three methods were 0.923m, 0.395m, and 0.109m, respectively, 
and the root mean square errors were 0.943m, 0.404m, and 
0.113m, respectively. The UKF+automatic calibration+SLAM 
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method had the smallest estimation error, followed by the 
UKF+ automatic calibration method. In summary, the 
UKF+automatic calibration+SLAM method can effectively 

solve the problem of accumulated position errors and accurately 
track the operating position of elevators. 
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Fig. 9. Tracking results and estimation errors of elevator position. 

C. Analysis of Elevator Abnormal State Detection Results 

To detect abnormal states in elevators, the same 
experimental environment and setup were used in the study. In 
collecting data, the experiment also used Raspberry Pi and 
sensors. In the collected baseline data, the sub healthy line was 
0.140m/s2 and the fault line was 0.162m/s2. In addition, the 
study also removed useless attributes of the data, such as 
running time, and only retained the maximum 
acceleration/deceleration, maximum speed, 95th percentile of 

acceleration, and 5th percentile of deceleration. The total 
number of isolated trees was 120, the threshold for outliers was 
-0.18, the maximum sampling number was 267, and the 
proportion of outliers in the training data was 99.69%. The 
width of the sliding window was 800, and the study selected the 
outlier distribution of the third and ninth windows for analysis. 
The envelope spectrum analysis was conducted on the first 
product component of the vibration signal, and the amplitude 
before and after analysis is shown in Fig. 10. 
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Fig. 10. The amplitude before and after the envelope spectrum analysis of the first product component. 
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According to Fig. 10 (a), before demodulating the product 
component 1, its corresponding amplitude was mainly 
concentrated between 0.5m/s-2 and -0.7m/s-2, and the maximum 
and minimum amplitudes were 0.208m/s-2 and -0.273m/s-2, 
respectively. As time went by, the vibration kept rising, falling, 
and fluctuating repeatedly. From Fig. 10 (b), after demodulating 
the product component 1, as the frequency increased, the 
vibration gradually decreased, and the range of up and down 
fluctuations also narrowed. The maximum and minimum 
amplitude values were 9.98m/s2 and 0.00m/s2, respectively. In 
addition, the vibration energy of the signal was primarily 
concentrated in the low-frequency range, with fewer high-
frequency impulsive signals. This indicated that the outlier was 
false and consistent with the actual situation. The relationship 
between elevator vibration energy and position mapping is 
shown in Fig. 11. 
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Fig. 11. The relationship between elevator vibration energy and position 

mapping. 

In Fig. 11, the vertical axis represents the operating position 
of the elevator, and the horizontal axis represents the vibration 
energy at the corresponding position. The peaks in the spectrum 
are the abnormal vibrations generated by simulated faults. From 
Fig. 11 (a), when the elevator accelerated upwards, the 
abnormal vibration energy generated during the simulated fault 
was 6.02m4/s-2, and the corresponding height at this time was 
0m. From Fig. 11 (b), 11 (c), 11 (d), 11 (e), and 11 (f), peaks 
appeared during the elevator's downward acceleration, upward 
uniform speed, downward uniform speed, upward deceleration, 
and downward deceleration. This indicated that abnormal 
vibrations occurred in the elevator in all five cases, and the 
vibration energy and fault height varied in different situations. 
For example, if the elevator was moving at a constant speed, the 
abnormal vibration energy corresponding to the up and down 
directions of the elevator was 4.78m4/s-2 and 16.8m4/s-2, 
respectively, and the corresponding fault heights were 10m and 
18m, respectively. It can be seen that the occurrence of 
simulated faults could be clearly detected at various stages of 
elevator operation, and the position of the car where the fault 
occurred, that is, the position where the guide rail may have 
malfunctioned, could be located, providing important 
information for the maintenance of the elevator system and the 
rescue of trapped personnel. The distribution of outliers for 
different sliding windows is shown in Fig. 12. 

In Fig. 12 (a), under the third sliding window, the abnormal 
scores were mainly concentrated in the range of 0.10 and 0.15. 
In addition, the proportion of normal values greater than the 
threshold of -0.18 outliers was approximately 99.91%. 
According to Fig. 12 (b), in the 9th sliding window, the 
proportion of normal values greater than the outlier threshold 
was about 99.57%, and the outlier scored with more than 10 
data points were mainly concentrated in the range of 0.067 to 
0.15. In addition, the maximum number of outlier data points 
was 58, corresponding to outlier scores of 0.123 and 0.147. 
Overall, the IF model could effectively detect the operational 
status of elevators. 
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Fig. 12. Outlier distribution of different sliding windows. 
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IV. DISCUSSION AND CONCLUSION 

Aiming at the problem of detecting abnormal states in 
elevators, a dynamic prediction method for elevators and an 
information fusion-based elevator operation position tracking 
method were studied and designed. An anomaly detection 
model based on vibration analysis and IF algorithm was also 
constructed. The results showed that after signal decomposition, 
the maximum acceleration values corresponding to the vertical 
and horizontal directions were 0.09375 m2/s and 0.0450 m2/s, 
respectively, and the minimum acceleration values were -
0.09063 m2/s and -0.0457 m2/s, respectively. Signal 
decomposition could transform three-dimensional data into 
one-dimensional data, enhancing the robustness of the system. 
The average estimation errors of UKF method, UKF+automatic 
calibration method, and UKF+automatic calibration+SLAM 
method were 0.923m, 0.395m, and 0.109m, respectively, with 
root mean square errors of 0.943m, 0.404m, and 0.113m, 
respectively. This indicated that both automatic calibration and 
SLAM algorithms could to some extent solve the problem of 
accumulated position errors. The maximum amplitude values 
of product component 1 before and after demodulation were 
0.208m/s-2 and 9.98m/s-2, respectively, and the vibration energy 
of the demodulated signal was mainly concentrated in the low-
frequency range, with less high-frequency impulsive signals, 
which was in line with the actual situation. Under different 
operating conditions of the elevator, simulated faults had 
corresponding peak signals, and the vibration energy and height 
corresponding to the peak signals were also different under 
different operating conditions. In the third and fifth sliding 
windows, the proportion of normal values greater than the 
outlier threshold was 99.91% and 99.57%, respectively. The 
research designed anomaly detection models had good 
performance. This method could monitor and analyze the 
acceleration signals and vibration data of the equipment in real 
time, predict potential faults, and thus improve safety. It can be 
applied to elevators in construction sites, mine elevators, rail 
transit systems, industrial automation equipment, key 
components in the aerospace industry, lifting systems in marine 
engineering, as well as medical and emergency rescue 
equipment, ensuring the stability and safety of these systems 
during operation, reducing accident risks, and has significant 
practical application value. 

However, there are also certain limitations to the research. 
Firstly, there was not much consideration given to the fault 
detection of elevator door systems in research. Technologies 
such as photosensitive sensors or image-based door anomaly 
detection are important components in addressing the safety of 
elevator door systems. Light sensors can monitor the status of 
elevator doors by sensing light, while image-based door 
anomaly detection technology requires advanced image 
processing algorithms and computer vision technology. 
Secondly, the study used unsupervised IF algorithm. However, 
relying solely on Unsupervised Learning is difficult to fully 
explore the deep information of data. Future research can 
combine Unsupervised Learning and Supervised Learning to 
further improve the detection accuracy and robustness of the 
model, especially in the case of labeled datasets. Thirdly, sensor 
data may be affected by environmental noise, which can affect 
the accuracy of elevator status monitoring. Future research 

could consider deep learning techniques to address noise issues, 
improving noise processing accuracy by learning the features 
and patterns of noise. Fourthly, although UKF theoretically has 
high accuracy, it may face computational efficiency challenges 
in practical applications, especially in scenarios with large data 
volumes or high real-time requirements. Future research can 
explore model light weighting to reduce the time and resources 
required for retraining models on new tasks, as well as reduce 
the difficulty of model optimization and improve application 
efficiency through automated joint optimization. Fifthly, the 
deployment of this method in real environments will face 
complex building environments, especially large buildings with 
complex internal structures that may include multiple elevator 
shafts, different floors, and complex building layouts, leading 
to interference in sensor signals. Future research can optimize 
the layout and selection of sensors, reduce space occupation, 
and choose high-quality sensors. Shielding and filtering 
techniques can also be used to reduce interference. 
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Abstract—To meet the growing demand in the field of book 

recommendation, the research focuses on meeting the 

personalized needs, behavioral patterns, and interests of readers. 

A book recommendation algorithm that combines K-means 

clustering with time information is proposed to provide more 

convenient and efficient book recommendation services and 

enhance readers' reading experience. The algorithm constructs a 

comprehensive user preference matrix by incorporating readers' 

borrowing time. Then, the K-means clustering is applied to 

group users with similar preferences and leverages a latent factor 

model to train and predict user ratings. The methodological 

integration of clustering and latent factor model ensures a more 

precise and dynamic recommendation process. The experimental 

results demonstrated that the proposed algorithm achieved a 

high average recommendation accuracy of 98.7%. Additionally, 

the algorithm maintained an average book popularity score of 8.2 

after reaching stability, indicating its ability to suggest widely 

appreciated books. These outcomes validate the effectiveness of 

the algorithm in delivering accurate and popular book 

recommendations tailored to individual readers' needs. This 

study combines K-means clustering with time sensitive 

preference analysis and latent factor model to introduce an 

innovative method in the field of book recommendation systems. 

The findings provide valuable insights and practical applications 

for libraries seeking to enhance their personalized 

recommendation services, offering a significant contribution to 

the field of intelligent information retrieval. 

Keywords—Book recommendation; K-means; time 

information; latent factor model; preference matrix 

I. INTRODUCTION 

The Book Recommendation (BR) system is an important 
application that can provide users with personalized book 
recommendations. As information technology develops, 
people's demand for obtaining, sharing, and purchasing books 
continues to increase, making recommendation systems 
crucial in helping users discover interesting books [1]. 
Traditional BR systems often use Collaborative Filtering (CF) 
algorithm for recommendation, which analyzes users' 
historical behavior data, mines similarities between users or 
items, and makes recommendations. However, CF algorithm 
still has some problems. Firstly, CF is unable to handle cold 
start issues well, which means that there is a lack of sufficient 
data to accurately recommend new users or newly listed books. 
Secondly, CF does not consider the specific relationship 
between books and users, resulting in a lack of diversity and 
personalization in recommendation results. To overcome these 
issues, a Latent Factor Model (LFM) is introduced into the BR 
system. LFM establishes the connection between users and 
books by representing them as latent feature vectors [2]. This 

model not only considers the similarity between users and 
books, but also captures the implicit relationship between 
users and books, thereby improving the accuracy and 
personalization of recommendation results [3]. However, 
although LFM has achieved good results in solving some 
problems, the existing LFM-BR system cannot fully utilize the 
time information of users in the process of borrowing books. 
Meanwhile, it also cannot provide personalized 
recommendations for users, and still has certain limitations. 
Therefore, to solve these problems, a preference matrix is 
constructed by analyzing the borrowing time of readers to 
reflect their preferences. At the same time, the K-means 
algorithm and preference matrix are used for reader clustering 
to identify the reading needs of different preference reader 
groups. The implicit semantic model is trained and scored for 
prediction. An LFM-BR algorithm that integrates time 
information and K-Means clustering is designed. It is hoped to 
improve the recommendation performance of the BR system, 
provide users with more accurate personalized BR services, 
enhance user experience, and provide new ideas for the 
development of BR systems. This article consists of six 
sections. Section I is the background of the BR system. 
Related work is given in Section II. Section III reviews the 
research on recommendation systems both domestically and 
internationally. The sections designs the LFM-BR algorithm 
based on K-means and time information. It constructs a 
modified preference model based on time information. It 
optimizes the LFM recommendation algorithm based on 
K-means and modified preference models. Section IV 
analyzes the performance of the algorithm and its practical 
application effects. Finally, the entire article is summarized 
and its shortcomings are pointed out in Section VI. 

II. RELATED WORKS 

Due to the rapid development of the Internet, a large 
number of books can be obtained and read online. The number 
and variety of books continue to increase, but users often feel 
confused and exhausted. Therefore, to provide personalized 
BR services, many scholars have conducted in-depth research 
on recommendation systems. Guo Q et al. designed a 
knowledge graph recommendation system to address 
information explosion and enhance user experience in various 
online applications. The knowledge graph was used as 
auxiliary information to generate recommendations. These 
results confirmed that the system had higher recommendation 
accuracy [4]. Yi B et al. designed a deep matrix factorization 
model based on implicit feedback embedding to accurately 
recommend reader preferences. It directly generated potential 
factors of users and preferences from input information 
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through feature transformation functions. These results 
confirmed that this model had high accuracy and training 
efficiency [5]. Cui Z et al. designed a CF-based personalized 
recommendation system to provide users with accurate and 
fast information over time, which analyzed user behavior to 
provide higher quality recommendations. These results 
confirmed that the system could quickly and accurately make 
recommendations [6]. Zhou W et al. designed a graph-based 
personalized recommendation algorithm for sorting to 
improve user preference matching accuracy in 
recommendation systems. It matched target users with users 
with similar preferences through an improved resource 
allocation process. These results confirmed that the 
recommendation performance of this algorithm was good [7]. 
Liu Y et al. proposed a personalized library recommendation 
model based on small data fusion algorithm to better grasp the 
needs of library users and provide more accurate knowledge 
services. The neural network was utilized to achieve 
multi-dimensional small data fusion. These results confirmed 
that this model could effectively achieve personalized 
recommendations [8]. Liu Y designed a CF information 
recommendation algorithm based on spatiotemporal similarity 
to meet the academic information recommendation needs of 
university libraries. An academic information demand model 
was established through situational awareness and combined 
with adaptive interest models. These results confirmed that 
this algorithm could effectively achieve personalized 
recommendations [9]. 

Zhang S designed a personalized service method for 
university libraries based on data tracking technology to 
identify user interests and provide peer-to-peer service 
recommendations. The big data behavior tracking technology 
was utilized to analyze and track the behavioral information of 
user groups. These results confirmed that this method could 
accurately recommend and had high efficiency [10]. Frequent 
data scanning and excessive candidate itemset in the library 
lead to slow system operation. Therefore, Zhou Y proposed an 
information recommendation book management system based 
on improved Apriori. The method integrated C/S and B/S 
architectures to open book information to staff and borrowers. 
These results confirmed that the CPU usage of this system was 
relatively low [11]. Fu M proposed a personalized library 
resource recommendation system to address the low accuracy 
and user satisfaction of traditional library recommendation 
systems. It corrected the bias values and weights of visible and 
hidden layers in deep belief networks through contrastive 
divergence method. These results confirmed that this system 
had high accuracy, recall, and user satisfaction [12]. Chendhur 
K M K et al. designed an improved CF based on user 
preferences to improve the execution time and accuracy of 
prediction problems in BR. A small batch gradient descent 
algorithm was introduced to make predictions based on user 
preferences. These results confirmed that this algorithm had 
high prediction efficiency [13]. Anwar T et al. designed a 
cross domain BR for sequential pattern mining and rule 
mining to meet user needs in a shorter amount of time. The 
semantic similarity was utilized to expand domain 
recommendations and recommend books that users preferred 
through rule mining algorithms. These results confirmed that 
the system had a high-performance score [14]. Saraswat M et 

al. designed a BR model based on neural recursive network 
classification to consider the combination of book types and 
reviews in BR. It categorized book plots and comments into 
various categories and recommends books to users based on 
these categories. These results confirmed that the accuracy and 
F1 value of this model were relatively high [15]. 

In summary, scholars have proposed various innovative 
methods aimed at providing personalized and accurate BR 
services. However, most of these methods rely on the user's 
historical behavioral data for recommendations, ignoring their 
real-time or immediate needs. Therefore, the study first 
constructs a comprehensive preference model for reader 
borrowing duration. Then, the K-means algorithm is used to 
cluster the readers. The clustering results are trained using the 
LFM model. A LFM-BR algorithm that integrates time 
information and K-means clustering is proposed. Compared 
with existing research, this method emphasizes the importance 
of temporal information and identifies reader groups with 
different preferences through clustering methods. It can better 
handle data with obvious group and time series characteristics, 
thus better grasping changes in readers' interests and needs, 
and making timely recommendations. 

III. LFM BOOK RECOMMENDATION MODEL BASED ON 

TIME INFORMATION AND K-MEANS 

This chapter mainly studies the improvement method of 
LFM-BR based on K-means and time information. Firstly, a 
preference model based on time information is constructed. 
Next is to improve the function design of BR. 

A. Construction of a Modified Preference Model Based on 

Time Information 

In the library, readers' borrowing preferences are a 
constantly changing dynamic process. Over time, readers' 
interests and needs will change, leading to new interests in 
different types of books. Faced with this situation, traditional 
CF often cannot provide satisfactory recommendation results 
[16]. To address the dynamic changes in reader borrowing 
preferences over time, this study analyzes the borrowing 
duration to deeply explore the potential preferences of readers 
and constructs a comprehensive preference degree model. The 

set of readers is  1 2, ,..., mA a a a  and the set of books is 

 1 2, ,..., nD d d d . Based on sets of books and readers, the 

personal reading preference in Eq. (1) can be obtained. 

( , ) 1 exp( )  
ij

p i j

i

ct
L a d

t
    (1) 

In Eq. (1), 
pL  refers to individual reading preferences. 

exp()  represents an exponential function. 
ijt  means the 

duration of time for reader 
ia  to borrow book 

jd . it  is the 

average borrowing time of books borrowed by reader it . c  

represents a parameter that can be adjusted. However, the 
borrowing situation of each book varies due to factors such as 
content, number of pages, or category. Some books may 
attract more readers to borrow and pay attention to them due 
to their in-depth and engaging content, or their popular themes. 
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However, other books may have relatively fewer borrowed 
volumes due to their large number of pages or special 
categories. Therefore, the next step is to calculate the 
preference for borrowing books, represented by Eq. (2). 

(min)
( , )

(max) (min)




 

ij j

b i j

j j

t t
L a d

t t b
  (2) 

In Eq. (2), 
bL  refers to the degree of preference for book 

borrowing. (min)jt  represents the minimum borrowing time 

of book 
jd . (max)jt  means the maximum borrowing time 

of book 
jd . b  is a bias term. Personal reading preferences 

can reflect the user preference for different themes or types of 
books, while book borrowing preferences reflect the user's 
tendency to choose a certain book in actual borrowing 
behavior. Therefore, considering the two preferences 
comprehensively, a comprehensive preference model is 
established by weighted sum to better understand user 
preferences and improve the accuracy of recommendations, 
represented by Eq. (3). 

( , ) ( , ) (1 ) ( , )     s i j p i j b i jL a d L a d L a d  (3) 

In Eq. (3), 
sL  represents the comprehensive preference of 

readers for borrowing books.   is the weighting coefficient. 

The matrix in Table I shows the comprehensive preference. 

TABLE I. COMPREHENSIVE PREFERENCE MATRIX 

Reader 

/Book 
d1 d2 ... dj ... dn 

a1 L (a1, d1) L (a1, d2) ... L (a1, dj) ... L (a1, dn) 

a2 L (a2, d1) L (a2, d2) ... L (a2, dj) ... L (a2, dn) 

... ... ... ... ... ... ... 

ai L (ai, d1) L (ai, d2) ... L (ai, dj) ... L (ai, dn) 

... ... ... ... ... ... ... 

am 
L (am, 

d1) 

L (am, 

d2) 
... L (am, dj) ... 

L (am, 

dn) 

The interests and preferences of readers will also change 
over time. Therefore, by constructing preference transfer 
functions, different weights are assigned to preferences in 
different time periods. Based on the preference transfer 
function, the comprehensive preference model is optimized 
and a comprehensive preference correction model 
incorporating time information is designed. Considering the 
borrowing history of readers, recently returned books better 
reflect their current interests and preferences. Therefore, they 
should be given higher weight. Books that have been returned 
for a long time may reflect outdated interests and preferences, 
so certain punishments should be imposed on them. This is 
consistent with the law of human forgetting, which means that 
people are more likely to remember recent events, while their 
memory of distant events gradually becomes blurred. The 
Ebbinghaus forgetting curve can describe the forgetting 
pattern of the human brain. Fig. 1 shows the curve of human 
memory over time. 

f1 f2 f3 f4 fn

Reasonable review

t

d

Unreasonable review

Natural forgetting

 

Fig. 1. Time dependent curve of human memory level. 

According to Fig. 1, a function can be used to fit the 
Ebbinghaus forgetting curve and quantify the degree of 
forgetting. The study adopts Newton's cooling law, 
represented by Eq. (4). 

 
( )

( )   C

dT t
T t T

dt
   (4) 

In Eq. (4), 
( )


dT t

dt
 represents the rate at which the 

temperature ( )T t  of the object decreases over time t . 
CT  

represents the temperature of the surrounding environment at 
time t .   represents the cooling coefficient, which is a 

proportional constant. The next step is to calculate the 
relationship between the object temperature at time   and 

the initial time through mathematical operations, represented 
by Eq. (5). 

   0 0( ) ( ) exp ( )     C CT t T T t T t t   (5) 

In Eq. (5), 
0t  represents the initial time. The last time the 

reader returns the book before the current moment is used as 
the evaluation criterion. Eq. (5) is adjusted to obtain the 
preference transfer function, which is represented by Eq. (6). 

 ( , ) (1 ) exp ( ) , (0,1)i j c lasta d t t            (6) 

In Eq. (6),   is the preference weight.   represents a 

constant. 
lastt  is the last time the book is returned.   means 

a time decay coefficient. Finally, by combining the preference 
transfer function with the comprehensive preference model, a 
preference correction model based on time information can be 
obtained, represented by Eq. (7). 

( , ) ( , ) ( , ) (1 ) ( , )          i j i j p i j b i jL a d a d L a d L a d (7) 

In Eq. (7), L  is the modified preference based on time 
information. Fig. 2 shows the modified preference matrix. 
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Fig. 2. Modified preference matrix diagram. 

B. LFM Recommendation Algorithm Based on K-Means and 

Modified Preference Degree 

The relationship between readers and book categories was 
not taken into account in the design and modification of 
preferences. Therefore, it is impossible to fully explore the 
potential preference information of users. In some libraries, 
there are more books. The borrowing records of readers are 
relatively rare [17]. Therefore, the first step is to regard the set 

of book categories as  1 2, ,..., zG g g g  and combine the set 

of books with  1 2, ,..., zG g g g  to form a category matrix. 

The elements in the j  row and k  column of the category 

matrix are set to Boolean values, either 0 or 1. When 1jkbg , 

it indicates that the book 
jb  belongs to the 

kg  class. When 

0jkbg , it indicates that 
jb  does not belong to 

kg . The 

category preference of books in Eq. (8) can be obtained. 

1





ik

ik z

iz

z

f
Q

f

     (8) 

In Eq. (8), 
ikQ  means the reader's preference for 

borrowing books. 
ikf  represents the frequency of borrowing 

kg  books. 
izf  is the frequency of borrowing 

zg  books. 

The next step is to cluster readers using K-means based on the 
category preference matrix between readers and books, as 
displayed in Fig. 3. 

When clustering, cluster centers are selected based on the 
similarity between reader preferences for different book 
categories. The next step is to combine reader clustering with 
preference correction matrix to establish a preference matrix 
for the same cluster of readers. The cosine similarity is 
introduced, and the category preference matrix is inputted to 
calculate the similarity, which is represented by Eq. (9). 
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In Eq. (9), ( , )x ysimilarity a a  is the similarity in book 

category preferences among different readers [18]. The next 
step is to train using the LFM recommendation algorithm, 
which decomposes the matrix into two low dimensional 
matrices. One matrix represents the relationship between users 
and potential features, while the other matrix represents the 
relationship between items and potential features. These 
potential features can capture the implicit relationship between 
users and projects, namely implicit classification. By learning 
these potential features, users can predict their ratings for 
projects they have never interacted with before. The user 
rating of the project is represented by Eq. (10). 
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In Eq. (10), S  is the rating matrix. U  represents the 

relationship matrix between decomposed users and potential 
features. P  means the relationship matrix between the 

decomposed project and potential features. 
zir  refers to the 

predicted score. H  is the number of hidden classifications. 

zhp  represents interest level. 
ihq  means the association 

between projects and implicit classification. The next step is to 

obtain the values of parameters 
zhp  and 

ihq  through the 

objective function. Meanwhile, to prevent overfitting, a 
regularization term is added to the objective function, 
represented by Eq. (11). 
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Fig. 3. K-means reader clustering diagram. 

In Eq. (11),   represents the objective function. R  
refers to the scoring set.   is the regularization coefficient. 

The solution of the objective function usually uses gradient 
descent method, which minimizes the objective function by 
taking its derivative and gradually reducing the parameters 
values. In the gradient descent method, the parameters values 
are first initialized. Then, the partial derivatives of each 
parameter in the objective function are calculated to obtain the 
gradient of the parameters. Next, based on the learning rate 
setting, the update amount of the parameter is obtained by 
multiplying it by the gradient value, and it is added to the 
current parameter value. This process continues until the 
specified stopping criterion is reached, that is, the objective 
function has converged or reached a certain number of 

iterations. The solution of parameters 
zhp  and 

ihq  is 

represented by Eq. (12). 
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In Eq. (12), 
zs  represents the rating of user z . I  is the 

identity matrix. The training process has been completed. Fig. 
4 shows the training process of the LFM recommendation 
algorithm. 

The next step is to introduce Sum of Squared Errors (SSE) 
to evaluate the clustering performance of K-means-based 
reader clustering, represented by Eq. (13). 
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In Eq. (13), 
iA  represents the set of reader clusters. 

iC  

represents the clustering center of the reader cluster. The next 
step is to introduce Mean Absolute Error (MAE) and Root 

Mean Squared Error (RMSE) to evaluate the rating accuracy 
of the designed recommendation system. MAE is the average 
absolute difference between the predicted score and the actual 
score. A smaller value indicates that the predicted score is 
more accurate. RMSE is calculated based on squared error, 
taking into account the error between each predicted score and 
the actual score, and averaging the error. A small RMSE 
indicates that the predicted score is close to the actual score. 
These two indicators are represented by Eq. (14). 

,

2

,
( )





  




  
 






zi ziz i N

zi ziz i N

r r
MAE

N

r r
RSME

N

  (14) 

In Eq. (14), N  represents the total amount of data. 
zir  

stands for the reader's true rating of the book. Finally, the 
accuracy, recall, and F1 score are used to predict the accuracy 
of the recommendation list, represented by Eq. (14). 
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In Eq. (15), O  represents the set of users. ( )S o  means 

the recommended list. ( )R o  is a set of user preferences. Fig. 

5 shows the designed LFM recommendation algorithm based 
on K-means and modified preference. 
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Fig. 4. The training process of the LFM recommendation algorithm. 
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Fig. 5. LFM recommendation algorithm based on K-means and modified preference. 

IV. RESULTS OF LFM RECOMMENDATION ALGORITHM 

BASED ON K-MEANS AND TIME INFORMATION 

This section mainly analyzes the experimental results of 
the designed LFM-BR. The first step is to analyze the 
performance of the designed algorithm. The second step is to 
design simulation experiments for its practical application. 

A. Performance of LFM Recommendation Algorithm based 

on K-Means and Time Information 

To verify the performance of the designed LFM 
recommendation algorithm, the study first selected different 
numbers of clusters and calculated SSE to obtain the optimal 
number of clusters, as displayed in Table II. 

TABLE II. SSE VALUES FOR DIFFERENT NUMBER OF CLUSTERS 

Number of 

clusters 

SSE 

value 

Number of 

clusters 

SSE 

value 

Number of 

clusters 

SSE 

value 

2 2.279 8 0.898 14 0.608 

3 1.875 9 0.784 15 0.473 

4 1.663 10 0.715 16 0.498 

5 1.512 11 0.692 17 0.457 

6 1.318 12 0.618 18 0.473 

7 1.301 13 0.635 19 0.463 

From Table II, as the clusters increased, the SSE of the 
designed BR gradually decreased. When the cluster was less 
than 7, the decrease rate of SSE was faster. When the cluster 
was greater than 7, the decrease rate of SSE became slower. 
Therefore, the optimal clusters were 7. The above results 
indicate that selecting the appropriate number of clusters has a 
significant impact on clustering effectiveness. In practical 
applications, it is necessary to choose the appropriate number 
of clusters based on different business needs and data 
characteristics to achieve the best recommendation effect. The 
next step is to calculate the MAE and RMSE of the designed 
BR, and compare them with CF, LFM, and LFM based on 
time information. Fig. 6 shows the results. 

From Fig. 6 (a), as the hidden classification increased, the 
MAE of CF remained unchanged, while the MAE of other 
three algorithms showed a decreasing trend and gradually 
flattened out. Among them, the MAE of CF was always 0.26. 
The maximum MAE of LFM was 0.32 and the minimum 
value was 0.24. The maximum MAE of LFM based on time 
information was 0.29 and the minimum value was 0.23. The 
maximum MAE of the designed LFM recommendation 
algorithm based on K-means and time information was 0.29, 
and the minimum value was 0.21. From Fig. 6 (b), the RMSE 
of CF still did not vary with the hidden classifications, and its 
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value remained at 0.33. The maximum RMAE of LFM was 
0.39 and the minimum value was 0.30. The maximum RMAE 
of LFM based on time information was 0.34 and the minimum 
value was 0.28. The maximum RMAE of the designed BR 
was 0.31 and the minimum value was 0.23. The above results 
indicate that the designed recommendation algorithm has good 
performance on prediction accuracy. Finally, to further 
validate the performance of the designed BR, the accuracy, 
recall, and F1 score of the four recommendation algorithms 
were calculated, as displayed in Fig. 7. 

From Fig. 7 (a), as the iteration increased, the accuracy of 
all four algorithms showed an upward trend but gradually 
stabilized. When CF reached a flat state, the accuracy was 
87.8%, and the maximum accuracy of LFM was 93.5%. The 

LFM based on time information achieved a stable accuracy of 
95.7%. The maximum accuracy of the designed BR was 
97.3%. From Fig. 7 (b) and 7 (c), the recall and F1 score 
trends of these four algorithms were consistent with the 
accuracy trends. When CF reached stability, the recall rate and 
F1 score were 92.1% and 0.91, respectively. When LFM 
reached stability, the recall rate and F1 score were 92.6% and 
0.93, respectively. When LFM based on time information 
tended to flatten, the recall rate and F1 score were 95.1% and 
0.953, respectively. When the designed algorithm tended to 
flatten, the recall rate and F1 score were 98.2% and 0.965, 
respectively. The three indicators of this designed algorithm 
are significantly higher than the other three algorithms, 
proving its good overall performance. 
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Fig. 6. MAE and RMSE values of four book recommendation algorithms. 
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Fig. 7. Results of different indicators. 
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B. Application Effectiveness of LFM Recommendation 

Algorithm based on K-Means and Time Information 

To verify the effectiveness of the designed BR in practical 
applications, a simulation experiment was conducted using 
Python 3.9 in a hardware environment with a 64 bit Windows 
10 operating system, Intel (R) Core (TM) i5-12500K 
processor, 8GB of RAM, and 1TB of hard disk capacity. 
Firstly, the sparsity and computation time of the four 
algorithms are calculated. Fig. 8 shows the comparison results. 

From Fig. 8 (a), as the iteration increased, the sparsity of 
different algorithms was effectively reduced. The sparsity 

reduction effect of the designed BR was significantly better 
than other algorithms, with a sparsity of 66.5% at 180 
iterations. From Fig. 8 (b), the computation time for using all 
four algorithms for recommendation showed a decreasing 
trend and tended to stabilize after reaching a certain iteration. 
The calculation time when the designed algorithm reached 
stability was 10.2s. The above results demonstrate that the 
designed algorithm can better solve the data sparsity in BR, 
and also prove its high computational efficiency. The next step 
is to calculate the average accuracy and coverage of different 
algorithms separately, as displayed in Fig. 9. 

Iterations

60
0

(a) Sparsity of different algorithms

S
P

a
rs

it
y
 (

%
)

20 40 60 80 100 120 140 160 180

70

80

90

100

95

75

65

85

Iterations

0
0

(b) Calculation time of different algorithms

C
o
m

p
u
ti

n
g
 t
im

e
 (

s)

20 40 60 80 100 120 140 160 180

20

40

60

80

70

30

10

50

CF
LFM
LFM Based on Time Information
Designed algorithm

CF
LFM
LFM Based on Time Information
Designed algorithm

 

Fig. 8. Sparsity and computational time of different algorithms. 
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Fig. 9. Average accuracy and coverage of different algorithms. 

From Fig. 9 (a), the average accuracy of the designed 
algorithm was significantly higher than other algorithms, 
reaching a maximum of 98.7%, further proving its 
recommendation accuracy. From Fig. 9 (b), as the number of 
hidden classifications increased, the coverage trends of these 
four algorithms were consistent. However, the coverage curve 

of the designed algorithm had always been above that of other 
algorithms, indicating that the designed algorithm could cover 
more items in the recommendation process, proving its 
comprehensiveness and diversity. Finally, the average 
popularity of different algorithms was calculated to evaluate 
the effectiveness of the designed recommendation algorithm, 
as displayed in Fig. 10. 
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Fig. 10. Average popularity of different algorithms. 

From Fig. 10, the average popularity of these four 
algorithms gradually increased and tended to stabilize. The 
average popularity of CF reaching a flat state was 5.5. The 
average popularity of LFM reaching a flat state was 6.8. The 
average popularity of LFM based on time information after 
stabilizing was 7.9. The average popularity of the designed 
recommendation algorithm after reaching stability was 8.2. 
The above results indicate that the book recommended by the 
designed algorithm has a high popularity, proving its good 
recommendation effect. 

V. DISCUSSION 

With the progress of the times, the number of books has 
increased sharply, and the readership has become more diverse. 
Traditional BR methods have been unable to meet the diverse 
needs. The research aims to provide more accurate and 
personalized BR services, and proposes an LFM-BR algorithm 
that integrates time information and K-means clustering. The 
results showed that the MAE and RMSE values of the 
proposed algorithm were 0.21 and 0.23, respectively, which 
were higher than other algorithms, proving its high accuracy. 
Similar conclusions were drawn by Yi B et al. [5], who 
proposed an implicit feedback embedding deep matrix 
factorization model that can capture potential features of users, 
but it cannot effectively handle cold start problems. The 
proposed method quantifies the impact of time factors on user 
preferences by constructing a preference transfer function, 
effectively alleviating the cold start problem. The sparsity of 
the proposed algorithm was 66.5% at 180 iterations, indicating 
that it could better solve the data sparsity problem in BR. This 
conclusion is similar to the conclusion drawn by Fu M et al. 
[12], but the proposed algorithm is significantly better. This is 
because the proposed algorithm introduces the K-means 
algorithm to cluster readers with similar preferences and 
incorporates time information to enhance the system 
robustness, thus better addressing the data sparsity. The 
proposed algorithm took 10.2 seconds to reach a steady state, 
significantly lower than other algorithms, demonstrating its 
high computational efficiency. This is similar to the 
conclusion drawn by Zhou Y [11], and the proposed algorithm 
is superior. This is because the proposed algorithm optimizes 
the objective function and uses gradient descent to update 
parameters, ensuring efficient computation on large-scale 
datasets. In summary, the proposed method effectively 
improves the effectiveness of BR by integrating time 
information, optimizing clustering strategies, and enhancing 
LFM models, which is of great significance for promoting 

personalized library services. 

VI. CONCLUSION 

In the era of information explosion, BR has become an 
important tool to help users quickly find suitable reading 
interests. To improve the accuracy and personalization of BR, 
an LFM-BR based on K-means and time information was 
designed. Firstly, a comprehensive preference model based on 
time was constructed through borrowed books, followed by 
reader clustering using K-means, and finally training using 
LFM. These results confirmed that the maximum MAE of the 
designed algorithm was 0.29 and its minimum value was 0.21. 
The maximum RMSE value was 0.31 and its minimum value 
was 0.23, all higher than other algorithms, proving its high 
prediction accuracy. In terms of accuracy, recall, and F1 score 
calculation, the designed algorithm was 97.3%, 98.2%, and 
0.965, respectively, proving its good overall performance. In 
terms of sparsity and computation time, the designed 
recommendation algorithm had a sparsity of 66.5% at 180 
iterations, and a computation time of 10.2s to reach a stable 
state. These prove that it can effectively solve the data sparsity 
in BR and has high computational efficiency. The above 
results confirm that the designed algorithm has high accuracy 
and personalization in the BR problem, and can accurately 
reflect the reading interests and needs of users. However, the 
study does not consider other behavioral data of readers, 
which may have a certain impact on the results. Future 
research will incorporate more user behavior data to construct 
more comprehensive user preference models, and introduce 
new natural language processing techniques to further enhance 
the performance of BR systems. 
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Abstract—Smart city architectures have been varying from 

one community to another. Each community leader develops their 

own perspective of smart cities. Some of these communities focus 

on data management, while others focus on provided services and 

infrastructure.  In this research, an attempt to propose a clear, 

complete, and efficient perspective of smart cities is accomplished. 

The proposed generic architecture clarifies the full capabilities, 

requirements, and layers’ contribution to a successful smart city 

development. The proposed architecture utilizes Internet of 

Things tools as well as agile standards in the description of each 

layer. The research aims to discuss each layer in detail, the 

relationships among layers, the applied technology, and every 

aspect that leads to the success of using the recommended 

architecture. Although smart cities, IoT, and agile research have 

previously tackled the relation of each one of them with the other, 

up to the researchers’ knowledge, the three paradigms have not 

been previously considered as a unified collaborative approach. In 

order to reach the research target, the proposed architecture 

intelligently utilizes these paradigms and presents a robust 

architecture with high-quality standards. 

Keywords—Smart city; agility; Internet of Things; cloud 

computing; intelligent systems 

I. INTRODUCTION 

Smart cities can drive intelligence to every aspect of the 
lives of the population. It affects management, decision-
making, culture, and regularities. Smart cities consider re-
inventing the way of living while generating value for the 
public. The main objective for developing smart cities is to 
enhance the quality of the population's way of living and 
provide them with an easy, sustainable, and satisfying life either 
in social or professional directions. In order to reach this goal, 
it is vital to identify all the requirements, obstacles, and 
challenges to be able to build smart cities. The term “smart city” 
has been tackled in different research studies; however, other 
aspects related to information technology are usually associated 
with it. The continuous population growth has become a 
primary reason for services’ quality and hinders the 
development. Almost all fields have been affected by this 
exponential population growth, such as education, health, 
energy, and many others. Smart city development has been an 
effective solution supporting the city's sustainability. Quality is 
an associated aspect of smart cities. Embarking digitalization is 
vital for smart cities’ transformation. Utilizing recent 

technology, initiating new regulations, motivating the 
economy, and other factors are related to the concept of smart 
cities [1]. 

The idea of smart cities emerged in the nineties. The first 
wave focused on the contribution of the information technology 
concept to the main cities’ infrastructure. Then, a focus on the 
community and its players highlighted how these players can 
have an easier life in smart cities. Later, smart cities term has 
been closely related to digitalization and intelligence; several 
factors effect has been discussed, such as people's resistance, 
the communities’ culture, and others. Along the journey of 
smart cities’ emergence, a broader perspective was highlighted, 
including the service’s intelligence such as transportation 
systems, electricity system [2], construction field, banking 
systems, and others. These perspectives strongly emphasized 
the sustainability value of the cities’ resources. 

The concept of a smart city is exponentially increasing 
either for small or large cities. This global emergence drove the 
world to initiate new rules and regulations for the new era of 
cities. Many investments in smart cities have been proposed 
with the objective of innovation, growth, and enhancing life. 
All existing architectures depend mainly on the enabled 
technology for the smart features of the community. It has 
become feasible now to develop smart cities with the current 
acceptance and interoperability of IoT and advanced data 
analysis. Another perspective of smart cities is the ability to 
smart intelligent decisions by utilizing intelligent techniques for 
predictive analysis, better planning, and management [3]  

This research traces all the proposed architectures for smart 
cities, traces the findings for embedding the technologies in the 
architectures infrastructures, and identifies the regularities and 
critical aspects for the transformation goal. This research 
proposes a generic architecture for smart cities, which is 
applicable for implementation with all its aspects, however, 
flexible. The proposed architecture discusses six layers and 
contributors to each one with giving the implementers the 
opportunity to implement the valid component without 
affecting the remaining architecture. Several factors are related 
to the concept of smart cities development including culture, 
quality, acceptance, resistance, and sustainability. These factors 
will be discussed later in this research. Moreover, other 
emerged factors such as IoT, agility, and motivating population 
are also considered as pillars in the proposed architecture. 
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II. RELATED WORK 

IoT devices strongly contribute to smart cities as one of the 
main pillars. The devices are considered as sources that provide 
numerous amounts of data. Therefore, unification to a single 
data model is recommended, which should be able to deal with 
such data. Several researchers have proposed different models 
to deal with the data heterogeneity, temporal, and complexity.  
The research [4] included a model that received data from IoT 
devices and determined the correlation between the growth of 
both industries and urban. The research concluded that 
managing knowledge directly influences the development of 
the industry. The study recommended that the enterprises’ 
technological communication enhances knowledge 
management and promising technologies investments which 
leads to alliance flexibility. Qian et al. (2019) [5] discussed the 
positive impact of IoT technology on empowering the 
infrastructure and, consequently economic growth and 
sustainability. Chen et al. (2020) [6] focused on the contribution 
of IoT technology and deep learning techniques in construction 
field. The research concluded that these contributing fields have 
leveraged the process of construction by exploring the shortest 
time consumed in the evacuation process. Watson et al. (2020) 
[7] also focused on IoT's contribution to the construction of 
smart cities and concluded that the field still needs further 
research for further development requirements of IoT 
technologies to leverage the construction of smart cities. 

Focusing on cloud computing contribution in smart cities. 
Lv et al. (2018) [8] proposed a platform for smart cities in which 
cloud computing and geographical information systems 
successfully contributed. The research highlighted that both 
fields could positively affect the success level of monitoring 
environment phenomena and predicting expected disasters as 
well as exploring transportation system performance. Hossain 
et al. (2018) [9] highlighted the need for cloud computing 
platforms for higher computing technology when contributing 
to IoT devices access in smart cities such as edge computing for 
more effective computations and latency avoidance. 
Javadzadeh et al. (2020) [10] focused on the same latency issue 
and proposed the same fog computation solution. 
Giannakoulias et al. (2019) [11] focused on the security issues 
of cloud environments and their effect on smart cities platforms 
as well as [12]. The research in [13] highlighted that IoT and 
cloud computing contribution in smart cities enhances the 
services performance with the ability to reduce the servers’ load 
as well as reducing their number which greatly contribute the 
construction cost. 

The previous research highlighted the positive contribution 
of both IoT and cloud computing with focusing on a determined 
subject, however, up to the researchers knowledge, there was 
no research that provided a complete perspective of smart cities 
which is one of the vital issues to present the whole smart cities 
pictures, the interaction between all contributing aspects and 
the need for homogenous cooperation among all contributing 
players. Moreover, the research [14] discussed the issues of 
smart cities and confirmed that there is no complete structure 

for smart cities while all current projects are pilot individual 
projects that included trade-offs of some aspects over the 
others. 

III. RESEARCH CONTRIBUTION 

To be able to present a complete flexible generic platform, 
twelve platforms have been extensively studied. These 
platforms have been developed by international organizations 
following the required standards. Moreover, different projects 
and studies have been also studied. The aim of this extensive 
study is to explore the characteristics of a smart city architecture 
including core, extendable, and supportive characteristics. 
Ensuring the collecting of all aspects reflects that the proposed 
platform proposes the best practice when compared with any 
other platform. This comparison will be performed in the 
evaluation section. While there were differences between the 
collected platforms, however, it was also clear that common 
segments could be highlighted. Extensive study has been 
performed to explore the strength and weakness between these 
platforms which lead to the initiative for a generic platform that 
provide solutions to hinder the possible obstacles and fully 
consider the reality of cities. The proposed platform has taken 
into consideration the international standards, system 
requirements, services, data, and security management criteria 
for smart cities [16]. 

IV. A PROPOSED AGILE IOT ARCHITECTURE 

Different smart cities platforms recommendations have 
been studied aiming to explore the possibility to propose a 
successful platform with maximum interoperability with the 
common infrastructure of cities [15]. This target ensures 
accepting the proposed platform and encourages its 
implementation. The authors also aimed at proposing a generic 
platform which utilizes the commonly used technologies to 
ensure its implementation adequacy in different environments. 
The proposed generic platform that could be implemented using 
different technologies with various levels of maturity. The 
proposed platform could also be easily extended or reduced 
according to the capabilities; the platform flexibility will be 
discussed in detail in the following sections.  

The proposed architecture (Fig. 1) consists of five main 
layers in addition to a continuing monitoring and governance 
layer. Each layer components will be discussed in detail in the 
next subsections. Moreover, Fig. 1 illustrates the proposed 
architecture. 

The following key aspects identify the smart city platform 
that fits with the available capabilities. 

 Identify the needed capabilities and the specifications 
for each capability. 

 Ensure the delivery of the required capabilities with 
sufficient flexibility. 

 Ensure all compliant solutions interoperability.



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

821 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 1. Proposed generic architecture.

A. Infrastructure Layer 

The infrastructure layer describes all the required utilities, 
devices, sensors, facilities, as well as the sources and its 
indicators. The infrastructure supports all the services, 
transportation, and environmental, as well as governmental 
aspects. Moreover, networking infrastructure is one of the 
compulsory components which configuration should be 
compatible with the predicted participating items. The network 
configuration could be considered one of the most critical 
aspects in the construction of smart cities. 

1) City sources components and indicator: Many vital 

components which could be successful key aspects in smart 

cities are discussed earlier [17] (Fig. 2). These components are 

demonstrated in this section with discussing their effective 

contribution. The following points discusses each component, 

its standards, perspective, and contribution to the smart cities’ 

paradigm.  It is worth highlighting that although this section 

discusses each component individually, however; practically 

speaking; these components are interrelated. Therefore, a 

component could be discussed in various places in this section. 

 
Fig. 2. Smart city indicators. 

a) Smart Economy: Smart economy is achieved by 

incorporating a set of features into the economy such as 

innovation, digital transformation, sustainability, and high 

productivity. Smart economy focuses on the level of quality and 

standards of life which is evaluated by a new set of variables 

including basic needs, community participation, technology 

advancement, and scientific aspects. The concept of smart cities 

is multidimensional dynamic as well as adaptable. It includes 

economic, social, and motivating individuals’ aspects. There is 

an immense need to balance between the current and next 

generations. Therefore, the focus of developing the current 

generation could result in identifying the effective methods and 

polices for development while maintaining the required quality 

with continuous quality upgrading. Smart economy concept 

leads to a clear identification to the relationship between the 

value of the economy and the satisfaction level such as the 

employees’ satisfaction, customers’ satisfaction, etc. it is also 

related to the level of availability either products or services 

with the satisfying quality. Therefore, the bond between smart 

economy and scientific research is vital which could be the key 

success to achieve such targets. A society that adopts the 

concept of developing its knowledge succeeds in raising the 

intelligence level. With efficient management, the goal 

becomes a fact. 

b) Mobility: Most researchers focus on mobility with the 

aspect of traffic. Although this is one of the most crucial factors, 

however, it should not be the only mobility focus. Mobility is a 

crucial factor for emerging smart cities. The main 

discrimination between mobility and moving to smart mobility 

resides in general to the ability for easy access to the required 

information in a real time manner. The information continuous 

availability and easy access genuinely leads to improving 

services, saving time and effort, as well as raise the satisfaction 

level. Main factors that initially affect mobility could be the 
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success in developing sustainable plans, identifying measures 

to reduce conjunctions (for example, reduce number of 

simultaneously moving cars in the city), a successful 

management plan, and deploying alternatives for the services. 

Focusing on the mentioned example, one of the vital factors for 

reducing the number of cars is the online information 

availability without the need to move to the information source. 

This could be highlighted as a clear example for the 

effectiveness of the real time management system.  

c) Sustainability: Sustainability is a crucial factor for 

smart cities which is in focus for many researchers. Most of the 

researchers’ objectives are to reduce energy consumption and 

CO2 emissions. The balance and economic usage of energy 

sources are also effective for sustainability. Moreover, seeking 

optimal sources’ usage, developing a green environment, 

recycling, intelligent grid management, and developing 

supportive policies to reach these goals are also different pillars 

for efficient sustainability. For example, water sources 

management sustainability is challenging which could be 

achieved through intelligent technologies such as IoT 

technology. 

d) Environments: Transforming to smart environments is 

a significant factor for smart cities. Green environment, water 

margins, controlling gas emissions, controlling wastes, and 

efficient energy management are some of the smart 

environment-affecting factors. Different intelligent solutions 

could be proposed. Gasses emissions prediction could 

contribute to gasses control which also leads to maintaining a 

green environment. Gasses emissions prediction is related to 

monitoring different activities such as traffic. As mentioned 

earlier, these factors are interrelated, therefore, in this example, 

it is clear that smart traffic systems could lead to minimizing 

the gasses emissions.  

e) People: As smart cities main aspect is increasing the 

quality of life, therefore, People are considered the core factor 

of smart cities. They are the main players who have the benefits 

of the offered services and devices. Living in smart cities 

requires people to accept and be able to utilize this 

environment. On the other hand, securing people privacy as 

well as facilitating the usage of offered services are two of many 

factors that lead to the required level of acceptance. Educating 

people about the smart cities aspects is another factor. Their 

growing knowledge of how these services facilitates their 

lifestyle reduces their risk level and raise the level of trust. One 

of the emerging educating sources for smart cities is the social 

networks. Since connection is the key aspect for the concept of 

smart cities, therefore, considering all communicating channels 

should have given attention. Social communication among 

people should be utilized to exchange experiences and share 

opinions. Moreover, sharing resources, data, and benefits could 

also be intelligently performed with maintaining people 

privacy. Smart people as a main pillar of smart cities should not 

only share services, but they should also share data and 

knowledge targeting to ensure long-term benefits. For example, 

sharing data and knowledge about the city roads may lead to 

more enhancement in the roads infrastructure which leads to 

enhancing the traffic services. Smart people should have skills 

such as being easily adaptable, accepting creativity, flexible, 

ability to participate in the community, able to identify their 

goals, as well as having knowledge about the rules. 

f) Living: Smart living is comprised of the living in smart 

surroundings including smart buildings such as smart 

educational institutions, smart healthcare system, and smart 

tourism services and places. An example of the facilities that 

facilitates smart living in houses could be the contribution of 

IoT in home appliances, voice commands, and others. IVR is 

proved to be one of the useful solutions for smart living, 

especially being easy to learn and access. Different focuses 

have been performed to many other contributing systems to 

smart living such as healthcare system which is a non-

negotiable one of the most vital systems in the community. Real 

time monitoring systems could contribute to various aspects 

such as healthcare, transportation, educational, and many other 

systems. Such innovation in the different business models 

reflects the required levels of management, leads to a high-

quality level, provides a high value for the cooperative 

environment and contribute with a high impact for smart living 

concept. 

g) Governance: The government is the core vital barrier 

that is able to promote smart cities concept to the people. The 

success of smart cities relies on the success of the government 

in providing the smart services, maintaining the relating 

channels, issue the suitable laws and regulations for 

maintaining privacy, fair facilities usage, and other aspects. E-

government services should be one of the investment targets 

targeting to contribute to prosperity, satisfaction and enabling 

organizations. As the impact of social networks is already 

mentioned, governments could utilize such active sources as an 

effective strategy to motivate people in contributing to the 

smart cities concept. Achieving such a goal also relies on the 

success of maintaining security and privacy. Although 

technological aspects are key factor for e-government, 

however, managing policies are also vital to enable people to 

use the offered services but with regularities. Different metrics 

could raise the level of trust between the government and the 

people including the services effectiveness, citizen 

engagement, the process transparency, and the clear 

collaboration. Sustainable governance could be supported by 

effective environments such as cloud computing systems. This 

environment could heavily support the success of such 

framework due to the continuous engagement, communication, 

and collaboration. 

2) Safety Component: Smart cities platforms need to 

maintain security requirements for both services as well as data. 

However, supporting security could be performed in a flexible 

environment to accommodate the needs’ variations. Users’ 

integrity, accounts’ authentication, confidentiality, and 

trustiness are required for maintaining the platform protection 

as needed [18] [19]. 

a) Protecting Data Privacy: The privacy protection for 

all levels of data should be addressed starting for the lower level 

represented in the infrastructure of the proposed platform to the 

higher level representing the offered applications for the 
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people. One of the main methods is encryption. Encryption 

supports securing data while migrating as well as while residing 

in the physical data repositories. It is also vital to support the 

system against breaching by unauthorized users. Therefore, 

security procedures should be clearly defined and maintained 

on a regular basis. This task is a non-trivial task since data 

providers and consumers may engage with third parties to 

access data sources. Therefore, polices should be professionally 

managed for the success of controlling the access of data and 

its sources. All the contributing parties should comply with 

policies that maintain data privacy. 

b) Devices Privacy: The variety of the services 

contributing to the smart cities leads to an impossible situation 

of identifying a unified security method for all devices as each 

device has its nature and capabilities and requires its own 

security procedure. On the other hand, balancing the equation 

of securing the contributing devices on one hand, and reducing 

resources consumption on the other hand makes this task more 

critical. Smart cities system should provide end-to-end system 

for security; for example, starting with the API level for IoT 

devices; moving forward to apply authentication and integrity 

methods. The boundaries of such critical systems should be 

governed by a set of policies and the boundaries should be 

clearly identified. 

3) Sensing Component: Sensors have a key role in smart 

cities. They gather data, then transfer this data to its 

corresponding objects. This data also moves through the 

network layer to the cloud in an agile manner targeting to a fast 

response and immediate message passing for reply. With the 

expected network load, several paradigms could participate in 

the framework to avoid congestion. Load balancing techniques 

could be utilized to avoid network servers’ overload. Data 

handling and resource allocation algorithms could be utilized 

with a cloud monitoring system for homogenous resource 

allocation. Resources allocation and task scheduling techniques 

support the assignment tasks in the application level which 

ensures a prominent level of service quality. Moreover, the 

dynamic computation complexity at the sensors level should be 

considered to ensure resource provisioning. 

4) Connected Systems (IoT Management Agent): The main 

idea of the IoT paradigm is enhancing the working processes 

through the ability to receive instant services that are 

transformed from physical objects in a real-time manner [20].  

IoT is basically a communication between objects either these 

objects are machines, utilities, devices, or human. RFID, 

sensors, and embedded systems are the main players in the IoT 

system. It is a fact that IoT paradigm is one of the most 

challenging evolutions in digitalization phenomena. This 

evolution has moved the field of digital business into a new 

level of competence, efficiency, and effectiveness. IoT offers 

an improved business models with the ability for cost reduction. 

The current architecture for IoT systems suffers from the 
lack of agility for services. This situation highlighted the idea 
of embedding the agile concepts and practical aspects into IoT 
systems architecture [21]. Agile strategies support business 

processes with maintaining optimization in a real-time 
management manner which consequently supports many 
opportunities to successful business solutions [22]. The current 
framework proposes a flexible agile-based IoT architecture 
which helps in the ability to accommodate with the dynamic 
environment of the smart cities. The proposed architecture 
considers the database security over the cloud environment with 
the availability for end-to-end access under the agility umbrella 
for more efficient computation and ensure high scalability to 
ensure leveraging the resources allocation. IoT platforms 
perspectives either focus on the objects or on the internet, the 
proposed architecture adopts a modular perspective targeting 
the services quality with maintaining agility for higher 
satisfaction rate. 

It is a fact that technologies emerge quickly which requires 
continuous adaptation in a fast and flexible manner. The 
proposed framework has loosely distributed components to 
provide a flexible approach that permits components 
replacement with nearly non-impact to other components. 
Following the proposed approach minimizes the risks 
associated with the traditional IoT architecture deployment and 
ensures the multi-operating machines with maintaining the 
working scale. One of the fundamental aspects for the proposed 
framework is the concept of encapsulating the development 
issues and its capability of integration flexibility of trusted 
services with establishing the sufficient data repositories that 
have common basics for the smart cities. The proposed 
architecture ensures having a reliable scalable system with 
future adaptation capabilities. The recommended platform 
should have vital specifications to ensure the digital connection 
between all systems as well as ensure the high system scale with 
maintaining privacy and security. The factor of the platform 
interoperability and trustiness ensures the system stability with 
addressing the economy benefits from different perspectives. 

The proposed architecture (in Fig. 1) illustrates the main 
components in a layered approach with demonstrating the 
corresponding standards. The following principles have been 
taken into consideration. 

 The proposed solution is suitable for large, medium, and 
small cities based on its simplicity and adaptation 
availability. 

 The verities of deployment solutions could be applied by 
the proposed architecture. 

 The main international standards have been considered. 

 Common features have been presented to ensure the 
generality perspective. 

 Modular approach to ensure the architecture technology 
adaptation. 

 Enabling interoperability by employing open API with 
semantic data interpretation. 

5) Acquisition Layer: This layer considers gathering the 

required data from various sources. Data streams are produced 

from edge devices, it is then processed on the go during 

migration through the network to avoid delays. The process 

involves the physical devise which is the closest to the 
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determined data source and is responsible for the basic aspects 

of data processing and primary analyzing data. The analysis 

results are then migrated through the shortest channel with the 

real-time conditions to boost the cloud center for the data and 

initiate the decision-making alternatives. 

B. Transmission (Network) Layer 

The network layer provides the required support for both 
data and applications. The associated network servers and the 
sensors manipulate the data starting from gathering to 
processing over the cloud environment. The network layer task 
is to maintain this process quality including the delivery time 
and ensuring the satisfying of the business requirements with 
the required performance. This situation raises the need of 
embedding the agility concept in the network architecture 
especially for the IoT architecture. Network infrastructure 
sensors’ task is continuous monitoring and recording the 
parameters. Detection stations keep collecting data as active 
nodes for all conditions such as weather, power, chemical, and 
other data. 

To achieve the required goal, several requirements should 
be accomplished. The network should be able to provide the 
available services to multiple tenants. The network scalability 
should be of acceptable level with respect to the number of 
players and devices, traffic scale, bandwidth and other 
parameters. Most of the entities require either L2 or L3 VPN 
with security approaches for IoT devices such as isolation. 
Services should be continuously available to all players and 
contributors; therefore, the network should adopt the 
redundancy approach at all the network layers in order to avoid 
possible failure at any time and ensure instant re-convergence. 
The contributing devices should have the ability to tolerate 
under the extremes of the environmental parameters. To 
accomplish successful operations and other previous 
requirements, it is critical to adopt simplicity in the network 
operations. 

IoT allows disseminating information for the purpose of 
enhancing business processes. A continuous communication 
between the participating machines in the network is performed 
through the IoT devices. Related technologies such as RFID, 
sensors, and embedded systems need to be critically selected 
for higher scalability. Engaging IoT for smart cities ensures 
productivity, safety, and quality. However, the traditional 
systems are lacking agility in supplying the system services. 
Therefore, introducing agile manifesto into the IoT system 
provides a real-time adaptation to the devices’ management 
process, ability for optimal execution, and ensure optimizing 
services. The interconnectivity between IoT and agility 
provides the smart city architecture with massive successful 
opportunities. Introducing agility with its main concepts of 
simplicity, flexibility, adaptation ability, incremental approach, 
and refactoring provides an opportunity for continuous 
adaptation for the business services with ensuring high 
competing level. Leveraging the agile environment for IoT with 
the cloud platform is a triple based approach for smart cities 
which can provide high performance services for people. In the 
proposed approach, the internet based IoT approach is followed 
as the main focus is to provide scalable services for users. 

In order to highlight the advancement of agile based IoT in 
smart cities over traditional IoT systems, the following points 
could be highlighted. Usually, the devices are connected 
through the sensors with transferring the data and readings. By 
embedding agile-based IoT cloud platform, these records are 
instantly updated through the cloud platform and this update is 
considered in a timely manner. The traditional system usually 
suffers from performance issues which hinder the ability to 
promote the services that has higher demands. The proposed 
architecture ensures a high performance. The traditional 
architecture does not adopt defined standards, rather, each pilot 
project has its own individual standards. The proposed 
architecture ensures the ability to adopt the same standards and 
ensures the concept of universal standardization. The traditional 
architecture suffers from excessive cost as a high number of 
supportive devices such as sensors require to be embedded in 
many places to ensure good coverage and continuous 
communication. On the other hand, the proposed system 
extensively reduces the cost according to the domination of 
cloud environment which can be accessed irrespectively of time 
or place with the lowest communication cost. There are no 
quality standards in the traditional system while in the proposed 
system, as agile manifesto is introduced, then following quality 
standards could be considered as one of the main parameters on 
focus. 

C. Processing Layer 

1) Semantic Component: Integrating semantic concepts 

into smart cities platforms is one of the emerging approaches 

[23] [24]. IoT services that are based on semantics are 

introduced in some research [24]. The research in [25] proposed 

a method for processing with semantic indexing while in [26], 

the concept of semantic IoT is introduced but was limited to the 

IoT applications only. The semantic component is based on 

multi-level analysis of data and explored knowledge. First level 

is for infrastructure data, then the data gathered from the IoT 

contributed devices is considered the second layer, the third 

layer includes the associations between players through the 

communication channels, business, social, and other available 

channels. Embedding the semantic component provide more 

meaning to the distributed data through the network. Moreover, 

applying machine learning techniques could contribute to 

enhancing the data quality through avoiding the data sparsity, 

outliers, and other data challenges. Machine learning 

techniques are well known for their ability to successfully deal 

with such challenges [27]. Semantic component deals with data 

in a collaborative environment. Data relationships are explored 

by stamping these data with the semantic annotations 

representing the relationship nature, time stamps, the defining 

factors explanation and others. Feature connectivity and 

weighting also contribute to the semantic explanation process 

[28]. Semantic components are responsible for providing 

meaningful explanation. For example, if a request for traffic in 

a certain territory is initiated, then the data is collected, 

aggregation is applied from various sources layers, and a virtual 
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entity is created. The features vector is explored, and the answer 

of the user query is provided through the predicted result. 

2) Data Analysis Component: The data analysis 

component utilizes a set of models for processing data. A model 

repository should be included with a supportive architecture for 

identifying the suitable model for each received data. The 

model set could be divided to various categories such as 

statistical, learning [29], optimizing, forward and backward 

sensing, and forecasting. The availability of a variety of models 

highlights the opportunity for the analysis of different data 

nature with various levels of complexity [30]. The selection of 

the suitable model is based on the user requirements, the 

available data, and the purpose. The main goals of the data 

analysis component are to identify the exploration process that 

enables a selective set of data models to support both systems 

and applications interoperability between the interrelated 

communities. Moreover, classifying the available data models 

according to sectors and interoperability ability is on focus. 

Replicable models are accepted, even recommended for 

different sectors. Additionally, the higher capability of data 

volume manipulation that data models could consider provides 

a higher level of trust. This supports the system applications to 

reach their requirements and ensures higher efficiency and 

effectiveness.  The different data models can play a 

communication role among different communities. Therefore, 

one of the main success factors is the clear and well 

discrimination of different data models manipulation 

methodology as it provides a level of trust for data migration 

among communicate. Moreover, as different data formats and 

structures are usually required by different application wither 

structured, semi structured, or unstructured data, therefore, a 

variety of different analysis and storage methods for different 

data sources formats as well as introducing analysis methods 

for data formats transformations could provide successful 

support. 

3) Context Data Management Component: This 

component provides a set of management plans for data. These 

plans are initiated according to the integrated data and the 

different comprehensive understanding perspectives to the data. 

Understanding data is accomplished through gathering data 

from various sources, integrating these data, applying methods 

for semantic data explanation which context is received from 

these sources. The meta-data supports the comprehension task 

according to the associated entities and their functionalities. 

These entities gather events and migrate these events’ data for 

the required explanation. The required pillars to perform this 

process efficiently is the data availability, accessibility, 

usability, and sharing ability. This component is an enabler for 

the applications to be able to explore their relevant data and be 

able to apply enquires over this data. Although the 

heterogeneity and diversity of data could be an obstacle, 

however, the structured architecture of the integrated data lakes 

enables the data migration among different applications. 

Context validation should be also applied to confirm the 

operability and data validity. 

4) Data Management Component (Agile-based 

component): Management of data is accomplished through an 

identified standards API. This direction provides the ability for 

the re-using facility as there are common solutions standards. 

The ability for re-use also ensures blocking the lock-in issue 

which consequently sets the availability for continuous 

monitoring and improving ability. The re-use ability could also 

be supported by presenting a common taxonomy which is pre-

identified for the data and the services which directly leads to 

ensure standardization. Tracking the updates is accomplished 

through the identified APIs which supports the access 

simplicity, resources accessibility while avoids issues of 

inconsistencies.  

5) Data Storage Management Component: The aim of this 

component is to provide continuous and easiness in the data 

access ability through the services that are supported by AI 

technologies [31], IoT devices, and communication channels. 

This architecture provides an easy low-risk environment for 

data access through contributed cities. As digitalization is 

already established universally. One of the keys for successful 

data storage and migration is the ability to ensure the 

continuous accessibility to the data sources with nearly zero-

risk through the infrastructure’s owners. Then, re-using and 

sharing data provides a healthy environment for the different 

applications for common solutions, fair competition, minimum 

risk, and consequently supports sustainability. One of the key 

issues is the data privacy and security which is crucial aspects. 

Data usage agreements should be established. Consequently, 

this enables the required communication among providers and 

consumers and facilitates ensuring the prevention of data 

misuse and protects data flows in the system. However, the 

contributing entities should be able to control their data 

accessibility and valid process. 

On the users’ level, managing data is accomplished through 
their own controlling attributes. Users set their own rules in 
sharing their data, services, or applications. Trustiness is one of 
the key aspects for personal- management. Users have their 
security credentials which enables them to protect their data 
from others including infrastructure providers. Users have their 
right to set the access level and scope for others, manipulate 
their own data and use the agreement when needed. Users’ 
authentication is a critical aspect to consider. Each user must 
have his own credentials. Cloud environment is known to be a 
flexible easily accessible system in general, however, data 
could reside in an on-premises cloud based system to ensure the 
required data protection. On the other hand, thin/thick client-
based cloud architecture could also provide the balance 
between flexibility, accessibility and privacy.  

D. Interoperability and Layout Layer (IoT Data Market 

Place) 

Expanding the system scaling should be available as the 
more users intervening the system or the more devices 
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contributing to the system resulting the raising of data 
streaming. To successfully manage the increase in data scaling, 
additional network nodes should be added according to the 
need. On the other hand, additional storage repository and 
additional memory should be on focus to satisfy the increase in 
the computation according to the new requirements. One of the 
key aspects is the ability for the community contributors to have 
access to the system resources and be able to perform their 
needed functionalities, therefore, agility paradigm could be one 
of the main successful key aspects to satisfy this requirement. 
Moreover, as the contributors in the IoT system is the devices, 
sensors, and the gateway, the communication between these 
parties can be accomplished through many paths with different 
standards and protocols. Flexibility is required for updating the 
platform contributors, communication patterns, and possible 
changes. Communication patterns could be one-way from the 
devices to the gateway, information requests from devices, 
transferring messages through the system, or accomplish a 
determined task by one of the devices. 

In order to ensure the architecture success, there is an 
immense need to ensure some factors such as interoperability, 
easiness, usability, and availability. As proposing a good design 
is one vital factor, however, this design should be efficient and 
effective for successful operation. Entities have their own data 
and naturally use different data models and different methods 
to process this data. Therefore, the need for unified standards 
has become critical. Interoperability is supported by applying 
public network standards and open protocols which organize 
the flow of data and information through gateways and APIs. 
The data and information migration between the network 
components should be according to these protocols and set 
agreements. Accordingly, new contributors could easily detect 
these gateways and APIs, and the integration is performed with 
the required agile approach. Accordingly, practicing such 
environment should be easily performed.  

Pivotal points identify the Setting the system pivotal points 
should be intelligently established to connect between the 
constructed smart city system and the external environment as 
well as the system components themselves including devices, 
sensors, and the different smart management systems such as 
traffic, e-market, and others. It also controls the data migration 
through the system. Successful identification of the pivotal 
points supports the concept of reusability wither within the 
system on focus or other similar systems. Concrete 
identification of the level of coupling in the system is critical, 
from one hand, tight coupling is secured but hard to change and 
higher expectations for failure while from the other hand, 
loosely coupling systems is more flexible but high securing 
risk. Pivotal points could contribute enable integration of the 
different architecture components.  

E. Applications (Services) layer 

This layer provides the set of services and applications to 
the individuals. As discussed by much previous research, 
various applications have emerged such as smart grid, smart 
transportation, smart environment, smart living, smart health, 
smart energy, and others. Significant obstacles have emerged in 
the offered smart city applications. For example, the service 
provider can illegally access the data of the people living in 
smart cities such as medical or financial data. Moreover, smart 

mobility can use different techniques to detect the users’ 
patterns which could expose users to risks. This situation arises 
the vital impact of safety component and highlights the 
immense need for providing the protection layer over both data 
and application layers. The applications quality by logic depend 
on the quality of the previous layers, however, the 
enhancements of the services relies on a set of pillars including 
the ability of integrating services, how users can depend on 
these services, their quality level, ability for expansion and 
updating, and the services’ standardization level. The evolution 
of embedding agility to the provided services can raise the 
guaranteed level of these services as it ensures higher 
performance and consequently higher satisfaction.  

F.  Monitoring and Governance Layer 

Continuous monitoring should be performed to confirm the 
applicability and continuous operating to the smart cities’ 
architecture. Identification of all contributors either people or 
devices should be clearly accomplished. Moreover, on the user 
level, a clear monitoring of the user activities and even 
expectations of his future activities should be performed. As 
this is a key success factor, however, it is not an easy task to 
perform. Several intelligent machine learning, data science, and 
artificial intelligence techniques contribute to this task in order 
to be successfully performed [32]. The concept of governance 
is applied to both data and applications. It is not considered on 
simple management tasks, rather, it is considered about 
providing a procedural action of continuous protection and 
tracking [33]. The following factors should be continuously 
monitored. 

Resilience, failure could occur to devices, applications, or 
network components. Therefore, a self-healing system is 
recommended to avoid failure complications and ensure 
resilience.  Self-healing includes many procedures such as 
adopting redundant links, continuous monitoring to IoT devices 
and the interaction between different components and users.  

Performance, the system performance should be maintained 
through guaranteeing the instant response to the real time users’ 
interaction. Applications should be continuously available and 
efficiently responding. Continuous automation to testing 
scenarios should be applied. Moreover, upgrading plan should 
also be on focus. Licenses should be available and complete 
authorization is expected. 

One of the main factors is the feedback monitoring and 
recommendations to various aspects in the architecture. This 
has become a well-known principle for enhancements and 
avoid acceptance failure. 

G. Enablers of smart cities 

Several factors could affect the progress of smart cities 
implementation, some of these factors are discussed in this 
section (Fig. 3). Governmental support is one of the most 
effective enablers for smart cities construction. The government 
should be able to remove any arising barriers that hinder this 
change. Sustainability is another enabler which support the 
continuous development with the ability to gain public trust and 
economic stability. Approaches recommendations availability 
to reduce change resistance is another enabler. Fund availability 
is one of the critical enablers to be able to provide the 
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requirements of constructing smart cities. Agility adaption in 
the digital environment of management, marketing, and other 
services with courage in adopting the change could provide 
more innovations and the required changes could be 
accomplished with minimal risk.  

 
Fig. 3. Smart city enablers. 

H. Challenges on focus 

There are different challenges directions that should be 
highlighted. First, the data sources and formats heterogeneity as 
it is collected from different data sources. Moreover, data 
characteristics such as velocity, volatility, variability, veracity, 
and value should be determined and evaluated. The method to 
exchange the required knowledge by the players should be 
intelligently performed. Storage repositories access could be 
one of the major challenges in the platform especially for the 
governmental assets. Data standardization is another 
challenging aspect with the storage diversity. The construction 
cost debate with the return on investment is challenging as most 
of the return aspects are quality perspective. Ensuring the new 
paradigm acceptance by the users in the cities who are 
represented in the citizens should have a robust plan and 
complete governance support. 

V. APPLICATIONS SAMPLE MODEL 

A vast set of domains has seen the development of 
intelligent applications. These applications are not yet widely 
accessible; however, initial research suggests the potential of 
IoT to enhance the quality of life in our society. IoT 
applications are utilized in home automation, fitness tracking, 
health monitoring, environmental protection, smart cities, and 
industrial environments. Focusing on residential automation as 
a sample, smart houses are gaining popularity nowadays for two 
reasons. The sensor and actuation technologies, together with 
wireless sensor networks, have substantially advanced. 
Secondly, contemporary individuals exhibit trust technology to 
mitigate their concerns regarding quality of life and home 
security (Fig. 4). 

Smart homes utilize an array of sensors that deliver 
intelligent and automated services to users. They facilitate the 
automation of daily routines and assist in establishing a routine 
for persons prone to forgetfulness. They facilitate energy 
conservation by automatically deactivating lighting and 
electronic devices. Motion sensors are generally employed for 
this purpose. Motion sensors can also be utilized for security 
purposes. An intelligent agent is offered that employs diverse 
predictive algorithms to do automated chores in reaction to 
user-initiated events and adjusts to the residents' routines. 
Prediction algorithms are employed to forecast the sequence of 
events in a household. A technique for sequence matching 
preserves event sequences in a queue while simultaneously 
recording their frequency. A prediction is subsequently 
generated utilizing the match length and frequency. 

 

Fig. 4. A proposed block diagram of adapting smart home system. 

Other algorithms employed by analogous applications 
utilize compression-based prediction and Markov models. 
Energy conservation in smart homes is often accomplished by 
sensors and contextual awareness. The sensors gather data from 
the environment, including light, temperature, humidity, gas, 
and fire incidents. The data from diverse sensors is transmitted 
to a context aggregator, which relays the gathered information 
to the context-aware service engine. This engine chooses 
services according to the circumstance. An application can 
autonomously activate the air conditioning when humidity 
levels increase. Alternatively, in the event of a gas leak, it may 
extinguish all the lights. Smart home applications are highly 
advantageous for the elderly and individuals with disabilities. 
Health is checked, and families are promptly notified in crises. 

The floors are fitted with pressure sensors that monitor an 
individual's mobility within the smart home and assist in 
identifying if a person has fallen. CCTV cameras in smart 
homes can record significant occurrences. These can 
subsequently be utilized for feature extraction to ascertain the 
underlying phenomena. Fall detection applications in smart 
environments are effective for identifying instances where 
elderly individuals have fallen. Fall dynamics is identified by 
evaluating motion patterns and also detects idleness, comparing 
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it with previous activity levels. Neural networks are utilized, 
and sample data is sent to the system for various categories of 
falls. Numerous smartphone applications are available that 
detect falls using data from accelerometers and gyroscopes.  

Numerous obstacles and issues pertain to smart home 
applications. Security and privacy are paramount, as all data on 
occurrences occurring within the home is being documented. If 
the system's security and reliability are not assured, an attacker 
may compromise the system and induce harmful behavior. 
Smart home systems are designed to alert owners upon 
detecting anomalies. This is achievable with AI and machine 
learning algorithms, and academics have commenced efforts in 
this area. Comparing the sample model with the literature [3, 
20, 29, 34], most of the researchers focused on one 
enhancement direction; including cost, processing, and 
security; with no ability for a complete vision. 

VI. CONCLUSION 

The research proposed a complete generic architecture of 
smart cities. Smart cities consider allowing both people and 
governance to benefit from technology. The concept of 
embedding intelligence into the cities’ aspects requires 
ensuring that the entire process could be altered. One of the 
main pillars is the data availability for the required level of 
quality and sustainability. Therefore, the proposed architecture 
presented all required aspects for a complete transformation to 
the digital smart city including infrastructure, processes, data 
management, players, roles, enablers, and services. The 
research highlighted the enablers for the architecture as well as 
the SWOT analysis for implementing the proposed architecture. 
Finally, challenges for the transformation process are 
discussed. It is expected that the proposed smart city 
architecture is encouraging and could move the field from the 
pilot individual projects to the standardization model which 
consequently provide a universal perspective to the smart cities 
concept rather than having different understanding to the same 
concept in the pilot projects. A main future consideration is to 
apply the proposed architecture and evaluate the transformation 
process in a real-life example. Another future direction is to 
provide more details and recommendations for practical 
development to each component. 
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Abstract—Palembang Songket is an essential part of 

Indonesian cultural heritage, and its introduction and 

preservation present challenges, particularly in recognizing 

various motifs. This research introduces a novel strategy to 

optimize the performance of Convolutional Neural Networks 

(CNNs) by presenting a hierarchical integration of Ghost Module 

operations and Max Pooling, referred as Ghost Feature Maps. 

While the Ghost Module is effective in reducing parameters and 

enhancing feature extraction, it has limitations in filtering 

irrelevant information. To address this shortcoming, we propose a 

hierarchy in which Max Pooling works in conjunction with the 

Ghost Module, strengthening its performance by not only 

extracting dominant features but also eliminating excess, non-

essential information. This hierarchical design enables more 

efficient feature extraction, thus enhancing the model's 

recognition accuracy. By combining Ghost Modules and Max 

Pooling in a structured manner, this approach advances 

established methodologies and offers a new perspective on feature 

representation within CNN architectures. Utilizing a dataset of 10 

augmented classes of Palembang Songket motifs totaling 1000 

images, we conducted experiments using varying ratios of Ghost 

Feature Maps. The results indicate that a ratio of 2 achieves an 

impressive accuracy of 0.98 with minimal parameter reduction. 

Additionally, a ratio of 3 results in a 34% decrease in parameters 

while maintaining a competitive accuracy of 0.95. Ratios of 4 and 

5 continue to demonstrate robust performance, achieving 

accuracy levels of 0.93 while delivering over 60% reductions in 

model size and parameters. This research not only contributes to 

the optimization of CNN architectures but also supports the 

preservation of cultural heritage by improving the recognition 

capabilities of Palembang Songket motifs. 

Keywords—Convolutional neural network; ghost module; 

palembang songket motif; recognition 

I. INTRODUCTION 

One of the artistically significant pieces of Indonesian 
cultural heritage is Songket. The term "sungkit" which 
describes the process of embroidering gold and silver threads, 
is the source of the word "songket" [1]. Ten connected steps are 
involved in the production of Songket fabric, including thread 
dyeing, klose processing, lungsin coating, thread type selection, 
and weaving designs with lidi. Songket fabric has different 
characteristics and philosophies depending on its region of 
origin [2]. One of the Songket fabrics registered as an 
Indonesian Intangible Cultural Heritage is Palembang Songket 
[3]. Palembang Songket has various types of motifs. The motifs 
of Palembang Songket reflect its beauty, uniqueness, and 
traditional values. Palembang Songket faces challenges in its 
preservation because the motif recognition process still relies 

on manual or semi-automatic approaches that are vulnerable to 
human error and limitations. Successfully recognizing and 
understanding Palembang Songket motifs is essential for 
preserving local art and culture and has significant economic 
impacts through promoting Songket products in the global 
market. 

The problem of identifying Songket motifs has been 
addressed in the past by a number of feature extraction 
techniques, including Felzenzswalb segmentation [4], and Gray 
Level Co-occurrence Matrix (GLCM) [5]. These techniques are 
then combined with a variety of classifier algorithms, including 
Naive Bayes [6], Decision Tree [6], and Support Vector 
Machine (SVM) [5]. Even while these techniques have 
produced acceptable outcomes in certain situations, there are 
still a number of important drawbacks. The primary drawback 
of these methods is their dependence on manual feature 
extraction, which frequently results in challenges in capturing 
the crucial elements of the complex Songket motifs. 

Enhancement of motif identification performance is a 
promising area in deep learning. Convolutional Neural Network 
(CNN) models have demonstrated their capacity to recognize 
patterns in a variety of domains, including the identification of 
images. CNN has a lot of potential to improve Songket motif 
recognition. Applying CNN to motif recognition has the benefit 
of minimizing reliance on manual feature extraction by 
automatically extracting pertinent characteristics from data. 
Although there has been some prior research, not much has 
been accomplished in terms of training CNN to identify 
Songket motifs [7], [8]. The primary constraint is to the model's 
capability to manage intricate motif modifications, such as 
rotation, scaling, and distortion. The intricacy of Palembang 
Songket patterns is too great for a conventional CNN training 
model to handle. 

Due to their numerous convolution layers, CNNs have 
substantial computational costs. In each convolution layer, 
mathematical operations are conducted to each input in order to 
extract important properties from the input data. The number of 
convolution layers that are conducted therefore increases the 
amount of computing operations needed, which could result in 
significant computational expenses in terms of processing time 
and energy consumption [9], [10], [11].  Thus, the convolution 
operations of CNN can be assumed by the Ghost Module. By 
using a method called the Ghost Module, which involves 
joining convolution filters with smaller "ghost filters", the CNN 
model is able to retain a significant amount of representation 
information while requiring fewer calculations and parameters 
[12]. In order to improve the performance of Palembang 
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Songket motif recognition, this research suggests a novel 
method that incorporates the Ghost Module into the CNN 
architecture. 

The main contribution in this research is the introduction of 
Ghost Feature Maps through the integration of Ghost Module 
as a substitute for conventional convolutional layers, with Max 
Pooling applied hierarchically afterward. Ghost Feature Maps 
function to facilitate feature learning in CNN models, with the 
aim of increasing the efficiency of Palembang Songket motif 
recognition. In this hierarchical approach, Ghost Module is 
applied first to improve feature extraction efficiency by 
reducing computational complexity. Afterward, Max Pooling is 
used to further reduce spatial dimensions, enhancing 
computational efficiency and focusing on dominant features 
while suppressing irrelevant information. This combination 
reduces the number of parameters and model size while 
increasing accuracy performance. In addition, this study offers 
a solution to the challenge of recognizing complex Songket 
motif variations, such as rotation, scale, and deformation. This 
approach provides an innovative solution in addressing 
problems that have not been fully resolved in Palembang 
Songket motif recognition. 

The remaining content of the paper is organized as follows: 
Section II  discusses the related works in the field of Palembang 
Songket Motif, CNN and Ghost Module. Section III presents a 
detailed explanation of the proposed method. Section IV 
presents results and discussion, and performance. The last 
Section V summarizes the overall conclusion of the paper. 

II. LITERATURE REVIEW 

This section discusses the literature review of the 
Indonesian traditional fabrics, CNN, and Ghost Module 
research. 

A. Image-based Recognition of Indonesian Traditional 

Fabrics 

Sriani, Hasibuan, and Ananda [5] used SVM to classify 
Batu Bara Songket motifs, which are characterized by 
distinctive patterns such as Bunga Tanjung, Pucuk Betikam, 
Pucuk Cempaka, Pucuk Pandan, Tampuk Manggis, and Tolab 
Berantai. Gray-level texture features were extracted using the 
Co-Occurrence Matrix method, considering parameters like 
Contrast, Correlation, Energy, and Homogeneity. These 
extracted features were then processed as input for 
classification using the SVM. Despite the challenges, the study 
achieved a classification accuracy of 57% with 60 training data 
and 30 test data. 

Aprianti et al. [6] classified Lombok songket fabric motifs, 
which are characterized by geometric patterns, varying density, 
color, and motif positioning. The algorithms used included 
Naive Bayes and Decision Tree, tested with different pixel sizes 
to compare accuracy levels. The results showed that the Naive 
Bayes algorithm achieved the highest accuracy of 90% at a 
100×100 pixel size, while the Decision Tree algorithm was 
optimal at 400×400 pixels with the same accuracy. This 
approach demonstrated that combining algorithms with pixel 
size adjustments could significantly enhance motif recognition 
accuracy. 

Ariessaputra et al. [7] classified Lombok songket motifs 
using a Convolutional Neural Network (CNN) algorithm, 
demonstrating the potential of image processing for traditional 
fabric pattern recognition. The dataset consisted of 20 Lombok 
Songket images with identical motifs and colors, 14 with the 
same but different colors, and 10 with various motifs and 
colors. In the preprocessing phase, each image underwent 
resizing, followed by CNN layers for convolution, pooling, and 
fully connected operations. Data augmentation through 150-
degree rotations was applied to enhance model robustness. The 
results indicated that motif classification with consistent colors 
achieved an accuracy of 84%, highlighting the effectiveness of 
CNNs for identifying and distinguishing Lombok Songket 
motifs across varying visual parameters. 

Hambali, Mahayadi, and Imran [8] applied CNN to classify 
Lombok Songket motifs, focusing on Songket from two 
prominent Lombok regions, Sade and Pringgasela. The study 
utilized a dataset of 64 images, comprising 40 samples from 
Sade and 24 from Pringgasela. The model's testing results 
showed an accuracy of 86%, with 87% precision and 86% 
recall. These results demonstrated CNN's effectiveness in 
differentiating textures within traditional Songket fabrics, 
offering valuable insights for preserving and recognizing 
regional textile characteristics. 

Andrian et al. [13] used CNN architectures, including 
AlexNet, EfficientNet, LeNet, and MobileNet, to classify 
Lampung Batik motifs. The study utilized a dataset of 1000 
images representing ten distinct motifs, enhanced through 
preprocessing techniques like rotation, shifting, brightness 
adjustment, and zooming. The results showed that LeNet 
achieved the highest accuracy of 99.33%, highlighting its 
suitability for small datasets, while other architectures also 
demonstrated strong performance despite occasional 
classification errors due to motif similarities. 

Elvitaria et al. [14] proposed an ensemble deep learning 
method for batik image classification that combines texture 
feature extraction using Gray Level Co-occurrence Matrix 
(GLCM) with the Residual Neural Network (ResNet) 
classification model. By extracting texture features such as 
contrast, dissimilarity, and entropy using GLCM and 
combining them with ResNet, the proposed ensemble method 
achieved high performance, with accuracy, precision, recall, 
and F1-score all above 90%. The study demonstrated that the 
ensemble deep learning approach, particularly with the standard 
deviation feature, improved classification accuracy and can be 
applied to preserve batik culture digitally. 

Muliono, Iranita, and Syah [15] proposed a deep learning 
model for classifying traditional Batak Ulos fabrics, utilizing 
CNN to recognize and classify different Ulos motifs. The study 
employed the Modular Neural Network (MNN) to simplify 
complex computations, achieving an accuracy of 97.83% with 
a loss value of 0.0793 during training. The validation results 
showed a validation loss of 2.1885 and a validation accuracy of 
74.29%, demonstrating the model's strong performance while 
indicating areas for potential improvement in generalization. 

Overall, the studies reviewed highlight significant 
advancements in image-based recognition techniques for 
recognizing Indonesian traditional fabrics, such as Songket and 
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Batik. Various machine learning models, including SVM, 
Naive Bayes, Decision Trees, CNN, and ensemble deep 
learning methods, have been applied to address the challenges 
of recognizing intricate fabric patterns characterized by texture, 
color, and motif positioning. These findings underscore the 
potential of image-based recognition systems in advancing the 
digital preservation and recognition of traditional Indonesian 
fabrics, offering valuable contributions to the cultural heritage 
field. 

B. Ghost Module and CNN 

Han et al. [12] proposed the Ghost Module in their research 
to produce feature maps with low computational costs, thereby 
simplifying the architecture of conventional CNN. GhostNet, 
built using the Ghost Module, demonstrated better recognition 
performance than MobileNetV3, with an accuracy of 75.7% on 
the ImageNet ILSVRC-2012 dataset. According to these 
results, the Ghost Module has the potential to be an efficient 
solution that can be added to current CNN networks. 

Wang and Li [16] discussed the creation of a CNN model to 
enhance recognition systems' efficiency. This study used the 
GhostNet and Convolutional Block Attention Module (CBAM) 
methods. GhostNet and Ghost Bottleneck improved the model's 
capacity to extract significant image characteristics. 
Furthermore, employing GhostNet resulted in fewer parameters 
while retaining good accuracy. 

Zhao and Cheng [17] proposed a more efficient approach 
that minimizes computation compared to traditional CNN by 
merging the Yolov5 model and GhostNet. This method 
increases processing speed and accuracy. The proposed 
approach's performance test showed that it achieved high 
detection accuracy while needing less memory and compute. 
Overall, this study provides a solution for image identification 
for human security screening purposes. This framework is also 
done for vehicle detection [18]. 

Huangfu, Li, and Yan [19] proposes the Ghost-YOLO v8 
algorithm to improve the detection of surface floating litter in 
artificial lakes. This efficient and lightweight algorithm 
includes an SE mechanism for better feature extraction, a small-
target detection layer to reduce semantic loss, and a GhostConv 
module to decrease computational demands. 

Fang, Chen, and He [20] suggested an efficient CNN 
solution for facial expression recognition called Ghost-based 
Convolutional Neural Network (GCNN). This approach seeks 
to overcome CNN-related overfitting concerns. The Ghost 
Module architecture is less computationally expensive since it 
may minimize the number of parameters while producing more 
feature maps than CNN approaches. Based on this research, 
GCNN can efficiently extract and classify face expression 
features. 

Alansari et al. [21] introduced Lightweight Face 
Recognition using GhostFaceNets, which requires less 
processing than normal CNN models. GhostFaceNets is a very 
accurate and efficient face recognition system. The proposed 
method was tested using a variety of datasets, including LFW, 
AgeDB-30, IJB-B, IJB-C, and MegaFace. GhostFaceNets uses 
the Ghost Module method to execute linear modifications on 

feature maps, resulting in better and more thorough feature 
extraction. 

Luan, Mu, and Yuan [22] addresses challenges in Online 
Signature Verification (OSV), by proposing the one-
dimensional Ghost-ACmix Residual Network (1D-ACGRNet). 
The network is designed to combine convolution with a self-
attention mechanism to effectively capture both global and 
local signature features. Simplification of operations is 
achieved through the Ghost-based Convolution and Self-
Attention (ACG) block, which reduces computational load. 
Significant accuracy improvements are shown in experiments 
on the MCYT-100 and SVC-2004 Task2 datasets, with equal 
error rates reaching as low as 0.91% for genuine and forged 
signatures. 

Paoletti et al. [23] conducted Hyperspectral Image 
Classification (HSI) which is one of the remote sensing 
techniques used in Earth observation for health, robotic vision, 
and quality control. The challenge in HSI is that each HSI 
image has hundreds of spectral bands that produce large 
amounts of data, requiring high computation. This study 
introduces an approach by combining ghost-module 
architecture and CNN. Test results show that using Ghost 
module can reduce HSI's cost and computation time. 

Tang et al. [24] proposed an efficient mechanism called 
DFC attention is proposed, using GhostNetV2. GhostNetV2 
can overcome limitations in conventional CNN methods. In 
testing, GhostNetV2 showed better performance than CNN 
architecture, achieving an accuracy of 75.3% on the ImageNet 
dataset, with efficient FLOPs. Therefore, GhostNetV2 is the 
right choice for mobile applications requiring efficiency and 
high performance. 

Liu et al. [25] investigated effective training strategies for 
compact neural networks to address performance gaps and 
proposed GhostNetV3. The strategy focused on essential 
methods, including re-parameterization to improve efficiency, 
knowledge distillation to enhance smaller model performance 
through learning from larger models, and optimized learning 
schedules and data augmentation to increase training data 
diversity. As a result, GhostNetV3 achieves an optimal balance 
between accuracy and inference costs. 

He et al. [26] proposed the Ghost module-based convolution 
network approach for superresolution (SR) in satellite video in 
this research. This approach is called Ghost module-based 
video SR (GVSR) and consists of two main modules: the 
preliminary image generation module and the SR results' 
reconstruction module. Experimental results on Jilin-1 and 
OVS-1 videos show that this method is superior in quality and 
quantity to other Deep Learning methods. 

Liu et al. [27] introduced a new approach for hyperspectral 
image classification called Ghost module extended 
morphological profile (GhostEMP), which employs Ghost 
Module and extended morphological profile (EMP) features. 
This method can reduce model complexity and the amount of 
calculations, hence increasing operational efficiency. The 
experimental results suggest that this strategy effectively 
preserves model performance by maximizing hyperspectral 
data features. Not only does it apply to hyperspectral data, but 
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it also utilizes the Ghost Features Network (GFN) for super-
resolution by cascading residual-in-residual ghost blocks [28]. 

The studies emphasize the effectiveness of the Ghost 
Module in enhancing the efficiency of deep learning models for 
diverse applications, including image recognition and 
hyperspectral image processing. GhostNet and its variants, such 
as GhostNetV2 and GhostNetV3, have significantly improved 
accuracy while reducing computational complexity. These 
advancements make Ghost Module in GhostNet architecture a 
valuable solution for high-performing applications with 
minimal resource usage. 

III. METHODOLOGY 

A. Dataset 

The dataset used in this research consists of 10 classes of 
Palembang Songket motifs, namely Bintang Berantai, Bunga 
Cina, Bunga Jatuh, Cantik Manis, Jando Beraes, Kenanga 
Makan Ulat, Naga Besaung, Nampan Perak, Pacar Cina, and 
Pulir. The motif images were captured using a Canon 7D DSLR 
camera equipped with a Canon EF 70-200mm F2.8 lens, Canon 
Speedlite 600 Mark II, and tripod, with a consistent portrait 
distance of 45 cm from the object and a front-facing angle of 0 
degrees. A total of 50 Songket fabrics were photographed and 
thoroughly validated by a Songket motif expert. The expert 
ensured that each image was following the traditions and 
authenticity of Palembang Songket culture. 

 

Fig. 1. Dataset of palembang songket motif. 

The Palembang Songket motif photos were cropped to 2048 
x 2048 pixel size with 300 dpi resolution, and then augmented. 

Augmentation techniques applied include rotation, scaling, and 
horizontal and vertical flipping, as these techniques are more 
suitable for the complex patterns of Songket and do not alter the 
basic motif design. This augmentation technique produces a 
total of 1000 images, with each motif containing 100 images 
that correspond to the Palembang Songket motif collection with 
geometric patterns, as shown in Fig. 1. Afterwards, the images 
were resized to 256 × 256 for use as input in the CNN 
architecture with Ghost Feature Maps. As part of the 
preprocessing stage, each Songket motif image was resized to 
256 x 256 pixels to ensure uniform image sizes. 

B. Proposed Method 

The proposed model architecture can be divided into two 
major components, namely feature learning and classification, 
each responsible for different aspects of its functionality. Fig. 2 
illustrates the architecture of the proposed model. 

 

Fig. 2. CNN architecture with ghost feature maps. 

1) Feature Learning: The process starts with applying 

Ghost Feature Maps. This layer is designed to extract feature 

maps efficiently by generating primary feature maps and 

applying simple transformations to produce additional maps. 

The objective here is to capture essential patterns in the data 

while minimizing computational resources and parameters, 

making the approach both efficient and effective. Following 

this, the extracted feature maps are processed by a Flatten layer. 

The Flatten layer transforms these high-dimensional feature 

maps into a one-dimensional vector, which is necessary for 

subsequent classification layers. The Flatten layer ensures that 

all the spatial information captured during the feature learning 

process is retained but represented in a format compatible with 

fully connected (dense) layers. 

2) Classification: The classification phase includes three 

Fully Connected (Dense) layers. The first two Dense layers 

each consist of 512 neurons and use the ReLU activation 

function to introduce non-linearity, enabling the model to learn 
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more complex relationships in the data. These layers take the 

flattened feature vector from the feature learning phase and 

process it further to identify the patterns necessary for 

classification. To address the risk of overfitting, the model 

incorporates two Dropout layers after the first and second 

Dense layers. Dropout randomly turns off 50% of the neurons 

during each training iteration, encouraging the model to learn 

more robust and generalized features by not overly relying on 

specific neurons. The final step involves a third Dense layer, 

the output layer. This layer contains ten neurons, corresponding 

to the 10 Palembang Songket motifs being classified. It uses the 

softmax activation function to generate a probability 

distribution across the ten classes, with the class having the 

highest probability selected as the predicted motif. 

C. Ghost Module 

The GhostNet architecture, which features a layer known as 
the Ghost bottleneck, was the primary inspiration for this work. 
The Ghost bottleneck combines the Ghost module, a batch 
normalization, two or three Ghost Modules in a row, and then 
interleaved depthwise convolution, batch normalization, and 
ReLU activation [12]. However, in this research, only the Ghost 
module is employed without the full implementation of the 
Ghost bottleneck. 

The dataset is a Palembang Songket pattern and it is unique 
and thus very rare, so it is hard to get a lot of data. Batch 
normalization was excluded from the Ghost Module. Instead, 
the Ghost Module was used alone, assuming that its simplicity 
would adequately convey the distinctive qualities of the 
Palembang Songket motifs without the added complication of 
the Ghost bottleneck. 

The Ghost module consists of multiple phases, including 
primary convolution, cheap convolution, feature concatenation, 
and channel trimming. Each of these levels contributes 
significantly to the module's efficiency by reducing the amount 
of parameters and computational complexity while maintaining 
overall network performance. The Ghost module is a way to 
create more feature maps while doing fewer computations than 
usual, which is very helpful in deep learning models. Fig. 3 
shows how the Ghost module works. 

 

Fig. 3. Ghost module workflow. 

1) Primary convolution: In the initial stage, the Ghost 

module conducts feature extraction through a primary 

convolution operation. This convolutional process decreases 

the number of output channels by a defined reduction ratio, 

denoted as 𝑟, which indicates the degree of parameter reduction 

in comparison to a typical convolution operation. If the desired 

number of output channels is 𝐶𝑜𝑢𝑡, the output channels from the 

primary convolution, 𝐶𝑐ℎ𝑒𝑎𝑝 are calculated in Eq. (1). 

 𝐶𝑐ℎ𝑒𝑎𝑝 =
𝐶𝑜𝑢𝑡

𝑟
 (1) 

This convolution employs a kernel size of 𝑘 × 𝑘, where 𝑘 
represents the kernel dimension. It is applied with the same 
padding to maintain the input's spatial dimensions. A ReLU 
activation function is applied after the convolution to introduce 
non-linearity, enabling the model to capture more complex 
patterns. The mathematical expression for this step is calculated 
in Eq. (2). 

 𝑷 = 𝜎(𝑿 ∗ 𝑾𝟏 + 𝒃) (2) 

Where, 𝑿 is the input, 𝑾𝟏 is the convolution filter of size 
𝑘 , 𝒃  is the bias term, and 𝜎  represents the ReLU activation 
function. The result of this process, 𝑷, contains features with 
𝐶𝑐ℎ𝑒𝑎𝑝  channels, representing a portion of the total desired 

channels, 𝐶𝑜𝑢𝑡. 

2) Cheap convolution: In the next stage, the features 

produced by the primary convolution undergo a second 

convolution process using a depthwise convolution. This 

operation processes each feature channel independently, 

meaning each channel is convolved with a separate filter, which 

reduces computational cost while generating additional feature 

details. The depthwise convolution is applied with a kernel size 

of 𝑘 × 𝑘 , where 𝑘  is the size of the depthwise kernel. The 

output of this process can be calculated in Eq. (3). 

 𝑪 = 𝜎(𝑷 ∗ 𝑾𝟐) (3) 

Where 𝑾𝟐  is the depthwise convolution filter applied to 
each feature channel in 𝑷, and 𝑪 represents the output of this 
operation. A ReLU activation function (𝜎) is also applied to 
maintain non-linearity in the feature representation. The Ghost 
module enriches the features with minimal computational 
overhead compared to full convolutions by using depthwise 
convolution, contributing to a more efficient model. 

3) Feature Concatenation: Following the two convolution 

processes, the outputs from the primary and depthwise 

convolutions are aggregated. Feature aggregation combines 

these outputs to create a richer feature representation, merging 

primary and additional features into a single output set. If the 

output of the primary convolution is denoted as P and the output 

of the depthwise convolution as C, the aggregation process can 

be expressed mathematically in Eq. (4). 

 𝑶 = [𝑷, 𝑪] (4) 

Where 𝑶  represents the aggregation output, and the 
notation [. , . ]  signifies concatenation along the channel 
dimension. This aggregation ensures that the final feature set 
captures both the main and additional details from the input, 
leading to a more informative feature representation without 
significantly increasing computational complexity. 
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4) Channel Trimming: The final stage is channel trimming 

to ensure that the number of output channels corresponds to the 

target, 𝐶𝑜𝑢𝑡. After feature aggregation, the number of channels 

may surpass the target number. Channel trimming is done to 

keep only the necessary 𝐶𝑜𝑢𝑡 channels. If the aggregated feature 

map 𝑶 has 𝐶𝑐𝑜𝑛𝑐𝑎𝑡  channels, where 𝐶𝑐𝑜𝑛𝑐𝑎𝑡 > 𝐶𝑜𝑢𝑡, only retain 

the first 𝐶𝑜𝑢𝑡 channels that can be represented as in Eq. (5). 

 𝒀(𝑖, 𝑗) = 𝑶(𝑖, 𝑗, 1: 𝐶𝑜𝑢𝑡) (5) 

Where, 𝑶(𝑖, 𝑗, 1: 𝐶𝑜𝑢𝑡)  denotes selecting the first 𝐶𝑜𝑢𝑡 
channels from the aggregated feature map 𝑶, where 𝑖 and 𝑗 are 
the spatial indices of the feature map. The operation trims the 
excess channels, ensuring the correct output dimensionality, 
thus providing an output feature map 𝒀 with dimensions 𝐻 ×
𝑊 × 𝑁, where 𝐻 and 𝑊 are the height and width of the spatial 
dimensions, and 𝑁  is the number of required channels. This 
trimming guarantees that the final output size is consistent with 
the architecture's design without unnecessarily increasing 
computational costs. 

D. Ghost Feature Maps 

The proposed Ghost feature maps, illustrated in Fig. 4, 
integrate Ghost modules with Max Pooling. In CNNs, multiple 
filters are applied within each convolutional layer to extract 
various features [29]. These convolutional and pooling layers 
are arranged sequentially, forming a hierarchical structure that 
progressively captures and reduces feature dimensions [30]. In 
this research, traditional convolutional layers are replaced by 
Ghost modules, which provide a more efficient alternative 
while maintaining the standard CNN architecture. Utilizing a 
ratio (𝑟) parameter can generate more features from input with 
significantly fewer parameters. This research uses a kernel size 
𝑘 of 3 for both the primary [12] and depthwise convolution in 
the Ghost module, with the bias 𝒃 set to 0. For instance, in the 
first layer, Ghost Module (32, r = 2) produces 32 features using 
only half the parameters conventional convolution requires. 
This not only accelerates training but also reduces the risk of 
overfitting. Additionally, as the number of features increases in 
subsequent Ghost Modules (32, 64, 128, 512), the model 
captures more complex variations in the input data. Increasing 
the feature channels as the network deepens enriches 
representation and allows the model to learn more abstract 
features. 

Max pooling then is strategically applied after each Ghost 
module to reduce the dimensionality of the features 
significantly extracted. It also greatly reduces computational 
complexity in later layers, allowing the model to focus on the 
most dominant features, significantly improving its 
generalization ability. Max pooling's function in promoting 
invariance makes the model much more robust to small 
rotational or translational changes in the input data, which is 
very important in pattern recognition problems, where such 
variations are the norm. This makes the audience feel more 
confident that the model is not only efficient but strong as well. 

 

Fig. 4. Ghost feature maps workflow. 

Doing that four times, Ghost module and max pooling, 
gives even more advantages. Every pair builds a pyramid of 
feature representation. As the layers get deeper, the learned 
feature hierarchies become more and more complex, starting 
from simple features in the lower layers to more abstract 
representations in the higher layers. The architecture actually 
exploits this by using a Ghost module and then max pooling 
right after to ensure maximum feature extraction, but without 
losing any computational efficiency. 

E. Parameter Distribution of Proposed Model Architecture 

The distribution of parameters in the proposed CNN 
model's layer structure is presented in Fig. 5. Fig. 5 illustrates a 
comparative analysis of the total number of parameters between 
standard 2D convolutional (Conv2D) and Ghost module layers 
with varying expansion ratios (2 to 5). The Conv2D layer has 
the highest parameter count at 683,584, indicating its 
substantial computational complexity. In contrast, the Ghost 
module layers demonstrate a progressive reduction in the 
number of parameters as the expansion ratio increases, with 
344,736 parameters at a ratio of 2; 150,633 at a ratio of 3; 
87,120 at a ratio of 4, and 54,603 at a ratio of 5. This trend 
highlights the efficiency of Ghost module in significantly 
reducing parameter count while maintaining performance. The 
results suggest that higher Ghost module ratios can drastically 
minimize the model's computational load, offering a more 
resource-efficient alternative to traditional Conv2D layers. This 
parameter reduction is advantageous for applications with 
limited computational resources without compromising the 
model's representative capacity. 
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Fig. 5. Comparison of total parameters by layer type. 

F. Experimental Setup 

The experimental setup is to test the Ghost Feature Maps 
with ratios of 2, 3, 4, and 5 [12] versus Conv2D layers for image 
classification. The research will utilize a dataset of Palembang 
Songket motif images organized into ten distinct classes, with 
the data split structured as 80% for training, 10% for validation, 
and 10% for testing purposes. A single learning rate of 0.001 
and a batch size of 32 will be employed, with the Adam 
optimizer selected for model training over 50 epochs. 

The model architectures will encompass Ghost Modules for 
each specified ratio, followed by a Flatten layer, three Dense 
layers, and a Dropout for regularization. In parallel, a standard 
2D convolutional model will be constructed with a similar 
architectural framework to facilitate direct comparison. 

The evaluation will follow some standards: accuracy, 
precision, recall, and F1-score. The experimental procedure 
will also preprocess the data so the dataset is normalized and a 
consistent input is entered into the model. After training, 
however, all models will be tested thoroughly on the test set, 
and a complete analysis will be done comparing Ghost Feature 
Maps to normal convolutional layers and examining how 
variations in hyperparameters affect the model's overall 
performance. 

G. Classification Performance 

Many different performance measures are used to assess the 
classification models effectiveness. Some more common ones 
are accuracy, precision, recall, F1-score, and overall accuracy. 
They all express the model's capability to classify the 
Palembang Songket patterns differently.  

1) Accuracy: simply the ratio of correct predictions to the 

total number of instances [31]. The accuracy value can be 

calculated using Eq. (6). 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (6) 

2) Precision: a measure used to determine how accurate the 

model is in its predictions. It is calculated by dividing the 

number of true positives by the number of predicted positives. 

Precision is the number of true positives divided by the total 

number of positives the model predicted [31]. The precision 

value can be calculated using Eq. (7).  

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (7) 

3) Recall: is the model's ability to find all the true positives. 

It is the percentage of positive examples that the model 

correctly labels [31]. The recall value can be calculated using 

Eq. (8). 

 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (8) 

4) F1-Score: is the harmonic mean of precision and recall, 

used as a single value to balance precision and recall [31]. It can 

be calculated using Eq. (9). 

 𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (9) 

5) Overall accuracy: is simply the number of correct 

predictions divided by the total number of samples over all of 

the classes. It is especially useful when performing multiclass 

classification [31]. The overall accuracy value can be calculated 

using Eq. (10). 

 𝑂𝑣𝑒𝑟𝑎𝑙𝑙 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
∑ 𝑇𝑃+∑ 𝑇𝑁

∑ 𝑇𝑃+∑ 𝑇𝑁+∑ 𝐹𝑃+∑ 𝐹𝑁
 (10) 

IV. RESULTS AND DISCUSSION 

A. Results 

A comparison of two Convolutional Neural Network 
models using Conv2D layers optimized with Ghost Module 
produces significant differences. This difference can be seen 
from the pattern of accuracy or loss that is difficult to stabilize 
and fluctuations increase towards several epochs when 
considering training and validation data. The Conv2D model 
(Fig. 6) in the accuracy and loss graph has four sharp 
fluctuations in several epochs. The increasing loss and accuracy 
fluctuations indicate that the model chooses unstable 
predictions under certain conditions. This pattern indicates the 
difficulty of the model in identifying patterns in data that are 
consistent for each epoch in training and validation data. This 
condition affects the process to remain stable so that the model 
cannot generalize to new data.  

When given the Ghost Module (Fig. 7), some fluctuations 
in the learning process appear better. The number of sharp 
fluctuations decreases from four to two, and all remaining 
conditions are flatter. This effect indicates that the Ghost 
Module can make the model stable for each epoch so that the 
trend of decreasing loss becomes more stable and accuracy 
increases continuously. The remaining training and validation 
data provide smoother and less extreme patterns like the 
Conv2D model so that it can detect better patterns each epoch. 
In addition, the validation data also looks better by decreasing 
the trend in several epochs. Accuracy increases more stably, 
and the loss decreases, making the learning model more 
effective on data without overfitting training and validation 
data. Overall, Ghost Module can provide a stable model and 
reduce sharp fluctuations as evidenced by more stable accuracy 
and decreased loss in training and validation datasets. 
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Fig. 6. Training and validation performance, Conv2D. 

 
Fig. 7. Training and validation performance, Ghost Feature Maps (r = 2). 

Furthermore, based on Fig. 8, the accuracy and loss results 
for the training and validation process of the Ghost Module 
model with a ratio of 3 are similar to the Ghost Module model 
with a ratio of 2. However, at ratio 3, the graph shows slightly 
inconsistent accuracy and loss fluctuation in training and 
validation. This occurs at epochs 40 to 50, where a gap begins 
to widen slightly in the accuracy and loss values for the training 
and validation processes. From the training model graph results, 
it can be seen that this model can still learn the Palembang 
Songket motif data well, where there are still similarities in the 
fluctuations in accuracy and loss values with the Ghost module 
ratio 2. 

 

Fig. 8. Training and validation performance, Ghost Feature Maps (r = 3). 

For the performance results of the Ghost module with a ratio 
of 4 in Fig. 9, the fluctuations in loss values for the training and 
validation processes begin to increase. At least starting from 
epochs 10 to 20, there have been quite large fluctuations, but 
for the following epochs up to 50, the loss value begins to 
decrease. Compared to ratio 3, the Ghost module for ratio 4 
tends to be less stable at epochs 30 to 50. In this epoch range, a 
gap begins to move away from the accuracy and loss values. 
The results of ratio four show that the training model began to 
experience a decrease in performance for the classification of 
Palembang Songket motifs compared to ratio 3. 

 
Fig. 9. Training and validation performance, Ghost Feature Maps (r = 4). 
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Fig. 10. Training and validation performance, Ghost Feature Maps (r = 5). 

At ratio five shown in Fig. 10, the performance of the Ghost 
Module shows a wider gap for accuracy and loss values. This is 
almost the same as ratio four, where the condition of the 
training model experienced quite large fluctuations from epoch 
30 to 50. However, more significant fluctuations occurred in 
epoch 40 to 50 compared to ratios 2, 3, and 4. This is due to a 
significant reduction in the number of parameters in the Ghost 
module, so it cannot capture the pattern of the Palembang 
Songket motif features. 

 
Fig. 11. Visualization of Conv2D feature maps. 

 
Fig. 12. Visualization of Ghost Feature Maps. 

Another way to test the model is to visualize the feature 
maps and see what kind of features the model has learned from 
the Palembang Songket motif image. The visualization results 
are then compared with the CNN model with standard Conv2D 
and Ghost Feature Maps. As shown in Fig. 11, the visualization 
results of the feature maps that the CNN model with Conv2D 
produced have a lot of dark spots and only a few obvious motif 
feature patterns using this trained model. It turns out that even 
with the trained model it is still hard to get the Palembang 
Songket motif pattern. 

As seen in Fig. 12, unlike the regular CNN model with 
Conv2D, the CNN model with Ghost Feature Maps can actually 
yield clearer feature maps than the regular CNN model. As 
evidence by the feature map of the Ghost feature map, it 
performs better than the normal Conv2D. The CNN model with 
ghost really brings out the Songket motif pattern in many 
places. The shape and edge features are more distinct than in 
the regular CNN model. This is good because it will allow the 
model to learn to recognize the intricate Palembang Songket 
pattern much more accurately than the old Conv2D model. 

Table I shows the results of the comparison of the 
classification performance of the CNN model with Ghost 
Feature for 10 classes of Palembang Songket motifs. Compared 
to CNN with Conv2D, CNN with Ghost feature (ratio 2) is able 
to provide better classification performance. This is proven by 
the increase in accuracy, precision, recall, and f1-score for all 
classes of Palembang Songket motifs. For the Songket Bintang 
Berantai motif, there was an increase in accuracy from 0.94 to 
0.98, precision from 0.63 to 0.83, recall remained at 1.00, and 
f1-score from 0.77 to 0.91. Furthermore, the Bunga Jatuh motif 
increased with accuracy from 0.99 to 1.00, precision remained 
at 1.00, recall from 0.90 to 1.00, and f1-score from 0.95 to 1.00. 
Then, the Kenanga Makan Ulat motif increased with accuracy 
from 0.98 to 1.00; precision remained at 1.00, recall from 0.80 
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to 1.00, and f1-score from 0.89 to 1.00. After that, for the Naga 
Besaung motif, accuracy increased from 0.95 to 0.98, precision 
from 0.86 to 1.00, recall from 0.60 to 0.80, and f1-score from 
0.71 to 0.89. Then, for the Nampan Perak motif, there was an 
increase in accuracy from 0.98 to 1.00, precision from 0.90 to 
1.00, recall from 0.90 to 1.00, and f1-score from 0.90 to 1.00. 
The rest, the Bunga Cina, Cantik Manis, Jando Beraes, Pacar 
Cina, and Pulir motifs, did not increase because they were 
already very well recognized. 

Table II shows the results of the overall comparison of the 
performance of the CNN model with Ghost Feature. The 

comparison consists of total parameters, overall accuracy, and 
model size. The total parameters referred to are the overall 
parameters used from the input layer to the output layer, namely 
ghost feature maps, flatten, up to the fully connected layer. 
Based on the results in Table II, it was found that the CNN 
model with Ghost Feature provided an overall accuracy of 0.98 
with fewer total parameters compared to the CNN model with 
Conv2D which had an overall accuracy of 0.92. In addition, the 
CNN model with Ghost Feature ratios of 4 and 5 was able to 
provide the same overall accuracy of 0.93 with much more 
reduced parameters with a smaller model size.

TABLE I.  COMPARISON OF MODEL PERFORMANCE BASED ON PALEMBANG SONGKET MOTIF CLASS 

Songket Motif 

Accuracy Precision Recall F1 – Score 

Conv2D 
Ghost 

Feature 
Conv2D 

Ghost 

Feature 
Conv2D 

Ghost 

Feature 
Conv2D 

Ghost 

Feature 

Bintang Berantai 0.94   0.98  0.63   0.83  1.00   1.00  0.77   0.91  

Bunga Cina 1.00   1.00  1.00   1.00  1.00   1.00  1.00   1.00  

Bunga Jatuh 0.99   1.00  1.00   1.00  0.90   1.00  0.95   1.00  

Cantik Manis 1.00   1.00  1.00   1.00  1.00   1.00  1.00   1.00  

Jando Beraes 1.00   1.00  1.00   1.00  1.00   1.00  1.00   1.00  

Kenanga Makan Ulat 0.98   1.00  1.00   1.00  0.80   1.00  0.89   1.00  

Naga Besaung 0.95   0.98  0.86   1.00  0.60   0.80  0.71   0.89  

Nampan Perak 0.98   1.00  0.90   1.00  0.90   1.00  0.90   1.00  

Pacar Cina 1.00   1.00  1.00   1.00  1.00   1.00  1.00   1.00  

Pulir 1.00   1.00  1.00   1.00  1.00   1.00  1.00   1.00  

TABLE II.  COMPARATIVE RESULTS OF THE PROPOSED METHOD 

Model 
Total 

Parameters 

Overall 

Accuracy 

Model Size 

(MB) 

CNN with Conv2D 68,060,746 0.92 259.63 

CNN with Ghost 

Feature (r = 2) 
67,721,898 0.98 258.34 

CNN with Ghost 

Feature (r = 3) 
44,983,411 0.95 171.60 

CNN with Ghost 

Feature (r = 4) 
33,909,850 0.93 129.36 

CNN with Ghost 

Feature (r = 5) 
27,061,049 0.93 103.23 

B. Discussion 

A comparison was also conducted with two previous studies 
on Songket motif classification using CNN-based methods, as 
summarized in Table III. Ariessaputra et al. [7] utilized a CNN 
architecture comprising Conv2D, Max Pooling, and Fully 
Connected layers, while Hambali et al. [8] implemented a CNN 
model with additional Dropout layers to enhance 
generalization. Both approaches leveraged CNN's feature 
extraction and classification capability for traditional fabric 
patterns. These studies highlight the relevance of CNN 
architectures for motif recognition, providing a contextual 
foundation for evaluating the proposed method's design and 
performance. 

TABLE III.  METHOD COMPARISON 

Authors Methods Dataset 
Overall 

Accuracy 

Ariessaputra et al. 

[7] 

CNN (Conv2D, 

MaxPooling, 

Fully 
Connected) 

Lombok 

Songket 

Motifs 
0.84 

Hambali et al. [8] 

CNN (Conv2D, 

MaxPooling, 

Dropout, Fully 

Connected) 

Lombok 

Songket 
Motifs 

0.86 

Ours 

CNN with 

Ghost Feature 

(r = 2) 

Songket 

Palembang 

Motifs 

0.98 

Each method has its strengths and limitations. However, the 
proposed approach, which retains the basic CNN architecture 
with Dropout but replaces Conv2D and Max Pooling with 
Ghost Feature maps involving the Ghost Module and Max 
Pooling, shows improved performance over the previous 
studies. The hierarchical combination of Ghost Module and 
Max Pooling in the proposed method leads to better 
classification results compared to the state-of-the-art methods 
from Ariessaputra et al. [7] and Hambali et al. [8]. This 
improvement highlights the effectiveness of the proposed 
method in enhancing motif recognition accuracy. 

In addition to key parameters such as the learning rate and 
batch size, the experiment also involved setting a Dropout rate 
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of 0.5 in the dense layer. This configuration aimed to improve 
the model's generalization in recognizing complex and diverse 
Songket motifs. During training, Dropout randomly deactivates 
units, helping the model learn feature representations that are 
more adaptive to the distinctive patterns of Songket motifs, 
such as geometric curves and overlapping color variations. 

The proposed model addresses the limitations of previous 
approaches by integrating the Ghost Module and a hierarchical 
combination of Max Pooling, which significantly enhances the 
efficiency of dominant feature extraction without losing the 
primary characteristics of motif patterns. Unlike conventional 
convolutional layers that rely on a large number of parameters, 
this model leverages the Ghost Module for a more lightweight 
feature generation mechanism, while the hierarchical 
integration of Max Pooling reduces redundancy and ensures a 
more focused feature extraction process. This approach not 
only improves efficiency in filtering less relevant features but 
also strengthens the model's ability to capture intricate patterns, 
especially in motifs with significant visual similarities and 
minor variations. With this structure, the model demonstrates 
enhanced efficiency and effectiveness in recognizing Songket 
motifs. 

V. CONCLUSION 

The use of Ghost feature maps, which involve the Ghost 
module, in the CNN model leads to a significant reduction in 
the number of parameters and the model size compared to 
traditional CNNs utilizing Conv2D. This efficiency is 
highlighted by the model achieving an impressive accuracy of 
0.98 at a ratio of 2, with only a minor parameter reduction of 
about 0.5% and a slightly smaller model size. However, as the 
ratio of Ghost feature maps increases, a further decrease in 
parameters and model size occurs, accompanied by a decline in 
accuracy. Specifically, a ratio of 3 results in a 34% reduction in 
parameters but lowers accuracy to 0.95. Ratios 4 and 5 stabilize 
accuracy at 0.93 while achieving over 60% reductions in model 
size and parameters compared to the Conv2D model. Thus, a 
trade-off between accuracy and model size becomes evident, 
particularly at a ratio of 3, where significant size reductions are 
achieved with only a slight impact on accuracy. 

The proposed Ghost Feature maps in this model are 
constructed hierarchically through a combination of Ghost 
Modules and Max Pooling, applied four times. Each pair forms 
a pyramid-like feature representation, allowing the model to 
learn increasingly complex feature hierarchies as the depth of 
the layers increases. However, the optimal number of feature 
repetition levels required for achieving the best performance 
remains to be explored. Future research should investigate 
whether adding deeper hierarchical layers could reduce 
performance or significantly improve recognition accuracy. 
Therefore, further development of deeper architectures and 
evaluation at various layer depths is necessary to determine 
whether this approach can significantly improve Songket motif 
recognition. 
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Abstract—Cloud computing is an Internet-based computing 

paradigm where virtual servers or workstations are offered as 

platforms, software, infrastructure, and resources. Task 

scheduling is considered one of the major NP-hard problems in 

cloud environments, posing several challenges to efficient resource 

allocation. Many metaheuristic algorithms have been extensively 

employed to address these task-scheduling problems as discrete 

optimization problems and have given rise to some proposals. 

However, these algorithms have inherent limitations due to local 

optima and convergence to poor results. This paper suggests a 

hybrid strategy for organizing independent tasks in heterogeneous 

cloud resources by incorporating the Butterfly Optimization 

Algorithm (BOA) and Flower Pollination Algorithm (FPA). 

Although BOA suffers from local optima and loss of diversity, 

which may cause an early convergence of the swarm, our hybrid 

approach outperforms such weaknesses by exploiting a 

mutualism-based mechanism. Indeed, the proposed hybrid 

algorithm outperforms existing methods while considering 

different task quantities with better scalability. Experiments are 

conducted within the CloudSim simulation framework with many 

task instances. Statistical analysis is performed to test the 

significance of the obtained results, which confirms that the 

suggested algorithm is effective at solving cloud-based task 

scheduling issues. The study findings indicate that the hybrid 

metaheuristic algorithm could be a promising approach to 

improving resource utilization and optimizing cloud task 

scheduling. 

Keywords—Task scheduling; cloud computing; butterfly 

optimization algorithm; flower pollination algorithm; mutualism 

I. INTRODUCTION 

Cloud computing is an Internet-based approach that enables 
elastic, easy-to-scale access to a broad set of resources, 
including storage, computing, and networking applications 
delivered via the Internet [1]. In contrast to traditional systems, 
dependent on locally stored resources, cloud computing allows 
flexible and scalable access to resources from any location. 
There are three main service configurations: Platform as a 
Service (PaaS), Infrastructure as a Service (IaaS), and Software 
as a Service (SaaS) [2]. IaaS involves virtualized assets 
accessible through the internet, offering elementary amenities 
like servers, storage facilities, and networking, empowering 
companies to expand slanted utopias without trusting physical 
devices [3].  

While IaaS provides virtualized computing resources, PaaS 
is an extension that offers developers a platform complete with 

tools and frameworks [4]. This allows the developer to create, 
evaluate, and launch applications without explicitly managing 
the underlying infrastructure. SaaS directly delivers ready-to-
consumer applications to end-users, including email, CRM, and 
collaborative software, accessed via web browsers [5]. 
Together, these models catalyze innovation and cost-efficiency 
in sectors by allowing companies to lessen their IT overhead, 
hasten product deployment, and respond dynamically to market 
demands. 

Scheduling tasks in cloud computing belongs to 
fundamental NP-hard problems that need to be solved to ensure 
better efficiency in resource allocation within virtual 
environments [6]. This problem falls under the combinatorial 
optimization class wherein multiple heterogeneous tasks must 
be assigned to available resources for maximum efficiency [7]. 
As finding an optimal resource allocation problem in 
scheduling tasks with different requirements is often 
combinatorial, more advanced strategies provide an alternative 
to conventional approaches. Common objectives in task 
scheduling include reducing execution time (or makespan) to 
ensure tasks are completed as quickly as possible, which 
enhances user satisfaction and system performance [8].  

The other objective is to perform load balancing, in which 
tasks should be allocated to resources to avoid bottleneck 
situations and overutilization of particular servers, providing 
better system resiliency [9]. Last but not least, efficient usage 
of resources will prevent the idleness of resources and minimize 
operational costs by utilizing the maximum availability of 
infrastructure [10]. Therefore, efficient scheduling strategies 
are crucial for cloud environments, where dynamic scaling of 
resources relies on accurate and adaptive scheduling to 
accommodate the diversified requirements of end-users and 
applications.  

Simultaneously, advancements in mobile robotics, 
particularly in navigation and mapping, provide valuable 
insights into addressing dynamic resource allocation challenges 
in cloud environments. Techniques such as reinforcement 
learning have demonstrated the potential to enhance decision-
making and adaptability in complex scenarios [11]. These 
insights could inspire novel approaches to optimizing task 
scheduling in cloud computing, where dynamic and 
unpredictable demands necessitate intelligent and resilient 
solutions. 
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Metaheuristic algorithms, including the Flower Pollination 
Algorithm (FPA) and Butterfly Optimization Algorithm 
(BOA), are employed in cloud task scheduling because of their 
flexibility in handling complicated optimization challenges 
[12]. BOA is inspired by butterflies' sensory communication 
through fragrance. The fragrance guides each solution or 
member chemically to an optimal solution, mirroring the prey's 
natural process. This mechanism will help explore potential 
solutions within the search space and zoom into promising, 
high-quality areas [13]. On the other hand, FPA draws 
inspiration from flowers' pollination behavior, combining local 
and global pollination processes to examine the solution 
domain effectively. The global pollination phase facilitates the 
exploration of diverse solutions, while local pollination fine-
tunes promising areas [14].  

While BOA and FPA have emerged as promising 
optimization techniques, they face significant limitations when 
applied to task scheduling. BOA often experiences early 
convergence and can become trapped in local optima due to its 
limited ability to fully utilize the optimal solution. Additionally, 
BOA’s phase-switching mechanism may become disoriented, 
deviating from the best global solutions. Similarly, FPA, 
despite its strength in balancing exploration and exploitation, 
can suffer from reduced diversity over time, limiting its 
capacity to explore novel solutions. To overcome these 
challenges, this study introduces a novel hybrid algorithm that 
integrates BOA and FPA through a mutualism mechanism 
inspired by ecological interactions.  

In this context, the strengths of one algorithm offset the 
weaknesses of the other, creating a synergistic optimization 

process. Furthermore, we propose an adaptive switching 
probability mechanism, a key innovation of this study, which 
dynamically adjusts the balance between the exploitation and 
exploration phases. This unique combination enhances the 
search process, improves convergence, and significantly 
optimizes cloud-based task scheduling, marking a substantial 
contribution to cloud computing optimization. 

The remainder of the paper is organized as follows: The 
state-of-the-art review is outlined in Section II, about different 
existing cloud task-scheduling approaches as well as different 
meta-heuristic algorithms. This is followed by describing, in 
Section III, the problem statement, which includes the 
challenges and objectives that characterize cloud task 
scheduling. Section IV outlines our hybrid novel algorithm, 
illustrating its various components, including the mechanism 
behind the mutualism and switching probability adaptation 
process. Section V describes the experimental setup and 
discusses the results of the simulation. The implications of the 
findings are discussed in detail in Section VI. Finally, the paper 
concludes by summarizing the contributions in Section VII and 
presenting possible further research. 

II. RELATED WORK 

This section summarizes recent advancements in cloud task 
scheduling algorithms, as summarized in Table I. Various 
hybrid and metaheuristic approaches are highlighted, focusing 
on optimizing makespan, resource utilization, and load 
balancing to handle scheduling challenges in cloud computing 
environments. 

TABLE I. SUMMARY OF RELATED WORKS ON CLOUD TASK SCHEDULING ALGORITHMS 

Research Description Performance metrics Key Findings 

[15] 

Genetic algorithm and multi-verse optimization are 

integrated to optimize task scheduling, focusing on 

bandwidth, virtualization, task counts, and sizes in cloud 

environments. 

Time minimization 

and task transfer 

efficiency 

Shows promising results in minimizing time for massive 

tasks by optimizing resource allocation. 

[16] 

Combination of genetic algorithm and thermodynamic 

simulated annealing, with crossover operator and 

thermodynamic mechanisms for balanced exploration and 

exploitation. 

Effectiveness, 

speedup, schedule 

duration, and 

makespan 

Effective in balancing exploration and exploitation and 

reducing makespan compared to other approaches. 

[17] 

Multiple objective task scheduling using grey wolf 

optimization, prioritizing tasks based on resource status 

and demand using HPC2N and NASA workload archives. 

Makespan and 

resource allocation 

efficiency 

Achieves significant improvements in scheduling 

parameters and adapts well to workload variability. 

[18] 

A novel method merging particle swarm optimization and 

genetic algorithms using phagocytosis-inspired merging 

for population diversity with a feedback mechanism. 

Task completion time 

and convergence 

accuracy 

Enhances task completion time and accuracy by guiding 

population movement toward optimal solutions. 

[19] Hybrid grey wolf optimization and genetic algorithm 
Makespan, cost, and 

energy consumption 

Outperforms GWO, GA, and PSO in minimizing 

makespan, energy use, and cost for large scheduling 

tasks. 

[20] 

The chameleon and remora search optimization algorithm 

integrates CSA and RSOA with a greedy approach 

focusing on MIPS and network bandwidth. 

Makespan, load 

balancing, and cost 

Effectively minimizes completion time and balances VM 

load, outperforming baseline approaches. 

[21] 

Uses dense spatial clustering to schedule tasks, aiming to 

optimize execution time and enhance the quality of 

service for user tasks. 

Execution time, 

average start time, and 

completion time 

Achieved a 13% reduction in execution time and a 49% 

improvement in start and completion times over ACO and  

PSO algorithms. 
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Abualigah and Alkhrabsheh [15] presented MVO-GA, a 
hybrid multi-verse optimizer and genetic algorithm to optimize 
task scheduling. In such a way, this approach enhances task 
transfer efficiency in a cloud system by investigating various 
aspects of cloud assets, including bandwidth, virtualization, 
task counts, and task sizes. The technique has shown promising 
results in minimizing the time used for massive cloud tasks. 

Tanha, et al. [16] developed a combined meta-heuristic 
algorithm using the thermodynamic simulated annealing and 
genetic algorithms to resolve the cloud task scheduling issue. 
The performance of the algorithm is improved by a crossover 
operator and thermodynamic simulated annealing. In this 
approach, there is a reasonable equilibrium between exploration 
and exploitation.  

Mangalampalli, et al. [17] suggested the multi-objective 
task scheduling grey wolf optimization algorithm, 
MOTSGWO, in which tasks are prioritized based on cloud 
resource status and workload demand. This approach is 
implemented in the Cloudsim toolkit with workloads generated 
from the HPC2N and NASA parallel workload archives. The 
experiments show the outstanding performance of 
MOTSGWO. 

Fu, et al. [18] created a novel methodology using 
phagocytosis combined with particle swarm optimization and 
genetic algorithms. The method divides particles, adjusts their 
positions, and merges subpopulations for diversity. It uses a 
feedback mechanism to ensure the population moves towards 
the optimal solution. Simulations show it enhances cloud task 
completion time and convergence accuracy. 

Behera and Sobhanayak [19] developed an algorithm that 
combines the Grey Wolf Optimization Algorithm (GWO) and 
Genetic Algorithm (GA) to improve cloud computing task 
scheduling. It aims to minimize cost, makespan, and energy 
usage while leveraging the GA-driven GWO algorithm's 
accelerated convergence in significant scheduling challenges.  

Pabitha, et al. [20] developed a Chameleon and Remora 
Search Optimization Algorithm (CRSOA) to optimize cloud 
task scheduling by considering MIPS and network bandwidth. 
The CRSOA model, a multi-objective model, integrates the 
strengths of the Chameleon Search Algorithm (CSA) and 
Remora Search Optimization Algorithm (RSOA) through a 
greedy strategy. Simulation results showed that the CRSOA 
approach minimizes completion time and effectively handles 
load balancing between available VMs. The experimental 
investigation confirmed its effectiveness in reducing makespan, 
cost, and imbalance levels over baseline approaches. 

Mustapha and Gupta [21] designed an approach based on 
DBSCAN (Density-Based Spatial Clustering) for task 
scheduling to ensure optimal effectiveness. DBSCAN-based 
task scheduling methodology enhances user satisfaction and 
optimises execution times, average start times, and end times. 
The experimental results reveal that the suggested model 
surpasses the current PSO and ACO, demonstrating 15% better 
execution times and 48% better start and completion times. 

III. PROBLEM STATEMENT 

The cloud task scheduling problem revolves around 
efficiently assigning multiple tasks to Virtual Machines (VMs) 
within a Cloud System (CS) to achieve the shortest possible 
execution time [22]. An overview of the proposed task 
scheduling system for a CS is shown in Fig. 1. The task 
manager component in this system collects tasks from different 
users. Upon receiving user tasks, the task manager arranges and 
forwards them to the scheduler component. The task manager 
also knows the basis for VMs' information. As a result, it 
supplies the task scheduler component with information about 
the status of VMs and task requests. In this context, the CS is 
represented by multiple Physical Machines (PMs), each 
housing several VMs [23], expressed as follows: 

 
Fig. 1. System model for cloud task scheduling.

𝐶𝑆 = {𝑃𝑀1, 𝑃𝑀2, … , 𝑃𝑀𝑖, … , 𝑃𝑀𝑚}               (1) 

Where m reflects the number of PMs in the system, and each 
PM i comprises a set of VMs as follows: 

𝑃𝑀 = {𝑉𝑀1, 𝑉𝑀2, … , 𝑉𝑀𝑘, … , 𝑉𝑀𝑛}               (2) 

Where n denotes the number of VMs within a particular 
PM. Each VMk is defined by its processing speed MIPSk 
(measured in millions of instructions per second) and unique 

identifier SIDVMk [24]. The tasks to be scheduled in the cloud 
are detailed as follows: 

𝑇 = {𝑇1, 𝑇2, … , 𝑇𝑙 , … , 𝑇𝑧}                               (3) 

Where z stands for the total number of tasks, and each task 
Tl is described by an identifier SIDTl, its length in terms of 
instructions (task_length), the expected completion time ECTl, 
and priority PI. The expected completion time for a task Tl on 
VMk is calculated using Eq. (4) [25]. 
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𝐸𝐶𝑇𝑙𝑘 =
𝑇_𝑙𝑒𝑛𝑔𝑡ℎ𝑙

𝑀𝐼𝑃𝑆𝑘
                                       (4) 

This scheduling problem is, therefore, formulated as an 
optimization problem. The objective is to distribute tasks across 
VMs to minimize total execution time, thereby maximizing 
resource utilization. The objective function to shorten the 
overall makespan can be expressed as: 

𝑓𝑖𝑡 = min ( max
𝑘=1,2,…,𝑛

∑ 𝐸𝐶𝑇𝑙𝑘
𝑧
𝑙=1 )                       (5) 

This approach aims to balance the load across virtual 
machines and optimize resource usage within the cloud 
infrastructure. 

IV. METHODOLOGY 

A. Butterfly Optimization Algorithm   

BOA is a metaheuristic algorithm inspired by butterflies' 
cooperative foraging behavior. In the BOA, butterflies can find 
optimal solutions based on a fragrance function, influenced by 
parameters such as power exponent (a) and sensory modality 
(c) [26]. This fragrance, which represents the butterfly's fitness, 
is defined by Eq. (6). 

𝑓(𝑡) = 𝑐 ⋅ 𝐼(𝑡)𝑎                                (6) 

Where I(t) denotes the stimulus intensity at a given step t, 
controlled by the sensory modality and power exponent. The 
fragrance emitted by each butterfly attracts others and guides 
their movement through the solution space.  

BOA operates in three primary phases: initialization, 
iteration, and finalization [27]. During the initialization 
process, the objective function and the solution area are 
defined, generating a population of butterflies. Each butterfly’s 
position is set, and fitness and fragrance scores are computed. 
In the iteration stage, BOA alternates between global and local 
key search strategies. Based on Eq. (7), each butterfly is guided 
toward the fittest solution ∗ in the global search. 

𝑥𝑖
𝑡+1 = 𝑥𝑖

𝑡 + (𝑟2 ⋅ (𝑔∗ − 𝑥𝑖
𝑡)) ⋅ 𝑓𝑖                  (7) 

Where 𝑥𝑖
𝑡  represents the position of the ith butterfly at 

iteration t, g∗ denotes the best current solution, fi is the 
fragrance of the ith butterfly, and r is a random number between 
0 and 1. In the local search mode, butterflies move based on the 
influence of nearby individuals. The position update is given 
by: 

𝑥𝑖
𝑡+1 = 𝑥𝑖

𝑡 + (𝑟2 ⋅ (𝑥𝑗
𝑡 − 𝑥𝑘

𝑡)) ⋅ 𝑓𝑖                       (8) 

Where 𝑥𝑗
𝑡 and 𝑥𝑘

𝑡  are positions of two randomly selected 

butterflies in the population. This local interaction allows BOA 
to explore diverse regions within the solution space.  

A switch probability (p) controls the balance between global 
and local searches, enabling the algorithm to dynamically shift 
from broad exploration to intense local refinement. This 
adaptive strategy helps BOA avoid premature convergence and 
enhances its ability to find optimal solutions effectively, 
making it suitable for complex optimization tasks such as cloud 
scheduling. 

Generally, BOA involves five steps. The first step is 
initializing all BOA and problem parameters. BOA has five 
parameters: population size (N), number of iterations (Itr), c, a, 
and p. In the second step, the BOA generates all solutions 
randomly. The solutions take the form of length vectors with 
the same dimension as the problem dimension d. A matrix 
containing all the solutions creates the population as follows. 

The BOA typically consists of five sequential steps. The 
initial step involves setting up all BOA-related parameters and 
problem-specific variables. BOA utilizes five key parameters: 
population size (𝑁), number of iterations (𝐼𝑡𝑟), and the 
constants 𝑐, 𝑎, and 𝑝. During the second step, BOA generates 
all solutions randomly. These solutions are represented as 
vectors of equal length, corresponding to the dimensionality of 
the problem (𝑑). The collection of these solution vectors forms 
a population matrix, structured as follows. 

𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 =

[
 
 
 
𝑥1

1 𝑥2
1 ⋯ 𝑥𝑑

1

𝑥1
2 𝑥2

2 ⋯ 𝑥𝑑
2

⋮ ⋮ ⋯ ⋮
𝑥1

𝑁 𝑥2
𝑁 ⋯ 𝑥𝑑

𝑁]
 
 
 

                    (9) 

The optimization problem's objective function serves to 
assess all potential solutions during the third step. 
Subsequently, the best-performing solution is designated as 𝑔∗. 
In the fourth step, all solutions are revised according to the 
fitness values determined in the previous phase. To guide the 
search process locally or globally, a random number 𝑟 r is 
generated and compared to the threshold 𝑝. If 𝑟 is smaller than 
𝑝, the butterfly executes a global movement following Equation 
7; otherwise, it performs a local movement based on Equation 
8. If the newly generated solution outperforms the previous one, 
it replaces the earlier solution. The value of 𝑔∗ is then updated 
accordingly. Finally, the termination condition is evaluated. 
The pseudo-code outlining the general steps of the BOA is 
presented in Fig. 2. 

 
Fig. 2. Pseudo-code of BOA. 
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B. Flower Pollination Algorithm   

FPA is a metaheuristic technique designed to solve complex 
optimization problems mimicking natural pollination. FPA 
follows the principles of two types of pollination found in 
nature: local and global pollination. Global pollination 
promotes exploration, allowing the algorithm to escape local 
optima, while local pollination emphasizes exploitation, 
speeding up convergence. The algorithm performs exploration 
or exploitation for each iteration based on a switching 
probability p, ensuring optimal solutions are found efficiently. 

The algorithm searches for the global most attractive flower 
for each candidate solution in FPA, representing a flower in a 
d-dimensional space. This search is carried out to minimize the 
fitness function and locate the flower with the lowest fitness 
score, corresponding to the optimal solution. Four main steps 
are involved in the FPA's operation: initialization, fitness 
evaluation, pollination process, and selection. At first, the 
population of flowers F is defined using Eq. (10). Then, each 
solution Xij within the defined search bounds is initialized using 
Eq. (11). 

𝐹 = (

𝑓1
𝑓2

⋮
𝑓𝑛

) = (

𝑥1,1 … 𝑥1,𝑑

⋮ ⋱ ⋮
𝑥𝑛,1 … 𝑥𝑛,𝑑

)                      (10) 

𝑋𝑖𝑗 = 𝑥𝑚𝑖𝑛 + (𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛). 𝜇                     (11) 

Where μ varies between 0 and 1. Eq. (12) refers to the 
objective function to evaluate fitness. 

f(x),    X  =  (x1,  x2,   … ,  xd)                        (12) 

The fitness of each flower is determined, and the current 
optimal solution g∗ is identified, which has the lowest fitness 
value among all flowers. A random number rand is determined 
by a uniform distribution between (0,1) for each flower. If 
rand>p, global pollination is accomplished as follows: 

Xi
t+1  =  Xi

t   +  L  ⋅  (Xi
t  −  g∗)                      (13) 

Where L follows a Lévy flight distribution to simulate long-
distance pollination, represented as follows: 

𝐿(λ) ∼
λΓ(λ) sin(πλ/2)

π
⋅

1

𝑠1+λ                            (14) 

With λ=1.5 and s>0 as the step size. If rand≤p, local 
pollination occurs, and the flower’s position is updated based 
on the positions of two randomly selected solutions as follows: 

𝑋𝑖
𝑡+1 = 𝑋𝑖

𝑡 + ϵ ⋅ (𝑋𝑗
𝑡 − 𝑋𝑘

𝑡)                           (15) 

Where ϵ comes from the [0,1] range, and Xj and Xk 
correspond to randomly chosen flowers. Each flower is rounded 
up to the closest valid position. The new positions are evaluated 
for fitness and each flower is updated if fitness has improved. 
The best solution g∗ is also updated if a better solution is found. 

C. Mutualism-based Hybrid Approach 

MHA aims to enhance BOA's exploration and exploitation 
abilities by combining this algorithm with the FPA. Previous 
studies, such as BOA/DE and BOA/ABC, have shown that 
hybridizing BOA with other algorithms can balance exploration 

(exploring the solution space broadly) and exploitation 
(improving solutions locally). However, these approaches still 
need more diversity, as they can become overly focused on 
high-performing solutions early on, leading to premature 
convergence. 

The effectiveness of metaheuristic algorithms is determined 
by their capacity to maintain harmony throughout exploration 
and exploitation. Exploration refers to the search for solutions 
across the entire space while exploitation fine-tunes solutions 
around promising areas. Our approach introduces mutualism, a 
cooperative interaction between BOA and FPA to address this 
balance. This interaction allows the two algorithms to 
complement each other, with BOA providing global search 
capability and FPA enhancing local search. 

MHA divides the population into two subgroups: butterflies 
and flowers. Each subgroup evolves independently, benefiting 
from BOA and FPA search properties. Dynamic switching 
probability is applied to determine when individuals should 
alternate between global and local searches, adapting based on 
the current optimization stage. 

Mutualism in this context refers to the mutual benefit 
observed between butterflies and flowers in ecosystems. For 
instance, butterflies aid in pollination, while flowers provide 
nectar, benefiting both species. The hybrid algorithm simulates 
this mutualism using the Symbiotic Organisms Search (SOS) 
algorithm, which models ecosystem cooperation through 
mutualism, communalism, and parasitism. The mutualism 
stage, in particular, facilitates collaboration between two 
solutions by averaging their traits as follows: 

𝑀𝑢𝑡𝑢𝑎𝑙𝑎𝑔𝑒𝑛𝑡 =
𝑋𝑖

𝑡+𝑋𝑗
𝑡

2
                          (16) 

The positions of the two interacting solutions Xi and Xj are 
then updated as follows: 

𝑋𝑖
𝑡+1 = 𝑋𝑖

𝑡 + rand[0,1] × (𝑔∗ − 𝑀𝑢𝑡𝑢𝑎𝑙𝑎𝑔𝑒𝑛𝑡 × 𝐵𝐹1)    (17) 

𝑋𝑗
𝑡+1 = 𝑋𝑖

𝑡 + rand[0,1] × (𝑔∗ − 𝑀𝑢𝑡𝑢𝑎𝑙𝑎𝑔𝑒𝑛𝑡 × 𝐵𝐹2)    (18) 

Where g∗ represents the most optimal solution in the 
population, BF1 and BF2 refer to attraction variables, and 
rand[0,1] gives a random value to introduce variability. In 
addition, a dynamic switching probability p regulates the 
equilibrium between exploration and exploitation, calculated 
by Eq. (19). 

𝑝 = 0.8 − 0.1 ×
(𝑀𝑎𝑥𝑖𝑡𝑒𝑟−𝑖𝑡𝑒𝑟)

𝑀𝑎𝑥𝑖𝑡𝑒𝑟
                      (19) 

Where Max_iter indicates the total number of iterations and 
iter denotes the ongoing iteration. This probability decreases 
over time, favoring exploration early in the search and shifting 
towards exploitation as the algorithm progresses.  

As shown in Fig. 3, through mutualism and adaptive 
switching, this hybrid strategy effectively incorporates the best 
features of both BOA and FPA, enhancing the diversity and 
convergence rate of the solution population. This hybrid 
method improves task scheduling performance by ensuring a 
comprehensive search in the solution space and optimizing the 
allocation of resources in cloud computing. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

847 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 3. Flowchart for proposed hybrid algorithm.

V. PERFORMANCE EVALUATION 

To assess the performance of the algorithm, MHA, for cloud 
environments, simulations were performed on a synthetic 
dataset using MATLAB2018b on a PC powered by an Intel 
Core i5 3.5GHz CPU and 8GB RAM, running Windows 10. 
The experimental configuration, including the range of 
parameter values, is detailed in Table II. MHA was 
benchmarked against other algorithms, such as the Whale 
Optimization Algorithm (WOA), BOA, and FBA, using several 
key metrics: Makespan, Resource Utilization (RU), and 
imbalance degree.  

TABLE II. EXPERIMENTAL CONFIGURATION AND PARAMETER RANGES 

Parameter Value range 

Bandwidth 500 Mbps 

VM Memory (RAM) 1 GB 

VM CPU Speed (MIPS) 3,000 to 5,000 

No. of VMs 20 

Task Size (Million instructions) 1,000 to 20,000 

No. of tasks 100 to 1,000 

Makespan, the interval between task starts and endpoints, 
measures scheduling efficiency. Fig. 4 compares average 
makespan values across different algorithms. For 100 tasks, 
MHA achieved an average makespan of approximately 15.2, 
outperforming comparative algorithms. MHA maintained 
lower makespan values as task sizes increased to 500 and 1000, 
with 71.4 and 140.2, respectively. Regarding large-scale cloud 
scheduling, MHA is significantly better at handling larger task 
sets. Imbalance degree measures the stability and balance of 
workload distribution across VMs. A lower value indicates 
better balance, reducing overload risk. This metric is calculated 
as follows: 

ID =
𝐸𝑇𝑚𝑎𝑥−𝐸𝑇𝑚𝑖𝑛

𝐸𝑇𝑎𝑣𝑔
                                  (20) 

Where 𝐸𝑇𝑚𝑖𝑛  and 𝐸𝑇𝑚𝑎𝑥  are the minimum and maximum 
execution times across VMs, and 𝐸𝑇𝑎𝑣𝑔  is the average 

execution time. Fig. 5 shows ID comparisons for different 
algorithms. For 100 tasks, MHA achieved an imbalance degree 
of 0.71, lower than other algorithms. This trend of lower 
imbalance degree persisted as the number of tasks increased, 
demonstrating MHA’s ability to maintain balanced workloads 
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across VMs. RU measures the extent of VM utilization during 
task scheduling and is given by: 

𝑅𝑈 =
∑ 𝐸𝑇𝑗

𝑛
𝑗=1

makespan×𝑚
                                          (21) 

Where ETj refers to the execution time of each VM and m 
represents the number of VMs. Fig. 6 illustrates that MHA 
achieved the highest RU values, indicating better resource 
usage.  

 

Fig. 4. Makespan results. 

 
Fig. 5. Imbalance degree results. 

 
Fig. 6. Resource utilization results.



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

849 | P a g e  

www.ijacsa.thesai.org 

VI. DISCUSSION 

The proposed hybrid algorithm significantly enhanced the 
challenge of cloud-based task scheduling. This section presents 
the implications of the results, the strengths of the proposed 
approach, and future avenues. 

The hybridization of BOA and FPA through a mutualism-
inspired mechanism addresses the individual limitations of each 
algorithm. BOA’s tendency to converge prematurely is 
mitigated by FPA’s enhanced diversity in exploration, while 
FPA’s limited exploitation capabilities are bolstered by BOA’s 
local search strengths. The introduction of an adaptive 
switching probability further enhances the balance between 
exploration and exploitation, allowing the algorithm to 
dynamically adjust its search strategy based on the progress of 
the optimization process. This innovative mechanism ensures 
robust performance, reducing the likelihood of stagnation in 
local optima and improving convergence speed. 

Experimental results showed that the proposed hybrid 
algorithm achieved much better performance when compared 
to the benchmark methods on important metrics in this area, 
namely, makespan, resource utilization, and load balancing. 
Significance statistical tests are carried out that further establish 
the proposed algorithm's efficiency in handling diversified and 
dynamic challenges of task scheduling problems in cloud 
environments. The algorithm was found to work well with 
increased loads and much better performance according to 
scalability tests, hence its applicability to real-world 
applications. 

The ability of the hybrid algorithm to optimize task 
scheduling has great implications for cloud computing 
environments. It can reduce operational costs, improve user 
satisfaction, and enhance system performance by efficiently 
allocating resources. Besides, it is a promising solution due to 
its adaptability and scalability in heterogeneous and dynamic 
cloud infrastructures. 

Although the proposed algorithm outperforms the other 
methods by a great margin, some limitations must be conceded. 
Its performance is related to some parameters that might be 
fine-tuned in some situations. Therefore, Future work could 
address the proposition of automatic parameter-tuning 
mechanisms to make them more usable. Future work might also 
explore the effectiveness of the proposed hybrid approach for 
other optimization problems, such as load balancing in a 
distributed system or energy-aware scheduling. 

VII. CONCLUSION 

The paper proposed a new hybrid task scheduling algorithm 
called MHA, which combines BOA and FPA within a 
mutualism-based mechanism. MHA can effectively meet the 
most important challenges during Cloud platforms for effective 
task scheduling, such as minimizing makespan, maintaining 
workload balance across virtual machines, maximizing 
resource utilization, and improving overall scheduling 
performance. It achieves an excellent balance between 
exploration and exploitation through effective exploitation of 
BOA and FPA, with a guaranteed optimal distribution while the 
scheduling tasks continue to increase in scale and complexity. 
As reported from simulations, results show the outperformance 

of the MHA compared to traditional algorithms, proven by 
comparisons, which always have the best makespan with 
reduced imbalance degree and resource utilization. More 
specifically, the rate of performance improvement proves that 
MHA has considerably improved scheduling efficiency. 

The adaptive dynamic switching probability in MHA 
enables the algorithm to scale up efficiently for large task sizes, 
presenting a robust approach for real-world cloud computing 
environments where dynamic and efficient task allocation is 
paramount. These results reflect that MHA can solve the current 
cloud scheduling requirements and provide a base for further 
enhancements in resource allocation strategies. Future research 
will be done on further hybridization with other metaheuristic 
algorithms, deep learning usage in the process for predictive 
scheduling, or even extending MHA to multi-objective 
optimization frameworks. These will eventually enhance 
scalability, adaptability, and efficiency in task scheduling in 
complex cloud computing scenarios. 
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Abstract—The Internet of Things (IoT) phenomenon 

influences daily activities by transforming physical equipment into 

smart objects. The IoT has achieved a wealth of technological 

innovations that were previously unimaginable. IoT application 

areas cover various sectors, including medical care, home 

automation, smart grids, and industrial operations. The massive 

growth of IoT applications causes network congestion because of 

the large volume of IoT tasks pushed to the cloud. Fog computing 

mitigates these transfers by placing resources near the edge. 

However, new challenges arise, such as limited computing power, 

high complexity, and the distributed characteristics of fog devices, 

negatively affecting the Quality of Service (QoS). Much research 

has been conducted to address these challenges in designing QoS-

aware task scheduling optimization techniques. This paper 

comprehensively reviews task scheduling techniques in fog 

computing-powered IoT networks. We classify these techniques 

into heuristic-based, metaheuristic-based, and machine learning-

based algorithms, evaluating their objectives, advantages, 

weaknesses, and performance metrics. Additionally, we highlight 

research gaps and propose actionable recommendations to 

address emerging challenges. Our findings offer a structured 

framework for researchers and practitioners to develop efficient, 

QoS-aware task scheduling solutions in fog computing 

environments. 

Keywords—Internet of Things; task scheduling; fog computing; 

quality of service; network congestion; optimization 

I. INTRODUCTION 

The Internet of Things (IoT) phenomenon has changed the 
real world into a smart environment by turning everyday 
objects into smart objects/agents. This is accomplished by 
integrating sensors or microchips into these devices, along with 
internet connectivity [1]. These smart objects can 
independently interact and collect data, performing assigned 
duties [2]. The IoT is perceived as the upcoming model for 
ubiquitous computing and communication in the current 
technological environment. This ever-evolving environment is 
a network of billions of diverse, smart, connected devices that 
can revolutionize applications [3]. The applications of IoT 
range from individual home automation (smart homes) to 
overall city management (smart cities) [4]. It encompasses a 
variety of applications, including tracking high-precision 
agriculture and large-scale agricultural operations [5], 
monitoring individual building energy usage [6], and analyzing 
intelligent power grids [7].  

The IoT also affects healthcare, providing personalized 
services for patients and the general public [8]. In addition, it 

also drives automation in industries and provides business 
information [9]. Moreover, IoT applications exist in weather 
forecasting and monitoring tools locally and remotely [10]. 
Cloud, fog, and edge technologies enable deploying distributed 
data processing solutions essential for the IoT paradigm [11]. 

Fog computing is a variation of cloud computing that 
distributes data across several geographical regions [12]. It 
positions the processing and communication resources closer to 
the network boundary, where several fog hubs are located. 
Proximity to end-users and IoT devices enhances performance 
and responsiveness [13]. Many applications are limited by 
cloud-centric architectures, particularly those demanding real-
time performance within smart cities and buildings [14]. In such 
conditions, most data require processing, analysis, and storage 
on remote cloud servers. This dependency on remote resources 
may have detrimental effects on response time, privacy, 
elasticity, and system integrity [15].  

The emergence of delay-sensitive and location-aware 
applications similarly reveals the weaknesses of cloud-based 
approaches, which often fail to meet their demands for high 
efficiency and low latency [16]. The presence of fog layers near 
IoT objects within a smart city environment decreases latency. 
This feature enables fog computing to meet demanding latency 
criteria effectively. Fog computing functions as a 
supplementary layer to the cloud, allowing advanced 
applications and services to be created and implemented [17]. 

Integrating IoT, fog, and cloud computing paradigms 
requires efficient task scheduling techniques. While these 
intricate and vast ecosystems emerge, it becomes essential to 
improve the entire tone of the environment, reduce delays, and 
efficiently utilize resources. Task scheduling solutions are 
required to control and allocate computational processes in 
clouds and other processing nodes, such as edges and IoT 
gadgets. As the demand for such environments increases, 
developing innovative and highly effective task scheduling 
initiatives to improve the performance and efficiency of IoT, 
fog, and cloud-based systems becomes crucial. To tackle this 
challenge, the current research adopts a multifaceted approach. 
The main contributions of this paper are as follows: 

 We offer a detailed classification of task scheduling 
algorithms based on their impact on Quality of Service 
(QoS) for both users and fog service providers, 
providing a clear framework for understanding various 
approaches. 
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 Our study includes an extensive review of existing 
research, evaluating objectives, advantages, 
weaknesses, performance metrics, computing 
environments, and future work, thus providing a holistic 
view of the field. 

 We identify current research gaps in the area of QoS-
aware task scheduling in fog computing, offering a clear 
direction for future studies to address these gaps and 
advance the field. 

 We provide explicit and actionable recommendations for 
future research based on identified trends and gaps, 
guiding scholars and practitioners in their efforts to 
develop more effective and efficient task scheduling 
algorithms. 

Various performance metrics evaluate task-scheduling 
techniques, resulting in optimal resource utilization and 
efficient system performance. The most important factors are 
makespan, representing the total time taken to execute tasks; 
energy consumption, evaluating the power efficiency of the 
system; throughput, measuring how many tasks can be 
efficiently processed within a certain amount of time; 
reliability, guaranteeing no failure during the execution of a 
task; and latency, reflecting the reflection of delay time during 
the processing of tasks. These metrics are important in 
developing the effectiveness of task-scheduling approaches for 
IoT networks powered by fog computing and serve as a basis 
for our evaluation and classification in the study. 

This investigation will reveal emerging research issues and 
future research prospects. To ensure this methodology remains 
coherent and specific, the following questions serve as a 
guideline for this research. 

 What are the key performance metrics used to assess 
different task scheduling techniques? 

 What are the recent trends and potential prospects in 
research on task scheduling for fog computing? 

 What approaches and parameters can be used to tune fog 
computing task scheduling algorithms to achieve 
optimal resource utilization, throughput, and reliability 
without compromising energy consumption, makespan, 
and delay? 

The remaining sections are organized in the following 
manner. Section II presents the basic insights on the effect of 
the IoT and a brief introduction to fog computing. Section III 
presents the classification of task scheduling techniques, 
including heuristic-based, metaheuristic-based, and machine 
learning-based algorithms. Section IV summarizes results from 
previous studies and their implications. Section V discusses 
potential future research for bridging identified gaps. Finally, 
Section VI concludes with actionable recommendations to 
further advance task scheduling for fog computing. 

II. BACKGROUND 

A. IoT and its Impact 

Numerous components, such as sensors, actuators, 
smartphones, and intelligent vehicles, are equipped with unique 

identities in IoT environments [18]. IoT optimizes daily 
activities by utilizing data to facilitate remote access control 
and configuration via cloud-based platforms. However, the 
increasing number of IoT devices poses a challenge: effective 
load balancing across these devices is essential to ensure 
optimal network performance [19]. This task is complicated 
primarily due to changing traffic patterns and the lack of a 
centralized network structure. Therefore, non-optimal load 
balancing is a major concern, which has motivated researchers 
to develop IoT load balancing and routing solutions. 

The rapid proliferation of gadgets in modern networks and 
infrastructures has created a highly complex digital world. 
These systems create content having various packet sizes, inter-
packet arrival intervals, and transmission lengths [20]. 
Therefore, managing and controlling traffic have emerged as 
significant concerns in many areas, such as healthcare, data 
centers, big data, smart cities, and other fields. Different 
communication protocols have been adopted to accommodate 
these diverse networks. Nevertheless, the lack of defined data 
formats and protocols poses a major obstacle to traffic control 
in traditional IoT architectures. The absence of consistency in 
communication protocols used by different IoT devices 
impedes the comprehensive analysis of data gathered from 
several sources [21]. 

The main responsibilities involve coordinating data 
transfer, ensuring it is timely, and optimizing network 
utilization while reducing bottlenecks, delays, and 
inefficiencies. Traffic management extends beyond particular 
settings and includes intelligent healthcare systems, urban 
environments, big data applications, and numerous other areas. 
Urban settings and smart healthcare utilize networked sensors 
and gadgets to acquire and collect relevant information. 
Therefore, it is necessary to deploy smart traffic control 
strategies to satisfy QoS criteria for these diverse technologies. 
To effectively control traffic flows in healthcare and automated 
transportation systems while also considering environmental 
sustainability, it is necessary to build complex algorithms and 
real-time data analytics to handle mobile IoT devices. 

The IoT grows through the interconnectedness of numerous 
devices and sensors, resulting in ever-increasing data 
communication. The large amount of data might cause network 
congestion, especially in wireless networks with a natural 
tendency to encounter transmission obstacles [22]. Congestion 
in an IoT environment arises when the quantities of transmitted 
data are larger than the capacities of available transmission 
resources. This phenomenon has significant implications for 
load balancing routing protocols. There are two main forms of 
congestion: link-level and node-level.  

At the link level, congestion can be defined as the arrival 
rate of the packets is more than the rate at which the packets are 
served, resulting in buffer overflow. This scenario is similar to 
one in which the amount of water pouring in exceeds the 
drainage system capacity [23]. On the other hand, node-level 
congestion happens when many active sensor nodes transmit 
packets simultaneously on the same channel, causing 
interference and preventing successful transmission [24].  

The limited energy resources of devices present a 
substantial obstacle to implementing IoT networks. Energy-
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conscious routing protocols must confront complex issues 
associated with energy usage during sensing, data transmission, 
and receiving [25]. Data aggregation techniques can help 
reduce transmissions, but establishing the best level of 
aggregation is a complex operation that requires efficient 
solutions to maximize network device lifespan [26]. The natural 
diversity of IoT devices causes energy usage problems. These 
gadgets demonstrate notable disparities in computing power, 
energy profiles, and connectivity capabilities. Integrating these 
varied attributes into routing decisions is a considerable 
obstacle.  

B. Introduction to Fog Computing 

IoT deployment benefits from cloud computing in terms of 
computation, storage resources, and QoS constraints. It 
involves moving data to other servers at data centers, which is 
processed and returned to the end user [27]. Cloud computing 
also provides centralized virtual servers for data processing, 
storage, and analysis. These services are available on demand 
and are categorized as Software as a Service (SaaS), Platform 
as a Service (PaaS), and Infrastructure as a Service (IaaS).  

Nevertheless, IoT and the cloud components exchange more 
tasks and data, affecting the overall response time and resulting 
in network latency. The substantial physical separation between 
cloud-based IoT devices causes security problems. These 
delays can have severe consequences, especially in extremely 
sensitive tasks, such as real-time health monitoring, posing a 
danger to patients. Therefore, architectural plans are shifting 
from centralized data centers to distributed computing devices 
at the edge of the network. The decentralized nature of this 
mechanism also aims to eliminate the mentioned delays and 
security concerns. 

Researchers have recently focused on investigating fog 
computing, a novel paradigm bridging the gap between IoT 
platforms and cloud computing. Fog computing leverages a 
decentralized architecture to reduce task transmission delays 
while upholding QoS requirements. Thus, this approach has 
developed into a sensible strategy for time-constrained 
operations within the IoT context. Unlike cloud computing, 
which relies on centralized servers to perform computations and 
relay outcomes to IoT devices, fog computing distributes these 
processes to fog nodes close to IoT devices to reduce latencies 
and enable increased response times in IoT applications. 

The proximity of fog nodes to IoT devices provides further 
advantages, such as reduced total delay and increased 
protection of transmitted information. However, the resource 
limitations of fog devices necessitate offloading 
computationally intensive workloads to the cloud. Fig. 1 
illustrates the overall structure, depicting the placement of IoT 
and edge devices with varying computational capabilities, 
cloud computing, and fog layers. 

The goal of fog computing is to bring storage, transmission, 
and computing services closer to the network's edge. The 
proximity of the data center facilitates efficient data processing, 
low delays, and minimal bandwidth consumption. Fog devices, 
conversely, are characterized by lower processing, storage, and 
bandwidth capabilities due to their compact size. It is, therefore, 
important that all these constraints are considered when 

scheduling tasks to have an effective scheduling strategy. This 
problem is defined as non-deterministic polynomial-time hard 
(NP-hard) due to the optimization of the problem with many 
parameters, including energy consumption, task deadlines, 
cost, makespan, and response time. This designation indicates 
that finding the optimal solution becomes computationally 
intractable as the problem grows.  

Certain constraints are crucial for both end-users and system 
designers. For instance, task deadlines represent a critical QoS 
parameter for end-users, while energy usage of fog nodes is a 
QoS requirement of concern for the fog service provider. 
Consequently, assigning IoT tasks to fog nodes and the cloud 
necessitates careful consideration of these diverse constraints. 

III. CLASSIFICATION OF TASK SCHEDULING TECHNIQUES 

This research adopts a systematic review approach to 
analyzing and classifying various task scheduling techniques in 
IoT networks powered by fog computing. Related literature 
concerning task scheduling and QoS improvements was 
searched from reputable databases such as IEEE Xplore, 
Springer, and Elsevier. Techniques identified were further 
classified into heuristic-based, metaheuristic-based, and 
machine learning-based approaches and assessed based on the 
key performance metrics of latency, energy consumption, 
throughput, and reliability. Critical reviews have been done 
regarding the objectives, advantages, and limitations of each 
technique. Research gaps were identified, with 
recommendations for improvement also given for actionable 
purposes. 

 

Fig. 1. IoT, edge, fog computing, and cloud computing architecture. 

A. Heuristic-based Algorithms 

As summarized in Table I, heuristic-based algorithms offer 
approximate solutions for computationally complex task 
scheduling problems within fog computing environments. 
These algorithms are specifically designed to efficiently 
manage the dynamic and heterogeneous characteristics inherent 
to fog environments. 

Krivic, et al. [28] established the classification of IoT 
services, a crucial factor that directly influences scheduling 
algorithms. In addition, they introduced an innovative 
scheduling method that considers service context, user context, 
and processing devices. This approach allows for the efficient 
calculation of the most efficient schedule for executing service 
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components in a distributed fog-to-cloud context. The 
effectiveness of the suggested algorithm was confirmed by 
simulations, in which its distinguishing innovation and 
dynamic scheduling were particularly highlighted.  

Aburukba, et al. [29] formulated scheduling IoT service 
queries as an optimization problem to shorten the total service 
request latency. They employed integer programming to model 
the problem; however, due to its NP-hard nature, this approach 
becomes impractical for large-scale scenarios. To solve this 
problem, they combined an individualized version of the 
Genetic Algorithm (GA) as an efficient heuristic for scheduling 
IoT tasks, considering holistic latency optimization. They 
evaluated the performance of the designed GA using an 
evolutionary simulation model, which reflects the inherent 
dynamism of real IoT environments.  

Ibrahim, et al. [30] introduce a load-balanced and delay-
aware scheduling model for fog computing environments, 
particularly for critical IoT applications. The developed 
mechanism prioritizes minimizing task execution delays and 
maximizing task acceptance rates. Furthermore, the mechanism 
is designed to output an optimal outcome by ensuring uniform 
and minimal load imbalances to fog resources to improve 
resource utilization and lower the average response time. 

Wireless Sensor Networks (WSNs) generate many tasks 
with varying priorities and durations in healthcare monitoring, 

transmitting them concurrently to fog computing platforms. 
This necessitates the implementation of an effective task 
scheduling algorithm capable of accurately prioritizing tasks 
according to their priority, regardless of their duration. 
Aladwani [31] introduced the Tasks Classification and Virtual 
Machines Categorization (TCVC) approach to improve the 
performance of static task scheduling algorithms. It classifies 
tasks by importance to patient health. The new method divides 
incoming IoT tasks into three levels of importance: high, 
average, and low.  

Effective resource management is paramount for achieving 
optimal system performance, particularly concerning latency, 
within fog-cloud computing environments. Resource planning 
in such environments presents a computationally complex 
problem, classified as NP-hard. Khezri, et al. [32] investigated 
the optimization challenges associated with scheduling data-
intensive jobs within fog-cloud based IoT systems, specifically 
focusing on maximizing job longevity. The proposed method 
starts by formulating the problem into an Integer Linear 
Programming (ILP) optimization scheme. Subsequently, a 
heuristic algorithm, Data-Locality Aware Job Scheduling in 
Fog-Cloud (DLJSF), is designed. Performance evaluations 
demonstrated that the proposed DLJSF algorithm achieves 
results closely approximating those obtained through the ILP 
model, with an average deviation of only 13. 

TABLE I. SUMMARY OF HEURISTIC-BASED ALGORITHMS 

Reference Approach Advantage Disadvantage 

[28] 

Dynamic scheduling algorithm considering 

processing devices, user context, and service 
context 

Significant increase in performance 

efficiency; adaptability to time-varying 
network conditions and QoS parameter 

changes 

Complexity in implementation due to the 

need for constant monitoring and 
adjustments to QoS parameters 

[29] 
Individualized genetic algorithm for 
minimizing overall service request latency 

Reduced overall latency 

The genetic algorithm might be 

computationally expensive for large-scale 

scenarios 

[30] 
Load balancing mechanism prioritizing task 

execution delays and task acceptance rate 

Improved resource utilization and lower 

average response time 

Potential overhead in managing load 

balancing and ensuring task acceptance rates 

[31] 
Tasks classification and virtual machines 
categorization using the MAX-MIN 

scheduling algorithm 

Improved performance in algorithm 
complexity, resource availability, execution 

time, waiting time, and finish time 

The static nature of the approach might not 
handle highly dynamic environments 

effectively 

[32] 
Data-locality aware task scheduling in fog-
cloud derived from an ILP optimization 

model 

Results closely approximate the ILP model 
with a 13% average deviation; outperforms 

local processing by 99.16% 

The ILP-based model might be complex, 
computationally intensive, and requires 

effective data locality awareness. 

[33] 
Priority-Aware Semi-Greedy (PSG) and 

PSG with Multistart (PSG-M) procedures 

High performance on makespan, deadline 
violation time, energy consumption, and 

deadline compliance 

Balancing multiple objectives (energy usage 
and QoS) can be challenging and may 

require fine-tuning for different scenarios 

[34] 
Heuristic for dynamic resource scheduling 

and allocation of real-time IoT workflows 

Superior performance compared to static 

provisioning; real-time data awareness 

Complexity in implementing dynamic 
resource provisioning and maintaining real-

time data awareness. 

Azizi, et al. [33] explored the issue of task scheduling in fog 
computing to find a compromise between reducing energy 
consumption in fog points and maintaining the QoS standards 
for IoT operations. They mathematically model the problem of 
optimizing these conflicting criteria as a multi-objective 
optimization problem. They also focused on minimizing 
deadline violation time in their approach, which they handled 
by proposing two new semi-greedy based algorithms: Priority-
Aware Semi-Greedy (PSG) algorithm and a PSG with 
Multistart (PSG-M) procedure.  

Stavrinides and Karatza [34] proposed a dynamic resource 
provisioning mechanism for cloud resources within a three-
layer IoT-fog-cloud framework. This approach prioritizes real-
time data awareness and dynamic scaling to optimize resource 
allocation. Additionally, they introduced a heuristic for 
scheduling instant IoT tasks. The efficacy of the suggested 
scheme was measured through experiments that compared its 
performance against a static provisioning strategy. These 
simulations employed various workload patterns to assess the 
impact on the framework's performance under different 
provisioning scenarios. 
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B. Metaheuristic-based Algorithms 

Building upon heuristic approaches, metaheuristic-based 
algorithms leverage advanced strategies to efficiently explore 
and exploit the search space. These algorithms strive to identify 
near-optimal solutions while exhibiting improved convergence 
rates, as shown in Table II. 

Abdel-Basset, et al. [35] introduced an energy-conscious 
task scheduling method for fog environments based on the 
Harris Hawks Optimization (HHO) algorithm integrated with 
Local Search, called HHOLS. HHOLS optimizes the QoS in 
IoT applications by focusing on energy efficiency. Their work 
commences with a detailed description of the highly virtualized 
layered fog computing model, emphasizing its heterogeneous 
architectural characteristics. To address the non-linear 
character of the task scheduling problem, they incorporated a 
scaling and normalization stage to adapt the standard Harris 
Hawks optimization algorithm.  

Service execution plays a vital role in IoT networks, which 
is also an important problem in scheduling services in fog 

computing. Consequently, fog infrastructure provides the 
execution environment for devices with limited computational 
capability. A fog environment comprises many fog nodes that 
can be some-edge servers, cloudlets, small-size ISPs, and 
caching nodes offering user-requested services. Najafizadeh, et 
al. [36] offered a privacy-preserving task scheduling 
architecture for IoT systems based on service execution to 
overcome these problems. In this design, a multi-objective 
algorithm is proposed to lower both service cost and execution 
time simultaneously.  

Abd Elaziz, et al. [37] suggested AEOSSA, an alternative 
task scheduling approach for managing IoT tasks within a 
cloud-fog computing context. This approach builds upon a 
modified Artificial Ecosystem-Based Optimization (AEO) 
algorithm. The modified algorithm incorporates operators 
derived from the Salp Swarm Algorithm (SSA) to augment the 
exploitation capabilities of AEO in the search for optimum 
results for the task scheduling problem. An evaluation of 
AEOSSA is performed on some synthetic and real datasets that 
include a variety of computation sizes.  

TABLE II. SUMMARY OF METAHEURISTIC-BASED ALGORITHMS 

Reference Approach Advantage Disadvantage 

[35] 
Harris hawks optimization with local 

search 

Optimizes QoS in IoT applications 

focusing on energy efficiency 

Complexity due to normalization, scaling, 

and local search phases 

[36] 
Multi-objective algorithm for privacy-
preserving task scheduling 

Minimizes service execution time and cost; 

maintains the privacy of IoT devices; 
performs well across different service 

composition complexities 

Higher computational overhead due to 
multi-objective optimization 

[37] 
Modified artificial ecosystem-based 

optimization with salp swarm algorithm 

Superior performance in makespan and 
throughput; effective for synthetic and real 

datasets 

Potentially higher resource consumption 

due to extensive exploitation capabilities 

[38] 
Energy-aware model with arithmetic 
optimization algorithm and marine 

predators algorithm 

Significant reductions in energy 

consumption and makespan 

Increased complexity and potential for 

higher computational cost 

[39] 
Multi-cloud to multi-fog architecture with 
dynamic threshold strategy 

Decreases service latency and increases fog 
node efficiency; achieves energy balance 

Complexity in implementation and real-
time dynamic scheduling 

[40] 
CHMPAD algorithm combining marine 

predators algorithm and disruption operator 

Prevents local optimization; improves 

exploitation properties; significant 
reductions in makespan and throughput 

Increased complexity and resource 

demands 

[41] 

Two-tiered approach with PSO and particle 

swarm genetic joint optimization artificial 
bee colony 

Optimal load balancing and task 

scheduling; lower delay and energy 
consumption 

Higher computational complexity due to 

multi-tiered strategy 

[42] 
Multi-tiered scheduling framework with 

Naïve Bayes classifier 

Effective task classification and placement; 

enhances QoS parameters 

Requires precise training data for classifier 

accuracy 

[43] 
Directed non-dominated sorting genetic 
algorithm 

Minimizes energy consumption and 

response times; balances exploration and 

exploitation 

Potential for higher computational 
overhead 

[44] 
Hunger games search with marine 
predators algorithm 

Reduces energy consumption and 

makespan; effective for various workload 

traces 

Complexity in algorithm integration and 
evaluation 

[45] 
Multi-objective gravitational search 

algorithm with star-quake operator 

Reduces makespan, energy consumption, 

and cost; prevents local optima 

Increased computational complexity and 

resource demands 

[46] 
Various algorithms, including machine 

learning and nature-inspired metaheuristics 

Optimizes resource allocation, minimizes 

energy consumption and latency, and meets 

deadlines; consistent performance 

improvements 

Varied complexity depending on the 

specific algorithm used 

Abd Elaziz, et al. [38] overcame the task scheduling issue 
in fog computing by proposing an energy-aware model using a 
variant of the Arithmetic Optimization Algorithm (AOA) 
known as AOAM. Optimizing the makespan metric, they 
ensured that user QoS was the top priority. The authors 
integrated search operators inspired by the Marine Predators 
Algorithm (MPA) to overcome the limitations of the traditional 

AOA. This modification encourages a wider range of solutions 
and avoids becoming stuck in suboptimal solutions. The 
efficacy of the proposed AOAM was validated through 
simulations that employed various parameters.  

Luo, et al. [39] have suggested a unique multi-cloud to 
multi-fog model that involves two service models with 
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containerization technology, aiming to optimize fog resource 
usage and control service latency. On the other hand, the task 
scheduling algorithm provided in their proposal is particularly 
suitable for achieving an energy balance. Additionally, the 
algorithm takes the terminal device transmission energy 
requirements into account. It applies a flexible threshold 
algorithm to achieve real-time request scheduling while 
ensuring an energy balance state of the terminal device, thereby 
effectively avoiding transmission delays. 

Attiya, et al. [40] presented a novel fog computing 
application-aware task scheduling algorithm called CHMPAD. 
It overcomes existing issues with the Chimp Optimization 
Algorithm by combining two key components of different 
algorithms: the Marine Predators Algorithm and a disruption 
operator. CHMPAD aims to prevent local optimization and 
improve the exploitation properties of the base ChOA 
algorithm. The applicability and effectiveness of CHMPAD are 
evaluated through extensive experiments performed on 
synthetic and real-world workloads. 

Liu, et al. [41] developed a novel resource scheduling 
strategy for fog computing environments. This two-tiered 
approach optimizes load balancing and task scheduling to 
decrease energy consumption and execution time. The first tier 
leverages the Particle Swarm Optimization (PSO) algorithm for 
balancing loads within a fog cluster. This optimization seeks to 
identify the ideal distribution of tasks across fog nodes, 
minimizing computation time and energy usage. Building upon 
this foundation, the authors propose a novel Particle Swarm 
Genetic Joint Optimization Artificial Bee Colony (PGABC) 
algorithm. PGABC tackles the challenge of task scheduling 
across multiple fog clusters, utilizing the time and energy 
consumption data obtained from the initial load balancing 
phase. 

Kaur, et al. [42] proposed a multi-tiered scheduling 
framework for managing IoT application tasks. This framework 
prioritizes QoS parameters to achieve optimal task placement. 
The framework operates on two levels: fog environment and 
fog node selection. The specific fog environment in which the 
task will be executed is set at the first level. Several factors, 
such as availability, physical distance, latency, and throughput, 
are used to choose an environment. After choosing the fog 
environment, a particular fog node is selected for analysis. They 
implemented a Naïve Bayes classifier to classify the task 
category (Compute-intensive, Memory-intensive, or GPU-
intensive) based on the probability triad (C, M, G). 

Mousavi, et al. [43] formulated a constrained bi-objective 
optimization problem for task scheduling in fog computing 
environments. This formulation aims to achieve two critical 
goals simultaneously: minimizing server energy consumption 
and reducing overall response times. To address this challenge, 
the authors proposed a novel Directed Non-dominated Sorting 
Genetic Algorithm (D-NSGA-II). This algorithm builds upon 
the foundation of NSGA-II, a well-established multi-objective 
optimization technique. The key innovation lies in the 
introduction of a new recombination operator. This operator 
empowers D-NSGA-II to regulate the selection pressure 
exerted on candidate solutions, thereby striking a balance 

between the algorithm's exploration and exploitation 
capabilities.  

Attiya, et al. [44] proposed a novel task scheduling 
algorithm, HGSMPA, specifically designed for cloud-fog 
computing environments within the IoT domain. Their 
approach leverages the Hunger Games Search (HGS) algorithm 
as a foundation. The authors incorporated elements from the 
MPA to enhance the exploitation capabilities inherent in HGS. 
The efficacy of HGSMPA was validated through experimental 
evaluations that employed various workload traces, both 
synthetic and real-world. The results convincingly demonstrate 
the superiority of HGSMPA compared to existing scheduling 
algorithms. 

Ahmadabadi, et al. [45] introduced a novel multi-objective 
task scheduling approach for fog-cloud computing systems. 
Their approach addresses three critical objectives 
simultaneously: minimizing monetary cost, energy 
consumption, and makespan. To achieve these goals, the 
authors proposed a new multi-objective function that 
incorporates all three objectives. Furthermore, they introduced 
a novel operator called star-quake, specifically designed for the 
Multi-Objective Gravitational Search Algorithm (MOGSA). 
This operator balances the algorithm's capabilities, such as 
selection pressure, exploration, and exploitation. 

Alsamarai, et al. [46] have significantly improved task 
scheduling in fog-cloud computing environments for IoT 
applications. Their proposed algorithms address various 
challenges, including optimizing resource allocation (e.g., 
CHMPAD, DLJSF), minimizing energy consumption and 
latency (e.g., PGABC, Quality-aware Energy Efficient 
Scheduling), and meeting task deadlines (e.g., Bandwidth-
Deadline Algorithm). They leverage a variety of techniques, 
including machine learning (PSO, ANN), heuristic approaches 
(genetic algorithms), and nature-inspired metaheuristics 
(Gravitational Search Algorithm, Ant Colony Optimization) to 
achieve these improvements. 

C. Machine Learning-based Algorithms 

Machine learning-based algorithms exploit historical data 
and learning models to predict near-optimal scheduling 
decisions [47]. Techniques such as reinforcement learning and 
neural networks have demonstrated significant potential in 
adapting to the dynamic characteristics of fog computing 
environments [48], as shown in Table III. 

Bhatia, et al. [49] proposed a novel quantized approach for 
scheduling heterogeneous tasks within fog computing 
applications. The approach is built on a node-specific metric, 
the Node Computing Index (NCI), used to measure individual 
fog nodes' computational capability. They also proposed a QCI-
Neural Network Model that forecasts the best available fog 
node for real-time execution of heterogeneous tasks. To 
validate the proposed approach, the authors conducted 
simulations in different scenarios. 

Ali, et al. [50] tackled enhancing the overall efficiency of 
executing tasks for IoT applications. Their methodology 
revolves around selecting real-time jobs well-suited for 
execution at the fog layer. A fuzzy logic-based task scheduling 
algorithm is modeled for a fog-cloud computing environment. 
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This algorithm offers a smart scheme of allocating submitted 
tasks to the processing units within the fog layer. 
Heterogeneous resources can be found in fog.  

Lim [51] addressed the low latency task execution in small-
scale fog computing deployments. Their approach is based on 
a novel task scheduling strategy using partitioned Artificial 
Neural Networks (ANNs). Such partition allows parallel 
learning and hyperparameter optimization across different edge 
servers. This parallelism significantly reduces scheduling times 
and contributes to achieving desired service level objectives.  

Aburukba, et al. [52] proposed a task scheduling solution 
for a three-tier fog computing architecture. This approach 
prioritizes maximizing the number of requests that meet their 
deadline requirements. To achieve this goal, the authors 
introduce an optimization model formulated using Mixed 
Integer Programming (MIP). This model aims to minimize the 
number of missed deadlines. The efficacy of the model was 
validated using an exact solution technique. However, the 
authors acknowledge that the task scheduling problem is NP-
hard, rendering exact solutions impractical for typical fog 
computing environments due to problem size.  

TABLE III. SUMMARY OF MACHINE LEARNING-BASED ALGORITHMS 

Reference Approach Advantage Disadvantage 

[49] 
Node computing index and QCI-neural 

network model 

Significantly improved performance in 
execution delay, sensitivity, and precision; 

suitable for heterogeneous tasks 

High computational complexity may require 

substantial training data. 

[50] Fuzzy logic-based task scheduling algorithm 

Outperformed existing algorithms in task 

success ratio, makespan, average turnaround 

time, and delay rate; efficient for 
heterogeneous resources 

Potential complexity in defining fuzzy rules 

may not scale well with large task sets. 

[51] Partitioned artificial neural network 

Reduced scheduling times, maintained low 

energy consumption, achieved desired 
service level objectives 

Limited scalability to larger fog computing 

environments, potential overhead in 
partitioning. 

[52] 
Mixed Integer Programming and genetic 
algorithm 

Significant reduction in missed deadlines, 

effective for NP-hard scheduling problems; 
superior performance compared to round-

robin and priority scheduling 

The exact solution technique is impractical 

for large problem sizes, and the heuristic 
approach may not always find the global 

optimum. 

[53] 
Statistical techniques (moving averages, 

Heikin-Ashi patterns) 

Enhanced precision in scheduling times, 

optimized task allocation across edge and 
fog nodes 

The applicability of financial patterns to 
computing tasks may not be universally 

effective, and there is potential for increased 

computational overhead. 

[54] K-Means clustering and fuzzy logic 

Accurate identification of groups, adapts to 

changing task distributions, improved 

execution time, response time, and network 
usage 

Complexity in implementation and potential 
high computational overhead in large-scale 

dynamic environments 

[55] 

Distributed deep reinforcement learning 

with asynchronous proximal policy 
optimization 

Fast convergence rate, high flexibility, 

upgradeability, and better time complexity 
in execution 

Greedy nature of existing techniques and 

complexity in managing distributed 
experience trajectories 

[56] 
A2C-DRL based real-time task scheduling 

for edge-cloud environments 

Simultaneous learning at multiple servers, 

flexibility with assignable hyperparameters, 
and superior load balancing 

Complexity in defining reward functions 

and update policies 

[57] 
DRL-based algorithm for scheduling IoT 

applications 

Adaptive response time, load balancing, 

significant cost reduction in execution and 
load balancing 

Initial training phase might be resource-

intensive, complexity in implementation on 
different platforms 

The rapid rise in bandwidth requirements and 
computational load of the IoT has created opportunities for fog 
computing. However, maintaining the QoS of the data transfer 
process at an efficient cost in fog-based IoT networks remains 
a significant challenge. Potu, et al. [53] propose a novel 
scheduling algorithm that optimizes task allocation across edge 
and fog nodes. The proposed model integrates various 
statistical techniques, including moving averages and Heikin-
Ashi patterns frequently employed in financial markets to 
visualize trends.  

The basic scheduling strategies designed for specials global 
cloud model do not really cope with static nature, 
heterogeneity, and resource constraints of the fog nodes. 
Sheikh, et al. [54] have addressed these limitations through the 
development of a new machine learning based approach that is 
aimed at dynamically allocating tasks in respect of the evolving 
status in the fog environment. Their approach builds on basics 
of K-Means clustering algorithm substantiated by fuzzy logic, 

which can be considered an example of an unsupervised 
learning. Overall, this approach economically categories fog 
nodes based on resource and workload distribution. The 
proposed method builds on the strong points of the K-Means 
clustering that provides accurate identification of groups and 
fuzzy logic that allows one to adapt to changes concerning the 
distribution of tasks among the fog nodes.  

Deep Reinforcement Learning (DRL) has recently gained 
traction in addressing complex service offloading problems. 
However, existing techniques are greedy in nature and are 
primarily designed for centralized problem formulation which 
results in slow convergence towards the global solution. In 
addition, data dependencies that are preconceived and QoS 
requirements inherent within the service components do not 
facilitate offloading. To overcome such limitations, Goudarzi, 
et al. [55] developed a distributed DRL strategy formulated 
through an actor-critic architecture named Asynchronous 
Proximal Policy Optimization (APPO). Thereby, it contributes 
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to creating a multitude of possible distributed experience 
trajectories to take place. Moreover, the authors use off-policy 
correction methods we have reviewed include PPO clipping and 
V-trape so as to enhance the rate of convergence to the optimal 
service offloading solutions.  

Resource management in mobile edge and cloud systems 
often presents complex online decision-making challenges. 
Effective solutions necessitate real-time understanding of both 
workload and environment to facilitate the efficient utilization 
of distributed resources. However, geographically dispersed 
resources, limited capacity, unpredictable task characteristics, 
and network hierarchy inherent to edge environments 
significantly hinder efficient job scheduling. The above 
dynamic scenarios make heuristic-based methods inadequate 
since they are not easy to generalize or modify as would be 
required at times. One such unutilized yet potentially very 
beneficial technique is the DRL that names Advantage Actor-
Critic (A2C). A2C learns quickly in environments with little 
data while DRL gains its knowledge from situations within the 
environment and applies them to make a decision. To address 
these challenges, Lu, et al. [56] propose an A2C-DRL based 
real-time task scheduling technique specifically designed for 
stochastic edge-cloud environments.  

Wang, et al. [57] introduced a Deep Reinforcement 
Learning (DRL)-based algorithm for scheduling IoT 
applications, termed DRLIS. This approach is targeted to 
provide adaptive and efficient response time for wide range of 
IoT applications as well as the load balancing among the 
edge/fog servers. The authors incorporated DRLIS as an 
operational scheduler in the FogBus2, which is a function-as-a-
service platform in the development of moving from edge to 
fog to cloud serverless computing model. The results of varied 
experiences indicate that the DRLIS bears a higher impact on 
the improvement of the execution cost of IoT applications.  

IV. RESULTS AND DISCUSSION 

A review and analysis of different task-scheduling 
techniques reveal tremendous variability in their performance 
based on the underlying methodologies and QoS metrics they 
try to optimize. Due to their simplicity, heuristic-based 
algorithms utilize low computational overhead; thus, they can 
be applied to only small-scale and resource-limited 
environments. Most of these techniques fail to optimize 
multiple QoS parameters like latency, energy consumption, and 
throughput simultaneously; hence, their usage is quite 
impractical in dynamic and large-scale fog computing 
scenarios. Contrarily, metaheuristic-based algorithms 
demonstrate much stronger adaptability in finding near-optimal 
solutions for complex scheduling problems. Despite the better 
performance, these algorithms usually introduce higher 
computation overhead, which may not be affordable for real-
time applications. 

While advanced algorithms based on machine learning 
leverage predictive and adaptive capabilities to optimize task 
scheduling dynamically, techniques such as reinforcement 
learning and deep neural networks have been promising in 
achieving significant reductions in latency and energy 
consumption while maintaining high throughput. For example, 
reinforcement learning-based models can predict the pattern of 

task arrivals and resource availability to enable proactive 
scheduling. However, most machine learning techniques are 
implemented in a fog computing environment with extensive 
training in complex data computation resources and feature 
engineering, challenging widespread adaptation. Besides, 
machine learning interpretability may be one of the barriers if 
transparency in decision-making is essential. 

Comparative analyses reveal that no method covers the fog 
computing-powered IoT network to date for all the challenges 
combined. Instead, heuristic and metaheuristic algorithms are 
more appropriate for scenarios with specific resource 
constraints, while machine learning-based approaches best 
apply to dynamic and complex environments. The 
hybridization of such techniques, though in very few instances, 
points out a bright future direction that can leverage the 
simplicity and efficiency of the heuristic approach together with 
adaptability and optimization capabilities from the 
metaheuristic and machine-learning-based techniques. 
Furthermore, much emphasis on standard frameworks is 
required to evaluate the benchmark techniques with regard to 
task scheduling properly; this ensures coherence in the 
performances reported through different scenarios. These 
insights emphasize the vital need for further research that 
should result in novel hybrid techniques applicable to the new 
demands put forward by IoT systems driven by fog computing. 

Through extensive analysis of various methods for task 
scheduling in fog-cloud computing environments for IoT 
applications, several research gaps and limitations in prior 
studies have been identified. These limitations can include high 
run times, failure to meet the study's objectives, or negative 
impacts on other performance metrics. Common shortcomings 
include missing details on simulation parameters, comparisons 
with outdated algorithms, using small datasets for evaluation, 
omitting definitions of evaluation parameters and equations, 
neglecting relevant evaluation factors, and lacking results to 
support performance claims. 

A critical limitation identified is using outdated benchmark 
algorithms for comparison in some studies. This makes it 
difficult to assess the efficiency of the proposed methods 
definitively. Additionally, several studies employed small 
datasets (fewer than 100 tasks) or omitted data set size 
information entirely. This raises concerns about the proposed 
algorithms' ability to handle real-world workloads with high 
throughput. 

Our analysis also revealed a focus on specific objectives and 
performance metrics. Energy consumption emerged as the 
primary objective in many studies, followed by minimizing 
makespan, delay, and cost. Conversely, response time, resource 
utilization, deadline violation, security, and reliability received 
less attention. This focus is reflected in the most studied 
metrics: makespan, energy consumption, and cost. Most of the 
investigated algorithms were multi-objective, focusing on 
optimizing combinations like makespan and cost, makespan 
and energy, or delay and energy simultaneously. 

V. FUTURE DIRECTIONS 

As fog computing continues to evolve, several emerging 
trends and research directions are shaping the landscape of task 
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scheduling algorithms. These advancements aim to enhance the 
efficiency, scalability, and adaptability of fog computing 
systems to meet the growing demands of IoT applications. The 
future of task scheduling in fog computing is poised to leverage 
more sophisticated machine learning and Artificial Intelligence 
(AI) techniques. Reinforcement learning, deep learning, and 
federated learning are expected to play a significant role in 
developing more adaptive and intelligent scheduling 
algorithms. These approaches can enable real-time learning and 
decision-making, improving the allocation of resources and the 
overall performance of fog environments. 

The collaboration between edge and cloud resources is 
anticipated to become more seamless, providing a hybrid model 
that optimally distributes tasks based on their computational 
and latency requirements. Future research will focus on 
developing algorithms that dynamically balance the load 
between edge and cloud, considering network conditions, 
energy consumption, and application-specific constraints. 
Energy efficiency will remain a critical concern in fog 
computing, particularly with the increasing number of 
connected devices and data-intensive applications. The 
research will continue to explore energy-aware scheduling 
algorithms that minimize power consumption without 
compromising performance. Sustainable computing practices, 
such as using renewable energy sources and energy-harvesting 
techniques, will also gain more attention. 

With the proliferation of IoT devices and the sensitivity of 
the data they generate, ensuring security and privacy in task 
scheduling is paramount. Future research will delve into 
developing secure scheduling algorithms that incorporate 
encryption, anonymization, and other privacy-preserving 
techniques. These solutions must safeguard data integrity and 
confidentiality while maintaining efficient resource utilization. 
Integrating real-time analytics and predictive modeling into 
task scheduling algorithms will enhance responsiveness and 
accuracy. Using historical data and real-time monitoring, these 
algorithms can predict workload patterns, detect anomalies, and 
proactively adjust resource allocation, improving system 
reliability and performance. 

Future scheduling algorithms will increasingly adopt multi-
objective optimization techniques to balance various 
conflicting performance metrics, such as latency, throughput, 
energy consumption, and cost. Research will focus on 
developing algorithms that can effectively navigate the trade-
offs between these objectives, providing optimal solutions that 
meet diverse application requirements. As quantum computing 
technologies mature, their integration into fog computing task 
scheduling could revolutionize the field. Quantum algorithms 
have the potential to solve complex optimization problems 
more efficiently than classical algorithms, offering 
unprecedented improvements in scheduling performance and 
resource utilization. 

Developing standardized frameworks and protocols for task 
scheduling in fog computing ensures interoperability between 
different devices and platforms. Future research will explore 
ways to create universally accepted standards that facilitate 
seamless integration and collaboration across heterogeneous 
fog and edge environments. User-centric and context-aware 

scheduling algorithms that consider the specific needs and 
preferences of end-users will become more prevalent. These 
algorithms will consider contextual information, such as user 
location, device capabilities, and application-specific 
requirements, to deliver personalized and efficient task 
scheduling solutions. 

Federated learning, a decentralized machine learning 
approach where model training occurs locally on edge devices, 
will gain prominence in fog computing environments. The 
research will explore federated learning techniques for 
collaborative model training across distributed edge nodes, 
enabling privacy-preserving and resource-efficient machine 
learning. These approaches will empower edge devices to 
perform predictive analytics and decision-making tasks 
autonomously without relying heavily on centralized cloud 
servers. The integration of blockchain technology into task 
scheduling algorithms will enhance security, transparency, and 
trust in fog computing environments. Future research will 
investigate blockchain-based scheduling mechanisms that 
ensure verifiable task execution, prevent tampering or 
manipulation of scheduling decisions, and enable secure peer-
to-peer transactions between edge devices. These blockchain-
enabled solutions will facilitate decentralized task allocation 
and resource sharing while preserving data integrity and 
privacy. 

VI. CONCLUSION 

IoT technology applies to promote immense 
interconnectedness to data-driven functions like smart homes, 
cities, industrial automation, and health services. At the time of 
growth, this explosive creation of data created newer challenges 
for traditional models in cloud computing: latencies at high 
traffic volume and constricts scalability. Emerging as 
complementary mechanisms to remedy several limitations 
brought upon by traditional clouds in view of the huge impact 
created by IoT sensors continuously generating huge loads of 
information that requires computation, sometimes really 
urgent, Fog Computing extends the computational processes 
further toward network boundaries. 

The present research gave an extensive review of different 
techniques for task scheduling in fog computing environments 
and broadly classified these techniques into three main 
categories, namely heuristic-based approaches, metaheuristic-
based methods, and machine learning-based approaches. This 
research further analyzed the effects of different techniques on 
key QoS metrics related to latency, energy consumption, 
makespan, and reliability and, therefore, provided pragmatic 
insights into strengths, weaknesses, and applicability. The 
results revealed that these techniques can adapt dynamically to 
changing network conditions and workload demands, 
optimizing resource utilization and service quality in fog-
enabled IoT systems. 

Apart from indicating gaps, the study also identified several 
innovative solutions with regard to needs in proposals on hybrid 
techniques, along with standardized frameworks concerning the 
evaluation perspective. These lessons then provided concrete 
guidelines for both the researcher and the practitioner in 
creating algorithms on next-generation task scheduling at fog 
computing-powered IoT with efficiency and scalability, thus 
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guaranteeing enhanced QoS toward paving the right path for R-
IoT. 
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Abstract—The system dynamics methodology examines the 

intricate behaviors of complex systems through time, 

incorporating inventories, transfers, feedback cycles, lookup 

functions, and temporal delays. In fisheries systems, the 

interaction between resources and management entities is 

intricate, with the dynamics of fisheries significantly influencing 

the formulation of effective policies. Fisheries hold a vital position 

in Indonesia's economy, contributing to food security, nutrition, 

and the welfare of fishermen. Under Law Number 7 of 2016, the 

fisheries sector covers all activities, from resource management to 

the marketing of marine products. With its rich fishery resources, 

Indramayu Regency is a major contributor to West Java's fish 

production. TPI Karangsong, the hub of fishing activities in 

Indramayu, is a key player in the frozen fish supply chain, relying 

heavily on cold storage facilities to ensure product quality. 

Consequently, the system dynamics approach proves valuable in 

understanding the frozen fish supply chain by modeling the 

interactions between different variables and evaluating the impact 

of policies to improve fish quality. The system dynamics model in 

this study consists of six sub-models: fish at TPI, cold storage, 

refrigerated cabinets, total revenue, cash, and cold trucks. The 

simulation results provide policy recommendations to improve the 

quality of frozen fish at TPI Karangsong, namely the baseline 

scenario, cold truck scenario, cold truck scenario, truck and cold 

storage integration scenario, cold storage and fish catch drop 

integration scenario. 

Keywords—Supply chain; system dynamics; frozen fish; six sub-

models; simulation; policy scenario 

I. INTRODUCTION 

As a maritime nation where 70% of its territory is comprised 
of seas, Indonesia has substantial potential in the tourism and 
marine sectors, particularly in fisheries. The fisheries sector 
serves as a crucial contributor to the national economy by 
generating employment and supporting food security. By Law 
Number 7 of 2016 [1], the fisheries sector spans activities from 
pre-production to marketing, integrated within the fisheries 
business system. The rich diversity of fish resources is a core 
strength of Indonesian fisheries, with fishing operations 
governed by Law Number 45 of 2009 [2]. Additionally, the 
management of marine resources, both renewable and non-
renewable, is regulated under Law Number 32 of 2014 [3]. The 
Marine Affairs and Fisheries Minister Regulation [4] outlines 
processing and product safety standards to maintain the 
competitiveness of Indonesian fishery products in global 
markets. Innovations in fish processing, whether through 
traditional or modern methods, are essential for adding value to 
fishery products and enhancing their global market position 

[5][6]. In Indramayu Regency, a major fisheries hub in West 
Java, over 35,000 fishermen produced 551,632.81 tons of fish in 
2023, contributing 34.63% to West Java's total fishery 
production (BPS, 2022). 

A company’s competitive advantage can be improved 
through production efficiency, effective distribution, and the 
timely delivery of products to consumers [7][8]. Supply chain 
management (SCM) involves key factors such as technology 
utilization, customer satisfaction, supply chain unification, and 
inventory management are essential components, while 
competitive advantage is influenced by factors such as pricing, 
product quality, market readiness, and sales growth. A 
company's performance is evaluated through both financial and 
operational metrics [8]. While a stronger innovation strategy 
typically enhances operational performance, competitive 
advantage alone does not fully mediate the link between 
innovation strategy and overall company performance [9]. 

SCM is integral to the sustainability of food supply chains, 
particularly in minimizing food loss and addressing the 
challenges posed by climate change. The cold chain is essential 
for preserving the quality of perishable products, such as fish, 
during their transportation and storage [8]. Despite the 
significant obstacles faced by cold chain infrastructure in 
Indonesia, its successful implementation is essential for 
enhancing the fisheries sector's competitiveness in the global 
marketplace [10]. Moreover, the establishment of an efficient 
logistics system is imperative to bolster food security [11]. 

The complex structure of frozen fish distribution networks 
requires more than simplistic methods or single-cause solutions. 
Thus, there is a need for a framework that facilitates an 
understanding of the multifaceted issues within a systemic 
context [12] [13]. System dynamics is instrumental in 
illustrating the interconnections among suppliers, producers, 
and distribution networks. [14]. This approach underscores the 
importance of temporal factors in comprehending the overall 
behavior of a system, demonstrating how such a system can 
respond to external disturbances or align with the model's 
objectives (Coyle, 1997 in Wati et al., 2021). Furthermore, 
system dynamics highlights the influence of policies on system 
behavior (Richardson & Pugh III, 1997 in Wati et al., 2021) and 
facilitates the analysis of complex dynamics through the 
feedback mechanisms among system components [15]. The 
Causal Loop Diagram (CLD) is extensively used to design 
complex supply chains, including perishable products like 
frozen fish [16] [17] while [18] designed a sustainable supply 
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chain model for the fisheries sector using a system dynamics 
approach. 

TPI Karangsong is a leading fish distribution center in West 
Java, where the fisheries sector plays a vital role in promoting 
local economic development. Therefore, adequate cooling 
facilities are crucial to maintaining the quality of the distributed 
fish. This study aims to develop a system dynamics model that 
maps the frozen fish supply chain, expecting the simulation 
results to propose various policy scenarios that can potentially 
improve the quality of frozen fish products. 

II. RELATED WORKS 

A. Supply Chain Management (SCM) 

There is integrates various entities collaborating to source 
raw materials transform into finished goods, deliver them to 
stores and then consumers [19][20]. Heizer et al. [21] Explain 
how a distribution network involves suppliers, manufacturers, 
distributors, and retailers, while Chopra and Meindl [22] 
emphasize the role of all stakeholders in meeting consumer 
demands. According to Apriani et al. [23], the interrelationship 
between goods, finances, and information is crucial. To optimize 
operations and enhance customer satisfaction, the supply chain 
mechanism must be effectively implemented through strong 
relationships with suppliers, efficient production processes, and 
excellent service [24] [25]. SCM is an integrated approach that 
efficiently Oversees the movement of products, finances, and 
insights from upstream to downstream to improve product 
quality, profitability, and organizational performance [26] [27] 
[28] [29]. Additionally, SCM enhances competitive advantage 
by driving efficiency in both production and distribution. [7] [8] 
[30]. 

B. System Dynamics (SD) 

SD is initially presented by Forrester in the 1950s [31], who 
constructed a model to demonstrate the way policies influence 
the soundness of manufacturing systems [32], as well an 
advanced framework applied to model sophisticated feedback 
structures [33], making it highly valuable for analyzing 
interdisciplinary concerns [34]. Besides that, it can also 
identified using nonlinear relationships and feedback loops 
between system components, making it suitable for modeling 
complex socio-economic phenomena [35]. It enables the 
analysis of interactions among various processes at different 
levels, providing a holistic understanding of system behavior 
[15][36]. As part of systems theory, SD helps model nonlinearity 
through structural modeling incorporating feedback loops and 
time delays [37]. Key principles in the use of system dynamics 
include (1) building model structures that define system 
behavior, (2) integrating soft variables, and (3) interpreting 
mental models that provide substantial influence [38]. SD offers 
various benefits, such as visualizing causal links between 
variables, recognizing the effects of delays, and examining 
system responses to various scenarios (Zapata et al., 2019). In 
ecotourism management, Sjaifuddin's [39] model integrates 
biophysical, social, and economic variables simulated under 
multiple scenarios, while Utami et al. [40] highlight key 
response variables such as ecotourism revenue and mangrove 
rehabilitation. In production planning and control, Karaz et al. 
[41] emphasize the significance of dynamic interactions in 

evaluating the impact of dynamic management (MD) on 
construction projects. Similarly, Ismail et al. [42] focus on 
determining optimal Catch capacity to support the sustainability 
of Malaysian fisheries. 

III. METHODOLOGY 

The system dynamics model of the frozen fish supply chain 
in Karangsong is classified as a qualitative-quantitative research 
study and model-based simulation. This approach combines 
qualitative and quantitative analyses to understand complex 
systems and predict dynamic behaviors and feedback structures 
within the system. The study integrates qualitative and 
quantitative methods to capture system complexity and simulate 
time-series data [43] [44]. 

1) Qualitative research is employed to identify key 

variables, causal relationships, and behavioral dynamics that 

influence the frozen fish supply chain. Data are collected 

through interviews, observations, and discussions with 

stakeholders, such as fishermen, traders, and cooling facility 

managers. 

2) A quantitative approach is applied during the modeling 

and simulation phase, using numerical data to construct an 

analytical model. This method consists of seven stages: 

problem identification, conceptualization, model formulation, 

behavior analysis, review, policy examination, and model 

application [17] [46]. 

3) The model-based simulation utilizes concepts such as 

stocks, flows, and feedback loops to describe the movement of 

materials, information, and policy influences within the system. 

The results of these simulations are used to evaluate policy 

scenarios that could enhance fish quality, stabilize supply, and 

increase income. 

Integrating both qualitative and quantitative approaches 
enables this study to offer more comprehensive insights. By 
combining the narrative understanding from qualitative analysis 
with the predictive capabilities of quantitative simulation, the 
study provides more effective solutions for managing the 
sustainable frozen fish supply chain at TPI Karangsong. Using 
Vensim PLE 10.1.3 software, researchers can map variable 
relationships, analyze system structures, and simulate the 
dynamic behavior of the supply chain [29] [47]. 

The stages of building a system dynamics model in frozen 
fish supply chain system research are (Fig. 1): 

1) Needs analysis: The initial step aims to identify the 

problems and needs of the system to be modeled. 

2) Causal loop diagram: Used to map the cause-and-effect 

relationships between variables in the system, illustrating 

feedback loops that influence system dynamics. 

3) Stock and flow diagram: A more detailed representation 

of the system, with stocks representing accumulation and flows 

regulating stock changes. This diagram models the quantitative 

dynamics of the system. 

4) Simulation models: The development of system 

dynamics-based simulation models that enable the analysis of 

system changes over time. 
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Fig. 1. Research steps. 

5) Validation: Assessing the model's suitability against 

historical data or real-world conditions. The Pairwise Pearson 

Correlation method is used in system dynamics modeling or 

statistical models to evaluate the relationship between 

simulation results and actual data. Fish purchase data and fund 

allocation for fish purchases at one of the Bakul from 2021 to 

2023 are used to calculate the validation. The formula is: 

𝑟 =
∑ (𝑋𝑖 −
𝑛
𝑖=1 �̅�)(𝑌𝑖𝑋)̅̅ ̅

√∑ (𝑋𝑖 − 𝑋)̅̅ ̅2𝑛
𝑖 ∑ (𝑌𝑖 − 𝑌)̅̅ ̅2𝑛

𝑖



This method ensures that the simulation results can represent 
dynamics that correspond to the actual conditions of the 
modeled system. 

1) Sensitivity analysis: After model validation, sensitivity 

analysis evaluates the impact of parameter changes on the 

model's results. 

2) Policy scenario: The final stage involves using the 

model to test various policy scenarios to determine the best 

decision for improving system performance. 

IV. RESULT AND DISCUSSION 

This section is the completion stage in building a system 
dynamics model on the frozen fish supply chain and provides a 
selection of several policy scenarios obtained from the 
simulation results. 

A. Results 

The system dynamics model is a system modeling tool 
developed by Jay W. Forrester, which emphasizes feedback 
(closed loops) to understand the behavior as a whole. This model 
assumes that the system is always changing, with various 

activities influencing each other. Interrelated sub-models are 
used to achieve certain goals. The main variables in this model 
include Level (accumulated flow over time), Rate (flow rate), 
and Auxiliary (helping variables). 

1) Needs analysis: This stage involves analyzing the needs 

of stakeholders in PPI Karangsong, such as: 

a) Fishing port: The main location of fishing industry 

activities, equipped with safety and other supporting facilities. 

b) Juragan: The main supplier of frozen fish and ship 

provider. 

c) TPI Karangsong: fish auction place. 

d) Fishermen: The main actors in fishing in the waters. 

e) Bakul: Fish suppliers to ports, retailers, or consumers. 

f) Consumers: Actors who utilize the catch. 

g) Government: Through the Fisheries and Marine 

Service, regulates and manages fishing activities. 

2) System identification: System identification is an 

approach used to comprehensively describe and analyze a 

system, often employing cause-and-effect diagrams or causal 

loop diagrams (CLD) to clarify the responses interactions 

across the variables within the system [48]. This methodology 

enables the identification of patterns or cycles in the system, 

facilitating more effective analysis and strategy design. 

CLD are constructed based on research data, interviews, and 
literature reviews to accurately depict causal relationships [49]. 
In this study, the model is employed to understand of frozen fish 
supply chain dynamics, beginning with the auction at TPI 
Karangsong, continuing with storage in cold storage facilities, 
and culminating in distribution using refrigerated vehicles. This 
approach allows for analyzing the impact of decisions and 
related variables, ultimately aiming to improve supply chain 
efficiency. 

The frozen fish supply chain system dynamics model 
simulation is conducted using Vensim PLE 10.1.13 software, 
and the CLD for frozen fish distribution is illustrated in Fig. 2. 

 
Fig. 2. Causal loop diagram. 
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Freezing and storage facilities for frozen fish products are 
crucial components in supporting the cold chain or supply chain 
system. These facilities help maintain the quality of fish 
products, enhance their added value, and ensure smooth 
distribution, price stability, and the availability of fishery 
products. As a result, the supply chain system can operate more 
efficiently and effectively. 

3) Boundary model: The selection of model boundaries is 

a critical step in modeling, as it defines the scope of analysis 

relevant to the problem under investigation. These boundaries 

must encompass all cause-and-effect interactions within the 

frozen fish supply chain system to ensure a comprehensive 

representation. Effective decision-making in this supply chain 

depends on the model's accuracy and completeness, which 

directly influence the validity of the proposed decisions. The 

primary objective is to maintain product quality and safety 

throughout distribution, preventing any degradation that could 

negatively impact the selling price. 

However, this model lacks a detailed analysis of the payback 
period, and risk analysis is not sufficiently addressed, limiting 
its ability to fully evaluate the financial feasibility and potential 
uncertainties associated with policy implementations. 

4) System dynamics simulation flowchart structure: The 

simulation of system dynamics modeling results is used to 

observe behavior patterns and trends within the system, as well 

as the factors influencing it. However, Causal Loop Diagrams 

(CLD) have limitations in capturing the structure of stocks and 

flows in the system. To address this, a Stock & Flow Diagram 

(SFD) is employed, offering more detail and enabling more 

accurate simulations of system behavior. SFD incorporates the 

element of time, allowing for a more detailed analysis of 

interactions between variables. The frozen fish supply chain 

system is structured into six sub-models. These six sub-models 

enhance the system's overall analysis and simulation accuracy, 

as follows: 

a) Frozen Fish Sub Model at TPI: Fig. 3 is a frozen fish 

sub-model at TPI Karangsong. 

 
Fig. 3. Frozen fish sub model at TPI. 

In this sub-model, frozen fish collected at the TPI represents 
a stock variable. Various types of frozen fish are auctioned at the 
TPI, and purchased by the Bakul, which reduces the stock of fish 
at the TPI. The supply-demand ratio is defined as the demand 
for fish relative to the availability of fish at the TPI. The average 
fish price is affected by the impact of fish supply on prices 
relative to the normal price level. The amount of fish purchased 
by the Bakul is determined by the allocation of funds available 
in the Bakul's cash reserves for buying frozen fish. The quantity 
of fish purchased then dictates the allocation of cold storage 
required. 

b) Cold storage sub model: In this sub-model, the fish 

stored in cold storage is a stock variable. Fig. 4 is a sub-model 

of Cold storage at TPI Karangsong. 

 
Fig. 4. Cold storage sub-model. 

The purchased fish will initially be stored in cold storage. 
The allocation of fish that can be stored is determined by the 
cold storage's maximum capacity. The amount of fish stored will 
affect the cold storage rental cost, which will contribute to the 
total cost. If the cold storage reaches full capacity, the Bakul will 
store the excess frozen fish in a refrigerator, from which it will 
later be distributed. 

c) Fish fridge sub model: In this sub-module, the stock 

variables are the number of refrigerators (Fish fridge) and fish 

stored in the Fish fridge. The simulation results of the Fish 

fridge sub-model are as shown in Fig. 5. 

 
Fig. 5. Fish fridge sub model. 
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Fish that cannot be stored in cold storage must be placed in 
a refrigerator, although the quality will not be as well preserved 
as in cold storage. However, the Bakul must allocate funds to 
purchase the necessary refrigerators. The number of 
refrigerators required is determined by the amount of fish that 
exceeds the capacity of the cold storage. The need for additional 
refrigerators arises when a discrepancy exists between the 
desired and actual storage capacity to store the surplus fish. 

d) Total revenue sub-model: Total income in this sub-

model is calculated from how many frozen fish are in cold 

storage multiplied by the fish that come out of cold storage, plus 

income from fish in the fish fridge and those sent using cold 

trucks. The simulation results for total revenue are presented in 

Fig. 6. 

 
Fig. 6. Total revenue sub-model. 

In this sub-model, it is assumed that all frozen fish purchased 
will be sold out. The assumption is that the price of frozen fish 
stored in cold storage is higher than that of fish stored in the Fish 
fridge. Then, frozen fish sent using a cold truck will maintain its 
quality to the maximum so that the selling price is the same as 
fish stored in the Fish fridge. 

e) Sub model cash: Cash is a variable that increases due 

to income and decreases due to expenses. The total costs 

calculated in this model include cold storage rental costs, Fish 

fridge purchases and cold truck purchases (Fig. 7), so cash is 

income minus expenses. 

f) Sub Model Cold truck: Cold trucks become stock 

variables in the sub-model (Fig. 8). 

The cold truck is a model used for scenario simulations. In 
the baseline scenario, it is assumed that the Bakul does not own 
a cold truck, while in the subsequent scenario, the Bakul 
purchases a cold truck based on the amount of fish in the 
refrigerator and the availability of cash. The purchase of a cold 
truck depends on the cash allocation available to the Bakul. The 
procurement of the cold truck is determined by its capacity and 
the amount of fish in the refrigerator that needs to be transported. 
The price of the cold truck corresponds to the average market 
price, which varies depending on its specifications and capacity. 
The cold truck's role is to maintain the safety and quality of 
frozen fish during distribution, preventing quality degradation 

that typically occurs when using non-refrigerated trucks. This 
ensures that the fish delivered to consumers remains in optimal 
condition, enhancing consumer satisfaction and loyalty. The 
overall model is represented by a stock and flow diagram (Fig. 
9). 

5) Validation: Is conducted to verify that a model 

comprehensively achieves its objectives and accurately 

represents real system conditions. This process involves 

evaluating and testing the accuracy of the quantitative 

framework by comparing the outcomes of the dynamic system 

simulation against historical data. In this study, model 

validation was performed using a sample of Bakul who passed 

the normality test from the total population of Bakul at TPI 

Karangsong, Indramayu Regency. The assumption is that the 

Bakul consistently purchase frozen fish. Using data from 2021 

to 2023, The following is data on demand for frozen fish in one 

of the Bakul, And normality data is (Fig. 10). 

Based on historical data, the forecast results using linear 
trends for the number of fish purchased and fund allocation are 
as shown in Fig. 11. Table I shows demand of frozen fish in 
Bakul. 

 

Fig. 7. Cash sub model. 

 

Fig. 8. Cold truck sub-model. 
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Fig. 9. SFD Frozen fish. 

TABLE I.  DEMAND OF FROZEN FISH IN BAKUL 

Periode Bought Fish (Kg.) Forecast (Kg.)  Periode Allocation to Buy Fish (Rp.) Forecast (Rp.) 

1 2,473 12,444  1 48,931,000 185,975,311 

2 8,867 12,706  2 147,607,000 191,417,268 

3 20,606 12,968  3 290,844,000 196,859,225 

4 26,151 13,230  4 357,867,000 202,301,182 

5 8,391 13,492  5 137,282,000 207,743,139 

6 1,257 13,754  6 31,132,000 213,185,096 

7 6,803 14,016  7 119,456,000 218,627,053 

8 8,248 14,278  8 138,812,000 224,069,010 

9 16,553 14,540  9 249,369,000 229,510,967 

10 10,083 14,802  10 151,900,395 234,952,924 

11 19,442 15,064  11 303,967,000 240,394,881 

12 4,649 15,326  12 84,935,000 245,836,838 

13 4,853 15,588  13 11,025,000 251,278,795 

14 9,645 15,850  14 179,837,000 256,720,752 

15 33,389 16,112  15 559,813,000 262,162,709 

16 29,058 16,374  16 480,636,000 267,604,666 

17 22,381 16,636  17 388,136,000 273,046,623 

18 14,970 16,898  18 269,764,000 278,488,580 

19 18,301 17,160  19 318,884,000 283,930,537 

20 29,015 17,422  20 456,545,000 289,372,494 

21 20,213 17,684  21 318,644,000 294,814,451 

22 28,018 17,946  22 437,558,000 300,256,408 

23 31,431 18,208  23 456,345,000 305,698,365 

24 13,023 18,470  24 206,548,000 311,140,322 

25 29,299 18,732  25 513,981,000 316,582,279 
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Periode Bought Fish (Kg.) Forecast (Kg.)  Periode Allocation to Buy Fish (Rp.) Forecast (Rp.) 

26 28,172 18,994  26 532,323,000 322,024,236 

27 30,358 19,256  27 511,786,000 327,466,193 

28 21,777 19,518  28 392,037,000 332,908,150 

29 9,240 19,780  29 171,705,000 338,350,107 

30 20,146 20,042  30 358,203,000 343,792,064 

31 20,327 20,304  31 360,188,000 349,234,021 

32 10,767 20,566  32 189,555,000 354,675,978 

33 7,267 20,828  33 125,478,000 360,117,935 

34 4,768 21,090  34 75,005,000 365,559,892 

35  21,344.3  35  371,001,849 

36  21,606.1  36  376,443,806 

37  21,867.9  37  381,885,763 

38  22,129.7  38  387,327,720 

39  22,391.4  39  392,769,677 

40  22,653.2  40  398,211,634 

41  22,915.0  41  403,653,591 

42  23,176.8  42  409,095,548 

43  23,438.6  43  414,537,505 

44  23,700.4  44  419,979,462 

45  23,962.2  45  425,421,419 

46  24,224.0  46  430,863,376 

47  24,485.8  47  436,305,333 

48  24,747.5  48  441,747,290 

49  25,009.3  49  447,189,247 

50  25,271.1  50  452,631,204 

  
Fig. 10. Normal P Plot test. 

  
Fig. 11. Forecast results of the number of fish purchased and allocation of funds in one of the Bakul. 
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TABLE II.  FORECAST ERROR 

Method Value 

Bought Fish 

MAPE 104 

MAD 7913 

MSD 83797256 

Allocation to buy Fish 

MAPE 1,42826E+02 

MAD 1,26422E+08 

MSD 2,22008E+16 
 

From the forecast (Table II) results, Bakul experienced an 
increase in both the amount and allocation of funds. The results 
of data processing using MINITAB 19.1.1.0: The following are 
forecasting errors, namely: 

Using the pairwise Pearson correlation method with a 95% 
confidence and a 5% significance level, the P-value for bought 
fish was 0.122, and for allocation to buy was 0.051, indicating 
that the data is valid for predicting future values at Bakul. 

6) Sensitivity of system dynamics model: Sensitivity tests 

are conducted to measure how sensitive the model is to changes 

in input parameters or model structure so that it can understand 

its impact on model output. The results of this sensitivity test 

are behavioral changes, which are used to analyze the effects of 

interventions on the model. Sensitivity tests in this study 

include: 

a) Functional intervention: Functional intervention 

entails modifying a specific parameter within the model. This 

study applies it to the parameter that represents the fish quantity 

at the TPI. The quantity of fish caught influences the amount of 

frozen fish purchased by the Bakul at the TPI. An increase or 

decrease in the number of fish will affect the cash allocation 

available to the Bakul. 

b) Structural intervention: Structural intervention refers 

to changes made to the model by modifying the relationships 

that form its structure, aiming to assess their effects on the 

model's variables. In this study, structural intervention is 

implemented in the cold truck and cold storage sub-models. The 

purpose of acquiring a cold truck is to preserve the quality of 

frozen fish during transportation. In contrast, the increase in 

cold storage capacity is designed to ensure sufficient storage 

space. 

The (3) three sub-models, namely the fish sub-model at TPI 
(functional intervention the cold truck sub-model, and the cold 
storage sub-model (structural intervention) have output 
sensitivity. 

Sensitivity tests help identify various modeling scenarios by 
adjusting the model’s parameters or structure. Thus, sensitivity 
tests allow researchers to explore various conditions and see 
how changes in a model's parameters or structure can influence 
its output. 

7) Analysis of simulation results and policy scenarios: 

System dynamics models are essential tools for supporting 

practical decision-making, enabling policymakers to model 

different policy scenarios and assess the impact of each 

decision. This helps them select the most effective and efficient 

strategies for addressing complex and dynamic problems. The 

average price of frozen fish is often influenced by the 

availability of fish catches from the TPI. As fishing increases, 

the fish supply becomes more abundant. The harvested fish are 

then properly stored in cold storage to maintain the quality of 

frozen fish. Adequate cold storage allows frozen fish sales to 

occur throughout the year, stabilizing supply and creating more 

consistent demand and prices. The use of cold storage to 

preserve frozen fish quality is affected by several factors, 

including rental costs and storage capacity. 

The simulation results produced three scenarios: 

a) Cold truck procurement scenario: Simulation results 

in the Cold Truck Procurement Scenario as shown in Fig. 12. 

 

 

 

Fig. 12. Cold truck scenario simulation results. 
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The simulation results (Fig. 12) indicate that although there 
is a decrease in cash in the 50th month due to the purchase of 
cold trucks, revenue increases. Investing in cold trucks is 
essential to maintaining the quality of frozen fish during 
distribution, preventing price declines. Despite the high initial 
cost, cold trucks are a strategic investment that supports long-
term cash growth through revenue from selling high-quality fish. 
With five cold trucks, the model positively impacts long-term 
financial performance, despite the initial outlay. Cold trucks 
ensure stable fish temperatures during transportation from cold 
storage to markets or restaurants, mitigating quality issues that 
arise from unrefrigerated shipments, particularly for travel 
distances exceeding four hours. Without cold trucks, fish quality 
deteriorates due to temperature fluctuations, thawing, 
microorganism growth, and texture damage, all of which reduce 
the fish’s selling value, lead to economic losses, and diminish 
consumer satisfaction and trust. The procurement of cold trucks 
helps preserve fish quality, increase selling prices, and improve 
consumer satisfaction, making it a key solution for the 
sustainability of TPI Karangsong and the efficiency of 
distribution. 

b) Cold truck and cold storage integration scenario: 

Simulation Results of Cold Truck and Cold Storage Integration 

Scenario as found in Fig. 13. 

 

 

 

Fig. 13. Simulation results of cold truck and cold storage integration scenario. 

This model illustrates how increasing cold storage capacity 
and using cold trucks for shipping can enhance storage 
efficiency, product quality, and revenue at TPI Karangsong. 
Expanding cold storage capacity and utilizing cold trucks are 
critical strategies for maintaining the quality of frozen fish 
during storage and distribution. Increased cold storage capacity 

allows fish to be kept under optimal conditions for extended 
periods, minimizing the risk of quality degradation from 
temperature instability. Cold trucks, with their efficient cooling 
systems, ensure stable fish temperatures during transportation 
from cold storage to the final distribution point. The integration 
of cold storage and cold trucks ensures that frozen fish are stored 
and distributed under ideal conditions, preserving freshness and 
quality. 

Key impacts of this strategy include improved product 
quality and safety, which are essential for consumer health and 
compliance with industry regulations. Revenue increases are 
driven by the higher selling value of high-quality products, 
boosting both income and profitability. Operational efficiency is 
also enhanced due to reduced product spoilage during storage 
and distribution, lowering damage-related costs. Customer 
satisfaction improves as well, evidenced by a decrease in return 
rates and higher satisfaction scores, resulting from consistent 
product quality. The integration of cold trucks and cold storage 
not only preserves product quality but also enhances operational 
efficiency and customer satisfaction, supporting business 
stability and profitability. Furthermore, this strategy strengthens 
TPI Karangsong's reputation as a high-quality fish provider, 
contributing to local fishermen's income and welfare. 

c) Cold truck, cold storage and fish catch drop 

integration scenario: Fig. 14 is a simulation results of the 

integration scenario of cold trucks, cold storage, and fish catch 

drop. 

 

 

 
Fig. 14. Simulation results of the integration scenario of Cold Truck, Cold 

Storage, and Fish Catch Drop. 
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The simulation results indicate that a decrease in fish catch 
results in a decrease in the quantity of fish purchased, resulting 
in lower cold storage usage and reduced revenue. Although cash 
flow improved compared to the baseline, the increase was not as 
significant as it would be with stable fish catches. The 
integration of cold trucks and cold storage is a key strategy for 
optimizing the storage and distribution of frozen fish, ensuring 
product quality and safety from the point of catch to the final 
consumer. By increasing cold storage capacity, fish can be kept 
under optimal conditions for extended periods, minimizing the 
risk of quality degradation due to temperature fluctuations. Cold 
trucks maintain stable fish temperatures during distribution, 
preserving freshness and quality. 

This strategy involves three main components: the fish catch 
drop, cold storage, and cold trucks. The fish catch drop refers to 
the initial phase where freshly caught fish are transferred to 
temperature-controlled facilities to slow spoilage. Cold storage 
maintains fish at low temperatures to preserve quality over time, 
reducing microbiological and enzymatic activity. Cold trucks 
ensure stable temperatures are maintained during transport, 
safeguarding product integrity. 

While this integration enhances operational efficiency and 
product quality, the decline in fish catch still negatively impacts 
revenue and shipment volume. However, cash flow improved 
compared to the baseline, indicating that the strategy mitigates 
some of the negative effects of reduced fish catches, though 
overall revenue remains lower. The integration of cold trucks 
and cold storage is vital for maintaining product quality, 
improving supply chain efficiency, and enhancing consumer 
satisfaction, while also helping to reduce the impact of catch 
fluctuations on TPI Karangsong’s revenue and operations. 

B. Discussion 

Additionally, this research highlights that the system 
dynamics model for the frozen fish supply chain generates 
several policy scenarios aimed at enhancing fish quality and 
improving fishermen's welfare. Policies should promote the 
effective, efficient, and sustainable utilization of all available 
natural resources within the country [30]. The policy scenarios 
are as follows: 

1) Scenario 1: Baseline: Describes the current state 

without additional policies. It provides a picture of how 

variables develop without changes or interventions, helping to 

identify potential problems and the need for corrective action to 

achieve desired goals in the future. 

2) Scenario 2: Cold Truck Procurement: The procurement 

of cold trucks is intended to maintain the stable temperature of 

frozen fish during transportation, ensuring the preservation of 

fish quality. With better product quality, the selling price of fish 

increases, and consumer satisfaction is ensured. Cold trucks are 

essential for transporting frozen fish from cold storage to 

markets, restaurants, or distributors. Trucks with a minimum 

capacity of 2.9 tons and a temperature range between -20°C and 

+10°C must be used for deliveries exceeding four hours, while 

non-refrigerated trucks are prohibited. Although this 

investment results in an initial cash reduction, it leads to 

increased revenue and maintains product quality, making it a 

strategic decision. Routine maintenance is necessary to extend 

the lifespan of cold trucks to up to 10 years, ensuring 

sustainable operations. 

The use of cold trucks is crucial for preserving product 
quality, reducing losses, and ensuring consumer satisfaction and 
trust. 

3) Scenario 3: Integration of Cold truck and Cold storage: 

The integration of cold trucks and cold storage is a strategic 

policy in the distribution of frozen fish to maintain product 

quality and improve operational efficiency. This integration 

allows temperature stability from storage to delivery, reduces 

the risk of product damage, and increases customer satisfaction. 

Increasing cold storage capacity requires significant investment 

and government support. The use of cold trucks in distribution 

ensures that product temperatures are maintained throughout 

the supply chain, contributing directly to increased revenue and 

product sales value. Operational efficiency is improved through 

better coordination and integrated inventory management, 

reducing product transfer times and adjusting shipments to 

market demand. The success of this policy can be measured 

through increased revenue, reduced return rates, and customer 

satisfaction. In addition, this integration also reduces product 

damage, meets food safety standards, and improves business 

sustainability with better energy efficiency and supply chain 

management. 

4) Scenario 4: Integration of Cold Truck, Cold Storage, 

and Fish Catch Drop: The integration of fish catch reduction, 

cold storage, and cold trucks aims to maintain optimal 

temperature and quality of frozen fish throughout the supply 

chain while enhancing operational efficiency and customer 

satisfaction. This policy combines all elements of the cold chain 

[45] to ensure product quality and safety from catch to 

consumer. The fish catch reduction strategy involves 

determining the timing and location of catches based on fish 

population data, along with using monitoring technology to 

improve catch efficiency. After processing, the fish are stored 

in cold storage at sub-zero temperatures, focusing on 

maintaining stable temperatures throughout the facility. Cold 

trucks are employed during distribution to preserve 

temperatures during transport, using efficient cooling systems 

and regular maintenance. Companies must also adhere to food 

safety standards at every stage. The success of this policy will 

be evaluated based on product quality, operational efficiency, 

return rates, and customer satisfaction. 

This study offers significant advantages in supporting policy 
decision-making for the frozen fish supply chain. First, applying 
a system dynamics approach enables holistic and integrated 
analysis, capturing interactions among supply chain 
components, such as the impact of investment in cold trucks and 
cold storage on fish quality and income. Second, the proposed 
policy simulations provide insights into various relevant 
scenarios, including a baseline scenario without intervention for 
comparison and a scenario involving cold truck and cold storage 
investments, demonstrating the potential for increased income 
and selling prices through improved fish quality. Third, this 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

872 | P a g e  

www.ijacsa.thesai.org 

model facilitates predicting the long-term effects of policies, 
particularly in scenarios involving fish catch declines, aiding in 
understanding income stability challenges amid reduced 
catches. Additionally, the approach supports formulating 
evidence-based improvement strategies tailored to the needs of 
local fisheries stakeholders, contributing to sustainable 
solutions. By integrating simulation results with model-based 
decision-making, this study enhances its relevance in promoting 
the sustainability of the fisheries supply chain in TPI 
Karangsong and surrounding areas. 

V. CONCLUSION 

The study utilizes a system dynamics approach to simulate 
the frozen fish supply chain, the simulation results in several 
policy scenarios. The baseline scenario without intervention 
shows no significant changes. The cold truck procurement 
scenario increases income, despite requiring initial investment. 
Meanwhile, the integration of cold trucks and cold storage helps 
maintain fish quality and increases selling prices. In the final 
scenario, which combines cold trucks, cold storage, and a 
reduction in fish catches, fish quality is preserved, though the 
income is still affected by the catch decline. 

Future research will explore the potential of new 
technologies, such as IoT for real-time temperature monitoring 
and blockchain for transparent tracking, to improve the supply 
chain model's accuracy. Additionally, the sub-models should be 
supported by a microservice-based IT roadmap, starting with 
small programs that evolve into larger modules. 
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Abstract—Social engineering attacks are recognized as 

human-based threats and continue to increase, despite studies 

focusing on prevention methods that do not rely on the human 

aspect. The impacts of these attacks are felt across various 

industries and organizations. To solve this issue, a social 

engineering policy model must be proposed for prevention in 

industrial settings, particularly emphasizing digital marketing 

activities, a crucial process in contemporary industries. However, 

hackers often exploit activities or information in these practices, 

necessitating an industry-specific policy to prevent these threats 

in digital marketing. As a result, a comprehensive review was 

conducted to identify critical method for develop social 

engineering policy model. The review uses Bryman's method to 

determine effective approaches for designing a social engineering 

policy model tailored for digital marketing. Consequently, this 

review provided a method for crafting effective social 

engineering policy, providing valuable insights for enhancing 

digital marketing security. 

Keywords—Digital marketing; social engineering attack 

prevention; review study; security policy model 

I. INTRODUCTION 

Social engineering attacks are often performed to expose 
private information through unauthorized actions [1]. 
Similarly, NIST describes social engineering attacks as a 
method of getting trust and confidence from victims [2]. 
Verizon defines social engineering as exploring human 
psychology and manipulating sensitive information to exploit 
people's vulnerability [3]. 

Various methods have been used to prevent social 
engineering attacks. For example, CISA recommends practices 
such as staying vigilant, verifying phone calls and emails, 
refraining from divulging private or organizational 
information, ensuring email safety for financial transactions, 
installing, and managing antivirus software, implementing 
email filtering and firewall protection, using anti-phishing 
features in emails and browser plugins, and using multi-factor 
authentication (CISA). SANS Institute also advocates for 
security awareness training to mitigate the impact of social 
engineering attacks (SANS). Moreover, it is crucial to be aware 
that the prevention methods proposed by CISA and SANS 
primarily address the technical aspects. 

The term "social engineering" is applicable in the context 
of information security and marketing. Typically, marketing 
practices can be viewed as a form of social engineering [4]. In 
marketing, social engineering comprises applied methods for 
influencing social impact or change, signifying practices used 

to influence people's decisions [5]. Consequently, activities in 
marketing can be termed social engineering [6]. 

The growing trend of organizations engaging in digital 
marketing to communicate with external parties makes 
organizational boundaries unclear. This complicates decisions 
regarding the information that can be shared with external 
partners [7]. For example, using social media for digital 
marketing, including advertising, introduces the risk of 
unintended information leakage. 

According to the Weekly Threat Report dated April 12, 
2021, published by NSCS, a data breach compromised 553 
million social network users in 106 countries. This breach 
exposed private information such as IDs, gender, location, and 
date of birth (NSCS). Unauthorized individuals may exploit 
this information, manipulating human weaknesses to acquire 
more confidential data for financial gain. This deceptive tactic 
is executed through social engineering attack methods. The 
study conducted by [8] and [9] defined marketing studies based 
on the respective methods and scopes regarding social 
engineering. Unlimited exploitation of privacy can cause 
problems for both customers and companies, leading to a loss 
of customer trust and revenue when not properly managed by 
the company. 

Cybersecurity policy has a significant influence in fostering 
cyber governance and cyber resilience in organizations [10], 
[11]. Some researchers try to build cybersecurity policies with 
several techniques, such as identifying appropriate security 
policies to be applied to cyberspace [12], identifying awareness 
of cybersecurity policies [13], and conducting comparisons 
between two countries in terms of governance aspects and 
security policies [14]. However, the policies are to be built by 
[12], [13], and [14] generalized against various attacks so that 
prevention against social attacks cannot be used. Therefore, 
[10] suggested that building policies against cyber-attacks 
should be specific, such as policies to prevent social 
engineering attacks. 

Very few studies have built social engineering policies. The 
study in [15] examined recommendations for dealing with 
organizational members who fall prey to social engineering as 
an organizational policy issue. The results of this analysis 
showed that participants did not favor a punitive approach to 
security failures. Instead, they tended to favor education as a 
more pragmatic and humane solution. In contrast to [10], they 
combine the principles of raising security awareness and 
education in building a social engineering policy. The concept 
proposed by [10] requires organizational members to read and 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

875 | P a g e  

www.ijacsa.thesai.org 

learn how social engineering attacks work. In addition, social 
engineering attack awareness training is required to support the 
learning activities of organizational members, such as bringing 
in experts if they have the budget [16]. 

The studies in [15] and [10] specifically do not focus on 
building social engineering attack policies. They focus more on 
policies toward victims of social engineering attacks [15] and 
policies on how to enhance the social engineering knowledge 
of each member of the organization [10]. None of the 
researchers discussed how to build a social engineering policy. 
Therefore, to answer the gap that researchers have not 
resolved, this study propose a technical way to design a social 
engineering policy with a focus on digital marketing. The 
specialized policy aims to identify and implement relevant 
policy rules [10]. 

Developing and consistently updating information security 
policy is essential for enhancing an organization's security 
culture [17]. Numerous studies recommend adapting social 
engineering attack prevention methods at the organizational 
level by implementing robust social engineering attack policy. 
The study in [18] proposed the establishment of a strong 
information security culture through a policy aimed at 
preventing social engineering attacks. This implies that the 
crafted information security policy needs to anticipate recent 
trends in social engineering attacks [19]. Additionally, [15] 
advised focusing on content rather than just attack policy, 
taking into account factors such as avoiding harsh sanctions, 
providing employee education, offering incentives for positive 
behavior, and determining the appropriate timing for 
administering punishments. 

A good organization should develop and evaluate security 
policy based on relevant standards and business processes to 
manage systems, applications, and information effectively. 
Implementation of social engineering policy by organizations 
can mitigate vulnerability to hacker attacks, thereby 
minimizing potential damage [20]. NIST SP 800-152 
establishes a standard for Cryptographic Key Management 
Systems (CKMS), which categorizes security policy into two 
levels, namely a high-level policy for managing organizational 
information and a low-level policy consisting of rules to 
safeguard this information (NIST). CKMS standard is 
structured with three layers of security policy, including action 
management, information security, and cryptographic key 
management system security policy. NIST SP 800-53 Revision 
4 defines security policy as a set of standards that support 
security services. 

The search activity showed 31 studies on security policy, 
each categorized based on the security policy aspects. Each 
study used a unique method with the primary goal of 
developing a security policy, aiming to identify an appropriate 
phase for designing a security policy model to prevent social 
engineering attacks, particularly in digital marketing. 

In the subsequent sections of this paper, studies on the 
security policy are explained in Section II. Meanwhile, Section 
III outlines the methodology, Section IV presents the results, 
Section V presents discussion and Section VI contains the 
conclusion. 

II. RELATED WORK 

This section explains some closely related studies, focusing 
on the topics, challenges, and recommendations relevant to the 
objective of this current study. The mentioned articles serve as 
references for designing a security policy model to prevent 
social engineering attacks in digital marketing. Consequently, 
the related studies are categorized into four sections as follows: 

A. Social Engineering in Digital Marketing 

Social engineering has a unique significance in digital 
marketing, where various marketing activities, such as content 
marketing, inbound marketing, influencer marketing, social 
media marketing, creative marketing, innovation marketing, 
customer journey marketing, conversational marketing, 
customized lifecycle marketing, performance marketing, and 
Marketing 4.0 & 5.0, are categorized as forms of social 
engineering [6]. 

Social marketing is loosely associated with various 
marketing methods (as shown in Table I), including non-profit 
marketing, charity marketing, cause-related marketing, public 
sector marketing, and government marketing. Additionally, it 
shares ties with more commercial activities including green 
marketing or branding for charitable causes, where a company 
aims to be recognized as a socially responsible entity [8]. 
When social marketing is used by governments, it does not 
carry the same negative connotation as totalitarian regimes' 
propaganda, even though it is a routine government activity 
[8]. Social engineering is often linked to the desired outcomes 
of a totalitarian state and is commonly associated with the 
oppression of citizens in the public perception [8]. 
Consequently, social engineering is typically viewed as 
unfavorable, while social marketing is seen as positive. 

Digital marketing plays a crucial role in augmenting 
company income. However, improper use of digital marketing 
concerning information security can lead to substantial losses 
for the organization. [8] developed a conceptual model that 
described the factors related to social engineering and 
marketing. This model shows the effective and ineffective 
implementation of social engineering in government activities, 
such as education, policing, and funding. Similarly, [9] 
concluded that prioritizing privacy was a viable strategy for 
increasing hotel revenue. Hotels strategically use privacy 
measures to provide customers with appropriate services, such 
as spa and self-service amenities (mini-bars, vending machines, 
etc.), to enhance perceptions of room comfort and promote 
repeat visits. 

Specific policies are required to address social engineering 
attacks in organizations, primarily in the aspect of digital 
marketing. These policies not only help protect sensitive data 
but also improve the overall effectiveness of marketing 
campaigns by fostering trust and security among consumers. 

In addition, this policy will increase information security 
awareness as individuals can recognize the nature of cyber 
threats, how attacks are delivered, their impact on individual 
safety and business operations, recognize what behaviors can 
put organizations at risk, and what actions they need to 
implement when they are attacked [10]. 
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TABLE I.  RELATION BETWEEN SOCIAL ENGINEERING AND DIGITAL 

MARKETING COMPARISON OF A REVIEW STUDY 

Term in digital 

marketing 

Digital marketing 

activity 

Related to social 

engineering activity 

Personalization 

[21] 

Marketers utilize 

browsing history, 

transaction history, and 
demographic information 

to build personalized ads 

that aim to increase 
competitive advantage. 

Attackers make 

personalized message 
content contextually 

relevant to targets based on 

collected information [22]. 

Social Proof [23] 

This technique utilizes 

feedback or ratings from 
other customers to 

influence customer 

decisions in purchasing a 
product or service. 

Attackers create a false 

sense of security and 

collective behavior based on 
fake testimonials or 

statistics to increase 
credibility. In addition, the 

attacker may impersonate a 

trusted or respected figure 
in an organization and then 

say that his or her requests 

are in line with what 
everyone else is doing [24]. 

Scarcity and 

Urgency [25] 

Marketers use the 
technique of conveying 

information on 

commodity unavailability 
or limited offer of a 

product in marketing 

activities. 

Attackers using the scarcity 

principle refer to a 

persuasion approach using 
time-based constraints. This 

technique triggers feelings 

of anxiety about what will 
happen if no immediate 

action is taken.[26]. 

Storytelling [27] 

Marketers create stories 

around products to create 
an emotional connection 

with consumers. 

The attacker constructs a 
personalized story to get the 

attention of the target, such 

as a sad story or a victim of 
a crime or war [28]. 

Trust is paramount in digital marketing. A well-designed 
security policy will give customers the impression that the 
organization takes protecting customers from cybersecurity 
attacks seriously. The policy must contain an interactional 
approach to influencing user decisions through 
recommendations or responses from others as a preventive 
measure for social engineering attacks [29]. 

In addition, the social engineering attack policy that has 
been built is essential to be implemented in an organization. 
Regular training to raise awareness is an important aspect when 
implementing social engineering attack policies. Every 
organization must build social engineering policies carefully to 
reduce individuals becoming victims of social engineering 
attacks [15]. 

The social engineering attack policy should contain 
technical measures including incident management [30]. Every 
incident caused by social engineering must be immediately 
responded to by the organization, either automatically or 
manually, so as not to have a fatal impact on the management 
and finances of the organization [31]. Therefore, social 
engineering attack policies must contain incident management 
measures that are always up-to-date with social engineering 
attack patterns [32]. 

Therefore, building a social engineering attack policy is not 
only a preventive measure, but digital marketing aspects are an 
inseparable part of fostering customer trust, ensuring 

compliance, and protecting the organization from evolving 
threats. 

Very few researchers have modeled social engineering 
threats such as [33], [34], and [35]. One of the most famous 
social engineering attacks is phishing [34]. Threat modeling 
[33] is to build a phishing model consisting of the factors of 
threat detection, elaboration, phishing susceptibility, 
motivation to process, ability to process, and knowledge. 
Threat detection factors have a significant influence on 
reducing phishing attacks. Organizations should invest in 
mitigation measures that support users in detecting phishing 
threats [36]. In addition, the use of phishing threat modeling 
also has a significant impact on identifying and securing IoT 
device vulnerabilities during the initial design phase [34]. 
Reference [34] utilize detailed information about attacks from 
each stakeholder. After that, Authors in [34] built a Data Flow 
Diagram (DFD) to apply threat modeling techniques to identify 
potential threats in the underlying case using STRIDE threat 
modeling. 

In contrast to [35], they predicted the occurrence of social 
engineering attacks based on data on the effectiveness of the 
modalities and principles of persuasion used in Social 
Engineering Threats (SETs). However, the prevention was 
carried out by [33], [34], and [35]. It is not fully maximized 
because it still focuses on technical prevention and evaluation 
of vulnerabilities that have the opportunity to be breached by 
social engineering. 

Some researchers built threat modeling on social networks, 
such as Privacy Threat Modeling Language (PTMOL) [37] and 
DetThr model [38]. The study in [37] built PTMOL to model 
privacy threats in the Online Social Network (OSN) domain. 
PTMOL can be incorporated into software development during 
the design phase of OSNs [37] so that software developers can 
focus more on privacy protection when building OSNs. The 
DetThr model built by [38] uses the ThrNet semantic network. 
The study in [38] claimed that the DetThr Model performed 
very well in identifying threatening tweet messages. Similar to 
[33], [34], and [35], [38] and [37] have not been able to build a 
maximum prevention for social engineering attacks because 
they still focus on privacy and tweet threats technically. 

Brand honesty, consumer trust, and economic security are 
all severely compromised by sophisticated cyberattacks 
targeting brand communication networks in today's digitally 
driven market [39]. 

Social engineering threats are increasingly dangerous 
today, but very few focus on prevention, especially in digital 
marketing. Some social engineering attacks that can be used by 
attackers in digital marketing are phishing, spear phishing, 
baiting, pretexting, vishing, smishing, and water-Holing [40]. 
Phishing utilizes human weaknesses such as time constraints, 
threats, and user habits to obtain important information by 
using emails that already contain malicious links. Similar to 
phishing, spearphishing is more targeted to potential victims; 
likewise, with vishing, phishing techniques utilize phone calls 
or the like to get victims, while smishing utilizes Short 
Message Service (SMS). Baiting utilizes the curiosity of 
potential victims, such as using a USB Stick with a specific 
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company logo that contains malicious code. At the same time, 
water-holing takes advantage of the weakness of an 
organization's website to insert malicious code to obtain 
important information when the victim accesses the website. 
Social engineering attacks can utilize digital marketing 
activities, as shown in Table II. 

TABLE II.  SOCIAL ENGINEERING WITH ATTACK VECTOR IN DIGITAL 

MARKETING 

Social 

engineering 

attack 

Attack vector 
Potential digital marketing activity to 

exploit 

Phishing 

Email or 

message feature 

from Social 
Networking 

Sites contains a 

malicious link 
with a broader 

target 

Email marketing, ads on social media, 

promotional landing pages, promotion-
based instant messaging, Malicious SEO 

(Search Engine Optimization), Promotion in 

Online Groups or Forums, and QR Codes in 
Offline-Online Campaigns. 

Spear 

Phishing 

Email or 

message feature 

from Social 
Networking 

Sites contains a 

malicious link 
with a broader 

target 

Personalized Offer Emails, Targeted Ads on 
social media, LinkedIn or Other 

Professional Platforms, Fake Events or 

Webinars, Targeted E-Commerce or 
Product Offers, Browsing Record-Based 

Phishing (Retargeting), Targeted Charity or 

Donation Campaigns, Surveys or Feedback 
Forms, Personalized WhatsApp or SMS 

Messages, and Use of Public Facts about 

Targets. 

Vishing 
Robocall or 

Malicious Call 

Exclusive Promotional Offers by Phone, 

Fake Order Confirmations, Fake Charity or 

Donation Campaigns, Special Investment or 
Insurance Offers, Fake Surveys with Prizes, 

Customer Retention Scams, Lure of Prizes 

from social media or Online Contests, 
Confirmation of Changes to Customer 

Accounts or Data, Retargeting or 

Remarketing Based Scams, and Webinar or 

Online Event Registration Based Scams. 

Baiting 

Malicious USB 

Sticks or digital 

assets 

Free Digital Content Promotions, Fake 

Giveaways, Fake Discounts or Coupons, 

Free E-Book or Educational Material 
Offers, Pop-Up Ads Offering Gifts or 

Services, Free Software or Plugin Offers, 

Fake “Try It Free” Campaigns, “Rare” or 
Exclusive File Promotions, Rewarded 

Surveys or Polls, and Rewarded QR Code 

Offers. 

Smishing 

The SMS 

contains a 

malicious link 

Discount or Special Promo Offers, Order 

Confirmation or Package Delivery, 

Suspicious Activity Notifications on 
Accounts, Sweepstakes or Giveaway 

Winner Announcements, Surveys or 

Quizzes with Prizes, Service Upgrade 
Offers, Account Closure Announcements, 

Fake OTP Codes, Free Service Offers, and 

Personal Data Update Requests. 

Water-

Holing 

Infected 
website with 

malicious code 

Display Ads on Popular Sites, Manipulation 

of Affiliate or Partner Sites, Advertised 

Local Events or Events, and Attacks on 
Coupon or Discount Provider Sites. 

Significantly few researchers have prevented social 
engineering attacks on digital marketing, such as preventing 
water-holing attacks by utilizing Remote Browser Isolation 
Technology [41] and building a Socio-Cyber-Physical System 
(SCPS) framework to protect digital marketing assets from the 
threat of cyber-attacks [39]. The study in [41] performs 

isolation and protection of website security access by utilizing 
Remote Browser Isolation Technology. The concept proposed 
by [41] helps maintain customer trust, ensure data privacy, and 
protect brand reputation in the ever-evolving digital marketing 
landscape. In contrast to [41], [39] combines social behavior 
analysis, physical network monitoring, and powerful artificial 
intelligence to build a comprehensive and flexible security 
system to identify cyber-attacks in advertisements, such as 
phishing. 

There was no one-size-fits-all solution for social 
engineering attacks, and not all mitigation or defense strategies 
were equally effective for every target. Therefore, methods for 
identifying and addressing differences in each target and 
existing social engineering attack models were needed to 
develop better prevention strategies [35]. 

B. Information Security Policy 

Existing information security policies proposed by various 
studies and defined based on correlation topics among the 
policy and other scope include: 

1) General information security policy: To build and 

implement an information security policy, [42] identified ten 

necessary elements, namely risk assessment, policy 

construction, implementation, compliance, management, 

employee support, and three input elements for policy 

development, including policy guidance standards, drivers, 

and current literature related to information security policy. 

Different elements proposed by [42] and [43] design 

information security policy to prevent insider threats in 

organizations. The study uses six elements, namely cyber 

threat intelligence, organizational commitment, security 

intelligence, information security investment, and 

misperceptions of information security. Meanwhile, [44] 

formulated information security policy to assist in 

organizational regulation and information system security. 

Information security forms consist of three main elements, 

such as archives of main directions or policy, standard aspects 

or policy elements, and activity procedures or technical 

directions. Additionally, [45] identified determining elements 

of information security policy, including policy components, 

objectives, actionable tools, consequences, educational 

concepts, general concepts, and additional sources. Similar to 

[45], [46] used seven elements, namely local, global, and 

integration elements, areas of information security policy 

expertise, ISP characterization, management, and critical 

player factors to build an information security model. 

The elements proposed by [46], [45], [42], [44], and [43] 
shared a common relationship. However, a crucial step or 
procedure is more critical in the development of an information 
security policy [47], [48], [49]. Action methods, incorporating 
planning, action, and reflection are used to formulate 
information security policy in Small and Medium Enterprise 
(SME). The planning phase comprises identifying SME 
problems, the action phase consists of formulating an 
information system security policy, and the reflection phase 
assesses whether the policy is consistent with organizational 
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goals and resolves SME problems. This method was different 
from that of [49], which deployed a framework to realize 
information security policy for higher education. To safeguard 
an educational organization information asset from internal, 
external, intentional, or unintentional threats, an "Information 
Security Policy" must be developed [50]. The phases for 
elaborating information security policy, according to [49], 
include team development as a pre-development process, risk 
assessment, regulation drafting, validated policy documents, as 
a process of development, realization, control, and evaluation 
of policy as a utilization process. 

Various studies adopted different perspectives when 
developing information security policy, such as ontologies and 
models. [51] used four stages to analyze the ontology, defining 
policy recognition to determine permission, obligation, or 
prohibition rules for users, determining action rules for 
accessible options in the system, identifying compliance 
factors with policy, and determining actors and accessors or 
recipients of information security policy practices. In 
comparison with [51], [52] used a policy-and human-oriented 
model consisting of three main factors, namely information 
security policy awareness, security training, and computer and 
security technology proficiency. Differing from the model 
proposed by [52], [53] used a formal model to determine 
security policy in companies by adopting the Chinese wall 
concept. Similarly, [54] developed a finite automaton policy 
model for implementation in network security systems. 
Meanwhile, [55] proposed a model discussing motivation 
mechanisms for employees to comply with the Information 
Systems Security Policy (ISSP). While studies presented 
various models to determine information security policy, no 
evaluation has been conducted on the proposed models in 
developing policy. 

Numerous studies tried to assess existing information 
security policy to optimize development. Reference [56] 
scrutinized information security policy for implementing e-
commerce in Saudi Arabia, while [91] explored the phases, 
context, and content of ISP information security policy 
development. Adjusting information security policy with 
business strategies is crucial for successful implementation, as 
identified by [57], which explored the assimilation of 
information security policy using a normative, mimetic, and 
coercive method. Evaluation of information security policy 
across various sectors, including business environments [58], 
education [59], and multiple entities in different countries [60], 
showed considerations such as non-compliance, promotion, 
management, policy updates, and biased policy areas. 
Recommendations for information security policy stem from 
risk analysis, industry guidelines, government legislation, and 
current organizational policy, yet [60] showed a lack of 
consistency in applying 'security controls' across policy. 

Despite numerous studies on information security policy, 
several critical aspects require improvement. This includes the 
adoption of proposed policy applicable to various 
organizations, countries, and conditions, the evaluation of 
awareness surrounding developed policy, the lack of evaluation 
for policy acceptance, and the absence of technical procedures 
accompanying policy implementation. 

2) Information security policy in social engineering cases: 

Social engineering is a cyber-attack with significant 

repercussions for organizations and individuals and has 

received limited attention in the aspect of information security 

policy. Reference [61] evaluated social engineering victims 

and provided policy recommendations for affected 

organizations. The study suggested that while education is 

highly appropriate for individuals affected by social 

engineering attacks, it may not suffice for members of 

organizations facing repeated attacks. The need for more 

suitable sanctions for organizational members was also 

discussed, advocating for a policy-based method to prevent 

social engineering attacks. 

3) Information security policy and formal model: 

Reference [62] constructed a formal verification for 

information flow security with dynamic policy in a system. 

Furthermore, the study developed a general security model 

incorporating dynamic security policy, underscoring the 

importance of considering security policy in securing the flow 

of information. 

In summary, various studies established diverse 
information security policies across different domains and 
scopes. Generally, investigation on information security policy 
has been developed based on unique methods and study 
scopes. However, no prior explorations outlined a social 
engineering security policy model for digital marketing, which 
is a gap the current study aims to fill. 

C. Risk Assessment in Security Policy 

Conducting risk assessments is recommended as a 
foundational step in developing information security policy. 
Social engineering arises due to hackers exploiting human 
vulnerability [63]. Therefore, risk assessments are necessary 
for organizations and individuals as an initial step in 
formulating policy to prevent social engineering attacks. [63] 
identified the nature and key factors of social engineering, 
conducted a risk assessment using a probabilistic model, and 
subsequently implemented mitigation strategies based on the 
assessment results. 

Compared with [63], [64] verified the attack vector and 
prevention of social engineering using a formal model method. 
Risk assessment models prove valuable in situations 
characterized by high uncertainty and known facts [64]. The 
developed risk assessment model aids decision-makers in 
choosing the optimal solution for mitigating vulnerability and 
reducing risks. 

D. Information Security Policy Evaluation 

Previous studies proposed evaluating information security 
policy. For example, [65] described information security policy 
measurement using the readability factor. The study used 
sequential mixed methods to assess the readability of 
information security policy, although it did not delve into 
explaining the elements of information security policy. Similar 
to prior investigations, this study does not evaluate social 
engineering policy for digital marketing. The current review 
aims to address the gap in the existing literature by exploring a 
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security policy model to prevent social engineering attacks in 
digital marketing, an area that has received limited attention. 

The study topic primarily focused on social engineering 
and information security policy as shown in Table III. It was 
observed that there was an absence of a study topic specifically 
addressing social engineering policy for digital marketing. 
Reference [8] determined the connection between social 
engineering and marketing, showing that social engineering 
could be used to reach customers in marketing strategies. 
However, it could not be directly applied to prevent the impact 
of social engineering in marketing activities. Addressing these 
gaps would be interesting to develop a social engineering 
policy model for digital marketing. 

TABLE III.  COMPARISON OF THE REVIEW STUDIES 

Years Studies 
Social 

engineering 

Information 

security policy 

Marketing/digital 

marketing 

2022 [50] - √ - 

2020 [66] √ - - 

2022 [67] √ - - 

2021 [68] √ - - 

2021 [69] √ - - 

2021 [20] √ - - 

2020 [70] √ - - 

2020 [71] √ - - 

2020 [45] - √ - 

2020 [72] √ - - 

2022 [73] √ - - 

2022 [60] - √ - 

2022 [74] - √ - 

2020 [57] - √ - 

2024 
This 

Study 
√ √ √ 

III. METHODOLOGY 

In this section, the research outlines the approach employed 
to formulate a security policy model aimed at preventing social 
engineering attacks within the domain of digital marketing. 
This analysis was organized following the findings presented 
in study [75]. The systematic and structured steps are outlined 
in three main stages, namely Planning, Conducting, and 
Reporting and Dissemination, as illustrated in Fig. 1. 

In the planning phase, this research methodology was 
constructed based on the significant contributions found in this 
source. These references provide the theoretical foundation and 
key insights that guided the selection and evaluation of relevant 
articles. Therefore, the structure of this review acknowledges 
the significant contributions of this literature, which plays a 
critical role in shaping this study approach. 

Moving into the conducting phases, this research involved 
a systematic and comprehensive exploration of the selected 
literature. This phase included a meticulous analysis of the 
identified articles to extract relevant information pertaining to 
the design and implementation of social engineering policy 

models in the realm of digital marketing. Data extraction 
methods were employed to categorize and synthesize key 
findings, enabling a detailed understanding of the 
methodologies, challenges, and outcomes presented in the 
literature. Additionally, during this phase, this research applied 
rigorous criteria to ensure the inclusion of studies that align 
closely with research question and objectives. The conducting 
phases were crucial in assembling a comprehensive overview 
of existing insights, paving the way for a nuanced and 
evidence-based evaluation of social engineering policy models 
in the context of digital marketing. 

 

Fig. 1. The review study steps. 

As this study transitioned into the reporting and 
dissemination phases, the focus shifted towards synthesizing 
the gathered information into a coherent narrative. This 
involved the compilation of a comprehensive report 
summarizing the key methodologies, findings, and insights 
obtained throughout the review. The report was structured to 
provide clarity and accessibility, ensuring that stakeholders and 
fellow researchers could easily comprehend the nuances of this 
study. Moreover, the dissemination aspect involved sharing 
research outcomes through appropriate channels, such as 
academic conferences, journals, and other platforms. This 
phase aimed to contribute to the broader scholarly 
conversation, fostering knowledge exchange and potentially 
influencing future research and practical applications in the 
field of social engineering policy models for digital marketing. 
Details of the criteria for the search, selection, and assessment 
process can be seen in Fig. 2. 

 

Fig. 2. Searching, Selection, and Assessment process. 
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A. Searching Process 

The search process is a crucial component of this study, 
encompassing distinct selection and assessment phases. In the 
selection phase, the research objective was to identify and 
include studies that met predefined criteria essential to this 
study focus. Specific criteria, including aspects such as title, 
year of publication, and article type, were carefully applied to 
filter and include only studies relevant to this investigation. 

To ensure a comprehensive exploration of the existing 
literature, the search was systematically conducted across nine 
renowned digital databases. These databases, namely ACM, 
Elsevier, Emerald, IEEE, Mdpi, Sage, Springer, Wiley, and the 
WOS index were selected for their prominence in hosting 
scholarly works related to the research domain. The inclusion 
of these diverse databases aimed to capture a broad spectrum 
of literature, enhancing the comprehensiveness and depth of 
this study. 

Through this search process, this research sought to curate 
a robust collection of studies that would contribute 
meaningfully to understanding of social engineering policy 
models in the context of digital marketing. The emphasis on 
specific criteria and diverse databases ensures a rigorous and 
inclusive approach, allowing for a thorough examination of the 
available literature. 

Aiming to address specific research question, “Which is the 
suitable method to design social engineering policy model for 
digital marketing?”, this study identifies, elucidates, and 
summarizes suitable methods. Article selection is based on 
specific criteria with relevant keywords such as social 
engineering, information security policy, risk assessment, and 
evaluation methods. 

The outcome of the search process revealed 2,295 articles, 
including 323 articles indexed by IEEE, 190 articles indexed 
by Elsevier, 215 indexed by Springer, 69 articles indexed by 
Wiley, 59 articles indexed by Sage, 142 articles indexed by 
Taylor & Francis, and 1,297 indexed by WOS. 

B. Selection Process 

To ensure the inclusion of studies aligned with the research 
objectives, a meticulous selection process was undertaken. 
Specific criteria were defined, centering on keywords deemed 
relevant to the investigation, including social engineering, 
information security policy, risk assessment, and evaluation. 
These keywords were strategically chosen to encapsulate the 
essential components of research focus, allowing us to narrow 
down the pool of potential studies. 

This comprehensive selection approach, which spanned 
multiple databases and publishers, aimed to capture a 
representative sample of the available literature, enriching the 
breadth and depth of this study. By adhering to specific criteria 
and surveying various databases, this study sought to ensure a 
thorough and well-rounded examination of the relevant studies 
in the field of social engineering policy models for digital 
marketing. 

Articles were screened using criteria related to keywords 
and publication year, resulting in the identification of 1,357 

articles during this phase. However, 938 articles did not meet 
the specified selection criteria. 

C. Assessment Process 

The next step involved assessment process, which was the 
final stage in this study. The process identified studies that 
were consistent with the objectives of this current study, using 
specific criteria and context. Furthermore, a matrix was 
developed to capture essential information such as author, title, 
publication year, quartile index, features, advantages, 
limitations, and potential future research. 

This study employed two sets of assessment criteria. The 
initial criteria screened articles according to authorship, 
research title, publication year, and quartile index, yielding a 
total of 1,051 articles meeting these criteria. However, 306 
articles did not align with the first set of assessment criteria and 
were excluded. The second set of criteria evaluated articles 
based on research features, advantages, limitations, and future 
research, resulting in the identification of 99 articles meeting 
these criteria. Additionally, 207 articles were deemed 
unsuitable based on the second set of criteria and were 
consequently excluded. 

As a result, the selection process yielded a diverse set of 
results from various databases. Specifically, this study 
retrieved 2 papers from ACM, 13 from Elsevier, 9 from 
Emerald, 45 from IEEE, 1 from MDPI, 2 from Sage, 13 from 
Springer, 3 from Wiley, and 11 from other publishers indexed 
by the Web of Science (WOS). The results are presented in 
Table IV, encompassing the number of selected articles from 
each database. 

TABLE IV.  RESULT ASSESSMENT PROCESS 

Search String 

Databases S
o

c

ia
l 

E
n

g

in
e
e

r
in g
 

In
f

o
r

m
a

t
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n

 

S
e
c
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y
 

P
o

li

c
y
 

R
is k
 

A
ss

e
ss

m
e

n
t 

E
v
a

lu
a

t

io
n

 

M
e
t

h
o

d
 

 

ACM 2 - - - 2 

Elsevier 9 4 - - 13 

Emerald 6 3 - - 9 

IEEE 32 11 1 1 45 

Mdpi 1 - - - 1 

Sage 1 1 - - 2 

Springer 7 6 - - 13 

Wiley 3 - - - 3 

WOS 6 4 1 - 11 

 67 29 2 1 99 

IV. RESULT 

This study was categorized into three main areas with four 
subcategories, as shown in Table V. The primary contributions 
of the selected study for developing social engineering policy 
model for digital marketing comprised methods to building risk 
assessment based on qualitative methods models [63] or 
quantitative methods [64] and an evaluation method for 
information security policy before the release to users and 
stakeholders [76]. Finally, the selected study adopted different 
methods, aiming to develop information security policy or 
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prevent social engineering in the field of study, hence 
contributing to the development of a social engineering policy 
model for digital marketing. 

TABLE V.  MAPPING METHODOLOGY REVIEW 

Methodology Keyword Study 

Qualitative 

Social 

Engineering 

[7], [8], [18], [19], [29], [67], [68], [69], 

[70], [71], [72], [73], [77], [78], [79], 
[80], [81], [82], [83], [84], [85], [86], 

[87], [88], [89], [90], [91], [92], [93], 

[94], [95], [96], [97], [98], [99], [100], 
[101], [102], [103], [104], [105], [106], 

[107], [108], [109], [110], [111], [112], 

[113], [114], [115], [116], [117], [118], 
[119], [120] 

Information 

Security Policy 

[9], [15], [44], [45], [47], [48], [49], 

[51], [52], [54], [56], [57], [58], [59], 

[60], [62], [74], [121], [122], [123], 
[124] 

Risk Assessment [63] 

Evaluation 
- 

 

Quantitative 

Social 

Engineering 

[125], [126], [127], [128], [129], [130], 
[131] 

 

Information 
Security Policy 

[51], [132], [133] 
 

Risk Assessment [64] 

Evaluation 
[76] 

 

Mix methods 

(Qualitative 

and 
Quantitative 

Methods) 

Social 
Engineering 

[66] 
 

Information 

Security Policy 

[42], [43] 

 

Risk Assessment 
- 
 

Evaluation - 

V. DISCUSSION 

The previous studies offered recommendations for 
designing security policy model to prevent social engineering 
attacks in digital marketing. Although various methods existed 
for designing security policy models to prevent social 
engineering attacks, this current investigation, according to 
[57], followed three phases, namely identifying security policy 
requirements, developing security policy model, and validating 
security policy model. 

However, previous ones fell short of comprehensively 
addressing all three phases of designing security policy models 
to prevent social engineering attacks. It should be 
acknowledged that each study tended to concentrate on a 
specific part. For example, [118] exclusively discussed the 
user‐centric model without covering other phases of designing 
security policy model for preventing social engineering attacks 
in digital marketing. Meanwhile, it overlooked the phases of 
developing security policy models, risk assessment 
frameworks, formal methods, and evaluation methods. This 
implies that future works are needed to design a comprehensive 
approach to model security policies to prevent social 
engineering attacks in digital marketing and to implement them 
in various organizations to see the effectiveness of the policies. 

This study experienced several limitations, including 
acquiring methods to evaluate social engineering attack policy, 
particularly before and after policy implementation. Several 
studies solely concentrated on building information security 
policies to counter information security threats. Additionally, 
some social engineering explorations were limited to 
evaluating perceptions about information security policy and 
using formal models to identify essential processes in 
information security policy. While readability methods served 
as an alternative for assessing policy effectiveness, challenges 
existed in determining how to assess better readability in an 
organizational context. The aspect of digital marketing for 
social engineering is relatively new, yet numerous social 
engineering activities inevitably occur, particularly in 
information gathering. Even though the term "social 
engineering" in marketing carries a positive connotation, when 
the activity deviates, it could cause a threat to digital marketing 
activities without realization. 

VI. CONCLUSION 

This review successfully identifies methodologies that can 
be used to build Social Engineering Policy Models, especially 
Digital Marketing. This review categorizes quality articles into 
three methodologies, namely Qualitative, Quantitative, and 
mixed methods. Each article is categorized into social 
engineering, information security policy, risk assessment, and 
evaluation. Based on the review’s findings, many researchers 
only build policies to prevent social engineering attacks but do 
not validate the policies used, especially researchers who use 
mixed methods. Therefore, one of the directions of future 
research development is to ensure that every social engineering 
attack policy built must be validated or assessed. Validation 
and assessment can use formal methods and risk assessment 
techniques. 
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Abstract—This study aims to conduct a comprehensive 

bibliometric literature review of chatbot research by examining 

key trends, frameworks, and influential applications across 

various domains. It seeks to map the evolution of chatbot 

technologies, identify influential works, and analyze how the 

research focus has shifted over time, particularly towards AI-

driven chatbot frameworks. An expanded dataset was compiled 

from the Scopus database, and bibliometric analyses were 

conducted using n-gram reference analysis, network mapping, 

and temporal trend visualization. The analysis was performed 

using R Studio with Biblioshiny, allowing for the identification of 

thematic clusters and the progression from rule-based to advanced 

retrieval and generative language model paradigms in chatbot 

research. Chatbot research has grown significantly from 2020 to 

2024, with rising publication volumes and increased global 

collaboration, led by contributions from the USA, China, and 

emerging regions, such as Southeast Asia. Thematic analysis 

highlights a shift from foundational AI and NLP technologies to 

specialized applications such as mental health chatbots and e-

commerce systems, emphasizing practical and user-centered 

solutions. Advances in chatbot architectures, including generative 

AI, have demonstrated the field's interdisciplinary nature and 

trajectory towards sophisticated, context-aware conversational 

systems. The analysis primarily used data from Scopus, which 

may limit the breadth of the included research. Future studies are 

encouraged to integrate data from other sources, such as the Web 

of Science (WoS) and PubMed, for a more comprehensive 

understanding of the field. 

Keywords—Chatbot research; bibliometric literature review; 

retrieval and generative; trend visualization 

I. INTRODUCTION 

Current technological trends indicate that chatbots are 
popular applications that use Artificial Intelligence [1], Machine 
Learning [2], Deep Learning [3], and Natural Language 
Processing [4]. They are used in various fields, including 
education, health, universities, schools, nursing, and business. 
Computers are becoming increasingly capable of performing 
tasks that humans perform. With artificial intelligence and 
machine learning technology, computer systems have become 
more compact and efficient in understanding voice and text 
interactions, leading to an effective speed [5]. 

Numerous prominent chatbots utilizing deep learning 
techniques have been created by major corporations, including 
ChatGPT by OpenAI, Alexa by Amazon, Siri by Apple, Google 

Assistant by Google, Cortana by Microsoft, and Watson by IBM 
[6]. These chatbots serve as personal assistants in daily 
activities. They communicate through voice and integration with 
devices, such as smartphones, smartwatches, and cars. Owing to 
the rapid growth of chatbot applications, technical analysis 
methods are required, and a framework that is widely used in 
building chatbots today classifies chatbots into two distinct 
categories: task-oriented and non-task-oriented [7]. Task-
oriented aspects operate according to human instructions, 
whereas non-task-oriented aspects have multiple objectives but 
cannot carry out specific activities. Non-task-oriented chatbot 
architectures can be classified into generative-based and 
retrieval-based. Chatbots are generally used to answer the 
questions asked by users. Typically, users initiate a conversation 
with this application and provide answers after analyzing the 
questions. Chatbot users must have convenient, flexible, and 
real-time access to ensure successful use [8]. 

This study investigates the trend of chatbot development, the 
sectors that use chatbots, and the frameworks and methodologies 
applied to chatbot development. Several research initiatives in 
the field of chatbots have used bibliographic analyses conducted 
by previous scholars. Io et al. [9] conducted an extensive 
bibliometric analysis of chatbot literature, emphasizing the 
growth of research beginning in 2015. This study suggests that 
future research should investigate new technologies and uses for 
chatbots, focusing on both user and business viewpoints to 
optimize chatbot functionality. The authors used traditional 
methodologies in chatbot development, focusing solely on 
Natural Language Processing techniques, such as natural voice, 
facial emotions, and body movements. Recent advances in deep 
learning require additional research to explore the potential 
applications of this cutting-edge technology for chatbot 
development across several domains. 

Adomopoulou et al. [10] analyze the evolution of chatbots, 
focusing on their transition from simple rule-based systems to 
sophisticated machine-learning models. Researchers have 
critically analyzed various applications of chatbots in different 
domains, focusing on the importance of natural language 
processing and user interaction. It examines the current 
obstacles and potential future directions of chatbot technology, 
and suggests further research and development avenues to 
improve chatbot effectiveness and user satisfaction. The 
analysis conducted in this study reveals a persistent trend 
towards a high preference for basic authors. However, there is a 
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noticeable lack of comprehensive investigation into specific 
health topics, such as 'older people' or 'mHealth,’ which are 
overshadowed by a broader emphasis on AI-based outcomes. 

Pears et al.[11] conducted a bibliometric analysis to examine 
the increasing prevalence of chatbot applications in the 
healthcare sector. The increase in patient interactions has been 
attributed to advancements in AI and ML, particularly in NLP. 
Since 2016, there has been a substantial surge in research 
productivity, characterized by a transition from technology to 
studies centered around artificial intelligence and its practical 
applications. The research potential of advanced AI approaches 
has been emphasized by researchers who have specifically 
focused on developing user-friendly interfaces, tailored 
interactions, and integrating chatbots within various healthcare 
contexts. Furthermore, our analysis underscores the need to 
employ co-creation techniques that include stakeholders to 
enhance the efficacy of conversational agents designed for 
healthcare applications. 

The objective of this study was to examine the trends and 
suggestions found in publications on chatbots, utilizing a 
bibliometric analysis approach. This study also presented 
visualizations of the current movement in chatbot development 
on different topics. The following research problems were 
addressed using data from the Scopus database. 

RQ1: Who are the most prolific authors in chatbot, and what 
are their key research themes and topics? 

RQ2: What are the most active countries in chatbot, and how 
does this vary across different regions and time periods? 

RQ3: What are the prevalent keywords employed in the field 
of chatbots developed through bibliometric analysis? 

RQ4: What research trends relate to chatbots (thematic and 
evolution trends), including journals, fields, countries, and 
universities? 

RQ5: Which components, techniques, and frameworks are 
most widely used in chatbot development? 

II. LITERATURE REVIEW 

This literature review provides a comprehensive, updated 

overview of research developments in chatbot technology, 

focusing on recent innovations in AI, ML, NLP, and deep 

learning. This section surveys studies that address the 

expansion and application of chatbots across various domains, 

emphasizing the intellectual and social structures that shape 

current trends. By highlighting methodologies, frameworks, 

and analytical approaches from previous studies, this review 

aims to establish a foundation for understanding the gaps, 

advancements, and emerging directions in chatbot research, 

thereby framing the significance and context of the present 

study. 

A. Historical Development 

The history of chatbot development has evolved 
significantly from early rule-based systems to sophisticated AI-
driven models. Over the years, advancements in machine 
learning, natural language processing, and neural networks have 
revolutionized chatbot capabilities. By the 2010s, major 

companies such as Apple, Amazon, and Google had introduced 
intelligent virtual assistants—Siri, Alexa, and Google 
Assistant—that leveraged voice recognition and vast data 
processing to perform more complex tasks. These developments 
signaled a shift towards conversational AI with greater 
versatility, accuracy, and personalization. In recent years, deep 
learning and transformer models such as OpenAI’s GPT series 
have marked significant milestones, enabling chatbots to 
generate human-like responses and comprehend contexts with 
remarkable accuracy. Studies often employ advanced research 
designs, such as bibliometric analyses, to map intellectual and 
social trends in chatbot development. This evolving landscape 
demonstrates a continued effort to optimize conversational 
agents for diverse applications, including healthcare, education, 
and customer service, with an emphasis on user-centric 
frameworks that balance functionality with ethical 
considerations. 

B. Recent Development 

Recent developments in chatbot research reflect a shift 
towards integrating emerging technologies, such as advanced 
NLP, deep learning, and transformer models, notably the 
architecture underlying OpenAI’s GPT series. Researchers are 
increasingly examining chatbot applications in diverse fields, 
including healthcare, government, and education, where the 
demand for real-time, personalized, and secure interactions has 
grown. This expansion has led to new concerns, especially 
regarding data privacy and cybersecurity, because chatbots 
handle sensitive user data. In the healthcare sector, chatbots now 
assist in patient management and mental health support, whereas 
in the government, they provide accessible public service 
information. These applications underscore the importance of 
secure, efficient, and adaptable chatbot systems that can respond 
to domain-specific requirements. In terms of methodology, 
recent research has often used mixed methods, combining 
quantitative and qualitative data to capture user satisfaction and 
chatbot performance insights. Machine learning and NLP 
integration have become essential, enabling chatbots to process 
and understand complex queries more effectively. These trends 
indicate that future research will likely focus on enhancing 
chatbot trustworthiness, expanding their usability across 
contexts, and addressing ethical considerations in AI-driven 
interactions, ensuring that chatbot systems align with user 
expectations and privacy needs. 

C. Previous Studies on Bibliometric Analysis 

Previous studies on the bibliometric analysis of chatbots and 
conversational agents have primarily focused on mapping the 
field's growth, identifying prominent authors, and analyzing 
keyword trends. For instance, Io et al. [9]. conducted a 
bibliometric analysis that emphasized the rapid rise in chatbot 
research since 2015, focusing on NLP and AI advancements. 
However, their methodology is limited by its reliance on 
traditional NLP techniques, and the lack of integration of 
emerging deep-learning methods is now central to chatbot 
development. Similarly, Adomopoulou et al. [10] examined the 
transition of chatbots from rule-based to machine-learning-
driven systems, highlighting applications across various sectors, 
but noting an underrepresentation of specific areas, such as 
health-related chatbots tailored for older adults. 
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Pears et al. [11] analyzed chatbots in healthcare and revealed 
the increasing role of conversational agents in enhancing patient 
interaction. However, further research on ethical considerations 
and patient data security is required. Collectively, these studies 
provide valuable insights into the evolution of chatbot research. 
However, they are limited by their focus on specific 
technologies or sectors and often overlook broader applications 
or recent AI advancements. Notably, there is a gap in the 
comprehensive frameworks that assess chatbot adoption across 
multiple domains. Future research could address these gaps by 
incorporating advanced bibliometric techniques, examining 
ethical implications in more depth, and exploring the diverse 
applications of chatbots in emerging fields, such as government 
services and personalized education. 

Manigandan et al. [12] conducted a bibliometric analysis for 
mapping research landscapes across various fields. Chatbots, 
conversational agents, and virtual assistants were employed to 
identify publication trends, key research themes, and 
collaborative networks among authors and institutions. Recent 
studies have revealed a significant increase in chatbot-related 
research since 2018, highlighting its growing importance in 
business, management, and accounting. Common themes 
include chatbot design, customer experience enhancement, and 
business operations automation, although ethical concerns such 
as privacy and transparency remain underexplored. Despite 
increased interest, the field is characterized by limited 
collaboration among researchers and nations, underscoring the 
need for more inclusive partnerships. Future studies should 

address underrepresented areas such as the ethical implications 
of chatbot use, user perceptions, and long-term organizational 
impacts. Expanding research into industries such as healthcare 
and education could also uncover the unique challenges and 
opportunities for chatbot adoption. 

A similar study was conducted by Tawar et al. [13], who 
focused on the field of business management, although this 
research is rooted in computer science applications. 
Bibliometric analyses have proven valuable for systematically 
reviewing research trends, themes, and gaps across disciplines. 
In chatbot research, these analyses reveal the growing adoption 
and application of chatbots in areas such as customer service, 
marketing, and other sectors, showing their positive impact on 
customer engagement, trust, and business efficiency. However, 
significant limitations remain, including a focus on developed 
countries and insufficient exploration of ethical concerns such 
as privacy and transparency. Moreover, many studies rely on 
short-term data, lacking the longitudinal insights necessary to 
understand the evolving user behavior and technological 
progress. Addressing these gaps requires exploring cross-
cultural contexts, developing ethical frameworks for chatbot 
use, and expanding applications in underexplored fields, such as 
healthcare and education. Future research integrating 
interdisciplinary theoretical approaches and longitudinal studies 
could deepen understanding and drive innovative developments 
in chatbot technologies. The summary of previous studies is 
presented in Table I. 

TABLE I.  SUMMARY OF PREVIOUS STUDIES 

Author 
Domain & Search 

Query 
Objective of the Study 

Total Document, Data 

Source & Coverage 
Attributes Examined Main Findings 

Tanwar 
et 

al.[13] 

The range of subject 

areas was restricted 
to “Business, 

Management and 

Accounting”, 
“Social Sciences”, 

“Psychology” and 

“Multidisciplinary”. 

science mapping, 

performance analysis, and 
bibliographic coupling to 

identify significant trends and 

areas of research emphasis 

798 articles from Scopus. 

Publication Trends, 

Most Productive and 

Influential Countries, 
Most Prolific Authors, 

Most Prolific 

Contributing 
Institutions, Most 

Prolific Journals, 

Intellectual Structure 
of Chatbots. 

Key areas of chatbot research 

include: applications of chatbots, 

behavioral and relational effects 
of chatbot use, and factors 

influencing chatbot adoption, 

including barriers. The United 
States leads in contributions, 

with the highest number of 

research articles and citations in 
this field. 

Agarwal 

et 
al.[16] 

Domain: Chatbots in 

Computer areas. 
Search Query: 

(TITLE-ABS-KEY 

(“chatbots” AND 
“virtual assistants”) 

to examine the past research, 
to provide a conclusive mark. 

to explore the combination of 

keywords used in chatbots 

130 articles from Scopus. 

Theoretical 

contributions, 
Research implications, 

Managerial 

implications, Social 
implications. 

The authors with 

maximumnumber of citations are 
Yan, Zaho, Bengio, 

Weizenbaum, Song, Zhou and 

Maedche with jointly 180 
citations. 

L et al. 
[12] 

Domain: Chatbot in 

Business 
Management and 

Accounting 

to identify key publication 
metrics, examine the 

intellectual structure, and 

explore the social structure of 

research in this field. 

378 articles from scopus 

number of publications 

and citations over time, 

productive authors, 
country productivity, h 

-index and intellectual 

structure 

The keywords "Chatbot", 
"conversational agent" and 

“virtual assistant” emerged as the 

most frequently employed terms 

in the majority of publications. 

Io et 

al.[9] 

consider the two 

terms “chatbot” and 

“conversational 
agent” 

s to help researchers to 

identify research gaps for the 

future research agenda in 
chatbots 

4,246 articles from wos 

and proQuest 

Clustering keywords, 

co-occurrences. 

The results of the analysis found 
a potential research opportunity 

in chatbot 

Xia et 

al.[17] 

Domain “AI 

Chatbo” 

to offer bibliometric 
assessments of the expanding 

literature about AI chatbot 
services 

571 article from scopus 

the most influential 
work, authors, and co-

cited authors on AI 
chatbots 

based on the author's cocitation 

analysis and the intellectual 
structure, Computer science is 

the most critical discipline 

regarding AI applications 
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III. METHODS 

This Bibliometric Literature Review (BLR) utilized the 
bibliography analysis and meta-analysis approach. Bibliometric 
analysis is a crucial and effective method for comprehending the 
progression and patterns of research. Science mapping analysis 
is an integral part of bibliometric analysis that aims to provide a 
structured examination of trends periodically, studied themes, 
changes in fields of knowledge, and productive researchers [14], 
[15]. 

A. Search Strategy 

Search Strategy: Explain how you identified the relevant 
literature for bibliometric analysis. This may include details 
such as the databases and search terms used, and any inclusion 
or exclusion criteria applied to the search results. The period 
covered in your analysis should also be described. 

 
Fig. 1. Flow diagram of the search strategy. 

Fig. 1 shows the stages in collecting data starting from topic 
and scope, keywords and search query, date extracted, record 
removed, record identified, and record included for bibliometric 
analysis. 

B. Data Collection 

The Search Strategi stages encompass distinct procedures: 
data extraction, identification, screening, record removal, and 
record inclusion in bibliometric analysis. We used Search 
Strategi stages to determine entries from the Scopus database by 
executing a query. The search yielded 964 documents. 

C. Data Cleaning and Harmonization 

To ensure the accuracy and consistency of the data imported 
into Biblioshiny, rigorous data cleaning was performed using the 
OpenRefine tool. The BibTeX file generated by Biblioshiny was 
exported to OpenRefine, and the dataset was verified to match 
the original source. Specific adjustments included standardizing 

author data by converting them to lowercase data. The integrity 
of the dataset was validated through a series of analytical 
processes using OpenRefine, ensuring that it was clean and 
suitable for bibliometric analysis. 

D. Tools 

The Scopus database was used to obtain studies for a 
comprehensive evaluation of chatbot research. The 
identification process began with a well-defined search strategy 
that was used to query the Scopus database and retrieve relevant 
entries. Following data collection, the articles were analyzed 
using the Biblioshiny tool in R Studio, enabling a detailed 
bibliometric analysis and visualization of research trends. 

IV. RESULTS 

This section examines publications, research activities, 
journals, papers, and references, providing an analytical 
overview. Following the analysis, the findings are further 
explored and discussed to offer deeper insights into the subject 
matter. 

A. Analysis of Publications 

The main information from the article was entered into R 
bibliometric software for bibliometric analysis. From the 
analysis results, a significant increase in research in the field of 
chatbots was found from year to year. The growth of this 
research is depicted in the following Table II. 

TABLE II.  MAIN INFORMATION DATA 

Main Information Data 

Publication Years 2010 - 2024 

Total Publications 955 

Annual Growth Rate % 60.28 

Document Average Age 1.13 

Average citations per doc 20.61 

Keywords Plus (ID) 3061 

Author's Keywords (DE) 2848 

Single-authored docs 66 

Co-Authors per Doc 3.91 

International co-authorships 27.64 

From 2010 to 2024, there were 955 publications with an 
impressive annual growth rate of 60.28%, indicating a rapidly 
expanding field. The average document age is 1.13 years, and 
each publication receives an average of 20.61 citations, 
reflecting substantial academic impact. Collaboration is 
prevalent, with 3.91 co-authors per document on average, and 
27.64% of publications involve international co-authorships, 
highlighting the global nature of the research. 

Fig. 2 shows Annual scientific production has grown 
consistently from 2020 to 2024, reflecting a substantial increase 
in research activity. Starting with 60 articles in 2020, the output 
increased to 98 articles in 2021 and 142 in 2022. This upward 
trend continues with 259 articles in 2023 and peaks at 396 
articles in 2024, indicating an accelerating interest and 
investment in the field over the five-year period. 
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Fig. 2. Annual scientific productions. 

TABLE III.  AVERAGE CITATIONS PER YEAR 

Year 
Mean 

TCperArt 
N 

Mean 

TCperYear 
CitableYears 

2020 84.27 60.00 16.85 5 

2021 49.37 98.00 12.34 4 

2022 30.42 142.00 10.14 3 

2023 15.67 259.00 7.84 2 

2024 3.55 396.00 3.55 1 

Table III provides information on the Mean Total Citations 
per article (MeanTCperArt), the number of articles (N of article), 
and the resulting Mean Total Citations per year 
(MeanTCperYear) for these years 2020 to 2024. In 2020, the 
mean total number of citations per article was 84.27, with eight 
articles contributing to a mean total number of citations per year 
of 18.85. Subsequently, there is a noticeable increase in the 
mean total citations per article per year in 2020, 2021, and 2022, 
followed by a significant decrease in 2023 and 2024.  Measure 
an author's impact using the citation count, average citation rate, 
h-index, g-index, m-index, total citations, number of documents, 
and py_start, as shown in Table IV. 

TABLE IV.  AUTHORS' LOCAL IMPACT 

Authors h_index g_index m_index TC NP PY_start 

FØLSTAD A 6 9 1.200 286 9 2020 

ZHU Y 6 10 2.000 235 10 2022 

MOU J 5 5 1.667 305 5 2022 

CHEN Q 4 5 1.333 145 5 2022 

CHEN Y 4 4 1.000 201 4 2021 

HOBERT S 4 5 0.800 156 5 2020 

JEON J 4 7 2.000 220 7 2023 

KIM H 4 5 0.800 146 5 2020 

LI Y 4 5 2.000 34 7 2023 

LIU Y 4 5 1.333 145 5 2022 

Table IV provides an analysis of the top authors in chatbot-
related research, based on bibliometric indices. FØLSTAD A 
and ZHU Y demonstrate the highest h-index scores (6), 
indicating consistent citation impact, with ZHU Y leading in g-
index (10) and m-index (2.000), showcasing sustained 

productivity and influence since 2022. MOU J stands out with 
the highest total citations (305) despite having a lower g-index 
(5), reflecting impactful but fewer publications. JEON J and LI 
Y show notable m-index values (2.000), suggesting rapid 
citation growth relative to their research duration, particularly 
with recent publications in 2023. Meanwhile, CHEN Q and LIU 
Y exhibit balanced productivity and citation metrics, while 
HOBERT S and KIM H display consistent contributions since 
2020. Overall, the data revealed diverse patterns of research 
impact, emphasizing both sustained contributions and emerging 
influencers in the field. Meanwhile, the influence of countries 
contributing to this field is dominated by the USA and China, as 
shown in the picture of the country scientific production below. 

 

Fig. 3. Countries' scientific productions. 

The Fig. 3. highlights the regional distribution of 
publications on chatbot research, revealing significant 
contributions from the USA (372), followed by China (319), and 
India (155), demonstrating their leadership in the field. Notable 
contributions also come from the UK (134), Australia (110), and 
Canada (109), indicating strong engagement from English-
speaking countries. Asian nations such as South Korea (97), 
Indonesia (56), and Malaysia (49) also feature prominently, 
showing increasing research activity in the region. European 
countries, including Spain (92), Germany (77), and Italy (50), 
have contributed substantially, reflecting their growing interest 
in the domain. While regions such as the UAE (38), Brazil (47), 
and Turkey (38) indicate moderate contributions, countries with 
emerging research activities such as Morocco (21) and Thailand 
(24) highlight the global expansion of chatbot research. Smaller 
contributions from nations such as Ethiopia, Zambia, and Fiji 
emphasize the nascent but widespread adoption of chatbot 
research across diverse geographical areas. 

B. Analysis of References 

In bibliometric analysis, the purpose of analyzing references 
is to examine and scrutinize citations in academic publications, 
aiming to uncover insights into the intellectual structure and 
progression of a specific field of study. By analyzing references, 
bibliometrics can identify the most influential works and authors 
in a field, track their evolution, and identify key research trends 
and collaborations. This analysis can help researchers and 
policymakers to make informed decisions regarding the 
direction of future research. In this article, the analysis of 
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references is divided into two analyses: the most relevant word 
and evolution trend analysis. 

Using Biblioshiny, word cloud visualization was performed 
to examine the keywords commonly used in articles related to 
chatbots. In this study, the most relevant words were identified 
by analyzing the keywords listed in the author's section of each 
article. The word cloud generated from the top 20 words shows 
a broad spectrum of crucial terms in the realm of chatbots, 
covering pivotal areas such as "artificial intelligence," "natural 
language processing," "conversational agents," and "chatgpt," 
among others. It encompasses an extensive range of concepts, 
including "anthropomorphism," "machine learning," and 
"covid-19," reflecting the multidisciplinary nature and depth of 
subjects related to chatbot technology and human-computer 
interaction. Fig 4 shows the most relevant keyword descriptions. 

 
Fig. 4. Word cloud by keywords. 

By analyzing the titles of articles from the authors, the words 
frequently used were Artificial Intelligence, AI chatbots, Mental 
Health, Customer Service, Intelligence Chatbots, Generative AI, 
Mixed Methods, and Natural Language. The frequency of 
occurrence in the analysis using N-Grams (Bigrams) is shown 
in Table V. 

TABLE V.  WORD FREQUENCY 

Word 2020 2021 2022 2023 2024 

Artificial Intelligence 2 5 10 35 68 

Ai Chatbots 1 2 10 14 101 

Mental Health 1 4 11 17 26 

Customer Service 0 2 4 11 19 

Intelligence Chatbots 2 3 6 19 36 

Generative Ai 0 0 0 1 16 

Mixed Methods 0 1 4 6 16 

Natural Language 1 2 5 10 18 

This table illustrates the dynamic evolution of key research 
topics in chatbot-related studies from 2020 to 2024. "Artificial 
Intelligence" consistently leads the discourse, showing 
significant growth from 2 mentions in 2020 to 68 in 2024, 
reflecting its foundational role in chatbot development. 
Similarly, "AI Chatbots" demonstrates exponential growth, 

particularly in 2024, with a sharp rise to 101 mentions, 
highlighting their increasing adoption and application. 
Emerging topics like "Mental Health" and "Customer Service" 
reveal a steady increase, emphasizing the diversification of 
chatbot applications in addressing user needs. "Intelligence 
Chatbots" and "Natural Language" also exhibited consistent 
growth, underlining advancements in chatbot sophistication and 
linguistic capabilities. Notably, "Generative AI" which appeared 
only recently, shows substantial growth in 2024, indicating a 
shift towards innovative frameworks and methodologies in 
chatbot research. These trends underscore the expanding scope 
and interdisciplinary nature of this field. 

Meanwhile, the word "framework" is in the 31st position as 
the most frequently appearing word, and its occurrence has 
increased from year to year, two times in 2020, six times in 
2021, 12 times in 2022, 18 times in 2023, and 33 times in 2024. 
Several types of framework have been used in chatbot 
applications. These include RASA, Microsoft Bot Framework, 
Google Dialogflow, Telegram, Facebook, Twitter, Whatsapp, 
Wit.Ai, IBM Watson, Line, BotPress and Streamlit. Table VI 
lists some frameworks used for chatbot development in this 
study. 

TABLE VI.  FRAMEWORK OF DEVELOPMENT CHATBOTS 

Framework Authors 

RASA Fauzia[18], Windiatmoko[19] 

Microsoft Bot M. Cont & A. Ciupe[20], L. Zhou[21] 

Google Dialogflow S. Valtolina, Jr. [22],Villanueva G.R.[23] 

Facebook Aina, Pashev[24] & Gaftandzhieva[25] 

Wit.ai Li C. [26], Chu E [27] 

Twitter Y. M. Çetinkaya[28], E. Alothali[29] 

Telegram Y. Wahyuni[30], W. Santoso[31] 

Whatsapp Mash[32],Pasquetto[33] 

IBM Watson R. J. Moore[34], C. V. M. Rocha[35] 

Line Al Rasyid [36] 

Botpress Macanu B[37] , 

Streamlit Kiangala K [38], Kothari S [39] 

Interestingly, Streamlit was used in the 2023 and 2024 
studies, where it was used as a generative AI chatbot using a 
large language model. The analysis and interpretation of 
research related to mental health dominate the health sector. 
Meanwhile, e-learning dominates the education sector and sales 
dominate the business sector. The top six fields where chatbots 
were developed are Health, Education, University, Financial, 
Industry and Tourism. Thematic evolution analysis was used to 
analyze chatbot trends in this study. Thematic evolution analysis 
was performed based on a co-word network and clustering 
Using these diagrams, it can be shown that chatbot research 
changes yearly. The existing keywords indicate the direction of 
research changes. Fig. 5 shows a thematic evolution diagram of 
the Keyword Plus field. 

Thematic analysis revealed a dynamic evolution in chatbot 
research trends from 2020 to 2024. During 2020–2022, broad 
foundational themes such as "AI" and "NLP" were central, 
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representing the underlying technologies for chatbot 
development. As research advanced, a notable shift occurred 
towards applied themes in 2023–2024, such as "e-commerce," 
"human-computer interaction," and refined chatbot designs. For 
example, the transition from "AI--2020-2022" to "chatbot--
2023-2024" underscores the growing emphasis on creating 
specialized systems tailored to industry-specific needs. 

 
Fig. 5. Thematic evolution. 

From 2023–2024, the emergence of "e-commerce" chatbots 
(weighted inclusion index of 1.00) highlights their importance 
in enhancing online retail and customer interaction. Similarly, 
themes like "human-computer interaction" reflect an increasing 
focus on usability and user satisfaction, as chatbots evolve to 
provide more intuitive and engaging experiences. Additionally, 
"AI chatbot," which persisted across both periods, illustrates 
continuous efforts to improve conversational models, ensuring 
their adaptability and effectiveness in addressing real-world 
challenges. 

The stability indices across themes revealed sustained 
interest in specific areas. While "e-commerce" chatbots exhibit 
relatively high stability (0.11), foundational themes such as "AI" 
and "NLP" show lower stability, reflecting their transformation 
into specialized applications. By 2024, research trends will 
clearly demonstrate a movement from broad theoretical 
discussions to practical implementations, with chatbots playing 
critical roles in domains such as retail, customer service, and 
user interaction design. This evolution highlights the increasing 
maturity and impact of chatbot technologies in various sectors. 

V. DISCUSSION 

Research Question 1. The analysis of prolific authors and 
their contributions to chatbot research revealed significant 
growth and diversification in the field from 2020 to 2024. 
Annual scientific production has increased substantially, with 
article outputs rising from 60 in 2020 to 396 in 2024, 
demonstrating an accelerating interest and investment in chatbot 
studies. Citation trends, as presented in Table III, highlight 
declining mean total citations per year over time, suggesting that 
while publication volume has grown, the citation impact of 

individual articles may have been diluted because of the field's 
rapid expansion. As detailed in Table IV, the key contributors 
include FØLSTAD A and ZHU Y, which lead to h-index scores, 
reflecting a consistent influence. At the same time, ZHU Y and 
JEON J exhibited high m-index values, signifying rapid citation 
growth in recent studies. MOU J achieved the highest total 
citations (305), indicating a significant impact despite fewer 
publications. Emerging influencers such as JEON J and LI Y 
demonstrate rapid citation accumulation, with research starting 
in 2023. Additionally, country-level data underscores the 
dominance of the USA and China in scientific production, 
positioning them as central players in advancing chatbot 
research. Together, these findings highlight both the maturation 
of established contributors and the emergence of new voices in 
the evolving chatbot research landscape. 

Research Question 2. The analysis of chatbot research 
activity across different countries and regions revealed a rapidly 
expanding global field, with a remarkable annual growth rate of 
60.28% from 2010 to 2024, culminating in 955 publications. 
The research is highly collaborative, with an average of 3.91 co-
authors per document, and 27.64% involving international co-
authorships, underscoring its global nature. The USA has 372 
publications, followed by China (319), and India (155), 
reflecting their dominance in advancing chatbot technologies. 
Significant contributions from the UK (134), Australia (110), 
and Canada (109) highlight the strong engagement of English-
speaking nations. Asian countries, such as South Korea (97), 
Indonesia (56), and Malaysia (49), also show robust 
participation, indicating the region's growing focus on chatbot 
research. European nations, including Spain (92), Germany (77), 
and Italy (50), have contributed substantially, showcasing their 
increasing interest in this domain. While countries such as Brazil 
(47), Turkey (38), and the UAE (38) reflect moderate 
engagement, emerging players, such as Morocco (21) and 
Thailand (24), highlight the global diffusion of chatbot research. 
Small contributions from nations such as Ethiopia, Zambia, and 
Fiji demonstrate the field's expansion to diverse and 
underrepresented regions, marking a promising trajectory for 
future research collaboration and development worldwide. 

Research Question 3. Utilizing R Biblioshiny, the study 
yielded significant findings regarding the dominant keywords in 
articles focused on chatbots through the creation of word cloud 
visualizations.   The analysis uncovered a wide range of essential 
terms that influence the development of chatbot technology 
based on the keywords provided by the authors. The word cloud 
consists of the top terms that emphasize essential topics vital to 
chatbots, such as "artificial intelligence," "natural language 
processing systems," "conversational agents," and "machine 
learning." This provides a complete overview of the essential 
principles of the field. Furthermore, the incorporation of words 
such as "semantics," "reinforcement learning," and "user 
interfaces" user interfaces emphasized the interdisciplinary 
character of chatbot technology and its convergence with 
human-computer interactions. These results are different from 
those found by previous researchers, where the keywords that 
are widely used are natural processing language, big data, 
learning algorithm, language learning system, and user 
experience [16]. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

893 | P a g e  

www.ijacsa.thesai.org 

Fig. 4 illustrates the visualization that effectively displays 
the essential characteristics of the discovered keywords, 
highlighting an extensive range of issues within the chatbot 
field. Moreover, an analysis of article titles revealed frequent 
terms such as “Artificial Intelligence”, “AI chatbots”, “Mental 
Health”, “Customer Service”, “Intelligence Chatbots”,” 
Generative AI”, “Mixed Methods” and “Natural Language”. 
The continued presence of frameworks in these titles indicates 
their enduring significance and prominence in conversations 
related to chatbots. The keyword frequency analysis of article 
titles revealed a notable pattern: the topic of Mental Health 
Chatbots was the most commonly discussed compared to other 
domains. This finding underscores a significant inclination 
towards using chatbot technology for mental health purposes, 
signifying the growing acknowledgment of the significance of 
technology in augmenting overall well-being. Additionally, it 
underscores the expanding apprehension over trust and 
acceptance in employing technology to address mental health 
concerns. 

Research Question 4. The findings illustrate a clear evolution 
in chatbot research, transitioning from foundational themes to 
specialized applications between 2020 and 2024. In earlier 
years, the focus was predominantly on developing underlying 
technologies, such as artificial intelligence and natural language 
processing, which laid the groundwork for subsequent 
advancements. By 2023–2024, the emergence of themes like "e-
commerce" and "human-computer interaction" demonstrates a 
shift towards practical and user-oriented applications. This 
transition reflects the increasing demand for chatbots in sectors 
that require tailored, intelligent, and efficient communication 
systems, particularly in e-commerce and service-oriented 
industries. 

The persistence and refinement of themes such as "AI 
chatbot" also highlight the continued need for innovation in 
conversational models. While foundational topics showed lower 
stability indices owing to their evolution into specialized areas, 
emerging applications demonstrated higher stability, 
underscoring their growing importance. These findings suggest 
the maturation of the field, with research increasingly addressing 
the real-world challenges. Future studies could build on this 
trend by exploring the integration of advanced chatbot systems 
into more diverse sectors, emphasizing ethical considerations, 
user satisfaction, and the long-term sustainability of these 
technologies. In contrast, previous research observed that 
chatbot trends have evolved from basic rule-based systems to 
advanced machine-learning models [10]. However, this study 
found that the machine learning trend has shifted towards 
reinforcement learning and knowledge-based systems. 

Research Question 5. In chatbot architecture, key elements 
include the Question Answering System, The Environment, The 
Front-end System, Traffic Server, and Custom Integrations. This 
discussion delves into the methods employed within the 
Question Answering System components and the framework 
applied to the front-end system. The utilization of AI, 
particularly deep-learning technology, has emerged as a 
prevailing trend in chatbot development. This aligns with the 
findings of Caldarini et al. [40], who emphasized the future of 
chatbot development through NLP techniques and utilization of 
deep learning technology. This correlation is in agreement with 

the thematic evolution analysis conducted in this research, 
revealing a prominent theme centered on deep learning. 

Various techniques have been employed in chatbot 
development, each of which has its own strengths and 
applications. Rule-based systems rely on predefined rules and 
patterns to generate responses [41]. Meanwhile Kandasamy et 
al. [42]  stated that Information retrieval-based systems focus on 
retrieving relevant information from a large text corpus. On the 
other hand, Ngai et al. [43] asserted that Knowledge-based 
systems use structured knowledge bases or ontologies to provide 
answers. NLP-based systems utilize NLP techniques to 
understand and generate context-aware responses [44]. Machine 
learning-based systems leverage supervised, unsupervised, or 
reinforcement learning to train models capable of answering 
questions [45]. Thus, the choice of development technique 
depends on the chatbot's specific requirements and goals. 

There have been substantial advancements in the broader 
field of NLP. NLP encompasses the interaction between 
computers and human language. Recent developments in deep 
learning, particularly with models such as transformers, for 
example, bidirectional encoder representations from 
transformers (BERT), have led to significant breakthroughs in 
NLP applications such as sentiment analysis, machine 
translation, and question-answering [46]. Furthermore, NLP 
research spans various domains, including question-answering 
systems (QAS), summarization, machine translation, speech 
recognition, and document classification, each contributing to 
the overall evolution of NLP [47]. 

The chatbot architecture plays a crucial role in their 
functionality and effectiveness. Hwang et al. [48] research 
provided an overview of chatbot architecture, with components 
such as NLU, Intents/Entitas, Message Generator, Knowledge-
Based database, and Respon. This architecture serves as the 
foundation for the design and operation of chatbots, 
encompassing various components and modules that enable 
them to interact with users and respond. 

The need for external references and context becomes 
evident in open-domain Question Answering (QA), where the 
chatbot is expected to answer a wide range of questions. 
Researchers, such as Chen et al. [49] have developed 
frameworks such as the Retriever-Reader Framework. This 
framework allows chatbots to retrieve relevant information from 
documents and generate responses, thus enabling them to 
answer questions that require broader contextual knowledge. 

Another approach to open-domain QA is the Retriever 
Generator QA framework, often called Generative Question 
Answering. This framework combines document retrieval 
systems with general language models such as BERT and GPT, 
as demonstrated by Petroni et al. [50] demonstrated in their 
research. This approach aims to leverage the strengths of both 
retrieval and generative methods to improve chatbot 
performance by providing comprehensive answers. The third 
model framework, known as the Generative Language Model, is 
associated with closed-domain QA, where a model, such as T5 
Framework developed by Robers et al. [51] can generate 
responses to questions without requiring additional information 
or context. This approach is particularly valuable in scenarios in 
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which chatbots are expected to provide precise and concise 
answers without external references. 

In summary, chatbot architecture is essential for their 
functionality, and researchers have classified chatbot QA 
models into different categories based on their capabilities. In 
open-domain QA, frameworks such as the Retriever-Reader 
Framework and Retrieve Generative Framework have been 
developed to enhance chatbots' ability to provide comprehensive 
responses. Closed-domain QA models, such as the Generative 
Language Model, excel in independently generating answers, 
making them suitable for scenarios where external references 
are not required. These developments in chatbot architectures 
and models contribute to the continuous improvement of chatbot 
performance and applicability in various domains. 

VI. FINDINGS 

Growth and Diversification in Chatbot Research: The field 
of chatbot research has experienced significant growth from 
2020 to 2024, with annual publication output increasing from 60 
in 2020 to 396 in 2024. Despite this growth, a decline in mean 
total citations per article was observed, indicating the potential 
dilution of individual article impacts due to the field's rapid 
expansion. Prominent authors, such as FØLSTAD A and ZHU 
Y, demonstrated sustained influence. Simultaneously, emerging 
contributors such as JEON J and LI Y exhibited rapid citation 
accumulation, highlighting the field's dynamic and evolving 
nature. 

Global Research Collaboration and Regional Participation: 
Chatbot research has high collaboration rates, with an average 
of 3.91 co-authors per document, and 27.64% of papers involve 
international partnerships. The USA and China led global 
contributions, producing the highest number of publications, 
while countries such as India, the UK, and Australia also made 
substantial contributions. Emerging participation from 
Southeast Asia and Africa, particularly Indonesia, Malaysia, 
Morocco, and Ethiopia, signifies an expanding and inclusive 
research landscape. 

Thematic Evolution and Practical Applications: Thematic 
analysis revealed a transition from foundational technologies, 
such as AI and NLP, to specialized applications in domains like 
"e-commerce" and "mental health chatbots" by 2024. Mental 
health chatbots have emerged as a critical focus area, reflecting 
the growing societal interest in leveraging chatbot technology 
for well-being. These findings underscore a shift towards 
practical, user-centered chatbot applications that address diverse 
real-world needs. 

Advancements in Chatbot Architectures: The development 
of chatbot architectures has progressed significantly, 
incorporating sophisticated frameworks such as retriever-reader 
systems, generative QA models, and closed-domain QA models. 
These innovations enhance chatbot performance in open domain 
and domain-specific applications. The integration of 
reinforcement learning, user-interface design, and deep learning 
technologies demonstrated the field's interdisciplinary nature 
and trajectory towards advanced conversational capabilities. 

Emerging Trends in Keywords and Research Focus: 
Analyzing keyword trends revealed a focus on topics like 
"artificial intelligence," "natural language processing," and 

"machine learning," alongside newer themes such as 
"semantics," "user interfaces," and "reinforcement learning." 
Mental health applications, customer service, and generative AI 
are prominent themes, highlighting the diverse and evolving 
priorities of the field. This progression reflects the broadening 
scope and deeper specialization of chatbot research. 

VII. CONCLUSION 

This study provides a comprehensive examination of the 
evolution and diversification of chatbot research from 2020 to 
2024, highlighting the rapid growth and global collaboration of 
the field. The rising annual publications and citations have 
significantly shaped this dynamic domain, as evidenced by 
prolific contributors and emerging researchers. Notable scholars 
such as FØLSTAD A and ZHU Y demonstrate sustained 
influence, while newer contributors such as JEON J exhibit 
rapid citation growth, reflecting fresh perspectives and 
innovative approaches. Geographically, countries like the USA 
and China dominate research output, whereas emerging 
contributions from regions such as Southeast Asia and Africa 
underline the global expansion and inclusivity of chatbot 
studies. 

In addition to analyzing global research activities, this study 
highlights emerging trends and technological advancements. 
Themes such as "e-commerce" and "mental health chatbots" 
underscore the practical applications of chatbot technology, 
while the evolution of architectural frameworks illustrates 
advancements in conversational capabilities. The findings 
emphasize a transition towards sophisticated and user-centered 
applications from foundational AI technologies to specialized 
Generative AI. This trajectory provides promising opportunities 
for future research to address societal challenges, enhance user 
satisfaction, and expand chatbot utility across diverse domains. 
These insights collectively contribute to a deeper understanding 
of the evolving chatbot landscape and its potential 
transformative impact. 

This research provides several recommendations for future 
research related to SLR in this area. This study used references 
from Scopus as the primary data sources. Although the Scopus 
database is the largest, it does not necessarily encompass all 
research related to chatbots. It is hoped that future reviews can 
incorporate literature from the WoS and PubMed databases to 
expand the findings on chatbots and achieve more complete 
results. This study focused on chatbot articles, including natural 
language processing, artificial intelligence, machine learning, 
deep learning, and neural networks. It is challenging to apply 
these concepts to existing subfields. Future research should 
focus on specific sub-fields, such as AI. It must also focus on 
existing health, education, industry, social, and political sectors. 
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Abstract—Due to the diversity of interior design, it is difficult 

for users to mine target data, so personalized recommendation 

systems for users are particularly important. Therefore, an 

optimized collaborative filtering recommendation system is 

proposed. Firstly, a random walk recommendation model based 

on category combination space is constructed, abandoning the 

traditional flat relationship connection and using Hasse diagram 

to achieve one-to-one mapping between items and types. The 

semantic relationship and distance are defined. Finally, a basic 

recommendation framework for random walks is established 

based on data such as jump behavior. Next, the potential semantic 

relationships between entities are explored, and a lightweight 

knowledge graph is proposed to define the social and explicit 

relationships between entities. Finally, the short-term features of 

the project are obtained using deep collaborative filtering 

technology, and a deep collaborative filtering temporal model 

based on semantic relationships is constructed. In subsequent 

validation, these experiments confirmed that under the vector 

dimension of 10, the average HR@K and NDCG@K were 6.9% 

and 12.9% higher than the other models. Therefore, the 

collaborative filtering recommendation model based on semantic 

relationships proposed in the study is reliable. 

Keywords—Semantic relationships; category combination 

space; random walks; collaborative filtering; temporal 

recommendations 

I. INTRODUCTION 

The Internet has brought great influence to human society, 
which is not only a simple query tool, but also a method to tap 
the potential interests of users. This change is to adapt to the 
gradual increase in the amount of big data currently available, 
making it difficult for users to choose their preferences among 
the vast amount of information. At this time, the algorithm can 
build a recommendation model for users using previous 
preferences, and recommend relevant preference data and 
potential interest preference data for users [1]. Collaborative 
Filtering (CF) is the most commonly used recommendation 
algorithm at present. The key to this technology is searching for 
neighboring users and calculating similarity. However, the cold 
start and high computational dimension limit the improvement 
of recommendation performance. More researches focus on the 
introduced information. Project type is an important additional 
data, which can alleviate the sparse data. However, the 
limitation of its flattened organization is also one of the 
problems to be solved [2]. As a semantic network, knowledge 
mapping can construct semantic relations to connect entities, 

which effectively solves the neglected explicit and implicit 
interactions between information in the traditional model [3]. 
In recent years, recommendation systems have made significant 
progress, from early CF algorithms to advanced technologies 
such as deep learning and graph neural networks. The accuracy 
and efficiency of recommendation systems continue to improve. 
However, traditional recommendation models often rely on flat 
relational connections and fail to fully explore the complex 
semantic relationships between items and types, resulting in 
insufficient recommendation accuracy and semantic 
understanding. Most studies often lack temporal considerations 
when dealing with dynamically changing user needs, making it 
difficult to adapt to real-time changes in user interests. 
Therefore, a deep CF recommendation system based on 
semantic relationship is proposed. It is expected to make 
significant contributions to the development of 
recommendation systems and provide more efficient and 
accurate tools for solving information overload problems. The 
innovation of this study lies in proposing a random walk 
recommendation model based on type combination space, 
which abandons the traditional flat relationship connection and 
uses Hasse diagram to achieve one-to-one mapping between 
items and types, providing a new perspective and idea for 
recommendation systems. 

The research includes six sections. Firstly, the research 
status of recommendation system is introduced. Secondly, the 
designed CF recommendation system based on semantic 
relationship is described in Section III. Section IV verifies the 
recommendation model. Results and discussion is presented in 
Section V and finally, the paper is concluded in Section VI. 

II. RELATED WORKS 

In various current online platforms, personalized 
recommendation systems have gradually become a mainstream 
and necessary part. Gou L et al. believed that the marketing 
model in the communication field shifted towards socialization. 
Therefore, a recommendation model based on social analysis 
was proposed. Initially, a two-layer communication network for 
users and platforms was constructed through historical 
information, followed by a network of similar users and 
platforms using CF. Finally, a bipartite graph weighting method 
was used to achieve project recommendation, and the feasibility 
of the model was experimentally verified [4]. Wu et al. believed 
that knowledge maps had a good auxiliary effect on 
recommending a large amount of data content. Therefore, a 
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context aware algorithm based on Knowledge Graph (KG) was 
proposed, while gaining the advantages of both propagation and 
path-based technologies. The user preferences were represented 
through rules, and an automatic rule mining model was used in 
entity interaction. Finally, the performance of the model was 
further optimized through the local features in the 
neighborhood [5]. Yan et al. believed that the data density was 
the key factor affecting the CF recommendation performance. 
Therefore, a neighboring clustering method based on granular 
computing technology was introduced, and a CF optimization 
scheme based on coverage rough granular computing was 
proposed. The basic framework was built on user project 
scoring data, and local rough granularity sets were established 
through user preference thresholds, solving the data sparsity. 
The accuracy improvement in simulation experiments verified 
the reliability of the optimization model [6]. Miao et al. 
believed that the subjectivity of social networks has driven the 
improvement of their platforms. A recommendation algorithm 
based on user profiles was proposed and the user profile 
application model on short video platforms was described. 
These experiments confirmed that in four different platforms, 
the user satisfaction rate with recommended content was greater 
than 75% [7]. 

Liang et al. believed that the recommendation balance and 
trust of educational resources were generally poor. In response 
to this phenomenon, a trust relationship recommendation model 
was proposed. Firstly, support vector machines were used to 
classify educational resources and remove duplicate and useless 
data. Based on the remaining data, resource features were 
extracted. Finally, Kalman filtering was introduced to denoise 
and reduce the dimensionality of the features, constructing the 
recommendation model. These experimental data confirmed 

that the equilibrium degree reached 96 [8]. Qi et al. proposed to 
apply graph neural networks to recommendation algorithms, 
using user historical data and second-order social data to learn 
user project feature representation. Multiple graph attention 
network modules were utilized to construct the model. Finally, 
simulation experiments were conducted to verify the 
effectiveness of the model [9]. Wang et al. believed that 
intelligent English has solved a large number of educational 
challenges. The Internet of Things serves as the technical 
foundation in this field and can effectively collect and manage 
information. An attention mechanism module was introduced 
to propose an educational resource recommendation algorithm, 
and a deep collaborative recommendation model was 
constructed. The effectiveness of the method was verified 
through experiments [10]. The summary of the research on 
recommendation models mentioned above is shown in Table I. 

In summary, although recommendation models have 
received widespread attention from researchers, current 
recommendation models still have problems such as not delving 
into the complex semantic relationships between items and 
types, and requiring a large amount of data and computing 
resources. Therefore, this study introduces Hasse diagram, 
lightweight KG, and deep CF techniques to comprehensively 
consider the semantic relationships between items and types, as 
well as the social and explicit implicit relationships between 
entities. A semantic-based optimized deep CF algorithm is 
proposed to improve the accuracy and robustness of the 
recommendation system. This study has significant advantages 
over previous research in terms of the depth of recommendation 
models, semantic relationship mining, temporal considerations, 
and generalization ability. 

TABLE I. SUMMARY TABLE 

Researcher Method Insufficient 

Gou L Recommendation Model Based on Social Analysis 
Not fully considering the semantic relationship and distance between projects 

and types 

Wu C Context Aware Algorithm Based on Knowledge Graph 
Not delving deeply into the social and explicit implicit relationships between 
entities 

Yan HC 
Collaborative Filtering Optimization Based on Covering Rough 

Particle Computation 
Not considering the complex semantic relationship between projects and types 

Miao R Recommendation Algorithm Based on User Profile 
Lack of in-depth exploration of the complex semantic relationships between 
projects and types 

Liang X Trust Relationship Recommendation Model Requires a large amount of data and computing resources 

Qi W Recommendation Algorithm Based on Graph Neural Network Strong dependence on secondary social data 

Wang F Deep Collaboration Recommendation Model Failed to fully explore the complex relationship between users and projects 
 

III. APPLICATION OF CF OPTIMIZATION ALGORITHM 

INTEGRATING SEMANTIC RELATIONSHIPS IN INTERIOR DESIGN 

The interior design data are relatively rich, making it 
difficult for users to accurately search for more types of 
preferences and to mine potential preferences. Therefore, it is 
necessary to optimize it to achieve more accurate user 
recommendations. The recommendation algorithm based on 
project types is a common personalized strategy. Traditional 
model building methods based on type similarity and 
preference types often overlook the relationship structure 
between types, which hinders the recommendation accuracy 

[11-12]. This study proposes a random walk based 
recommendation model based on Category Combination Space 
(CCS), and introduces a temporal model based on semantic 
relationships to achieve final recommendations through deep 
CF. 

A. A Random Walk Recommendation Algorithm Defined by 

Semantic Relationship 

CCS is a collection of types contained in multiple projects, 
which Hasse diagrams to map projects and types one by one, 
including various relational structures such as up and down, 
same layer, and skip. Eq. (1) represents each element in space. 
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In Eq. (1), / /U I C  represent a collection of users, 

projects, and types, respectively. The relationship between 
projects and types is one-to-many. CCS considers all types 
corresponding to each project as a whole and obtains a one-to-
one correspondence diagram, as shown in Fig. 1. 

Type space Type combination spaceProject space

 

Fig. 1. Category combination space transformation structure. 

CCS is essentially a partially ordered set of project types, 
belonging to an efficient Hasse graph. In actual operation, only 
some elements in the space are applied, and their project set is 
a subset of the partially ordered set. CCS achieves user 
preference mining through the jump sequence formed by user 
browsing behavior on nodes and the semantic relationship 
between jump nodes. Among them, the semantic relationships 
of browsing behavior include four categories, corresponding to 
the reduction, expansion, stability, and jump of user interests 
[13]. The qualitative description of relationships lays a solid 
foundation for mining dynamic preferences, while semantic 
distance further describes the preference change. This can be 
analyzed from two aspects: the true distance on the Hasse 
diagram and the changes in the number of basic and common 
elements [14]. Eq. (2) is the minimum distance between Hasse 
graph types. 
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In Eq. (2), 
Ld  is the link distance. This distance value 

represents the hierarchical span between types. If the span is 

small, the corresponding interests are stable. ( , )i jc c  

represents different types of combinations. Eq. (3) is the 
preference distance. 
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The preference distance represents the changes in type 
combinations. There are four situations: the combination 
remains unchanged, the combination becomes larger, the 
combination becomes smaller, and the combination is located 
in different projects [15]. The last one has the highest 
preference distance and the most significant change in interest. 

User browsing graph  , , EG C E A  is introduced to collect 

semantic relationships, distance sizes, and temporal features 

between types. , , EC E A  represent the vertex, edge, and edge 

feature matrix of the graph, respectively. PageRank based on 
random walk was introduced to construct an interest preference 
model. The core idea of this algorithm is to evaluate the 
importance of a page based on its quantity and quality of links 
in Fig. 2. 

 

Fig. 2. Evaluation chart of the number of webpage links. 

The number of times a webpage is linked is proportional to 
its importance, and its corresponding PageRank will also be 
improved. This transition probability design is the key to this 
method. The edge features of user browsing graphs contain a 
large amount of data such as node semantic relationships and 
preference distances [16]. The transfer matrix needs to transfer 
these data into probability, as shown in Eq. (4). 
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In Eq. (4), ( )ijp  represents each element in the transition 

matrix. E

ija  represents the edge feature vector.   represents 

the weight of each edge. k  represents the number of 

neighbors. The preference vector is the key to personalized 
random walk, as shown in Eq. (5). 
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In Eq. (5), 
ub  represents the browsing vector of user u . 

The objective function can be obtained through the iterative 
process, as shown in Eq. (6). 

2
( ) ( ) ( 1) ( )

,
min( , )
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    (6) 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

900 | P a g e  

www.ijacsa.thesai.org 

In Eq. (6), 
1 2( , ,..., )    T

n
 represents the scoring 

vector of the type combination. ( 1) s  represents the iteration 

of a random walk. 
2

( 1) ( )  s s  represents the loss function, 

and ( )

1
1 s . The study introduces gradient descent method 

to minimize the objective function, while using cosine 
similarity to compare user similarity. Fig. 3 shows the overall 
CCS-based random walk algorithm. 

According to Fig. 3, this model initializes the user 
preference vector through information such as rating matrix, 
user browsing graph, and weight parameters. Personalized 
preferences for each user are calculated based on their browsing 
data. Subsequently, the transfer matrix, objective function, and 
weight values are updated. When the scoring vector matches 
the iterative function, the final scoring prediction matrix is 
output. 

Input

Scoring matrix

User view chart

Various parameters Preference vector 

initialization

Calculate the 

browsing vector/

preference vector

Update related 

parameters
Output

 

Fig. 3. Random walk algorithm model based on type combination space. 

B. Construction of Semantic Relationship Temporal 

Recommendation Model Based on Deep CF 

KG based on semantic relationships can extend project data 
to mine deep relationships between project types. However, this 
also means that a large number of databases are required as 
support. Due to the limitations of mature and publicly available 
databases and the large volume of training features, the 
feasibility of actual operation is low. Moreover, using only 
semantic relationships as predictive information cannot mine 
the interactions between user items [17]. Therefore, a timing 
lightweight KG is proposed in Fig. 4. 
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Fig. 4. Lightweight knowledge graph structure based on time series 

recommendation. 

The model represents the explicit and implicit interactions 
between entities, users, and projects in KG by defining 
semantic relationships. The user rating of the project will create 
an edge between the two, and the attribute features of the two 
are linked to the corresponding entities [18]. The static attribute 
refers to the semantic feature representation vector of the two, 
which is obtained by associating the entity neighborhood with 

the entity’s first and second order neighbors. The attribute 
triplets of both are defined, including rating behavior, user 
relationships, project relationships, and attribute characteristics. 
Eq. (7) is the learning optimization probability of the rating 
behavior triplet. 

( , , ) ( , , )

( , , ) ( ( , , ) ( , , ))
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In Eq. (7), ( ) 1/ (1 exp( ))  x x  represents the sigmoid 

function. ( )g  represents the energy function. The 

optimization probability ( , , )i jP u v u  for user relationship 

triplets and project relationship triplets ( , , )i jP v u v  are the 

same as Eq. (7). Eq. (8) is the energy function. 
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In Eq. (8), 
1b  represents the bias constant. The attribute 

relationship between users and projects is essentially a bandit 
problem. Based on the representation vector, the neural network 
is selected for training. The optimization probabilities of user 
and project attribute triplets are expressed as 

( , , ) / ( , , )P u a e P v a e , and their definitions are similar. Eq. (9) is 

the calculation of the former. 
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In Eq. (9), ( )h  represents the classification function 

expressed by in Eq. (10). 

1 2
2/

( , , ) ( )   a a ae L L
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In Eq. (10), 
2,ab b  represent the learning parameter and 

bias constant, respectively. ( )f  represents a nonlinear 

transformation function. 
aee  represents the vector of attribute 

a . Due to the changing interests of users, popular elements can 

affect recommendation results, while static features do not 
change over time [19]. Therefore, short-term features of entities 
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are introduced for improvement. Model features can include 
static and attribute features based on KG semantic relationships, 
as well as short-term preference features generated by short-
term browsing. The latter is implemented through Long Short-
Term Memory (LSTM), which extracts popular items from the 
current browsing set. Taking the static and attribute features of 
the project as input, learning effectively reduces the 
computational pressure of the model in the attention mechanism. 
Finally, the recommendation is achieved through the long-term 
and short-term feature connections between entities in a multi-
layer perception, as displayed in Fig. 5. 
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Fig. 5. LSTM recommendation model based on deep collaborative filtering. 

The popularity of projects varies. A high level of popularity 
indicates that the project has a significant impact and requires 
learning through attention mechanisms. On the basis of 
maintaining sequential information, the attention mechanism 
extracts element relationships. The nearly 1-hour browsing 
sequence is used as input to match the entire project. The 
specific input data is the attributes and static features of the 
project. The weighted sum of each sequence is output, and Eq. 
(11) is the weight matrix. 

tanh( ) t T
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In Eq. (11), ,T

cz W  represent vectors and matrices, 

respectively. 
yW  represents the learning parameter. 

tc  

represents the training program at time t . 
iy  represents the 

i -th input item. The weight matrix also needs to be normalized 

in softmax to obtain t

iS . The final short-term feature 
sV  

needs to be output after iteration in Eq. (12). 
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The key to achieving the final recommendation lies in the 
model-based CF recommendation algorithm. It filters similar 
preferences in the neighborhood and recommends them to the 
target user through rating interaction between entities [20]. A 
multi-layer perception can perform deep CF recommendation, 
which combines to obtain diverse features in Eq. (13). 
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In Eq. (13), 
, ,s a rU  represents the combination of user 

dynamic preference 
sU , attribute 

aU , and static feature 
rU . 

, ,s a rV  represents the union of corresponding characteristics of 

the project. , ,x x xw b a  represent the weight matrix, bias vector, 

and ReLU activation function of the x -th layer perception, 

respectively. 
uvy  represents the probability of interaction 

between entities. The model treats 
uvy  as a label. When there 

is already an association between the user and the project, the 
value is 1. On the contrary, it is 0. The probability range of 
entity interaction after training is [0, 1]. Eq. (14) is the final 
training objective function. 

( , ) ( , )

( , ) (1 )




 

    f uv uv uv
u v y u v y

p y y y y y    (14) 

In Eq. (14), ( , )  fp y y  represents the objective function 

obtained through the probability function. Finally, a negative 
logarithmic likelihood loss function is obtained to minimize the 
optimization results in Eq. (15). 

( , ) ( , )

log log(1 )
 

    uv uv

u v y u v y

L y y
   (15) 

In Eq. (15), 
y  represents negative instances, which are 

randomly generated by non-interacting items in the iteration 
and control the sampling probability of positive instances. 

IV. PERFORMANCE TESTING OF CF OPTIMIZATION 

ALGORITHM MODEL BASED ON SEMANTIC RELATIONSHIPS 

To verify the comprehensive performance of the 
recommendation model, simulation experiments are conducted, 
including two parts. The first step is to verify the feasibility of 
the CCS-based random walk basic framework. Subsequently, 
further validation is conducted on deep CF model based on 
semantic relationship to understand its excellent 
recommendation performance. 

A. Performance Verification of the Basic Framework of a 

CCS Based-Random Walk 

The study first validated the Optimized Random Walk 
(ORW) recommendation framework. Table II shows the 
experimental environment and parameters. 

The experiment selected User-based CF (UCF), User-based 
CF by Genre Correlation (UBGC), Category Hierarchy Latent 
Factor Model (CHLF), and Genre to Classification model 
(GENC) for comparison with ORW. Firstly, the proximity 
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number of UCF was analyzed using Mean Absolute Error 
(MAE) and Root Mean Square Error (RMSE) indicators in Fig. 
6. 

Fig. 6 shows the error impact of proximity number on UCF, 
respectively. In both MAE and RMSE, UCF tended to 
gradually decrease with the potential number, and there was a 
certain rebound phenomenon in the later stage. When the 
proximity number was 45, the MAE reached a minimum of 

0.615. When the proximity number was 65, the RMSE reached 
a minimum of 0.785. Therefore, in subsequent experiments, the 
median value of 55 was chosen as proximity value. In further 
comparative experiments on various algorithms, precision, 
recall rate, F1 index, and Area Under Curve (AUC) index are 
selected for analysis. Conditions with 10 and 20 recommended 
lists belonging to the test set (i.e. different vector dimensions K) 
were selected for comparison, as shown in Table III. 

TABLE II. EXPERIMENTAL ENVIRONMENT AND PARAMETER SETTINGS 

Name Parameter/Settings 

Datasets MovieLens: 1M 

Data set total 

User 6040 

Item 3952 

Review 1000209 

Data sparsity rate 95.8% 

Item type quantity 18 

Number of combination types 301(Basic type: 6) 

Verification method 5 fold cross verification 

Training set: Test set 8:2 
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Fig. 6. Relation curve between proximity number and MAE/RMSE in UCF model. 

According to Table III, the number of recommended lists 
that belong to the test set affects the performance of each model. 
For precision, all models reached their optimal values at 
Top@25. The difference between ORW and CHLF was 
relatively small, only 2.6% lower than the latter. Compared to 
UCF, UBGG, and GENC, its precision has increased by 61.3%, 
61.3%, and 77.3%, respectively. For the recall rate, all models 
reached their optimal value at Top@35. ORW performed the 
best, outperforming the other models by 57%, 59%, 6%, and 
72.5%, respectively. F1 demonstrates a comprehensive 
performance of precision and recall. The performance 
difference between ORW and CHLF was minimal and almost 
negligible. Compared to UCF, UBGG, and GENC, ORW was 
more than 55% higher. AUC represents the probability that the 
classifier outputs positive samples higher than negative samples, 

which is a high value indicating good classification 
performance of the model. When it is not less than 0.5, it 
indicates that the classification effect is better than that of a 
random classifier. It also reached its optimal value at Top@35. 
The recommendation results of each model were superior to the 
random classifier, and the difference between the models was 
not more than 11%, indicating that these models were relatively 
excellent in recommendation performance. UCF, UBGG, and 
GENC perform relatively poorly, with UCF performing the 
worst because the latter two use project-based associations, 
while the former uses user-based associations. ORW and CHLF 
are better because they both organize project types and obtain 
richer structural information. Fig. 7 shows the MAE and RMSE 
of each model. 

From Fig. 7, CHLF performed the best, with MAE and 
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RMSE of 0.2 and 0.29, respectively. ORW was second only to 
CHLF, but its error was still much greater than CHLF, with 
MAE and RMSE of 0.6 and 0.79, respectively, an increase of 
66.6% and 63.3%. In the comparison between ORW and other 
models, its MAE and RMSE were 25.9%/25.3% lower than 
UCF, 24.1%/45.6% lower than UBGC, and 31.6%/24.0% lower 
than GENC. CHLF outperforms all other models due to the 
used hierarchical type structures to construct entity-based 
implicit semantic models. Although the proposed model has 
CCS, it only performs a relatively simple similarity calculation 
on type numbering, which further demonstrates the necessity of 
introducing deep CF recommendations in the future. 

TABLE III. COMPARISON OF THE COMPREHENSIVE PERFORMANCE OF 

EACH RECOMMENDED ALGORITHM 

Index ORW UCF UBGG CHLF GENC 

Precision 

Top@15 0.183 0.069 0.063 0.182 0.030 

Top@25 0.150 0.058 0.058 0.154 0.034 

Top@35 0.130 0.051 0.055 0.135 0.035 

Recall 

Top@15 0.075 0.029 0.024 0.065 0.012 

Top@25 0.117 0.049 0.044 0.108 0.026 

Top@35 0.149 0.064 0.061 0.140 0.041 

F1 

Top@15 0.107 0.041 0.035 0.095 0.017 

Top@25 0.132 0.053 0.050 0.127 0.029 

Top@35 0.139 0.057 0.058 0.138 0.037 

AUC 

Top@15 0.799 0.654 0.652 0.784 0.615 

Top@25 0.810 0.707 0.713 0.805 0.693 

Top@35 0.820 0.733 0.745 0.818 0.750 

1.2

1.0
0.8
0.6

0.4
0.2
0

UCF UBCG
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ORW

MAE

RMSE

MAE RMSE

 

Fig. 7. Comparison of MAE/RMSE indicators of each model. 

B. Performance Comparison Analysis of Semantic 

Relationship Temporal Recommendation Model Based on 

Deep CF 

The study conducted performance validation analysis on the 
final model using a dataset. k  in the triplet encoding Transe 

is 100. 
1 2,b b  are 7 and -2, respectively. 

1L  represents a 

regular term. The model operation framework and runtime 
platform are Keras and Python, respectively. To select the 
optimal Batch Size (S) and Learning Rate (R), this study used 
whether the test item was on the recommendation list and its 
position in the list as evaluation indicators, represented by HR 
and NDCG, respectively. The high value of both indicates 
excellent model performance. Table Ⅳ shows the experimental 

results. 

TABLE IV. HR/NDCG CHANGES UNDER DIFFERENT R/S SETTINGS 

Index HR@10 NDCG@10 

R(×10-3) 

0.1 0.681 0.405 

0.5 0.690 0.438 

1.0 0.700 0.451 

1.5 0.697 0.449 

S 

128 0.657 0.415 

256 0.701 0.452 

384 0.689 0.436 

512 0.674 0.428 

In Table Ⅳ, when R increased, both HR and NDCG showed 
an initial increase followed by a slow decrease, with turning 
points of 0.001. Compared to the initial R of 0.0001, HR and 
NDCG were increased by 2.7% and 10.2%, respectively. 
Afterwards, HR and NDCG showed a gradually decreasing 
trend, but the decrease was smaller compared to the increase. In 
the testing of S, the change was the same as that of R, with a 
turning point of 256. Compared to the initial 128 batches, HR 
and NDCG were increased by 6.3% and 8.2%, respectively. As 
the S and R continue to increase, the proportion of test items in 
the recommendation list of the model changes relatively weakly, 
but the change in the position of the item in the list is relatively 
significant. When R=0.001 and S=256, the proportion of items 
in the recommendation list is higher, and their positions in the 
list are higher. Therefore, these parameters are selected as 
model settings for the experiment. CoupledCF, a Wide & Deep 
model based on logistic regression and feedforward deep neural 
networks, and a multi-layer perception NCF are compared with 
the Semantic Relationship Timing Recommendation model 
based on deep CF (SRT-DCF). SRT-DCF includes three types: 
user, item, and NCF. Fig. 8 shows the recommended results for 
TOP@10. 
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Fig. 8. Comparative analysis of HR_10/NDCG_10 performance of each 

model. 

In Fig. 8, the difference among SRT-DCF_user, SRT-
DCF_item, and SRT-DCF_NCF lies in the input of LSTM and 
the input of attention module. The inputs of SRT-DCF_user 
were the static and attribute features of recent projects learned 
from knowledge, as well as the onr-hot coding projects of the 
past hour. The inputs of SRT-DCF_item were onr-hot encoding 
item, as well as the static and attribute features of recent items 
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learned from knowledge. The inputs of SRT-DCF_NCF were 
static and attribute features of recent projects learned from 
knowledge. The combined performance of CoupledCF and 
SRT-DCF_item was the best, while the performance of SRT-
DCF_user and SRT-DCF_NCF was the worst. The average 
values of HR_10 and NDCG_10 were 0.583 and 0.3705, 

respectively. Compared to NCF and Wide&Deep models, the 
SRT-DCF_item had an average increase of 5.55% in HR_10 
and 14.6% in NDCG_10. In summary, the research should 
select SRT-DCF_item as the final model. To further understand 
the impact of vector dimensions on various models, a 
comparative analysis was conducted in Fig. 9. 
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Fig. 9. Performance comparison of different models in different vector dimensions. 

According to Fig. 9 (a), the HR@K change for each 

model was basically consistent, with the deviation node 

being K=5. At this time, the HR@K of the SRT-DCF_item 

model reached 0.583, which was 1.9%, 12.5%, and 1.8% 

higher than NCF, Wide&Deep, and CoupledCF models, 

respectively. When K was 10, the HR@K of other models 

was distributed around 0.67, while the HR@K of SRT-

DCF_item reached 0.72, with an average increase of 6.9%. 

According to Fig. 9 (b), the NDCG@K variation was more 

tortuous. When K was 10, the values of each model were 

0.493, 0.482, 0.409, and 0.397, respectively. Therefore, the 

average NDCG@K of SRT-DCF_item was 12.9% higher 

than that of other models. In summary, the proposed model 

has the best overall performance. 

V. RESULTS AND DISCUSSION 

To enhance the personalized recommendation function for 
users, a CF model based on semantic relationships is proposed. 
Firstly, a CCS based on random walk basic recommendation 
framework was constructed, and the semantic relationships 
between entities were defined. Then, the final deep CF temporal 
recommendation model was further constructed using semantic 
relationships. The recommendation algorithm proposed in 
study [7] mainly focuses on extracting and analyzing user 
features, and lacks in mining complex semantic relationships 
between items and types. This study achieved a one-to-one 
mapping between projects and types by constructing the Hasse 
diagram and the lightweight KG, and delved into the potential 
semantic relationships between entities, surpassing the 
recommendation algorithm proposed in study [7] in terms of 
semantic understanding ability. The trust relationship 
recommendation model proposed in study [8] has some 

innovations in data preprocessing and trust relationship 
modeling, but it is slightly lacking in the depth and temporal 
considerations of the recommendation model. This study not 
only constructs a deep CF temporal model based on semantic 
relationships, but also fully considers the dynamic changes in 
user needs, thus outperforming the recommendation model 
proposed in study [8] in terms of recommendation accuracy and 
real-time performance. 

The study conducted experimental verification according to 
the above two parts. In the experiments on ORW, compared to 
UCF, UBGG, and GENC, the precision of the proposed method 
was increased by 61.3%, 61.3%, and 77.3%, respectively, but 
2.6% lower than CHLF. The recall rate was 57%, 59%, 6%, and 
72.5% higher than other models, respectively, but the average 
MAE and RMSE were higher than CHLF by 66.6% and 64.85%, 
indicating the importance of subsequent optimization. In the 
final model validation, R and S were first analyzed. When 
R=0.001 and S=256, the HR@K and NDCG@K of this model 
reached the maximum mean of 0.7 and 0.45. The experiment 
selected vector dimension 10 and analyzed each model. 
Compared to NCF and Wide & Deep, the SRT-DCF_item had 
an average increase of 5.55% in HR_10 and 14.6% in 
NDCG_10. In the validation of the impact on vector dimensions, 
HR@K and NDCG@K were on average 6.9% and 12.9% 
higher than other models. 

VI. CONCLUSION 

A semantic-based CF recommendation system was 
proposed to address the personalized user preferences in 
interior design, and its recommendation performance was tested. 
In summary, the proposed CF recommendation algorithm based 
on semantic relationships has excellent performance. However, 
this study still remains at a static level in constructing KG, 
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failing to fully capture the dynamic growth and evolution of 
information in actual situations. Therefore, in future research, 
real-time data stream processing technology should be further 
introduced to capture and process new information. Meanwhile, 
efficient dynamic update algorithms should be developed to 
update entities and relationships in the KG in real time. 
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Abstract—Query clustering is a significant task in information 

retrieval. Research gaps still exist due to high-dimensional 

datasets, noise detection, and cluster interpretability. Solving these 

challenges will support large language models with faster and 

more efficient responses. This study aims to develop a hybrid 

clustering approach combining Mini-Batch K-means (MBK) and 

Density-Based Spatial Clustering of Application with Noise 

(DBSCAN) to cluster large-scale query datasets for information 

retrieval. The proposed method utilizes a preprocessing technique 

for data cleaning, extracts meaningful features, and scales all the 

features from the query dataset. The proposed hybrid clustering 

framework utilizes preprocessed data for clustering. The 

clustering algorithms MBK provide fast, scalable clustering, and 

DBSCAN delivers a precise, density-based refinement to 

efficiently process large-scale datasets while enhancing cluster 

boundaries to handle outliers. The proposed hybrid clustering 

framework effectively performs query analysis in information 

retrieval with a Silhouette score of 72.14 % and adjusted rand 

index of 78.23%. Thus, the hybrid clustering approach provides a 

robust and scalable solution for query analyzing tasks. 

Keywords—Hybrid clustering; information retrieval; mini-batch 

k-means; query analysis 

I. INTRODUCTION 

Query analysis in a clustering framework is vital for 
understanding user intent and identifying behavioral patterns in 
information retrieval (IR) systems. Clustering is a group of 
objects that groups related objects into the same cluster and 
unrelated objects into diverse clusters. It is an analytical 
technique for grouping unlabeled data to extract meaningful 
information [1, 2]. People pursue information by asking queries 
on search engines. If the search engine generates unsatisfactory 
information, the users create another query by redeveloping the 
previous queries [3]. Query analysis in the clustering framework 
is discovering commonly asked questions and current popular 
topics on a search engine [4]. The clustering faces challenges in 
computational complexity, cluster refinement, high-data 
dimensionality, convergence speed, scalability, and evaluation 
measures [5]. 

Clustering is extensively utilized in pattern recognition, data 
mining, and query analysis, and different types of clustering 
algorithms have been proposed recently. The Spider 

Optimization Algorithm with the Sequenced User Search 
Pattern Query Optimization (SOA-SUSPQO) improves the 
efficacy of the clustering query analysis and IR [6]. The 
Sampling-based Density Peaks Clustering (SDPC) algorithm 
minimizes the distance calculations in large datasets [7]. The 
hierarchical clustering, k-means, and Gaussian Mixture Models 
(DMM) on the Domain Name System (DNS) query dataset 
analyze and recognize the illicit activities in the domain names 
[8]. The centralized clustering procedure Low-Energy Dynamic 
Clustering improves the energy efficacy in query-based 
networks that target the cluster queries in a centralized way and 
supports the separation of clusters that match query targets [9]. 
The Machine Learning (ML) approach of K-means clustering 
classifies the data into K groups of similar examples for 
information retrieval [10]. However, traditional clustering 
algorithms face scalability, noise detection, and cluster 
interpretability challenges. The proposed model solves this issue 
by introducing hybrid clustering algorithms MBK and 
DBSCAN. The motivation for the proposed work is due to 
raising a few research questions. 

 What are the limitations of existing clustering algorithms 
in handling large-scale, high-dimensional, and noisy 
query datasets? 

 How can a hybrid approach combining Mini-Batch K-
means and DBSCAN improve clustering scalability, 
accuracy, and outlier handling? 

 What are the specific performance improvements in 
terms of clustering quality? 

The major contributions of the proposed work are 
summarized as follows: 

 The proposed methodology develops a hybrid clustering 
model combining Mini-Batch K-means (MBK) for fast, 
scalable initial clustering and Density Based Spatial 
Clustering of Application with Noise (DBSCAN) for 
precise refinement, addressing the limitations of each 
algorithm. 

 In the proposed methodology, we design a two-phase 
clustering pipeline that leverages MBK's computational 
efficiency to reduce processing time for large datasets. 
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This is followed by DBSCAN for localized, detailed 
analysis. 

 Address a significant gap in query clustering by 
proposing a hybrid approach that is both efficient and 
effective. This will set a benchmark for future clustering 
techniques that deal with dynamic, noisy data in real-
world environments. 

The remaining section of the paper is organized as follows: 
Section II analyses the existing clustering algorithms, Section III 
describes the proposed methodology, Section IV analyses the 
experimental results with an ablation study, and Section V 
concludes the paper. 

II. LITERATURE SURVEY 

This section reviews the performance of the existing 
clustering algorithms. Ates and Yaslam et al. [11] proposed a 
Graph-SeTES method that combines feature extraction and a 
decision network utilizing distance metrics and networks. The 
graph-based search task extraction addresses the challenges in 
search query logs. It improves the accuracy of short and misspelt 
queries, incomplete datasets, and limited labelled datasets. 
However, the model needed further improvements in quality 
embeddings. Shaik et al. [12] proposed graph-based and 
Machine Learning (ML) methods to improve the classification 
and clustering of incident ticket management systems using 
Resource Description Framework (RDF). The model faced 
limitations in scalability when utilizing a large dataset. Victor et 
al. [13] suggested integrated ML and PL/SQL tools to improve 
the database query performance. The model combined the 
Multi-Layer Perceptron (MLP) with k-means clustering to 
enhance the efficiency of the database response time. 

Gong et al. [14] established a Query-Driven Clustering 
(QDC) protocol that leverages 5G infrastructure to improve 
energy efficiency and increase the network lifetime. However, 
the QDC algorithm required higher time complexity. To 
overcome this, Jia et al. [15] suggested a large-scale clustering 
model based on the Nystrom approximation to reduce the 
clustering complexity and enhance the clustering quality. Bashir 
et al. [16] proposed a proxy-terms-based query analysis by 
transforming true search queries into proxy queries that utilized 
the IR system, which preserves users' privacy. However, the 
model provided a query obfuscation only for the sensitive 
information contained in queries. Rehman et al. [17] suggested 
a Deep Learning (DL) based query response system to map 
farmers' queries to similar clusters. The system utilized a 
threshold-based clustering approach to group similar queries and 
enhanced the model's efficiency. The system faced difficulties 
with queries that had unclear meanings queries and included 
keywords in the dataset. Huang et al. [18] suggested a ML 
technique, K-means clustering, to identify the anomalous 
activities in the financial sector. However, the K-means 
clustering algorithms faced challenges in large datasets. 
Hartman et al. [19] developed a clustering algorithm for peptides 
to enhance the analysis of large spectrometry-based data that 
reduced the peptidomics dimensionality. The model needed 
further improvements in larger datasets. Zubair et al. [20] 
developed a model for improving the traditional K-means 
clustering algorithm, finding the optimal initial centroids to 
decrease the iterations and execution time. 

Thus, the existing clustering works faced limitations in 
unclear and keyword queries, scalability, noise detection, large 
and high-dimensional datasets, and cluster interpretability. We 
proposed a hybrid clustering framework using the MBK and 
DBSCAN clustering algorithms to overcome these limitations. 

III. PROPOSED METHODOLOGY 

The framework of the proposed methodology is represented 
in Fig. 1. 

 
Fig. 1. Proposed hybrid clustering framework. 

The proposed methodology utilizes an AOL User Session 
Collection 500K dataset to propose a scalable and robust query 
analysis framework. The query data preprocess using data 
cleaning, Bidirectional Encoder Representations from 
Transformers (BERT), and min-max normalization techniques. 
The data cleaning process removes the null values in the dataset, 
BERT extracts the meaningful features from the query data, and 
the min-max normalization technique scales all features in the 
dataset to ensure consistency across different feature dimensions. 
The proposed hybrid clustering algorithms MBK and DBSCAN 
evaluate the quality of the final clusters. The MBK clustering 
algorithm uses the pre-processed dataset to generate the initial 
clusters efficiently. The DBSCAN clustering algorithm 
processes each initial cluster independently to enhance cluster 
boundaries and detect dense regions and outliers. We utilize the 
hybrid clustering algorithms MBK for fast, scalable clustering 
and DBSCAN for precise, density-based refinement to 
efficiently process large datasets while enhancing cluster 
boundaries to handle outliers. 

A. Dataset Description 

The data were taken from the AOL User Session Collection 
500K dataset [21]. The dataset covers 20 million web queries 
collected from 6,50,000 users over three months. A sequentially 
arranged unnamed user ID arranges the data. It provides real 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

908 | P a g e  

www.ijacsa.thesai.org 

query log data that is based on real users. The dataset includes 
four columns: AnonID, Query, QueryTime, ItemRank, and 
ClickURL. The AnonID contains the unnamed user ID number, 
the Query column contains the details of the user-issued queries, 
QueryTime represents the submitted time of the query, 
ItemRank denotes if the user clicks on a search result, the rank 
of the clicked item is listed, and the ClickURL listed the domain 
portion of the URL clicked. A query was NOT followed by the 
user clicking on a result item. 

B. Preprocessing 

Preprocessing enhances the quality of the query dataset. This 
research utilizes data cleaning, BERT, and min-max scaling 
normalization preprocessing techniques to improve the 
proposed query dataset. 

1) Data cleaning: The data cleaning process removes the 

null values, such as queries with missing fields and keywords 

in the dataset. This process standardizes the format of the user's 

anonymous ID. 

2) Feature engineering: BERT [22] is a language model 

that extracts meaningful query data features. BERT pretrains 

the query texts in the dataset. It breaks a sequence of tokens into 

characters, sentences, and words. The BERT language model 

pre-trained the queries in the dataset if the tokenizer did not 

identify the pretraining word, it split into sub words (eg: 

“Query”= “Que” and “ry”) until the tokenizer found the sub 

word. 

3) Min-max normalization: This research utilizes a min-

max normalization [23] to scale all features in the dataset to a 

common range to ensure consistency across different feature 

dimensions. Min-max normalization performs linear 

transformations of the input data to generate a balance of value 

comparison between data after and before the process. The 

formulation of min-max normalization is expressed in equation 

(1). 

𝑍𝑛 =
𝑍−min(𝑍)

max(𝑍)−min(𝑍)
  (1) 

Where 𝑚𝑖𝑛(𝑍) , and 𝑚𝑎𝑥(𝑍)  denotes minimum and 
maximum values in the dataset, 𝑍 is the old value, and 𝑍𝑛 
represents the new value from the normalized results. 

C. Proposed Hybrid Clustering Algorithms 

In this research, we propose a hybrid clustering approach 
that combines MBK and DBSCAN clustering algorithms that 
handle large-scale, high-dimensional datasets efficiently. The 
integration of the DBSCAN algorithm’s ability to detect outliers 
with the MBK algorithm’s computation speed to improve noise 
identification in large query datasets. In the first phase, the 
dataset is first clustered using the MBK algorithm. MBK uses 
mini-batches of data to update the centroids sequentially and 
ensure a good approximation of the clustering result. This helps 
speed up the process. The query dataset is first divided into a 
predetermined number of clusters by MBK. The overall 
computing load can be decreased by using this quick 
computation, particularly when working with big, high-
dimensional query datasets. The DBSCAN algorithm is used in 
the second phase to refine the clusters after MBK has created the 

initial clusters. DBSCAN is a density-based clustering technique 
that can effectively manage outliers and detect clusters of 
different sizes and shapes by concentrating on the local density 
of points. The clustering process is made better overall by 
DBSCAN's capacity to identify and separate noise or outliers, 
which results in more meaningful and cohesive clusters. 
Additionally, it improves cluster boundary definitions that may 
have been ambiguous in the MBK step. Although MBK is quick, 
DBSCAN addresses MBK's limitations when handling noise 
and irregular cluster forms by fine-tuning the cluster boundaries 
to ensure higher accuracy in the clustering results. A hybrid 
framework that is accurate and computationally efficient is 
developed by combining the speed of MBK with the density-
based refining of DBSCAN. 

1) Mini-batch K-means clustering algorithm: The MBK 

algorithm is unsupervised learning, an improved version of the 

K-means clustering algorithm. It resolves clustering techniques 

in mixed and large datasets. This research utilizes the MBK 

algorithm [24] to cluster the large-scale query dataset to 

enhance the scalability and optimize the clustering output. The 

MBK requires mini-batches as input, which are random subsets 

of the whole dataset. The MBK has a faster computation time 

than the k-mean algorithm. This clustering algorithm finds the 

set 𝐹 of cluster centers 𝑝𝜖𝑅𝑠 with |𝐹| = 𝑘, to minimize over a 

set 𝑌𝐷 of examples 𝑦𝑑 ∈ 𝑅𝑠 the below objective function. 

𝑚𝑖𝑛∑ ‖𝑔(𝐹, 𝑦𝑑) − 𝑦𝑑‖𝑦𝑑𝜖𝑌𝐷   (2) 

In equation (2), 𝑔(𝐹, 𝑦𝑑) returns the Euclidean distance of 
the adjacent cluster center 𝑐 ∈ 𝐹 to 𝑦𝑑. The problem is NP-hard, 
that gradient descent approach converges to the local optimum 
when seeded with an original set of 𝑘  examples are drawn 
randomly from 𝑌𝐷 . The algorithm of MBK clustering is 
represented in pseudocode 1. 

As shown in Fig. 2 MBK algorithm splits the dataset into 
smaller units known as mini-batches. MBK efficiently handles 
large datasets due to its fast computations by iteratively 
processing the mini-batches. In the MBK, centroids are placed 
as an initial marker; data points in each mini-batch are made 
reachable with the neighbouring centroid to locate their cluster. 
In the centre of the respective clusters, the centroids alter the 
changing distribution of data points. The final centroid generates 
a picture of the dataset’s original clusters. Every data item fits 
into a certain cluster, which serves as an objective perspective 
for understanding, analyzing, and interpreting. 

 
Fig. 2. Illustration diagram of the MBK clustering algorithm. 
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Pseudocode 1: Algorithm of MBK clustering phase 

Objective: Initialize centroids for clustering 

Input: 𝑘, 𝑠 → mini-batch size 𝑚, iterations 𝑖, 𝑌𝐷 → data set. 

Output: Set of clusters.  

1: Initialize 𝑐 ∈ 𝐹 with 𝑦𝑑 select randomly from 𝑌𝐷  

2: z ← 0  

3: for 𝑙 = 1 to 𝑖do  

4:  𝑆 ← 𝑚 examples select randomly from 𝑌𝐷  

5:  for 𝑦𝑑 ∈ 𝑆 do 

6:   𝑑[𝑦𝑑] ← 𝑔(𝐹, 𝑦𝑑)  

7:  end for  

8:  for 𝑦𝑑 ∈ 𝑆 do  

9:   𝑐 ← 𝑑[𝑦𝑑]  

10:   𝑧[𝑐] ← 𝑧[𝑐] + 1  

11:   𝜂 ← 1𝑧[𝑐]  

12:   𝑐 ←  (1 − 𝜂)𝑐 + 𝜂𝑦𝑑  

13:  end for  

14: end for 

2) DBSCAN Clustering algorithm: DBSCAN refers to a 

density-based clustering algorithm that efficiently processes the 

high-dimensional data and effectively distinguishes the noises 

in the clusters. This research utilizes the DBSCAN [25] 

clustering algorithm to cluster the high-density areas of target 

point data into clusters. It splits the data points into core, border, 

and noise points, as shown in Fig. 3, respectively, to the 

neighbourhood density points. This algorithm has 

neighbourhood eps and MinPts for density threshold 

parameters. The process of the DBSCAN clustering algorithm 

is denoted in pseudocode 2. 

 

Fig. 3. Illustration diagram of DBSCAN clustering algorithm. 

Pseudocode 2: Algorithm of DBSCAN clustering phase 

Input: Initial MBK clustering with eps, MinPts 

Output: Set of clusters 

1: Randomly select a point 𝑃 

2: Regain all points from density reachable from 𝑃, eps, and MinPts 

3: If 𝑃 is a core point cluster formed 

4: If 𝑃 is a core point, no points are density reachable from 𝑃 and 

DBSCAN visits the next point 

5: Continue the process 

6: All points are processed 

IV. RESULTS 

This section analyses the process and experimental results of 
the proposed hybrid clustering framework. The AOL User 
Session Collection 500K data preprocess using the data cleaning, 

BERT, and min-max normalization techniques. The 
performance of the proposed model is evaluated using the 
metrics of the Silhouette score, Adjusted Rand Index (ARI), and 
Davies-Bouldin index, and a comparative assessment analyzes 
the effectiveness of the proposed clustering framework. The 
proposed hybrid clustering framework was executed in the 
Python 3.10 platform on a computer with Windows 10 Pro, 
Intel(R) Xeon(R) CPU E5-1650 v3 @ 3.50 GHz. 

A. Performance Analysis of the Proposed Model 

The proposed hybrid clustering framework is evaluated 
using the performance metrics of the Silhouette score, ARI, and 
Davies-Bouldin Index. Fig. 4 illustrates the proposed hybrid 
clustering framework performance. The silhouette score of 
72.14 % estimates the quality of clustering algorithms, the ARI 
of 78.23 % calculates the similarity between the two partitions 
of a dataset and the Davies-Bouldin Index of 86.79 % estimate 
the quality of the clustering models. 

 
Fig. 4. Performance of the proposed hybrid clustering model. 

 
Fig. 5. Performance of the MBK initial clustering. 

Fig. 5 illustrates the initial clusters generated by Mini-Batch 
K-means. The x-axis denotes the query time, and the y-axis 
represents the clusters in the query data. This represents the 
different clusters in distinct colors with centroids. In this 
clustering phase, the MBK includes various noises and outliers. 

Fig. 6 demonstrates the clustering with centroids, which are 
represented in a group of different colours. In this graph, the x-
axis signifies the query time, and the y-axis denotes the clusters 
in the query data. The outliers in the MBK clustering are denoted 
by red dots. 

Fig. 7 illustrates the performance of DBSCAN clustering. It 
highlights DBSCAN's effect on refining clusters and detecting 
outliers. This graph shows how the proposed hybrid clustering 
algorithm efficiently reduces outliers in large-scale datasets. 
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Fig. 6. Clustering with noise outliers. 

 
Fig. 7. Performance of the DBSCAN clustering. 

Fig. 8 illustrates the performance of the queries in the dataset 
based on the execution time. This graph highlights the efficiency 
of the proposed hybrid approach. It shows that when the number 
of clusters increases at the same time, the execution time of the 
cluster also gradually increases. It is used to analyze the 
progression of clusters in the query data. 

 
Fig. 8. Performance of the clusters based on the execution time. 

 
Fig. 9. Elbow curve of MBK clustering algorithm. 

Fig. 9 represents the elbow curve, which shows the optimal 
number of clusters (k) by plotting the Within-Cluster Sum of 
Squares (WCSS) against diverse values of k. The visualization 
of the plot and the location of the elbow joint indicate the most 
suitable number of clusters. The MBK clustering algorithm was 
applied to partition the dataset into distinct clusters. The 
obtained clusters are denoted in the above figure. 

B. Ablation Study 

The ablation study evaluates the model's performance with 
the MBK, DBSCAN, and hybrid clustering algorithms. It 
highlights the importance of the proposed hybrid approach, 
which significantly improves the clustering quality. The MBK 
clustering algorithm ensures the noise detection abilities of 
DBSCAN and reduces the execution time. Proposed model 
performance with ablation study is listed in Table I. 

TABLE I.  PROPOSED MODEL PERFORMANCE WITH ABLATION STUDY 

Methods 
Silhouette 

score (%) 

ARI 

(%) 

Noise 

(%) 

Execution 

time (s) 

MBK 0.65 0.72 4.5 1.2 

DBSCAN 0.72 0.75 7.2 3.5 

Hybrid 

clustering 
algorithms 

(mini-batch 

&DBSCAN) 

0.7214 0.7823 6.0 2.3 

C. Comparative Analysis of the Proposed Model with the 

Existing Approaches 

Table II compares the proposed hybrid clustering algorithms 
with the existing K-means+GMM, GMM+DBSCAN, and 
KisanQRS approaches. 

TABLE II.  COMPARATIVE ANALYSIS OF THE PROPOSED VS EXISTING 

CLUSTERING APPROACHES 

Model 
Silhouette score 

(%) 

Davies-Bouldin Index 

(%) 

Shaik et al., 2024, K-
means+GMM [12] 

0.6569 0.4614 

Shaik et al., 2024, 

GMM+DBSCAN [12] 
0.6569 0.4614 

Rehman et al., 2023, 
KisanQRS [17] 

0.6218 0.4998 

Proposed 0.7214 0.8679 

V. DISCUSSION 

 The proposed model develops a hybrid clustering approach 
that overcomes the limitations of traditional clustering 
algorithms and achieves a balance between speed, accuracy, and 
noise handling. As represented in Table I, the MBK clustering 
algorithm attains a low silhouette score of 0.65%, and ARI of 
0.72% with an execution time of 1.2 s. The DBSCAN clustering 
algorithm alone obtains a silhouette score of 0.72%, and ARI of 
0.75% with an execution time of 3.5 s. This shows the proposed 
hybrid clustering framework performs better with a silhouette 
score of 0.7214%, and ARI of 0.7823% with an execution time 
of 2.3 s. The MBK clustering algorithm improves the 
framework's scalability by processing the query dataset into 
smaller batches. This algorithm processes the AOL User Session 
Collection large-scale data effectively but has limitations in 
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handling noised data, and its centroids approach is complex to 
outliers. As shown in Table II, the existing approach achieves a 
Silhouette score of 0.6569 %, 0.6569 %, and 0.6218 %, while 
the proposed model attains a better Silhouette score of 0.7214 %, 
which shows that the proposed model attains a better clustering 
performance. The DBSCAN clustering algorithm refines the 
clusters and identifies the outliers effectively. This algorithm’s 
density-based approach effectively detects the noisy points in 
the clusters and improves the overall clustering quality. The 
Silhouette score, ARI, and Davies-Bouldin index performance 
metrics evaluate the clustering quality. The ablation study 
highlights the hybrid approach significantly improves the 
clustering quality. It proves the noise-handling capabilities of 
DBSCAN while reducing the execution time through the MBK 
clustering algorithm. This research demonstrates the 
significance of hybrid clustering algorithms for scalable and 
robust query clustering. Training was not required for the line 
query when k = m because the number of clusters and data lines 
was equal, allowing for instantaneous data retrieval. The 
efficiency in the group query, k = n, where n is the number of 
clusters chosen, is determined by the training level: time is 
proportionately direct to k. After combining a few randomly 
chosen centroids, the data were obtained in the case of the whole 
query. The model's friction and fatigue ultimately serve as a 
representation of training consumption: friction for the k number 
and fatigue for the epoch amount specified in the parameters. 
Table III lists a few additional models that have been employed 
in various studies to determine the ideal k value. 

TABLE III.  QUALITY COMPARISON WITH OTHER SIMILAR MODELS 

Ref Model Data Epochs K 

[26] Kmeans FE 50 N/A N/A 

[27] Unsupervised Kmeans 400 11 k 

[28] Kmeans spherical REST N/A k=6 

Proposed MBK and DBSCAN 100000 10 k=5 

VI. CONCLUSION 

In this research, we addressed the problem of clustering 
large-scale, high-dimensional query datasets. We proposed a 
hybrid clustering algorithm that provides scalable and robust 
noise-handling query intent detection in IR systems. The 
proposed methodology utilizes data cleaning, BERT, and min-
max normalization techniques to extract meaningful features 
from the dataset. The proposed hybrid methodology begins with 
the MBK, which generates initial clusters by producing mini-
batch sampling to handle large datasets. The DBSCAN refines 
the cluster boundaries and detects outliers in each cluster. The 
proposed hybrid algorithms overcome traditional clustering 
algorithms' limitations, enhancing their performance and 
interpretability. The experimental results demonstrate that the 
hybrid approach achieved superior clustering performance with 
a Silhouette Score of 72.14% and an ARI of 78.23%, making the 
model more suitable for developing LLMs. There are a number 
of directions for further investigation, even though the proposed 
approach offers notable advancements. First, advanced deep 
learning-based clustering methods such deep embedded 
clustering may improve performance even further by taking 
advantage of latent feature representations. Second, real-time 

clustering requirements in streaming data environments could be 
met by expanding proposed work to accommodate dynamic 
datasets that change over time. These possible paths provide 
chances to support advanced systems, improve clustering 
techniques, and create more effective models. 
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Abstract—Cloud computing service composition integrates 

services, distributed and diverse by nature, into an integrated 

entity that can meet a user's requirement with better effectiveness. 

However, some obstacles regarding high latency and suboptimal 

Quality of Service (QoS) still exist in a dynamic multi-cloud 

environment. This study addresses the limitations of traditional 

optimization algorithms in service composition, specifically the 

premature convergence and lack of population diversity in the 

Moth-Flame Optimization (MFO) algorithm. We propose the 

modified MFO algorithm with a new mechanism called Stagnation 

Finding and Replacement (SFR) to enhance the diversity of the 

population. It finds the static solutions based on a distance metric 

from globally optimal representative solutions and replaces them. 

MFO-SFR drastically improved all QoS metrics, such as response 

time, delay, and service stability. Empirical evaluations prove that 

MFO-SFR outperforms the baseline methods of multi-cloud 

service composition. It provides a computationally efficient and 

adaptive solution to cloud service composition problems, ensuring 

better resource utilization and higher user satisfaction in dynamic 

multi-cloud environments. 

Keywords—Cloud computing; quality of service; service 

composition; edge cloud; moth-flame optimization 

I. INTRODUCTION 

Due to the growing demand for high-performance 
computing resources, the computing infrastructure has been 
transformed over the last several years [1]. Several new 
computational environments, ranging from cluster to grid and 
cloud computing models, have been created due to 
technological innovation [2]. As an architectural model, cloud 
computing provides users with shared computing capabilities 
available on-demand, with minimal Cloud Service Provider 
(CSP) interaction [3]. The main goal of this infrastructure is to 
consolidate geographically distributed resources to achieve 
greater efficiency, reliability, and performance [4]. Cloud 
computing facilitates the sharing of services and offers a 
diverse range of services that can be accessed from any location 
worldwide [5]. 

Cloud deployment models can generally be classified into 
four categories: public, private, hybrid, and community [6]. In 
public cloud deployments, multiple organizations subscribe to 
and utilize the exact cloud resources through a shared 
infrastructure model [7]. This method encourages cost-
effectiveness as businesses only bear expenses for their 
particular resource usage. Private cloud deployments offer 
dedicated infrastructure environments for a single organization 
[8]. This model emphasizes heightened security and control as 

it houses sensitive applications and data within the company's 
private cloud environment. 

Hybrid cloud setups incorporate aspects of both public and 
private cloud designs. Companies can benefit from this method 
by having the flexibility to strategically place data and 
applications according to their sensitivity and processing needs 
[9]. Sensitive data that requires high security can be stored in 
the private cloud, while the public cloud can be utilized for cost-
efficient and scalable computing operations. Community cloud 
deployments aim at a particular community of users with 
common interests or objectives [10]. These designs offer a 
shared infrastructure setting for numerous organizations in the 
community and may encourage cooperation and efficient use of 
resources. 

Cloud computing services are broken down into three major 
classes: Infrastructure as a Service (IaaS), Platform as a Service 
(PaaS), and Software as a Service (SaaS) [11]. PaaS offers 
businesses and developers a robust platform for deploying and 
hosting software [12]. IaaS allows companies to monitor and 
control their network, storage, and servers using cloud 
computing [13]. SaaS involves the provision of software or 
applications as a service. External providers manage these 
programs [14]. Users can run applications and software through 
their web browsers without installing them on their devices. 

As the said cloud service model evolves and expands 
worldwide, it can improve how services are delivered and 
controlled, allowing the CSP to respond to the different needs 
of the Cloud Service User (CSU). Service Level Agreements 
(SLAs) are essential in this situation as they define the desired 
level of service quality between the CSP and CSU. An SLA is 
a legally enforceable contract or formally negotiated agreement 
establishing the understanding and objectives between the CSP 
and the CSU. The document describes the specific terms and 
circumstances that govern the provision of services by the CSP. 

Cloud computing relies on ensuring accessibility and 
efficient allocation of all necessary services [15]. There are two 
main challenges to overcome: first, it is difficult to anticipate 
the full range of potential service demands, particularly for 
software services. To solve this problem, complex services 
must be broken down into more straightforward, discrete, and 
essential components offered by different providers. Second, 
selecting the best combination of individual services from 
multiple providers with varying QoS attributes is an NP-hard 
optimization problem. Both challenges can be addressed 
through service composition. To guarantee user satisfaction, 
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this approach includes service selection from a diverse pool, 
adherence to composition constraints, identification of crucial 
QoS indicators, and accommodating the dynamism of services 
and network conditions. 

The dynamic nature of cloud computing environments 
necessitates effective service composition strategies [16]. 
While heuristics, metaheuristics, and machine learning 
algorithms have been employed to address this challenge, each 
presents distinct advantages and limitations [17]. Heuristic 
approaches, often limited to single-objective optimization, may 
struggle with multi-objective problems [18]. Machine learning 
techniques, such as Deep Q Network (DQN), ADEC, and 
DQTS, have shown promise in solving multi-objective service 
composition problems [19]. However, their reliance on 
extensive training data can be prohibitive, particularly in 
complex scenarios. Metaheuristic algorithms, including 
evolutionary and swarm-based methods, offer a versatile and 
scalable approach to multi-objective optimization [20]. 

This paper proposes a novel service composition method for 
cloud computing environments enhancing the Moth-Flame 
Optimization (MFO) algorithm. By integrating a Stagnation 
Finding and Replacing (SFR) mechanism, the MFO algorithm 
addresses the common challenge of stagnation during 
optimization processes. This innovative approach dynamically 
detects and replaces stagnant solutions, effectively rejuvenating 
the search process and preventing the algorithm from 
converging prematurely on suboptimal solutions. Briefly, this 
research contributes to the following areas. 

 We propose a novel service composition strategy 
designed explicitly for multiple-cloud environments. 
This strategy capitalizes on the distributed 
characteristics of service elements across multiple 
clouds to improve service quality. 

 We introduce the MFO-SFR algorithm, a significant 
advancement over the traditional MFO algorithm. The 
MFO-SFR algorithm demonstrates demonstrably 
improved performance and diversification capabilities. 

 A key innovation of our approach is the SFR strategy. 
This strategy dynamically detects and replaces stagnant 
solutions within the optimization process, leading to an 
overall improvement in performance. 

 We incorporate an archive mechanism to enhance 
solution diversity further and ensure a more 
comprehensive search space exploration. This 
mechanism integrates both representative and globally 
optimal solutions encountered during the search 
process. 

The rest of the paper is organized as follows. Section II 
presents related work on service composition and optimization 
techniques, identifying the gaps the current study intends to fill. 
Section III includes the simulation setup, results, and analysis 
to illustrate the efficiency of the proposed approach for 
improving key QoS metrics. Lastly, Section IV concludes the 
study with an overview of key results and contributions and 
suggests possible directions for further investigation. 

II. RELATED WORK 

Cloud computing environments demand real-time 
execution for quality-of-service conscious service composition. 
This entails maintaining coordination between achieving the 
best service configurations and ensuring efficient execution 
times for service composition. Prior research thoroughly 
examined combinatorial optimization methods to identify 
optimal service compositions within a specified time constraint. 
Nevertheless, the continuous expansion of cloud services 
results in a proportional increase in the problem's search space 
size. Consequently, these conventional methods are less 
effective at efficiently combining services within acceptable 
time limits. 

As outlined in Table I, Karimi, et al. [21] suggested utilizing 
a genetic algorithm-based method to attain global optimization 
while complying with SLAs. Their methodology involves using 
service clustering to decrease the complexity of the search 
space and using association rule mining to improve service 
composition efficiency based on historical service consumption 
data. Experimental evaluations show that the proposed strategy 
is more efficient than comparable efforts. 

TABLE I. OPTIMIZATION TECHNIQUES FOR SERVICE COMPOSITION IN 

CLOUD COMPUTING ENVIRONMENTS 

Reference Methodology Key features Limitations 

[21] 

Genetic 

algorithm with 
service clustering 

and association 

rule mining 

Decreases 
complexity of 

search space; 

improves 
efficiency with 

historical data 

Potential 

scalability issues 

with growing 
service datasets 

[22] 

The hybrid of the 

artificial bee 
colony and 

genetic algorithm 

Two-stage 

optimization: GA 
for fitness, ABC 

for selection 

High 

computational 

complexity 

[23] 
Capuchin search 
algorithm 

Inspired by 
capuchin 

monkeys' social 

foraging 
behavior, 

focusing on both 

global and local 
optimization 

It may require 

fine-tuning for 
different cloud 

environments 

[24] 

Honeybee mating 
optimization with 

trust-based 

clustering 

Incorporates 

honeybee 

reproductive 
behavior; tackles 

trust issues 

Underperforms in 
computational 

time for large-

scale problems 

[25] 

Combining 
Aquila optimizer 

and particle 

swarm 
optimization 

Hybrid approach; 

adaptive 

transition strategy 

A complex 

implementation 
may be resource-

intensive 

[26] 

Ant colony 

optimization with 
multi-pheromone 

mechanism and 

GA-inspired 
mutation 

Addresses ACO's 

local optima 

issue; balanced 
exploration and 

exploitation 

Potential risk of 

premature 

convergence 
without proper 

parameter tuning 

Sefati and Halunga [22] used the Artificial Bee Colony and 
Genetic Algorithm (ABCGA) to generate optimal service 
compositions. This approach utilizes a two-stage optimization 
process. During the initial phase, a Genetic Algorithm (GA) 
determines potential services that satisfy particular fitness 
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requirements. Once the fitness function evaluation produces 
encouraging outcomes, these potential services are introduced 
to the Artificial Bee Colony (ABC) algorithm during the second 
step. The ABC algorithm enhances the service selection process 
by determining the service most closely matches individual user 
requirements. The effectiveness of the suggested ABCGA 
approach was assessed through experimentation utilizing the 
CloudSim simulator. 

To tackle the task of enhancing service composition for 
multiple Quality of Service (QoS) metrics in cloud 
environments, Wang [23] introduced a new approach that 
utilizes the Capuchin Search Algorithm (CapSA). This 
algorithm mimics capuchin monkey social foraging patterns 
and exhibits its efficacy in addressing global and local 
optimization challenges. CapSA is chosen due to its inherent 
simplicity, reduced processing complexity, and well-rounded 
approach to exploration and exploitation. By conceptualizing 
service composition as an optimization problem, the proposed 
methodology seeks to reduce energy consumption and costs. 
According to empirical evaluations, the CapSA-based strategy 
substantially outperforms existing methods for achieving faster 
convergence and producing superior service compositions. 

Zanbouri and Jafari Navimipour [24] investigated how 
Honeybee Mating Optimization (HMO) can address service 
composition in cloud computing environments. They focus on 
the connections between worker bees and the queen bee when 
choosing a new queen, utilizing knowledge from honeybee 
reproductive behavior. The optimization algorithm 
incorporates these biological inspirations to enhance the QoS. 
In addition, a trust-based clustering technique is used to tackle 
trust-related concerns specifically. The simulation results 
obtained from a C# implementation indicate that the suggested 
method outperforms existing algorithms, including GA, 
Particle Swarm Optimization (PSO), and the discrete best-
guided ABC algorithm, for small-scale service composition 
problems. The enhancement results from the clustering method 
diminish the scope of the search and thus enhance the speed of 
response while also allowing for the choice of more dependable 
services. However, extensive simulations demonstrate that the 
computational time performance of the suggested method 
underperforms the average results of earlier studies. 

Liu [25] developed a novel hybrid optimization technique 
known as the Integrated Aquila Optimizer (IAO), combining 
the functions of the PSO algorithm and Aquila Optimizer (AO). 
Hybridization addresses the inherent limitations of individual 
algorithms, such as their vulnerability to getting stuck in local 
optima and their limited ability to generate diverse solutions. 
The proposed IAO algorithm includes an innovative transition 
strategy for these difficulties. This method allows the AO and 
PSO algorithms to adjust their search operators flexibly. By 
employing this method, possible solutions are consistently 
improved. Utilizing both the AO and PSO algorithms can be a 
strategic move when each method reaches a standstill or when 
the range of possibilities decreases. This adaptive behavior 
improves the effectiveness and efficiency of the IAO approach. 
The proposed solution was thoroughly evaluated by testing in 
the CloudSim simulation environment. The numerical data 
indicate that the IAO technique successfully enhances 

dependability, availability, and cost optimization within cloud 
computing. 

Bei, et al. [26] discussed the composition of services in 
multiple cloud scenarios. They proposed an Ant Colony 
Optimization (ACO) algorithm to optimize QoS parameters, 
incorporating a multi-pheromone mechanism. This technique 
seeks to surpass conventional ACO constraints, which may 
become trapped in local optima. They incorporated a mutation 
operation influenced by the GA to improve the algorithm's 
exploration ability and avoid premature convergence. This 
hybridization approach promotes a more equitable and effective 
process of exploring and exploiting, resulting in the discovery 
of service compositions with superior QoS metrics, such as 
decreased latency and enhanced response times. Proposed 
method  

A. Problem Definition and System Architecture 

Cloud computing has made significant advancements in the 
past decade. Global infrastructure and market expansion have 
given rise to several cloud computing forms, including central 
and edge clouds. Central clouds are frequently utilized for 
extensive data analysis and deep learning training because of 
their robust processing and storage capacities. On the other 
hand, edge clouds are essential for collecting data, controlling 
processes in real-time, perceiving information intelligently, and 
making quick decisions at the outermost part of the network. 

In contrast to centralized cloud infrastructures, edge 
computing provides users access to robust computational 
resources while mitigating the delay challenges inherent in 
remote data center interactions. This dramatically minimizes 
the data transmitted on the leading network and guarantees 
quick response times for upcoming services requiring minimal 
delays. As a result, the widespread use of these services in edge 
clouds is anticipated to grow prevalent. 

This paper explores the architecture of cloud-edge devices, 
where service elements are mainly placed on a centralized 
cloud. Docker and other containerization technologies facilitate 
seamless and efficient migration to the cloud when consumers 
need a particular service component. This methodology enables 
the combination of services and the virtualization of resources 
(such as storage and computation) to meet users' requirements, 
as shown in Fig. 1. Docker containers are gaining popularity in 
cloud computing, as evidenced by their use in constructing 
genuine cloud environments for research purposes. Cloud 
services are highly advantageous in a dynamic cloud 
environment due to their effectiveness and ease. 

The current service landscape is experiencing a significant 
change towards autonomous and loosely connected service 
designs, commonly called microservice architectures. Although 
service components can be spread out throughout different edge 
clouds, there is still a need to investigate and understand the 
current approaches for combining services in multiple-cloud 
setups. On the other hand, a multiple-cloud setup enables 
consumers to select from a range of services that perform better 
than single CSPs with limited computing capacity. In addition, 
multiple-cloud deployments provide built-in redundancy, 
which helps prevent equipment failures and improve the 
system's overall stability. 
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Fig. 1. Architecture of cloud-edge-devices integration. 

This paper introduces a multi-cloud service composition 
architecture, depicted in Fig. 1, comprising M consumers, N 
edge clouds, and a central cloud. The central cloud is a 
repository for comprehensive service-related information and 
hosts a global network controller. Service components are 
distributed across an edge cloud infrastructure. User service 
requests are initially directed to the nearest edge cloud for 
preliminary processing. Each edge cloud maintains a local 
database containing information about neighboring edge clouds 
and available service components. 

Table II is a crucial system component, providing essential 
network topology information. The index ni varies from 0 to N-
1, where N is the total number of edge clouds in the network. 
This ensures that all possible connections between edge clouds 
are considered. pathi represents the optimal route linking the 
current edge cloud and another edge cloud in terms of the 
fewest hops. This information is crucial for routing data 
efficiently. hopi quantifies the number of network hops between 
the current edge cloud and any other edge cloud within the 
network. A lower hop count generally indicates a more efficient 
communication path. 

TABLE II. NETWORK TOPOLOGY INFORMATION FOR EDGE CLOUDS 

Edge cloud count Path Hop 

n1 path1 hop1 

n2 path2 hop2 

… … … 

ni pathi hop3 

Table III serves as a critical repository for service 
component metadata within the edge cloud environment. 
Service element names identify the service items available in 
the edge cloud and its neighbors. QoS attributes provide 
essential performance metrics for each service element, such as 
delay and reliability. The QoS attribute for the jth parameter of 

the ith service element is represented as ηij. This standardized 
notation facilitates data manipulation and analysis. 

TABLE III. SERVICE ELEMENT DATABASE 

Service element Edge cloud count QoS 

element1 n1 η1 

element2 n2 η2 

… … … 

elementi ni η3 

Upon receipt of a service request, the proximate edge cloud 
initiates communication with a central controller to procure 
optimal computational resources, storage capacity, and network 
bandwidth. The service composition process proceeds in situ if 
the local edge cloud possesses sufficient residual capacity to 
fulfill the service's maximal requirements. Conversely, if 
resource constraints are encountered, the edge cloud embarks 
on a search for an adjacent edge cloud with minimal network 
hops. This iterative exploration continues until an edge cloud 
with ample resources to accommodate the service composition 
is identified. 

Eq. (1) quantifies the resource demands (Rl) of service l. The 
set L encapsulates the services scheduled for orchestration on 
edge cloud i, while Ci represents the aggregate resource 
capacity of edge cloud i. These parameters constitute critical 
determinants in edge cloud service provisioning. 

∑ 𝑅𝑙 ≤ 𝐶𝑖 , 𝑖 ∈ 𝑁
𝑙∈𝐿

 (1) 

Containerization virtualization has played a significant role 
in microservice adoption. Cloud computing can utilize 
containerization to flexibly install, migrate, or scale virtual 
machines under changing service demands. Containerization 
benefits conventional virtual machines by using the host's 
operating system kernel. This strategy minimizes the 
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administrative burden of delivering resources as needed and 
promotes optimal resource utilization. Containerized 
microservices typically involve the simultaneous creation of 
lightweight components within containers, which are then 
provisioned and scaled based on their requirements. 

Expanding on these ideas, this method enables the quick and 
flexible deployment of service components by utilizing 
containerization technologies such as Docker in a multiple-
cloud setting. This allows for deploying all necessary service 
components for composition onto respective edge clouds. A 
notification mechanism is built to guarantee real-time accuracy 
of records held in edge clouds and service components. 
Whenever one edge cloud stops serving customers or undergoes 
modifications to its deployed service components, it sends these 
updates to all connected edge clouds. Utilizing this broadcast 
technique allows for the timely updating of databases on other 
edge clouds, ensuring data consistency throughout the system. 

B. QoS model 

Services typically comprise k distinct groups, each 
containing abstract service component definitions with specific 
order requirements. Users seek a combination of services that 
fulfill user-specified requirements and QoS constraints to 
complete their desired operations during service composition. 

The service composition process is divided into K steps 
according to the user's requirements. Every individual step, Si, 
is linked to a particular service set. The algorithm chooses 
service components from each set Si to fulfill the user's 
operation. The selection procedure yields numerous possible 
routes from the initial service component set (S1) to the final set 
(Sk). The ideal combination of services is attained by 
determining the pathway that produces the most advantageous 
service combination. 

When choosing a service, both the functional and non-
functional aspects are considered. Functional attributes pertain 
to the explicit purpose and content offered by a service, whereas 
non-functional attributes encompass the overall quality of the 
service, as evaluated using QoS measurements. 

Services are evaluated on the essential aspects of QoS, as 
described by internationally recognized standards 
organizations. QoS, as specified by these standards, includes 
non-functional features such as throughput, availability, 
response time, and dependability. 

Ensuring high-quality service while combining multiple 
services is essential for distinguishing between the various 
components of the service. This optimization method assesses 
the QoS attributes of the constructed service. QoS parameters 
can be divided into two main categories: dynamic attributes, 
which include response speed, dependability, and availability, 
and fixed attributes, which include security, accuracy, and 
robustness. 

This study focuses on throughput, reliability, delay, and 
response time. Throughput indicates the maximum rate at 
which data can be processed or transmitted successfully. 
Availability refers to the likelihood that service components are 
operational and ready for use in a particular environment. Delay 

refers to the time it takes for data packets to travel between a 
server hosting a service component and a client. 

Response time represents the time the service provider takes 
to respond to a user's service request. Table IV presents QoS 
attribute formulas for composed services. Calculations rely on 
j (number of service components chosen from service set i) and 
k (total number of service sets). 

TABLE IV. QOS ATTRIBUTE FORMULAS FOR COMPOSED SERVICES 

QoS parameters Expression 

Delay ∑ 𝐿(𝜂𝑖𝑗)
𝑘

𝑖=1
 

Throughput ∑ 𝐿(𝜂𝑖𝑗)
𝑘

𝑖=1
 

Availability ∑ 𝐴(𝜂𝑖𝑗)
𝑘

𝑖=1
 

Response time ∑ 𝑅(𝜂𝑖𝑗)
𝑘

𝑖=1
 

It is crucial to optimize various QoS parameters during 
service composition. However, it is equally essential to 
guarantee service stability and other relevant metrics. This 
study introduces a novel concept of QoS parameter stability, 
defined by the absolute value of each parameter across service 
elements. Eq. (2) represents the stability calculation for QoS 
parameter j within the service.  

𝑆𝑡𝑎𝑗 = ∑ ‖𝜂(𝑖+1)(𝑗+1) − 𝜂𝑖𝑗‖
𝑘−1

𝑖=1
 (2) 

Services with minimal cumulative absolute differences 
between their QoS parameters (QoSi) are considered more 
stable. This approach mitigates significant fluctuations in QoS. 
Additionally, to prevent data size variations across service sets 
from skewing the final results, this paper incorporates a data 
normalization step for the QoS information associated with the 
service components. Following normalization, higher 
parameter values correspond to superior performance. 
Consequently, all subsequent references to QoS metrics 
(response time, availability, throughput, and delay) within this 
work will pertain to their normalized values. 

This paper proposes a methodology that considers all four 
QoS criteria to determine the most effective technique for 
composing consumer services. This technique guarantees the 
optimization of these crucial parameters. The following section 
will explore an improved service composition technique based 
on the modified MFO algorithm. This approach has been 
specifically developed to boost the optimization of QoS. 

C. Enhanced MFO algorithm 

The MFO algorithm mimics the behavior of moths in 
nature. The unique navigational strategies of moths have 
generated considerable interest among researchers studying 
metaheuristics. Moths are nocturnal creatures that rely on lunar 
illumination for navigation Shehab, et al. [27]. Moth flight 
patterns can be mathematically modeled using the transverse 
orientation mechanism (Fig. 2). This strategy approximates a 
straight-line trajectory by maintaining a constant angular 
relationship with the moon. When faced with artificial light 
sources, moths divert from this path. When the moth is close to 
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the light source, it initiates a helical flight pattern that guides it 
towards the flame. Each moth symbolizes a potential solution, 
and every position is represented as a matrix of decision 
variables, as shown below. 

𝑋 = [

𝑋1

𝑋2

⋮
𝑋𝑁

] =

[
 
 
 
 
 

[
 
 
 
 

𝑥1,1 𝑥1,2 ⋯ 𝑥1,𝑛−1 𝑥1,𝑛

𝑥2,1 ⋱ ⋯ ⋯ 𝑥2,𝑛

⋮ ⋯ ⋱ ⋯ ⋮
𝑥𝑁−1,1 ⋯ ⋯ ⋱ 𝑥𝑁−1,𝑛

𝑥𝑁,1 𝑥𝑁,2 ⋯ 𝑥𝑁,𝑛−1 𝑥𝑁,𝑛 ]
 
 
 
 

]
 
 
 
 
 

 (3) 

 
Fig. 2. Moth flight patterns model using transverse orientation mechanism. 

In Eq. (3), N stands for the population size, equal to the total 
number of moths in the swarm. Also, n indicates the problem 
dimension, which measures how many variables are involved 
in the optimization process. The fitness of a particular moth is 
determined as follows. 

𝐹𝑖𝑡[𝑋] = [

𝐹𝑖𝑡[𝑋1]

𝐹𝑖𝑡[𝑋2]
⋮

𝐹𝑖𝑡[𝑋𝑛]

] (4) 

Eq. (5) shows the flame matrix. Since all moths fly around 
a flame, the size must match the moth matrix previously 
defined. 

𝐹𝑀 = [

𝐹𝑀1

𝐹𝑀2

⋮
𝐹𝑀𝑁

]

=

[
 
 
 
 
 

[
 
 
 
 

𝐹𝑚1,1 𝐹𝑚1,2 ⋯ 𝐹𝑚1,𝑛−1 𝐹𝑚1,𝑛

𝐹𝑚2,1 ⋱ ⋯ ⋯ 𝐹𝑚2,𝑛

⋮ ⋯ ⋱ ⋯ ⋮
𝐹𝑚𝑁−1,1 ⋯ ⋯ ⋱ 𝐹𝑚𝑁−1,𝑛

𝐹𝑚𝑁,1 𝐹𝑚𝑁,2 ⋯ 𝐹𝑚𝑁,𝑛−1 𝐹𝑚𝑁,𝑛 ]
 
 
 
 

]
 
 
 
 
 

 

(5) 

Eq. (6) determines the corresponding fitness of the flame 
matrix. 

𝐹𝑖𝑡[𝐹𝑀] = [

𝐹𝑖𝑡[𝐹𝑀1]

𝐹𝑖𝑡[𝐹𝑀2]
⋮

𝐹𝑖𝑡[𝐹𝑀𝑛]

] (6) 

The MFO algorithm relies heavily on two primary 
components: flames and moths. Moths fly through flames to 
achieve desired results. As shown in the equation below, the 
logarithmic spiral function is used to model the spiral 
movement of the moth. 

𝑋𝑖
𝐾+1

= {
𝛿𝑖 . 𝑒

𝑏𝑡 . cos(2𝜋𝑡) + 𝐹𝑚𝑖(𝑘)              𝑖 ≤ 𝑁. 𝐹𝑀 

𝛿𝑖. 𝑒
𝑏𝑡 . cos(2𝜋𝑡) + 𝐹𝑚𝑁.𝐹𝑀(𝑘)       𝑖 ≥ 𝑁. 𝐹𝑀

 
(7) 

δ𝑖 represents the Euclidean distance between a moth's 

current position (𝑋𝑖
𝐾) and its corresponding flame (𝐹𝑚𝑖). This 

value indicates the moth's proximity to a possible optimal 
solution. Spiral flight patterns of moths are determined by b and 
t, a uniformly distributed random number between -1 and 1. 
Moths and flames are attracted to each other based on these 
parameters, as shown in Fig. 3. The moth's trajectory towards 
the flame is depicted in Fig. 4. Throughout the optimization 
process, t gradually decreases toward a balance between 
exploitation (focusing on promising areas) and exploration 
(searching the entire search area). The mathematical 
representation of t is presented below, and Fig. 5 depicts the 
moth's next position. 

𝑟 = −1 + 𝐶𝑢𝑟𝑟𝑟𝑒𝑛𝑡𝑖𝑡𝑒𝑟(
−1

𝑀𝑎𝑥𝑖𝑡𝑒𝑟

) (8) 

𝑡 = (𝑟 − 1) × 𝑘 + 1 (9) 

The optimization process depends on three variables: 
Maxiter, k, and r. Maxiter specifies the maximum number of 
iterations, k indicates a uniformly distributed random number 
between 0 and 1, and r singularity ensures convergence. The 
value of r is linearly reduced throughout the optimization to 
balance exploration (searching the entire search space) and 
exploitation (focusing on promising regions). 

 

Fig. 3. Attraction mechanism between moths and flames. 

 

Fig. 4. Moth's spiral trajectory toward the flame. 
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Fig. 5. Decreasing parameter t for balancing exploration and exploitation in 

optimization. 

During the optimization process, the moths with the highest 
fitness values continually move towards the most promising 
solutions, indicated by the flames. This phenomenon can be 
explained by the mechanism in which the number of flames 
(represented as N.FM in Equation 10) gradually reduces with 
each cycle. This decrease in the number of flames efficiently 
focuses the search effort on the most favorable areas of the 
search space. 

𝑁. 𝐹𝑀 = 

𝑟𝑜𝑢𝑛𝑑 (𝑁. 𝐹𝑀𝐿𝑎𝑠𝑡 𝑖𝑡𝑒𝑟 − 𝐶𝑢𝑟𝑟𝑒𝑛𝑡𝑖𝑡𝑒𝑟
(𝑁.𝐹𝑀𝐿𝑎𝑠𝑡 𝑖𝑡𝑒𝑟−1)

𝑀𝑎𝑥𝑖𝑡𝑒𝑟
) (10) 

A population of moths is represented by the matrix 𝑋(𝑡) =
{𝑋1𝐷(𝑡), … , 𝑋𝑖𝐷(𝑡), … , 𝑋𝑁𝐷(𝑡)} in a D-dimensional search 
space at iteration t. Each element 𝑋𝑖𝐷(𝑡) represents the position 
of the ith moth within the problem space. The initial positions 
of all moths are generated randomly using a uniform 
distribution during the first iteration (t = 1). In subsequent 
iterations (t ≥ 2), the SFR mechanism is used to update moth 
positions based on Eq. (11). 

𝑋𝑖(𝑡 + 1)

= {
𝐷𝑖

𝛼(𝑡) × 𝑒𝑏𝜏 × cos(2𝜋𝑡) + 𝐹𝑗(𝑡)     𝑖𝑓 𝑖 ≤ 𝑅(𝑡)

𝐷𝑖
𝛽(𝑡) × 𝑒𝑏𝜏 × cos(2𝜋𝑡) + 𝐹𝑅(𝑡)    𝑒𝑙𝑠𝑒             

 
(11) 

SFR is characterized by its core components, represented by 
Eq. (12) and Eq. (13). The constant b determines the shape of 

the logarithmic spiral employed by the moth, and τ indicates a 
random number uniformly distributed between -1 and 1. Fj(t) 
and FR(t) represent the positions of the jth and the Rth flame, 
respectively. The parameter r is calculated using Eq. (8). 

𝐷𝑖
𝛼(𝑡) = |𝐹𝑗)(𝑡) − 𝑀𝑖(𝑡)|                 (12) 

𝐷𝑖
𝛽(𝑡) = {

|𝐹𝑗(𝑡) − 𝑋𝑖(𝑡)|                                               𝜑𝑖 > 0  

𝑆𝑒𝑙𝑒𝑐𝑡 𝑎 𝑟𝑎𝑛𝑑𝑜𝑚 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 𝑓𝑜𝑟𝑚 𝐴𝑟𝑐   𝜑𝑖 = 0 
 (13) 

Eq. (14) calculates the mean distance, denoted by φi, for 
each moth. This distance is computed based on the individual 
dimensions (Xiq) of the ith moth and the corresponding 
dimensions (Fjq) of its associated flame (j). The index j for each 
moth is determined using Eq. (15). This equation involves 
sorting the results obtained from Eq. (14) in descending order 
to identify the most "distant" moths and subsequently utilizing 
these indices as flame indexes within Eq. (13). 

{𝜑1, … , 𝜑𝑖 , … , 𝜑𝑁} ← 𝜑𝑖 =
1

𝐷
× ∑ |𝐹𝑗𝑞(𝑡) − 𝑋𝑖𝑞(𝑡)|

𝐷
𝑞=1  (14) 

{𝜑1, … , 𝜑𝑗 , … , 𝜑𝑁} ← 𝑆𝑜𝑟𝑡(𝜑1, … , 𝜑𝑖 , … , 𝜑𝑁)      (15) 

The archive construction process serves a dual purpose: 
enhancing population diversity and accelerating convergence 
towards promising regions within the search space. This is 
achieved by storing representative flames and the best solutions 
encountered during optimization. The archive, denoted by Arc, 
is represented by the matrix 𝑀 = {𝑀1, … ,𝑀𝑖 , … ,𝑀𝐾}, where K 
signifies the predefined archive size. Each element 𝑀𝑖 =
[𝑚𝑖1, 𝑚𝑖2, … ,𝑚𝑖𝐷]  represents a vector position within the 
archive memory. 

The construction of the archive involves two key steps: 
generating Representative Flame (RF) and archiving entries. 
The first step leverages the dual population (dualPop) and dual 
fitness values (dualFit) created based on the flame construction 
process outlined in Fig. 6. Eq. (16) calculates the RF position, 
representing the average of all flame positions. Here, C denotes 
the total number of moths considered, and Fid represents the dth 
dimension of the ith flame. Two new entries are added to the 
archive memory M: the global best flame position and the 
calculated RF position. If the archive reaches its total capacity 
(K), a random replacement strategy is implemented, replacing 
two existing entries with new entries. 

𝑅𝐹𝑑(𝑡) =
1

𝐶
∑ 𝐹𝑖𝑑(𝑡)𝐶

𝑖=1                       (16) 

 
Fig. 6. Construction of representative flame and archiving entries. 
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III. SIMULATION AND RESULTS 

A series of tests were performed on a Windows 8.1 
computer powered by an Intel Core i5-460M processor at 2.53 
GHz and 16 GB of RAM. This study employed a system model 
comprising 32 edge clouds and a primary cloud, as illustrated 
in Fig. 1. The Quality of Service for Web Services (QWS) 
dataset contained 2507 services, each characterized by nine 
QoS features: description, delay, best practices, consistency, 
reliability, throughput, availability, and response time. For this 
research, delay, throughput, availability, and response time 
were the primary QoS parameters, with their respective ranges 
and units detailed in Table V. A comparative evaluation was 
conducted to measure the proposed algorithm against 
traditional MFO, PSO, and WOA algorithms, evaluating 
fitness, stability, delay, and response time. 

TABLE V. QOS PARAMETERS AND RANGES 

Parameters Dimensions Unit 

Delay 0.1-4500 ms 

Throughput 0.1-50 Mbps 

Availability 5-100 % 

Response time 30-5000 ms 

Fig. 7 and Fig. 8 compare the proposed algorithm and its 
counterparts regarding fitness and stability, respectively. To 
conduct this analysis, 100 to 1000 service instances were 
chosen at random extracted from the QWS dataset, with 
inclusion criteria limited to services comprising at least five 
components. Fig. 7 demonstrates the better fitness performance 
of the developed algorithm compared to its competitors. While 
fitness is a crucial metric, the ultimate objective is to maximize 
service QoS and maintain stability. 

Fig. 9 and Fig. 10 illustrate the comparative performance of 
the algorithms in terms of delay and response time. All QoS 
parameters were normalized to mitigate the influence of 
varying parameter scales. Consequently, higher values indicate 
improved optimization outcomes. The results in Fig. 9 clearly 
reveal the superiority of the proposed algorithm in minimizing 
delay. Similarly, Fig. 10 reveals a significant advantage of the 
proposed algorithm in reducing response time compared to 
other methods. 

 

Fig. 7. Fitness comparison. 

 

Fig. 8. Stability comparison. 

 

Fig. 9. Delay comparison. 

 

Fig. 10. Response time comparison. 

The experimental results distinctly demonstrate the 
superiority of the proposed algorithm over traditional 
optimization methods. From the fitness performance, it is 
obvious that the proposed algorithm constantly finds higher-
quality solutions. This is mainly because the SFR mechanism 
can dynamically detect and replace the stagnant solution, 
making the search process more diverse and effective. 
Enhanced fitness will naturally provide better QoS outcomes, 

Number of services

200 400 600 800 1000

F
it

n
es

s 
o
f 

th
e 

so
lu

ti
o
n

30

40

50

60

70

80

90

100

PSO 
WOA 
MFO 
MFO-SFR 

Number of services

200 400 600 800 1000

S
ta

b
il

it
y
 o

f 
th

e 
so

lu
ti

o
n

10

15

20

25

30

35

40

PSO 
WOA 
MFO 
MFO-SFR 

Number of services

200 400 600 800 1000

D
el

ay

20

30

40

50

60

70

80

PSO 
WOA 
MFO 
MFO-SFR 

Number of services

200 400 600 800 1000

R
es

p
o
n

se
 t

im
e

20

30

40

50

60

70

80

PSO 
WOA 
MFO 
MFO-SFR 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

921 | P a g e  

www.ijacsa.thesai.org 

crucial for service composition in multi-cloud environments. 
Moreover, the proposed algorithm outperforms others in 
service stability, which shows its robustness and adaptability to 
dynamic cloud scenarios. 

The proposed MFO-SFR algorithm guarantees great 
efficacy when the delay and response time parameters are 
analyzed. A minimum delay shows how it may optimize the 
critical time-sensitive aspect of cloud service delivery, 
guaranteeing users' satisfaction with the service. On the other 
hand, the response times that could be retrieved by using this 
algorithm also promise to ensure that it may further enhance 
efficiency in the performance of any service. Therefore, the 
findings support the stated objectives of the study on QoS 
parameters in cloud environments and further indicate the 
practical relevance of the algorithm. Compared to traditional 
approaches, the proposed method yields better results in 
scalability and efficiency in solving complex service 
composition challenges in multi-cloud ecosystems. 

IV. CONCLUSION 

The swift advancement of cloud computing has led to the 
widespread growth of a wide range of cloud-based services. 
However, guaranteeing awareness of QoS during the 
construction of services is a substantial difficulty in cloud 
systems. Many individual services cannot handle complex 
requests and different needs that arise in real-world situations. 
Often, a solitary service may not be enough to fulfill the 
particular needs of consumers, therefore requiring the 
amalgamation of many services to attain the needed 
functionality. Due to its intrinsic NP-hard difficulty, service 
composition has been widely studied using various 
metaheuristic algorithms. This paper proposed an improved 
MFO algorithm with the SFR mechanism for the optimization 
of service composition in multi-cloud computing environments. 
Our approach overcomes the deficiency of early convergence 
in the traditional MFO by maintaining the diversity in the 
population with the aid of the SFR mechanism. It ensures that 
static solutions are identified and replaced with promising ones, 
which enhances the whole optimization process. The empirical 
results showed that our approach enhances significantly the 
QoS metrics such as stability of service, response time, and 
delay. We evaluated an algorithm using a realistic system 
model and the QWS dataset, considering the main QoS 
parameters. The comparative analysis confirmed the superior 
fitness and stability of our algorithm. 

While the results are encouraging, many directions are open 
to future research: First, the proposed algorithm can be 
extended by allowing multi-objective optimization scenarios in 
which many QoS attributes can be optimized simultaneously. 
Second, exploring the integration of machine learning 
techniques and metaheuristics may lead to advanced 
adaptability and efficiency in service composition strategies. 
Third, using the MFO-SFR algorithm in other domains, like 
IoT-enabled edge computing, hybrid cloud environments, or 
real-time service orchestration, is a promising avenue for 
further exploration. Finally, real-world cloud deployments of 
the proposed approach can shed light on many practical 
feasibility and scalability issues. 
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Abstract—Amongst the most transformational technologies 

nowadays, cloud computing can provide resources such as CPU, 

memory, and storage over secure internet connections. Due to its 

flexibility and resource availability with guaranteed QoS, cloud 

computing allows comprehensive business and research 

adoptions. Despite the rapid development, resource management 

remains one of the significant challenges, especially handling task 

scheduling efficiently in this environment. Task scheduling 

strategically assigns tasks to available resources so that Quality of 

Service (QoS) metrics are effectively related to response time and 

throughput. This paper proposes an Enhanced Harris Hawks 

Optimization (EHHO) algorithm for scheduling cloud tasks to 

mitigate the common limitations found in existing algorithms. 

EHHO integrates a dynamic random walk strategy, enhancing 

exploration capabilities to avoid premature convergence and 

significantly improving scalability and resource allocation 

efficiency. Simulation outcomes reveal that EHHO minimizes 

makespan by up to 75%, memory usage by up to 60%, execution 

time by up to 39%, and cost by up to 66% compared to state-of-

the-art algorithms. These benefits demonstrate that EHHO can 

optimize resource allocation while being highly scalable and 

reliable. Consistent performance over various stacks such as 

Kafka, Spark, Flink, and Storm further evidences the superiority 

of EHHO in handling complex scheduling challenges in dynamic 

cloud computing environments. 

Keywords—Cloud computing; optimization; task scheduling; 

Harris Hawks Optimization; resource allocation; quality of service 

I. INTRODUCTION 

The Internet of Things (IoT) symbolizes change whereby 
many devices, from simple sensors and actuators to various 
everyday objects, are connected via the Internet to 
communicate and share information [1]. Objects like sensors 
and actuators form communication grids in healthcare, 
manufacturing, and smart cities. However, with the growth of 
IoT applications, volumes of generated data are huge and 
require immense processing and colossal storage. More 
importantly, real-time analytics implies vast demand [2]. Thus, 
cloud computing has become the backbone of IoT systems for 
extendable resources and rugged data management capabilities 
beyond IoT devices [3, 4]. 

Cloud computing enables customers to use the services with 
the help of the Internet on a pay-per-usage basis [5]. Cloud 
services include within their ambit a broad range of services, 
namely Software as a Service (SaaS), Platform as a Service 
(Paas), Communication as a Service (CaaS), Data storage as a 
Service (DaaS), and Infrastructure as a Service (IaaS) [6]. 
These services allow cloud providers to provide utility-based 
resources whose usage supports diversified needs for IoT. 

The physical servers and switches in the backbone layer of 
cloud computing are operated and scaled by the cloud service 
provider effectively as per user requirements [7]. It efficiently 
allocates hardware resources at a blistering pace. In terms of 
software, the supervisor runs these hardware resources, a 
hypervisor, middleware, etc. [8]. The operating system 
implements hardware functionalities and develops user and 
application communication [9]. It allows the hypervisor to 
create Virtual Machines (VMs) on cloud servers with specified 
hardware configurations and software stacks [10]. This, in turn, 
enables a further increase in service availability because 
virtualization facilitates easy service migration even during 
hardware failures. It is also accompanied by a tremendous rise 
in hardware utilization compared to the non-virtualized 
environment [11]. Recent advancements in reinforcement 
learning applications, particularly in mobile robotics, have 
showcased its ability to enhance decision-making and resource 
management in dynamic environments. Similarly, 
reinforcement learning's adaptive capabilities, as demonstrated 
in SLAM tasks, highlight its potential for optimizing 
virtualization and scalability in cloud computing infrastructures 
[12]. 

The middleware arranges the running and interaction of 
tasks on cloud servers transparently. The three fundamental 
types of software infrastructure are PaaS, SaaS, and IaaS [13]. 
IaaS allows users to create multiple VMs on servers as needed, 
enhancing computational resource utilization. SaaS permits 
users to store and access unlimited amounts of data in a minute 
on remotely located servers. PaaS provides secure, reliable 
communication services and an application development 
platform accessible via APIs. Lastly, the application tier 
enables the user to use applications stored in the cloud through 
the Internet, allowing quick and easy access without installation 
or updates locally. 

Effective task scheduling is vital for managing resource 
allocation, execution time, and QoS in cloud-supported IoT 
environments. Scheduling can be classified into two types: 
static and dynamic approaches. In static scheduling, tasks are 
assigned to available machines based on a predefined strategy, 
whereas in dynamic scheduling, instantaneous conditions are 
considered to adjust resource allocations. Real-time scheduling 
techniques ensure priority tasks with tight timing constraints. 

Task scheduling in cloud computing is complex and an NP-
hard problem, directly influencing the system performance 
regarding resource utilization, response time, and energy 
consumption. In this regard, we propose an Enhanced Harris 
Hawks Optimization (EHHO) algorithm to optimize task 
scheduling problems in cloud environments. EHHO features a 
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novel dynamic random walk to reinforce exploration and avoid 
premature convergence issues, enhancing scalability, resource 
allocation, and energy management. 

By integrating these enhancements, EHHO provides a high-
performance solution for complex scheduling requirements in 
cloud-supported IoT systems, contributing to more efficient, 
reliable, and cost-effective service delivery. The following 
sections detail EHHO’s methodology, implementation, and 
performance advantages over existing algorithms, underscoring 
its potential as a leading approach to resource management in 
cloud computing. 

The remainder of this paper is arranged as follows: Section 
2 discusses related research and highlights gaps in existing 
scheduling approaches. Section 3 presents the problem 
statement and explains the challenges of cloud task scheduling. 
Section 4 presents the proposed algorithm. Section 5 
summarizes the experimental results and performance analysis. 
Section 6 discusses the practical implications and challenges. 
Finally, Section 7 concludes the paper and suggests future 
directions. 

II. RELATED WORK 

Shukri, et al. [14] formulated an Enhanced Multi-Verse 
Optimizer (EMVO) to optimize task scheduling in cloud 
computing contexts. The developed algorithm incorporates a 
new mechanism to reserve the most optimal solution from each 
iteration and inject it back into the population after a predefined 
interval to leverage better exploration and exploitation 
capabilities. The proposed approach minimizes task execution 
time and considers factors like task length, cost, and power 
consumption. The combination of local and global search and 
the core components of MVO has caused EMVO to overcome 
the weaknesses inherent in traditional task scheduling 
algorithms. Comparisons with the original Particle Swarm 
Optimization (PSO) and MVO have revealed the efficiency of 
the proposed EMVO in decreasing the makespan while 
improving resource utilization. 

Natesan and Chokkalingam [15] developed a new Mean 
Grey Wolf Optimization (MGWO) algorithm to solve cloud 
computing scheduling issues. The study aims to optimize 
energy consumption. MGWO performance was evaluated using 
the Cloudsim toolkit under baseline workload conditions. From 
the simulation results, it could be revealed that MGWO 
substantially outperforms competing algorithms in optimizing 
these crucial performance metrics. 

Mapetu, et al. [16] proposed a new binary PSO algorithm to 
cope with cloud computing load and task scheduling issues. The 
suggested technique embraces a formula that minimizes the 
overall difference in execution time between different VMs 
while keeping some optimization criteria. A dedicated particle 
position updating strategy was adopted for enhanced load 
balancing. The numerical evidence verifies that the algorithm 
performs better than the previous meta-heuristic and heuristic 
approaches for optimizing load balancing and task scheduling. 

Liu [17] developed an effective task scheduling approach 
using an adaptive Ant Colony Optimization (ACO) algorithm 
in cloud computing contexts. Pheromone adaptation is 
introduced into the procedure to accelerate convergence; thus, 

prematurity can be reduced. In the cloud environment, a multi-
objective optimization function, which minimizes cost and time 
for task execution, reduces load imbalance and maximizes 
resource utilization, is implemented by optimized ACO. It has 
been proved by comparison analysis that, compared with 
traditional ACO, the proposed approach can always guarantee 
better performance in solution quality, convergence speed, and 
overall system efficiency, especially in handling large-scale 
task scheduling challenges. 

Zhou, et al. [18] presented a hybrid task scheduling method 
based on an improved Genetic Algorithm (GA) combined with 
a greedy algorithm. This algorithm was designed to converge 
on optimal solutions in lower iteration numbers of the search 
process than compared approaches. It aimed at response time, 
completion time, and QoS performance metrics. Experimental 
results demonstrate that hybrid GA performs much better than 
existing algorithms in task-scheduling optimization than 
existing algorithms. 

Abualigah and Diabat [19] proposed, incorporating the 
combination of Ant Lion Optimization (ALO) adapted to the 
concept of Differential Evolution (DE) to address many-
objective task-scheduling issues in cloud computing settings. 
Elite-based DE enhanced ALO's exploitation and exploration 
capability, saving it from premature convergence. The 
effectiveness of the suggested algorithm has been tested on 
modeled and real-world datasets using the Cloudsim simulation 
environment. Additionally, experiments proved that the hybrid 
ALO method outperformed the other optimization algorithms 
regarding continuous convergence rate, especially for large-
scale scheduling problems. 

Panda, et al. [20] introduced a new multi-paired task 
scheduling algorithm for cloud computing by utilizing the 
Hungarian algorithm. With this approach, the logic efficiently 
resolves unbalanced workloads based on the pairing strategy for 
task scheduling. The algorithm outperformed the Hungarian 
Algorithm with Converse Lease Time, the Hungarian 
Algorithm with Lease Time, and First-Come-First-Served 
baselines in large-scale simulations. 

Tamilarasu and Singaravel [21] proposed an Improved 
Coati Optimization Algorithm (ICOA) for critical challenges in 
cloud computing, namely lengthy scheduling times, excessive 
costs, and unbalanced VM loads. A task distribution and 
scheduling scheme involving VMs, time, and cost, was 
developed. A dual-objective fitness function is employed to 
optimize resource utilization and makespan. In the ICOA, an 
exploitation strategy has been incorporated to prevent the 
solution from converging prematurely and, hence, to enhance 
local search capabilities. Simulation results demonstrated the 
superiority of the ICOA over conventional metaheuristic task 
scheduling algorithms at improving makespan, success rate, 
turnaround efficiency, and overall system availability. 

Abualigah, et al. [22] offered an enhanced hybrid 
optimization algorithm for cloud task scheduling, which 
combines Jaya algorithm strengths with Synergical Swarm 
Optimization (SSO) and a Levy flight. This new approach 
efficiently balances exploration and exploitation to accelerate 
and prevent premature convergence. In integrating the best of 
Jaya and SSO, this algorithm uses their complementary 
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analytics capabilities to drive an optimal assignment of tasks 
and allocate resources. The experimental investigation against 
existing methodologies confirmed the algorithm's superior 
scalability, convergence speed, solution quality, and 
performance. 

Behera and Sobhanayak [23] proposed a hybrid meta-
heuristic approach using GA and Gravitational Search 
Algorithm (GSA) for multi-target optimization of task 
scheduling in cloud computing. The authors addressed the NP-
hard challenge of efficiently managing an exponentially 
growing search space while enhancing system performance. 
The proposed approach leveraged strengths from GA and GSA 
in improving the Quality of Service (QoS) measures: energy 
consumption, resource utilization, and makespan. As tested 
under CloudSim with standard, real-time, and artificial 
workloads, it improved degree of imbalance by about 12%, 
resource utilization by 9%, response time by 7%, and energy 
consumption by 6%. 

Khademi Dehnavi, et al. [24] proposed a hybrid GA for 
efficient and dependable task scheduling across heterogeneous 
cloud computing environments. The method models an NP-
hard optimization problem in scheduling to minimize costs, 
time, and failures. HGA introduces two novel mutation and 
crossover operators in global search. It also implements a 
localized "Walking around" step to improve solutions. 
Simulation runs on twelve scenarios revealed significant cost 
reductions compared to state-of-the-art techniques: a 14.1% 

reduction in makespan, an 18.7% monetary cost reduction, and 
a 42.3% decrease in failure cost. 

Gong, et al. [25] introduced the Enhanced Marine Predator 
Algorithm (EMPA) for the task scheduling challenges in the 
cloud computing environment. This approach incorporates the 
operators of the Whale Optimization Algorithm (WOA) 
operators, nonlinear inertia weight coefficients, and Golden 
Sine strategies to minimize makespan while optimizing 
resource utilization. Simulation runs using synthetic and GoCJ 
datasets showed that EMPA outperformed GWO, SCA, PSO, 
and WOA in makespan, resource utilization, and degree of 
imbalance, positioning EMPA as a very effective scheduling 
solution in cloud environments. 

Pabitha, et al. [26] suggested a new scheduling algorithm, 
the Chameleon and Remora Search Optimization Algorithm 
(CRSOA), to tackle the task-scheduling issues arising in cloud 
environments due to uncertain user demands. In this proposed 
technique, the Chameleon Search Algorithm (CSA) is 
combined with the Remora Search Optimization Algorithm 
(RSOA) to deliver an efficient resource utilization approach 
that takes into consideration parameters like MIPS and network 
bandwidth to ensure load balancing while imposing minimal 
scheduling cost and, at the same time, reduced makespan. The 
experimental results show that the makespan reduction 
achieved by CRSOA is 18.9%, cost reduction is 22.1%, and the 
improvement in load balancing is 20.5% against baseline 
metaheuristic algorithms. 

TABLE I.  AN OVERVIEW OF RECENT TASK SCHEDULING ALGORITHMS FOR CLOUD COMPUTING 

References Algorithm Pros Cons 

[14] 
Enhanced multi-verse 

optimizer 

Efficiently reduces makespan and improves resource 

utilization through enhanced exploration and 

exploitation mechanisms. 

Limited focus on real-time dynamic scheduling 

challenges. 

[15] Mean grey wolf optimization 
Optimizes energy consumption and makespan 

effectively under baseline workloads. 

Does not account for task heterogeneity or 

scalability in large datasets. 

[16] 
Binary particle swarm 
optimization 

Superior load balancing with tailored particle updating 
strategies reduces execution time variance. 

Lacks emphasis on cost-efficiency and energy 
consumption. 

[17] 
Adaptive ant colony 

optimization 

Enhanced convergence rate and solution quality; 

minimized cost, execution time, and load imbalance. 

Limited applicability for large-scale dynamic task 

scheduling. 

[18] 
Hybrid genetic algorithm with 
greedy 

Faster convergence with improved QoS metrics such 
as response time and completion time. 

Focuses primarily on search process efficiency, with 
limited exploration capabilities. 

[19] 
Ant lion optimization with 

differential evolution 

Enhanced convergence rates for many-objective 

problems; robust against premature convergence. 

Complexity increases the computational costs for 

large-scale scheduling tasks. 

[20] Multi-paired task scheduling 
Effectively handles unbalanced workloads; superior in 

minimizing layover times. 

Limited applicability to multi-objective or 

heterogeneous scheduling scenarios. 

[21] 
Improved coati optimization 

algorithm 

Dual-objective optimization improves makespan and 

system availability and prevents premature 
convergence. 

No explicit consideration of energy efficiency 

metrics. 

[22] 
Jaya with synergistic swarm 

optimization 

Balances exploration and exploitation; achieves high 

solution quality and convergence speed. 

Performance under real-time or uncertain 

environments is not evaluated. 

[23] 
Genetic algorithm and 

gravitational search algorithm 

Improves energy consumption, makespan, and 

resource utilization; suitable for QoS optimization. 

Focus on standard workloads with limited 

scalability for heterogeneous tasks. 

[24] Hybrid genetic algorithm 
Cost-efficient with significant reductions in makespan, 

monetary cost, and failure cost. 

Limited application to real-time dynamic and 

heterogeneous scheduling problems. 

[25] 
Enhanced marine predator 
algorithm 

Superior makespan reduction, resource utilization, and 
imbalance handling. 

Lack of scalability for highly complex or real-time 
cloud scheduling tasks. 

[26] 
Chameleon and remora search 

optimization algorithm 

Effectively minimizes scheduling costs and makespan 

under uncertain user demands. 

High computational complexity for large-scale 

environments. 

[27] 
Horse herd–squirrel search 
algorithm 

Demonstrates significant advantages in cost, energy, 
and makespan reduction. 

Limited evaluation under multi-cloud or distributed 
cloud environments. 
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Parthasaradi, et al. [27] proposed a hybrid meta-heuristic for 
cloud computing task scheduling: the Horse Herd–Squirrel 
Search Algorithm (HO–SSA). This protocol combined SSA 
and the Horse Herd Optimization Algorithm (HOA) to increase 
cost efficiency, energy utilization, and scheduling performance. 
Furthermore, the proposed HO–SSA showed significant 
superiority and reduced up to 22.2% regarding tasks' cost 
scheduling costs, 9.68% regarding energy consumption, and 
makespan compared with SSA, HOA, and TSA. 

As summarized in Table I, recent task-scheduling 
algorithms excel at optimizing specific metrics such as 
makespan, resource utilization, or cost. However, deficiencies 
remain in addressing scalability, real-time scheduling, and 
energy efficiency in heterogeneous and dynamic cloud 
environments. Although algorithms like EMPA have proven 
efficient in resource utilization, and huge cost reductions have 
been achieved in HO-SSA, few have provided a balanced 
approach to large-scale and multi-cloud comprehensive 
optimization problems for energy efficiency, load balancing, 

and QoS. Furthermore, most of those methods lack real-time 
adaptability to uncertain user demands. Under such gaps, the 
proposed algorithm operates under an integrated dynamic 
exploration and exploitation strategy, aiming for optimal 
resource allocation scalability while enhancing performance in 
various cloud environments. 

III. PROBLEM STATEMENT 

Scheduling tasks in cloud computing environments is 
critical for effective and efficient execution, whereby resources 
are assigned according to user requests. Multiple layered 
architectures have been developed in cloud computing to offer 
these utility-based services. Fig. 1 depicts this kind of layered 
architecture. Each layer addresses specific functionalities, from 
data storage and processing to application development and 
communication support, and enables IoT applications to 
operate efficiently without major investments in local 
infrastructure. Table II provides a list of abbreviations and 
symbols used throughout the paper. 

TABLE II.  SYMBOLS AND DEFINITIONS 

Symbol Description Symbol Description 

T Cloud tasks cij Binary variable indicating task 𝑖 assigned to virtual machine 𝑗 

V Cloud virtual machines xij Association between a virtual machine and a task 

n Total number of tasks LB Lower bound of the solution space 

m Total number of virtual machines CT Convergence time 

VR Collection of virtual machine resources J Randomization factor 

MIPS Millions of instructions per second capability of a CPU Xm(i) Updated position after applying random walk strategy 

CUj Compute units capacity of the 𝑗𝑡ℎ virtual machine O(x) Objective function for optimization 𝑥 

Li Task duration for the ith task x(t+1) Position of a hawk in the next iteration 

ETij Execution time for the ith task on the jth virtual machine xrandom(t) Random position of a hawk 

BTj Busy period of the jth virtual machine xrabbit(t) Position of the prey 

E Rabbit's escaping energy xmean(t) Average position of the hawk population 

t Current iteration number UB Upper bound of the solution space 

Max_iter Maximum number of iterations c Random walk deviation control constant 

Δx(t) Difference between prey and hawk positions rand Random number between 0 and 1 

 

Fig. 1. Multi-layer design of cloud computing. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

927 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 2. Proposed framework for task scheduling. 

The quality of the service will be directly affected by the 
following scheduling algorithm, affecting parameters such as 
execution time and operational costs. The existing frameworks 
comprise a cloud broker and Resource Information Servers 
(RIS) to ensure optimum scheduling and provide runtime 
information about resource availability and VM capabilities. 
While the above systems consolidate data from physical and 
virtualized infrastructures, significant research gaps exist in 
scheduling. A schematic of this framework is provided in 
Fig. 2. 

Most traditional approaches fail to balance exploration and 
exploitation and thus lead to premature convergence or 
suboptimal resource allocation in a dynamic, real-time 
environment. In addition, most methodologies cannot adapt to 
heterogeneous workloads or consider uncertain factors such as 
fluctuating resource demand and VM performance. Other 
multi-objective optimizations, like minimal makespan, energy 
consumption, cost, and maximal resource utilization, have also 
been inadequately performed by most current strategies. 

These gaps highlight the need for advanced algorithms 
capable of dynamic decision-making, enhanced exploration of 
solution spaces, and robust handling of diverse workloads. The 
EHHO algorithm addresses these challenges by integrating 
dynamic random walk strategies and stochastic adjustments to 
produce superior task scheduling performance, ensuring 
scalability and efficiency in complex cloud environments. 

Cloud data centers feature an extensive range of actual 
machines containing functional VMs. The VMs function as the 
underlying infrastructure for the execution of user tasks. Tasks 
assigned to a particular VM are based on the task's 
requirements. Two alternative concepts of scheduling are 
common inside the cloud environment. The initial step involves 
identifying and allocating servers specifically intended for 
supporting VMs. The specific scheduling variant significantly 
enhances data center productivity, reduces power usage, and 
optimizes resource utilization. The impact of such a 
phenomenon is notably significant on cloud service vendors' 
operational activities. 

On the other hand, the second classification of scheduling is 
concerned with assigning VMs for task execution. It is common 

practice to divide large tasks into separate components and 
assign each one to a separate VM for execution under the 
virtualization setup. In the present scenario, the choice of VMs 
is contingent upon users' particular service requirements and 
the current condition of VMs. The implications of this specific 
scheduling method substantially affect the duration of job 
completion and the financial expenditure related to task 
execution. The scheduling paradigm exhibits a notable 
resonance among users, particularly concerning service quality 
and budgetary factors. 

The responsibility for coordinating user tasks onto VMs 
based on user requirements and QoS factors usually falls on the 
data center broker and the cloud information service in a cloud 
computing environment. They are crucial in ensuring that user 
tasks are allocated to suitable VMs that meet the desired 
performance, resource availability, and other criteria. This 
coordination helps optimize resource utilization and deliver 
efficient cloud services. Users prefer minimizing costs 
associated with service expenses, whereas cloud providers 
strive to reduce energy consumption while maintaining optimal 
server performance and capacity utilization. These issues arise 
from the direct impact of these elements on the time of task 
performance. 

As the duration of a task lengthens, there is a corresponding 
rise in cost expenditures and energy use. Therefore, the primary 
focus of this scholarly inquiry is the reduction of makespan. As 
has been previously analyzed, the complex issue of task 
scheduling is classified as one of the NP-hard issues. Despite 
the notable effectiveness of evolutionary algorithms in 
addressing NP-hard problems, their convergence rate tends to 
be prolonged due to the exhaustive examination of all probable, 
plausible solutions. As a result, the prompt achievement of 
convergence is regarded as a subordinate goal in this research. 
Given the presence of m VMs and n tasks within the 
environment, a set of tasks (T) and VMs (V) can be expressed 
by Eq. (1) and (2). 

𝑇 = {𝑡1, 𝑡2, 𝑡3, … , 𝑡𝑛}                           (1) 

𝑉 = {𝑣1, 𝑣2, 𝑣, … , 𝑣𝑚}                          (2) 
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The assignment of these tasks to VMs produces a significant 
number of potential patterns, which can be expressed as nm 
possible scenarios. Suppose VR represents a collection of VM 
resources, indicated as VR = (vr1, vr2, vr3, ..., vrk). These 
features include the central processing unit's (CPU) capability 
to execute Millions of Instructions Per Second (MIPS), the 
availability of bandwidth, the capacity of Random Access 
Memory (RAM), and the capacity of storage. The task 
completion duration depends on the specific allocation of 
resources to the selected VMs. Cloud service providers utilize 
specific measurements known as Compute Units (CUs) to 
measure the capacity of VMs. For example, a solitary Amazon 
CU possesses processing capabilities that align with a 
frequency range of up to 1.2 GHz, similar to an Xeon and 
Opteron processor. The calculation of the duration of task 
execution and the projected operational expenditure for the 
workflow depends on CUs. Therefore, the execution time for 
the tth task is given in the form of Eq. (3). 

𝐸𝑇𝑖𝑗 =
𝐿𝑖

𝐶𝑈𝑗
                                       (3) 

Where 𝑖 and 𝑗 represent indices within integer numbers sets 
ranging from 1 to 𝑛 and 1 to 𝑚, respectively. Here, 𝐶𝑈𝑗  
corresponds to the computational unit associated with the 𝑗th 
VM, whereas 𝐿𝑖 signifies the execution time of the 𝑖th task. The 
active time of a VM is defined as the interval during which tasks 
are being processed on the VM. Specifically, the phase of 
intense utilization throughout the active time of the 𝑗th VM is 
represented by Eq. (4). 

𝐵𝑇𝑗 = ∑ 𝐸𝑇𝑖𝑗 × 𝑐𝑖𝑗
𝑛
𝑖=1                             (4) 

𝑐𝑖𝑗 is limited to binary values, 0 or 1, 𝑥𝑖𝑗 represents the 
relationship between tasks and VMs, where 1 implies that task 
𝑡𝑖 is allocated to the 𝑗th VM. Since VMs operate concurrently, 
the workflow's overall duration, or makespan, is calculated by 
the most prolonged time any single VM remains occupied. The 
makespan can be expressed using Eq. (5). 

𝑀 = max(𝐵𝑇𝑗)                               (5) 

Evolutionary algorithms aim to find the optimal solution by 
systematically navigating the problem domain. The time 
needed for the algorithm to converge depends on the solution 
space properties and the number of iterations executed. As the 
solution space expands, the convergence time increases. This 
relationship between convergence time and the solution space 
size can be expressed mathematically by Eq. (6). 

𝐶𝑇 ∝ (𝑙𝑥, 𝑘)                               (6) 

𝐶𝑇 refers to the convergence time, k denotes the number of 
iterations necessary to identify an optimal solution, and 𝑙𝑥 
represents the length of the optimal solution 𝑥,. The objective 
function 𝑂, used to determine the solution 𝑥, can be formulated 
based on Eq. (3) and (4) in form of Eq. (7). 

𝑂(𝑥) = min(𝑀) ,min(𝐶𝑇)                  (7) 

IV. PROPOSED METHOD 

Harris Hawk cooperative hunting and tracking procedures 
inspire the HHO algorithm. These birds employ strategic tactics 
of surprise jumps and seven killings to capture their prey. In 

cooperative attacks, some hawks coordinate in pursuit of a 
rabbit that has exposed itself after revealing its whereabouts for 
pursuit and quick capture. With hunting, however, there would 
be successive quick dives next to the prey, based on how it 
would react and the chance of its fleeing. Harris's hawks have 
various hunting techniques under their wings, each for different 
circumstances and different maneuvers of prey to evade them. 
If the top hawk in a hunting activity fails to track the rabbits, 
then another member of the team should replace that hawk and 
foil possible escape. It is here that the rabbit, once the hunt 
starts, cannot regain its defense mechanism, and the team's 
combined effort prevents it from escaping. The most 
experienced hawk makes the final catch of exhausted prey to 
share among the team members. 

 
Fig. 3. HHO steps. 

Fig. 3 visually represents the different phases of the HHO 
algorithm and reflects hawk predatory behavior: locating, 
circling, and ultimately capturing prey. HHO's mathematical 
formulation is structured accordingly, including the 
exploration, transition, and exploitation phases. Within this 
conceptual framework, each Harris's hawk symbolizes a 
possible solution to a particular problem, while the target prey 
symbolizes the ideal solution to be identified. Falcons use two 
exploration strategies to find prey. In the first strategy, hawks 
choose locations according to other hawks' positions and prey 
locations. In the second tactic, hawks sit randomly on tall trees. 
Eq. (8) mathematically models these two exploration methods 
with equal probability and uses random numbers to simulate 
their occurrence. 

𝑥(𝑡 + 1) =

{

𝑥𝑟𝑎𝑛𝑑𝑜𝑚(𝑡) − 𝑟1|𝑥𝑟𝑎𝑛𝑑𝑜𝑚(𝑡) − 2𝑟2𝑥|𝑞 ≥ 0.5

𝑥𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝑥𝑚𝑒𝑎𝑛(𝑡) −

𝑟3(𝐿𝐵 + 𝑟4(𝑈𝐵 − 𝐿𝐵))𝑞 < 0.5

 (8) 

Eq. (9) calculates the average position of the hawk 
population. The algorithm dynamically transitions between 
exploration and exploitation phases based on a metric termed 
'rabbit energy,' defined by Eq. (10). When the rabbit's escaping 
energy |𝐸| exceeds 1, the hawks engage in a more extensive 
exploration of the search space; otherwise, the algorithm 
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transitions to the exploitation phase. Eq. (11) to (14) establish 
whether the hawks execute a soft siege or a hard siege, 
depending on the rabbit's energy level and its likelihood of 
escape. In a soft siege, the hawks simulate the rabbit's 
successful escape by performing repetitive diving maneuvers. 
Conversely, a hard siege employs a distinct computational 
strategy to model the scenario. 

𝑥𝑚𝑒𝑎𝑛(𝑡) =
1

𝑁
∑ 𝑥𝑖(𝑡)
𝑁
𝑖=1                         (9) 

𝐸 = 2𝐸0 (1 −
𝑡

𝑀𝑎𝑥_𝑖𝑡𝑒𝑟
)                      (10) 

𝑥(𝑡 + 1) = ∆𝑥(𝑡) − 𝐸|𝐽. 𝑥𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝑥(𝑡)          (11) 

∆𝑥(𝑡) = 𝑥𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝑥(𝑡)                    (12) 

𝐽 = 2(1 − 𝑟𝑎𝑛𝑑𝑜𝑚)                      (13) 

𝑥(𝑡 + 1) = 𝑥(𝑡) − 𝐸|∆𝑥(𝑡)|                 (14) 

Eq. (15) to (18) regulate the rapid dives employed during 
the soft siege, employing Lévy movements to simulate the 
prey's evasive behavior. Eq. (15) and (16) mathematically 
model the hawks' actions during the diving phase. 
Subsequently, Eq. (17) and (18) define the characteristics of the 

final rapid dives performed during the soft siege and the 
associated factors, k and z, utilized throughout the hard siege 
phase. 

𝑘 = 𝑥𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝐸|𝐽. 𝑥𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝑥(𝑡)|             (15) 

𝑧 = 𝑘 + 𝑅𝑎𝑛𝑑𝑜𝑚𝑉𝑒𝑐𝑡𝑜𝑟. 𝐿(𝑑𝑖𝑚)                  (16) 

𝑥(𝑡 + 1) = {
𝑘𝑖𝑓𝑓(𝑘) < 𝑓(𝑥(𝑡))

𝑧𝑖𝑓𝑓(𝑧) < 𝑓(𝑥(𝑡))
               (17) 

𝑘 = 𝑥𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝐸|𝐽. 𝑥𝑟𝑎𝑏𝑏𝑖𝑡(𝑡) − 𝑥𝑚𝑒𝑎𝑛(𝑡)|         (18) 

The HHO algorithm incorporates four pursuit strategies 
during the exploitation phase to enhance exploration 
capabilities. While heightened exploration is beneficial in 
identifying diverse solution spaces, it can inadvertently 
precipitate premature convergence and local optima. To 
counteract this, standard stochastic strategies such as Gaussian 
random walk, Brownian motion, and Levy flight are often 
integrated into optimization algorithms. These strategies 
introduce controlled stochasticity, allowing the algorithm to 
balance exploitation with exploration. By generating random 
deviations, these methods keep the algorithm from becoming 
stuck in suboptimal solutions and boost its overall performance. 

 
Fig. 4. Pseudocode of the proposed algorithm. 
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The paper proposes a dynamic random walk strategy to 
enhance the HHO algorithm. The pseudocode of the proposed 
algorithm is depicted in Fig. 4. The magnitude of the random 
walk deviation decreases over time. This ensures a balance 
between exploration (larger deviations in early iterations) and 
exploitation (smaller deviations in later iterations). The random 
walk is activated only when the fitness value of a hawk remains 
unchanged compared to the previous iteration. This indicates 
potential stagnation in the search process. The deviation is 
calculated using a time-dependent formula involving a random 
number and the present iteration relative to the maximum 
number of iterations. The proposed random walk strategy can 
be mathematically expressed using Eq. (19). 

𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = (𝑐 × 𝑟𝑎𝑛𝑑 − 𝑐
2⁄ ) × cos(𝜋 2⁄ × (𝑡 𝑇⁄ ) (19) 

Where Deviation is the value added to the hawk's position, 
c is a constant controlling the maximum deviation, rand is a 
random number between 0 and 1, t is the ongoing iteration, and 
T is the total number of iterations. Eq. (20) is used to model the 
process. 

𝑥𝑚(𝑖) = 𝑋(𝑖) + (𝑐 × 𝑟𝑎𝑛𝑑 −
𝑐

2
) × 𝑐𝑜𝑠 (

𝜋

2
× (

𝑡

𝑇
)2) ×

(𝑋(𝑖) − 𝑋𝑟𝑎𝑏𝑏𝑖𝑡) (20) 

Experimental results indicate that a value of c equal to six 
yielded optimal performance. Applying the random walk 
strategy produces a novel position, denoted as Xm(i). A 
subsequent greedy selection process, as formalized in Eq. (21), 
determines the most suitable position for the ensuing iteration. 

𝑋(𝑡 + 1) = {
𝑋𝑚(𝑡 + 1),𝑓(𝑋𝑚(𝑡 + 1)) < 𝑓(𝑋(𝑡 + 1))

𝑋(𝑡 + 1),𝑓(𝑋𝑚(𝑡 + 1)) ≥ 𝑓(𝑋(𝑡 + 1))
 (21) 

V. RESULTS 

The proposed algorithm (EHHO) algorithm was simulated 
using the CloudSim toolkit, which offers robust support for on-
demand resource provisioning and versatile features, including 
multi-objective optimization, dynamic resource scaling, 
application modeling, and cloud deployment simulation. 
Kafka's built-in load-balancing mechanism was employed. To 
evaluate EHHO's performance, it was compared against ALO, 
GA, ACO, PSO, MGWO, and EMVO algorithms using metrics 
such as execution time, cost, memory storage, and makespan. 
Experimental parameters are detailed in Table III. 

The platform selection for evaluating the EHHO algorithm, 
including Kafka, Spark, Flink, and Storm, was driven by their 
unique characteristics that align with the requirements of task 
scheduling in cloud environments. Kafka was chosen for its 
real-time reporting capabilities, enterprise-level security, and 
efficient cloud monitoring, making it ideal for scenarios 
requiring immediate feedback and load balancing. Spark's in-
memory computation and scalability enable high-speed 
processing for large datasets, while Flink's event-driven 
architecture supports dynamic and continuous task scheduling. 
Storm, known for its low-latency processing, is particularly 
suitable for time-critical scheduling tasks. These platforms 
were selected to demonstrate EHHO's adaptability and 
performance across workloads, real-time requirements, and 

resource management conditions, ensuring comprehensive 
evaluation in diverse cloud scenarios. 

Tables IV and V show the execution time and cost results 
for different algorithms and platforms. EHHO consistently 
demonstrated superior performance, achieving the lowest 
execution time (610 ms) and cost (60) on the Kafka platform. 
Tables VI and VII summarize memory storage and makespan 
results, with EHHO again exhibiting optimal performance, 
recording minimum makespan values and memory 
consumption across all platforms. To ensure a fair comparison, 
all algorithms employed a maximum iteration of 100 and a 
population size of 100. Specific parameter settings for each 
algorithm are detailed below: 

 EHO: alpha = 0.5, beta = 1, upper bound = 0.9, number 
of clans = 10, set elitism = 2, lower bound = 0.3. 

 MGWO and EMVO: number of appliances = 12, 
coefficient vector = 1, TDR = 1, WEP = 0.2. 

 PSO: maximum initial velocity = 15, minimum initial 
velocity = 5, alpha = 0.8, beta = 0.8. 

 ACO: time factor = 2, saving matrix factor = 2, visibility 
coefficient = 3, pheromone concentration coefficient = 
1. 

 GA: mutation probability = 0.02, crossover probability 
= 0.60, number of demes = 6. 

 ALO: number of dimensions = 5, lower bound = 0.1, 
upper bound = 0.8. 

Kafka consistently outperforms other platforms regarding 
cost, execution time, makespan, and memory storage for all 
algorithms. Its real-time reporting capabilities, enterprise-level 
security, efficient cloud monitoring, and superior processing 
speed contributed to these results. Fig. 5 to 8 provide visual 
representations of the comparative performance of the 
algorithms as measured by cost, execution time, memory 
storage, and makespan, respectively. The simulations validate 
the superiority of the EHHO algorithm in optimizing resource 
allocation and performance across various metrics and 
platforms. Its ability to effectively balance workload and 
esource utilization resulted in significant improvements 
compared to traditional optimization algorithms. 

TABLE III.  SIMULATION PARAMETERS 

Element Parameter Value 

Task Task length 1000 

 Task count 1000 

VM Service provider count 5 

 VM count 1000 

 MIPS 500 

 Bandwidth 500 

 Processing element count 2 

Datacenter Datacenter count 10 

 Host count 2 
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TABLE IV.  SIMULATION RESULTS FOR COST 

Platform EMVO MGWO PSO ACO GA ALO EHHO 

Kafka 151 150 123 178 174 155 60 

Spark 175 165 139 189 178 170 79 

Flink 186 174 145 202 184 192 85 

Storm 191 187 153 190 191 204 101 

TABLE V.  SIMULATION RESULTS FOR EXECUTION TIME 

Platform EMVO MGWO PSO ACO GA ALO EHHO 

Kafka 835 893 792 785 911 774 610 

Spark 897 946 862 888 1080 803 649 

Flink 906 956 874 901 1123 875 716 

Storm 964 979 889 909 1201 895 727 

TABLE VI.  SIMULATION RESULTS FOR MEMORY USAGE 

Platform EMVO MGWO PSO ACO GA ALO EHHO 

Kafka 502 421 530 443 398 382 305 

Spark 531 488 631 555 479 457 317 

Flink 690 548 659 630 525 536 332 

Storm 696 571 722 730 840 514 336 

TABLE VII.  SIMULATION RESULTS FOR MAKESPAN 

Platform EMVO MGWO PSO ACO GA ALO EHHO 

Kafka 109 120 140 124 210 240 52 

Spark 121 146 164 142 231 243 55 

Flink 140 156 175 185 275 275 82 

Storm 143 187 184 191 281 286 94 
 

 

Fig. 5. Cost comparison. 

 

Fig. 6. Execution time comparison. 

 

Fig. 7. Memory usage comparison. 

 

Fig. 8. Makespan comparison. 
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VI. DISCUSSION 

The EHHO algorithm demonstrates significant 
advancements in task scheduling within cloud computing 
environments. Integrating a dynamic random walk strategy has 
notably improved the algorithm's exploration and exploitation 
power, leading to superior performance in various metrics 
compared to other optimization algorithms. The experimental 
findings reveal that EHHO consistently achieves lower 
execution times, costs, memory usage, and makespan across 
multiple platforms, including Kafka, Spark, Flink, and Storm. 
These findings underscore the robustness and efficiency of 
EHHO in optimizing resource allocation and handling complex 
scheduling problems in cloud computing. 

A key factor contributing to EHHO's success is its ability to 
avoid premature convergence, a common issue in traditional 
meta-heuristic algorithms. By incorporating stochastic 
strategies such as Gaussian random walk, Brownian motion, 
and Levy flight, EHHO maintains equilibrium between global 
exploration and local exploitation. This balance ensures that the 
algorithm can explore diverse solution spaces without falling 
into a local optimum, thereby enhancing solution quality. The 
dynamic adjustment of the random walk deviation over time 
further refines this balance, enabling EHHO to effectively adapt 
to different stages of the optimization process. 

Moreover, the simulation results highlight the exceptional 
functionality of the Kafka platform concerning makespan, 
execution time, cost, and memory usage. Kafka's real-time 
reporting capabilities, enterprise-level security, efficient cloud 
monitoring, and superior processing speed contribute to these 
outcomes. These characteristics make Kafka a suitable 
environment for deploying EHHO, allowing it to fully leverage 
its optimization potential. The comparative analysis with other 
platforms reinforces the importance of selecting an appropriate 
infrastructure to maximize the benefits of advanced 
optimization algorithms like EHHO in cloud computing. 

In summary, the EHHO algorithm effectively responds to 
the complex task scheduling challenges in cloud computing. Its 
enhanced exploration and exploitation mechanisms, coupled 
with the optimal performance on platforms like Kafka, position 
EHHO as a leading approach for efficient resource 
management. Researchers could explore ways to improve the 
EHHO algorithm, such as integrating additional stochastic 
strategies or refining the random walk parameters, to achieve 
even greater performance improvements. Additionally, 
investigating the algorithm's scalability and applicability to 
other optimization problems could expand its utility in broader 
contexts. 

The EHHO algorithm can seamlessly integrate with popular 
cloud services such as AWS, Azure, and Google Cloud to 
optimize task scheduling and resource management. By 
leveraging these platforms' capabilities, EHHO can enhance the 
efficiency of IaaS by dynamically allocating VMs and 
managing compute resources. In PaaS, EHHO can streamline 
application deployments by optimizing workload distribution 
across scalable infrastructure. For SaaS, the algorithm ensures 
reduced latency and cost-effective resource utilization, 
improving overall service delivery. The ability of EHHO to 

adapt to real-time cloud environments and balance workloads 
makes it a crucial component for maximizing the performance 
and scalability of cloud-based services, further solidifying its 
relevance in modern cloud computing ecosystems. 

Despite its promising performance in task scheduling, the 
EHHO algorithm has certain constraints. Its reliance on 
predefined parameters, such as random walk deviation and 
iteration limits, may limit adaptability across varying real-time 
scenarios and dynamic workloads. Additionally, while EHHO 
demonstrates superior results on metrics like makespan, cost, 
and memory usage, its scalability to handle significantly larger 
task datasets or highly heterogeneous environments remains 
untested. The simulations, primarily conducted using the Kafka 
platform, suggest a dependency on specific infrastructure 
capabilities such as real-time reporting and efficient 
monitoring, raising concerns about performance consistency on 
less advanced platforms. Furthermore, while the dynamic 
random walk strategy improves exploration and exploitation, 
fine-tuning these adjustments for broader applications remains 
challenging. Addressing these constraints, particularly 
scalability and infrastructure independence, will be critical for 
maximizing EHHO's potential in diverse cloud environments. 

VII. CONCLUSION 

Effective task scheduling is paramount to the optimal 
performance of cloud computing systems. Unlike traditional 
computing environments, cloud-based task scheduling 
necessitates considering diverse parameters, including 
computational costs, processing capabilities, and task duration. 
In this research, we introduced the EHHO algorithm to tackle 
the complex challenge of task scheduling in cloud computing 
environments. Leveraging the CloudSim toolkit for 
simulations, EHHO demonstrated superior performance over 
traditional algorithms like PSO, ACO, GA, ALO, MGWO, and 
EMVO across critical metrics, including cost, execution time, 
makespan, and memory storage. Integrating a random walk 
approach significantly improved the algorithm's exploration 
capabilities, effectively preventing premature convergence to 
local optima and ensuring more efficient resource allocation. 
With its robust load balancing, high security, real-time analysis, 
and scalability, Kafka's platform further highlighted the 
algorithm's efficiency. Our findings underscore EHHO's 
potential for optimizing the operational efficiency of cloud 
computing systems, making it a viable solution for better task 
scheduling and resource management in diverse and dynamic 
cloud environments. 

Future research on the EHHO could include focusing on its 
scalability and adaptability given real-time scheduling 
scenarios in highly dynamic cloud environments. By 
integrating adaptive random walk strategies, deviation 
parameters can dynamically change depending on task 
complexity and resource availability in real-time. The 
following extension of EHHO for multi-cloud or hybrid cloud 
infrastructures with cross-platform scheduling and resource 
allocation would increase its applicability. Testing its 
performance with more diverse and larger datasets and 
optimization of computational efficiency for real-world 
runtime applications may position EHHO as a more robust and 
versatile solution to complex challenges in cloud computing. 
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Abstract—With the rapid developments of measurement and 

monitoring techniques, massive amounts of in-situ data have been 

recorded and collected from the measurement system of combine 

harvesters in their working process and/or field experiments. 

However, the relationship between the operation parameters and 

the performance index such as clearing loss usually changes 

greatly in different sample subspaces, which makes it difficult for 

conventional prediction models to model the in-situ data, since 

most of them assume that the relationship is the same or similar 

throughout the whole sample space. Therefore, a polynomial chaos 

expansion-based bagging prediction model (PCE-BP) is proposed 

in this article. A polynomial chaos expansion-based decision tree 

is constructed to divide the sample space such that the relationship 

between the operation parameters and the performance index in 

the same part is more similar than the others, and bagging is used 

to ensemble the polynomial chaos expansion-based decision trees 

to reduce the perturbation and provide robust predictions. The 

experiments on the mathematical functions show that the 

proposed prediction model outperforms polynomial chaos 

expansion, polynomial chaos expansion-based decision tree, and 

the conventional bagging prediction model. The proposed 

prediction model is validated through two monitoring datasets 

from a combine harvester. The experimental results show that the 

PCE-BP model provides better cleaning loss and impurity rate 

prediction results than the other prediction models in most 

experiments, showing the advantages of sample space partitioning 

and bagging in the data modeling of combine harvesters. 

Keywords—Combine harvester; data modeling; polynomial 

chaos expansion; decision tree; bagging 

I. INTRODUCTION 

A combined harvester is a critical type of agricultural 
machinery that has been widely used to harvest grain crops. In 
the working units of a combine harvester, the grain crops are 
divided into grains and other materials by cutting, feeding, 
threshing, and cleaning. Since the interactions between the 
working units (header, conveying trough, cleaning fan, and 
sieve) and crops are very complex, it is difficult to construct an 
accurate theoretical or simulation models to accurately describe 
the working process of combine harvesters [1], [2], [3], [4]. In 
recent decades, numerical simulation methods such as 
computational fluid dynamics have been used to predict and 
analyze the working process of combine harvesters, which 
provides useful advice and references for the design, analysis, 
and optimization of working units [5], [6]. However, the 
computational cost of numerical simulations is too high to be 

accepted. For instance, the computational fluid dynamics 
simulation of a cleaning fan takes approximately four hours. If 
100 simulations are conducted to obtain the mapping function 
between the design variables and the flow rate, it would take out 
400 hours, around 17 days. In the past few years, the intelligent 
techniques of combine harvester since more operation 
parameters can be monitored and measured in the operation 
process and/or field experiments of combine harvesters. The 
interaction mechanisms and information among the working 
units and those between the crops and working units are 
involved in the measured data. In addition, the computational 
cost of the data-driven model is usually much lower than that of 
the corresponding numerical simulation. Therefore, the data-
driven design, analysis, optimization, and control of combine 
harvesters are being the topics of interest in recent years [7], [8], 
[9], [10]. 

In the data mining tasks of combine harvesters, the first and 
most crucial step is constructing a prediction model for the 
response of interest, such as cleaning loss and grain impurity. 
Compared with hyperparameter prediction models (such as 
artificial neural networks and support vector regression), 
polynomial regression-based prediction models offer the 
advantages of lower computational cost and higher 
interpretability ,which have been widely used in the data 
modeling of combine harvesters.For example, Zareei and 
Abdollahpour [7] applied polynomial regression to identify the 
primary factors influencing header loss and determined the 
optimal factor combination through experimental design. 
Mirzazadeh et al. [11] constructed a semi-threshed cluster 
prediction model using polynomial regression and then 
optimized the feeding rate, fan speed, and sieve open rate to 
reduce the impurity rate. However, the interplay between 
operational factors and the associated performance indicators 
often changes greatly in different sample subspaces, as the 
interactions between the working units and crops are very 
complex, as discussed above. Most conventional polynomial 
regression-based prediction models assume that the regression 
relationship is the same or similar throughout the whole sample 
space, so it is challenging to assess the complex relationship 
between the operation parameters and the performance index of 
combine harvesters. On the other hand, the conventional 
polynomial regression method lacks nonlinear learning ability 
[12]. To this end, we proposed a prediction method in this work, 
aiming to solve the first problem by sample space partition based 
on the interplay between operational factors and the associated 
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performance indicators and to solve the second problem by 
introducing a Gaussian stochastic process to polynomial 
regression (polynomial chaos expansion, PCE). 

Many sample space partition methods have been proposed 
in the area of machine learning, such as decision trees [13], the 
𝑘-means algorithm [14], and the fuzzy 𝑐-means algorithm [15]. 
Since the 𝑘 -means algorithm and fuzzy 𝑐 -means algorithm 
cannot provide the partition rules directly, the sample space 
partition strategy proposed here is developed under the 
framework of decision tree. In a decision tree, the sample space 
is recursively partitioned so that the samples in the same 
subspace at each leaf node have similar/identical classification 
labels (classification decision tree) or responses (regression 
decision tree). Decision trees for classification purposes play a 
prominent role in various applications, including fault detection 
and identifying patterns. Chaitanya and Yadav [16] proposed a 
fault identification and location approach for multi-terminal 
lines based on a decision tree. The proposed method has been 
applied and validated based on series-compensated transmission 
lines and double-ended transmission lines. Liu et al. [17] 
designed a void detection method to assist in the health 
monitoring of sandwich-structured immersed tube tunnels, 
where the void classifier was constructed using a decision tree 
based on the characteristics of impact elastic waves. 
Muralidharan and Sugumaran [18] used continuous wavelet 
transform to represent the vibration signals of monoblock 
centrifugal pumps and applied a decision tree to predict different 
types of faults. In a regression decision tree, the sample space is 
recursively partitioned so that the continuous responses in the 
same subspace are similar. The average response of the samples 
at the same node is considered as the predicted value for new 
points. Liang et al. [19] used a regression decision tree to predict 
the uniaxial compressive strength based on the material 
parameters and indicated that the regression decision tree 
outperformed multiple regression in most experimental cases. 
Waruru et al. [20] analyzed the near infrared diffuse reflectance 
spectroscopy data of air-dried soil and then used a regression 
decision tree to estimate the soil aggregation level based on the 
spectral data. Nieto et al. [21] collected the filter pressure drop 
data of a micro irrigation system and constructed a pressure drop 
prediction model using a regression decision tree. In addition, 
the importance of the input variables is ranked based on the 
nodes and splitting values of the regression decision tree. In 
conventional decision trees, the choice of the splitting input 
variable and the determination of the partitioning threshold for 
each node hinge on either the classification labels or the mean 
response exhibited by the samples. Put simply, within each leaf 
node's subspace, samples share identical classification labels or 
comparable responses, yet there's no consistent correlation 
between input variables and the output. The prediction 
performance of the decision tree frequently undergoes 
significant variations due to the perturbation in the splitting 
feature optimization process as well. To solve the first problem, 
a new decision tree based on polynomial chaos expansion is 
proposed here, in which the sample space at each node is divided 
according to the regression relationship of samples. Then, 
bootstrap aggregation [22], [23], [24], also called bagging, is 
used to improve the robustness of the prediction results to solve 
the second problem. 

Here's how the remainder of this document is structured. In 
Section II, the related works of sample space partitioning and 
polynomial chaos expansion are reviewed, and the motivation 
and framework of the proposed method are discussed as well. 
The details of the proposed polynomial chaos expansion-based 
bagging prediction model are presented in Section III. In 
Sections IV, several mathematical functions and two in-situ 
datasets of a combine harvester are used to validate the proposed 
prediction model. Section VI summarizes the conclusions and 
viewpoints. 

II. POLYNOMIAL CHAOS EXPANSION-BASED BAGGING 

PREDICTION MODEL (PCE-BP) 

A. Polynomial Chaos Expansion 

In this study, Polynomial Chaos Expansion (PCE) is 
employed to assess the correlation between operational 
parameters and performance indices. In a PCE model, the 
response of interest 𝑦 is estimated as follows [25]. 

 𝑦 = ∑ 𝛽𝛼𝛹𝛼(𝒙)𝛼∈𝑁𝑛  

where 𝒙 is the vector of input variables, 𝛼 = (𝛼1, … , 𝛼𝑛) is 
an 𝑛-dimensional index, 𝛽𝛼  is the coefficients, and 𝛹𝛼  is the 
tensor product of normalized univariate orthogonal polynomials 
as follows. 

 𝛹𝛼(𝑥) = ∏ 𝛹𝛼𝑖
𝑖 (𝒙𝑖)

𝑛
𝑖=1  

Usually, only the 𝑝-degree is considered in Eq. (1) to reduce 
the computation cost, and the response of interest in Eq. (1) is 
revised as follows. 

 𝑦 ≅ ∑ 𝛽𝛼𝛹𝛼(𝑥) 
𝛼∈𝛢𝑝,𝑛   

 𝛢𝑝,𝑛 = {𝛼 ∈ 𝑁𝑛: 𝛼 = ∑ 𝛼𝑖 ≤ 𝑝𝑛
𝑖=1 } 

Eq. (1) can be rewritten as 

 𝑦 = 𝛹𝛽 

where, 𝑦 is the vector composed of the responses for the 𝑛 
samples, 𝛹  is the matrix of Hermite normalized univariate 
orthogonal polynomials, and 𝛽 is the vector of the polynomial 
chaos coefficients. Upon examining the aforementioned 
equation, it becomes apparent that acquiring knowledge of the 
coefficients 𝛽  allows for the derivation of the PCE model. 
Notably, when the quantity of samples is at least as many as the 
model's degree, the coefficients 𝛽 can be estimated utilizing the 
least squares approach, as outlined below. 

 𝛽 = (𝛹𝑇𝛹)−1𝛹𝑇𝑦 

B. Proposed Prediction Model 

As discussed in Introduction, we proposed a new prediction 
model based on polynomial chaos expansion, named the 
polynomial chaos expansion-based bagging prediction model 
(PCE-BP), in which the sample space is partitioned to enhance 
prediction precision, while bagging techniques are employed to 
bolster the stability of the prediction outcomes. In the proposed 
prediction model, 𝑚  PCE-based decision trees are generated. 
The main difference between the proposed PCE-based decision 
tree and the conventional decision tree is that the node is split 
according to on the regression relationship, but not the 
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classification labels or the mean response. At all nodes, the 
samples (𝐷𝑡𝑟𝑎𝑖𝑛 ) are categorized into the left subset 𝐷𝑡𝑟𝑎𝑖𝑛−𝐿  
and the right subset 𝐷𝑡𝑟𝑎𝑖𝑛−𝑅 . Based on 𝐷𝑡𝑟𝑎𝑖𝑛 , 𝐷𝑡𝑟𝑎𝑖𝑛−𝐿 , and 
𝐷𝑡𝑟𝑎𝑖𝑛−𝑅 , three PCE models are constructed, named 𝑃𝐶𝐸𝑡 , 
𝑃𝐶𝐸𝐿 , and 𝑃𝐶𝐸𝑅 . The training error before and after partition is 
used to calculate the splitting criterion 𝑆. 

 𝑆 = 𝑅𝑎𝑓𝑡𝑒𝑟
2 − 𝑅𝑏𝑒𝑓𝑜𝑟𝑒

2 + 𝜃 

 𝑅𝑏𝑒𝑓𝑜𝑟𝑒
2 = 1 − (

∑ (𝑦𝑖,𝑡−𝑦𝑖,�̂�)
2𝑛𝑡

𝑖=1

∑ (𝑦𝑖,𝑡−𝑦)
2𝑛𝑡

𝑖=1

) 

 𝑅𝑏𝑒𝑓𝑜𝑟𝑒
2 = 1 − (

∑ (𝑦𝑖,𝐿−𝑦𝑖,�̂�)
2𝑛𝐿

𝑖=1
+∑ (𝑦𝑖,𝑅−𝑦𝑖,�̂�)

2𝑛𝑅
𝑖=1

∑ (𝑦𝑖,𝑡−𝑦)
2𝑛𝑡

𝑖=1

) 

where 𝑦𝑖,𝑡 , 𝑦𝑖,𝐿 , and 𝑦𝑖,𝑅  are the real responses of 𝐷𝑡𝑟𝑎𝑖𝑛 , 

𝐷𝑡𝑟𝑎𝑖𝑛−𝐿, and 𝐷𝑡𝑟𝑎𝑖𝑛−𝑅, respectively; 𝑦 is the mean response of 

𝐷𝑡𝑟𝑎𝑖𝑛;  𝑦𝑖,�̂�, 𝑦𝑖,�̂�, and 𝑦𝑖,�̂� are the PCE predicted responses; 𝑛𝑡, 

𝑛𝐿 , and 𝑛𝑅  are the sample sizes of 𝐷𝑡𝑟𝑎𝑖𝑛 , 𝐷𝑡𝑟𝑎𝑖𝑛−𝐿 , and 
𝐷𝑡𝑟𝑎𝑖𝑛−𝑅 , respectively; and 𝜃  is the adjustment coefficient. 
When 𝑆 > 0, the current node is a leaf node. The construction 
process of the polynomial chaos expansion-based decision tree 
is summarized in Fig. 1. Utilizing the classification rules derived 
from the PCE-based decision tree, samples for prediction 
undergo classification until they arrive at leaf nodes, at which 
point the PCE models positioned as those leaf nodes provide the 
predictive responses. 

A popular heuristic algorithm, the gray wolf optimizer [26], 
is modified to optimize the splitting feature at each node. In the 
modified optimization algorithm, the split input variable is first 

transformed into a latent variable. Given 𝑑 input variables, the 
latent variable represents each alternative splitting input variable 
through the following Table I. 

After that, the new quantitative variable (𝑞) and the division 
point (𝑝𝑑) are combined into a vector 𝑧 = [𝑞, 𝑝𝑑] and optimized 
as follows. In the optimization process, the solution with the best 
splitting criterion 𝑆 is set as the alpha (𝑧𝛼), the beta (𝑧𝛽) and the 

delta wolf (𝑧𝛿 ) are worse than 𝑧𝛼 , and the other wolves are 
omega wolves (𝑧𝜔 ). During each iteration, the solution will 
undergo an update as detailed below. 

 𝑧(𝑡 + 1) = 𝑧(𝑡) − 𝑎 ∙ 𝑑 

where 𝑧(𝑡 + 1)  is the updated solution, 𝑧(𝑡)  is the current 
solution, 𝑎 is a coefficient vector, and 𝑑  is the motion of the 
wolf relative to the prey (𝑧𝑝𝑟𝑒𝑦), which is defined as follows: 

 𝑑 = |𝑐 ∙ 𝑧𝑝𝑟𝑒𝑦(𝑡) − 𝑧(𝑡)| 

where: 

 𝑎 = 2𝑎 ∙ 𝑟1 − 𝜏 

 𝑐 = 2 ∙ 𝑟2 

 𝜏 = 2 − 𝑡(
2

𝑇
) 

TABLE I.  THE INPUT VARIABLES AND LATENT VARIABLES 

Input variable 1 2 … 𝑑 − 1 𝑑 

Quantitative variable [0,
1

𝑑
) [

1

𝑑
,
2

𝑑
) … [

𝑑−2

𝑑
,
𝑑−1

𝑑
) [

𝑑−1

𝑑
,1) 

 
Fig. 1. Polynomial chaos expansion-based decision tree. 
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Where, 𝑇 is the maximum number of iterations, and 𝑡 is the 
current iteration. The positions of the other wolves (𝜔 ) are 
adjusted based on the three best solutions (𝑧𝛼 , 𝑧𝛽 , and 𝑧𝛿 ) as 

follows: 

 {

𝑑𝛼 = |𝑐1 ∙ 𝑧𝛼(𝑡) − 𝑧|

𝑑𝛽 = |𝑐2 ∙ 𝑧𝛽(𝑡) − 𝑧|

𝑑𝛿 = |𝑐3 ∙ 𝑧𝛿(𝑡) − 𝑧|

 

 {

𝑧1 = 𝑧𝛼 − 𝑎1 ∙ (𝑑𝛼)

𝑧2 = 𝑧𝛽 − 𝑎2 ∙ (𝑑𝛽)

𝑧3 = 𝑧𝛿 − 𝑎3 ∙ (𝑑𝛿)

  

 𝑧(𝑡 + 1) =
𝑧1(𝑡+1)+𝑧2(𝑡+1)+𝑧3(𝑡+1)

3
 

The above process of Eq. (7)-Eq. (14) repeats until the 
termination criterion is fulfilled, and the 𝑧𝛼 of the last iteration 
is considered the best splitting feature. 

From the above equations, it can be found that the random 
generation of initial solutions have effect on the construction 
process of the PCE-based decision tree. In other words, the 
generated decision tree might be slightly different even if the 
settings are same. Thus, Bagging is introduced to solve this 
problem, in which where 𝑚  PCE-based decision trees are 
generated simultaneously and the final prediction result is 
estimated by the generated PCE-based decision trees. 

 𝑦 ∗̂ =
∑ 𝑦𝑖

∗̂𝑚
𝑖=1

𝑚
 

Where 𝑦∗̂ represents the final estimated response, and 
𝑦𝑖

∗  ̂refers to the response produced by the iii-th decision tree 
based on PCE. 

III. EXPERIMENTS ON MATHEMATICAL FUNCTIONS 

The effects of the parameter settings including the number 
of trees (𝑚) and the adjustment coefficient (𝜃) on the proposed 
PCE-BP model are studied through two mathematical functions. 
The proposed model (PCE-BP) is compared with PCE, PCE-
based decision tree (PCET), and random forest.The 
effectiveness of the aforementioned methods is assessed using  
𝑅-square (𝑅2) , calculated as follows: 

 𝑅2 = 1 −
∑ (𝑦𝑖−𝑦�̂�)2𝑛

𝑖=1

∑ (𝑦𝑖−𝑦)2𝑛
𝑖=1

 

where 𝑦𝑖  is the 𝑖-th real response, 𝑦�̂�  is the corresponding 
predicted value, 𝑛 is the number of testing points, and 𝑦 is the 

mean of the real responses. The closer 𝑅2 is to 1, the better the 
performance of the prediction model. 

A. Experiments on a Single Two-Dimensional Function 

A two-dimensional function is utilized to validate the 
proposed PCE-BP model, maintaining consistency across the 
entire space. The function is defined as follows: 

 𝑦 = 𝑥1
2 − 5𝑐𝑜𝑠 (2𝜋𝑥2) 𝑥 ∈ [−1, 1] 

The impact of the number of trees is examined first. For each 
number of trees (5, 10, 15, …., 45, and 50), 20 experiments are 
conducted, where the parameter 𝜃 is set as 0.05. 100 samples are 
generated using Latin hypercube sampling, and another 2,000 

samples are used to validate the prediction models. The obtained 
mean and variance of 𝑅2 are shown in Fig. 2. 

 

 

Fig. 2. The prediction results with different m. 

From Fig. 2, it is found that the PCE-BP method outperforms 
the other prediction models in terms of the mean 𝑅2 for all the 
values of 𝑚. The mean 𝑅2 of PCET is higher than that of PCE, 
which is mainly because the PCET model partitions the sample 
space into several subspaces so that the regression relationship 
between the input variables and the response of interest is 
similar. Compared with the PCET model, the PCE-BP model 
produces better results with 𝑅2 higher than 0.99. In each PCE-
based decision tree, the sample space splitting at each node is 
influenced by the training samples and the randomly generated 
initial potential solutions for the splitting feature. The PCE-BP 
model uses bagging strategy to solve this issue, in which the 
predicted response is averaged by several PCE-based decision 
trees. The performance of the PCE-based decision tree varies 
greatly (the highest variance of 𝑅2  for most experiments is 
shown in Fig. 2.), so its mean 𝑅2 is smaller than that of the PCE-
BP model. The PCE-BP model classifies the samples based on 
the regression relationship, but the RF model is based on the 

http://www.baidu.com/link?url=kBEln22NSwUxtAeHwt_vHl4tHcpYOp00nLsmgWtdXOu7pG2mP84iSooxmmDQrBZkB1R1mcfbVJz9bxmL6vtZBbXrIHxeR7G0hvB6dn9L5Je
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mean responses. Thus, the PCE-BP model is also better than RF. 
The PCE-BP model is much better than the other three models 
in term of the variance of 𝑅2  as well. The highest value is 
smaller than 0.0001, showing its robust prediction performance. 
With the parameter 𝑚 increasing, the mean 𝑅2 of the PCE-BP 
model first increases and then changes slightly when 𝑚 exceeds 
10. The variance of 𝑅2 first decreases as parameter 𝑚 increases 
and tends to remain stable. A larger 𝑚 means that more PCE-
based decision trees are generated in the PCE-BP model so that 
the perturbation brought by the splitting feature optimization is 
eliminated. As a result, the prediction accuracy is increased, as 
shown in Fig. 3. From the results and analysis above, it can be 
determined that the adverse effect of the splitting feature 
optimization is effectively reduced when 𝑚 exceeds 25. In other 
words, the proposed PCE-BP model provides competitive 
prediction results for the single two-dimensional mathematical 
function tested here when the number of trees exceeds 25. 

From Eq. (6), it can be found that the parameter 𝜃 is directly 
correlated with the splitting criterion, which would have an 
important effect on the prediction results of the PCE-BP model. 
The number of trees is set as 30, and the parameter 𝜃 is set as 
0.04, 0.042, ...., 0.058, and 0.06. The mean and variance of 𝑅2 
over 20 experiments for each 𝜃  are presented in Fig. 3. The 
PCE-BP model is still better than that of the PCE, PCET, and 
RF models, showing the advantages of sample space partitioning 
and bagging. With the parameter 𝜃  increasing from 0.04 to 
0.058, the mean 𝑅2 increases and then tends to be stable. When 
the parameter 𝜃  is higher than 0.058, the mean 𝑅2  decreases 
slightly. From Section III, it is known that the larger 𝜃 is, the 
higher the regression error before and after partitioning at each 
node.Samples within the same subspace show a more similar 
regression relationship between the input variables and the 
response of interest than those in different subspaces. The 
prediction accuracy of the PCE-BP model increases as 
parameter 𝜃 increases. However, when the parameter 𝜃 is too 
high, it is sample space is hard to be divided by the PCE-BP 
model, so the performance of the PCE-BP model decreases. The 
variance of 𝑅2 decreases with increasing 𝜃, indicating that the 
performance of the PCE-BP model is more robust. As a 

conclusion, the PCE-BP model produces competitive prediction 
performance when the parameter 𝜃 is approximately 0.05. 

 

 

Fig. 3. The prediction results with different 𝜃. 

B. Piecewise Four-Dimensional Function 

A piecewise four-dimensional function is used to validate 
the PCE-BP model, in which the mathematical function changes 
in different subspace, as defined as follows: 

  

{
𝑦 =𝑠𝑖𝑛 𝑠𝑖𝑛 (2𝜋𝑥1)  + 𝑥2

2 + 𝑥3 + 𝑥4, 𝑥1 ∈ [0, 0.5], 𝑥2, 𝑥3, 𝑥4 ∈ [0, 1]

 𝑦 =𝑐𝑜𝑠 𝑐𝑜𝑠 (2𝜋𝑥1)  + 𝑥2 + 𝑥3 + 𝑥4, 𝑥1 ∈ [0.5, 1], 𝑥2, 𝑥3, 𝑥4 ∈ [0, 1]
   

The parameter 𝜃 is 0.05, and 𝑚 is set as 5, 10, …, 45, and 
50. Two hundred points are generated for the prediction models, 
then then the model accuracy is validated through another 4,000 
samples. The obtained mean and variance of 𝑅2  for 20 
experiments are shown in Fig. 4. The mean 𝑅2 of PCET PCE-
BP is higher than that of PCE in all experiments. With the help 
of sample space partition according the relationship between the 
input variables and the response of interest, the PCE models at 
the leaf nodes of the PCET and PCE-BP can accurately evaluate 
the relationship, and the overall prediction accuracy is improved 
as well. The PCE-BP model outperforms the RF model as well, 
indicating that the prediction model of each subspace of the 
PCE-BP model can accurately evaluate the relationship. In 
addition, the prediction accuracy of the PCET and PCE-BP 
models both surpass the RF model. The variance of 𝑅2 of the 

PCE-BP and RF models is smaller than those of the PCE and 
PCET models, which is mainly because of the introduction of 
bagging. With the parameter 𝑚  increases, the average 
performance of the PCE-BP model increases and then tends to 
be stable. When 𝑚 increases from 35 to 50, the variance of 𝑅2 
changes slightly. A larger 𝑚 means that more PCET trees are 
generated in the PCE-BP model, so the perturbation brought by 
the splitting feature optimization can be more effectively 
eliminated. Thus, as 𝑚  increases, the prediction accuracy 
increases, and the performance variance decreases, as shown in 
Fig. 4. When the parameter 𝑚  is too high, the perturbation 
brought by the splitting feature optimization cannot be further 
reduced, so the mean and variance of the prediction results tend 
to be stable. Overall, the proposed PCE-BP model outperforms 
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the other three models and produces competitive prediction 
performance when the number of trees surpasses 25. 

In the following experiments, the parameter 𝑚 is set as 25; 
𝜃 is set as 0.04, 0.042, ..., 0.058, and 0.060. The experiments are 
conducted 20 times for each value of sita, and the mean and 
variance of 𝑅2 are shown in Fig. 5. From this figure, it is found 
that the proposed model outperforms the other models. With the 
parameter 𝜃 increasing from 0.040 to 0.046, the mean of 𝑅2 of 
the proposed model increases, but the variance of 𝑅2 decreases. 
As 𝜃 continuously increases to 0.06, both the mean and variance 
of 𝑅2  change slightly. From the introduction of the PCE-BP 
model, it can be found that the initial space at the node is more 
likely to be partitioned when parameter 𝜃 is relatively smaller. 
In other words, the PCE-based decision tree is deeper, which 
results in the tendency of decision tree overfitting [13]. Thus, the 
prediction performance of the proposed model tends is being 
better when 𝜃 is larger. On the other hand, the variation brought 
by the splitting feature optimization is also reduced since the 
space at the node is more difficult to partition. Therefore, the 
variance of 𝑅2  decreases as 𝜃  increases. The PCE-BP model 
provides competitive results for the piecewise four-dimensional 
mathematical function when 𝜃 is approximately 0.05. 

 

 

Fig. 4. The prediction results with different 𝑚. 

 

 

Fig. 5. The prediction results with different 𝜃. 

IV. VALIDATION BASED ON THE DATASETS OF A COMBINE 

HARVESTER 

A. Case 1 (Cleaning Loss) 

The PCE-BP model is applied to a while-feed combine 
harvester manufactured in Jiangsu, China (World Ruilong 4LZ-
6.0A). The dataset used here comes from the field experiment 
(Fig. 6), containing 750 samples, including the header height, 
the open rate of the cleaning fan, the rotation speed of the 
cleaning fan, the open rate of the sieve, the angle of the guide 
plate, the rotation speed of the threshing drum, the gap of the 
threshing drum, and the cleaning loss. In each experiment, ten 
folds cross-validation experiments are conducted (in each 
experiment, a segment of the data serves as the basis for 
verifying the accuracy of the cleaning loss prediction models, 
whereas the remaining nine segments are dedicated to building 
the prediction model). The parameters 𝑚 and 𝜃 of the PCE-BP 
model are set as 30 and 0.05, respectively. Fig. 7 shows the 
results of ten experiments. 
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Fig. 6. Field experiment of harvesting rapes. 

 

 

Fig. 7. Experimental results of Case 1. 

 

 

Fig. 8. Effect of parameters 𝑚 and 𝜃 on the PCE-BP model. 

It is found that the PCE-BP model is better than the other 
three models. The 𝑅2 of the PCET model is higher than that of 
the conventional PCE model, where the PCET’s average 𝑅2 is 
0.449 and PCE is 0.259. In the PCET model, the sample space 
is divided into different parts such that the relationship between 
the operating parameters and the cleaning loss in the same part 
is more similar than those in the other parts, thus improving the 
cleaning loss prediction accuracy. Similarly, RF is also better 
than the PCE model, which can be attributed to the sample space 
partitioning. With the help of the bagging strategy, the 
perturbation brought by the feature splitting in PCET is 
eliminated. Additionally, the RF model divides the sample space 
according to the mean responses. Thus, the PCE-BP model 
outperforms the PCET and RF models in all experiments. 

The training and testing datasets in the tenth experiment are 
used to study the number of trees 𝑚 on the proposed model. The 
parameter 𝜃 is set as 0.05, and the parameter 𝑚 is set as 5, 10, 
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…, 45, and 50. Fig. 8 shows the experimental results. It is found 
that the prediction performance of PCE-BP increases as 𝑚 
increases from 5 to 25. A larger 𝑚 means that more PCE-based 
decision trees are generated in the PCE-BP model, which means 
that the perturbation brought by the splitting feature 
optimization can be effectively reduced, thus increasing the 
prediction accuracy. As 𝑚 continually increases to 50, the 𝑅2 of 
the PCE-BP model changes slightly, which is mainly because 
the perturbation cannot be reduced further. The effect of the 
parameter 𝜃 is studied as well, and the results are shown in Fig. 
8, where the number of tree is 30. It is observed that 𝑅2 tends to 
increase and then decrease with increasing parameter 𝜃. From 
the introduction of the PCE-BP model, it can be found that a 
deeper PCE-based decision tree would be constructed when the 
parameter 𝜃 is relatively smaller. The generated tree is easy to 
overfit, so 𝑅2  tends to be lower. When the parameter 𝜃  is 
relatively larger, the space at the node is more difficult to 
partition, so 𝑅2  is lower. Overall, the PCE-BP model can 
provide competitive performance for different values of 𝑚 and 
𝜃. 

B. Case 2 (Impurity Rate) 

Another dataset is used here, which includes 337 samples 
with recorded operational parameters and impurity rates. Ten 
folds cross-validation experiments are conducted as well in this 
subsection. The parameters 𝑚  and 𝜃  are set to 30 and 0.05, 
respectively. Fig. 9 shows the experiments. It is found that the 
PCE-BP model outperforms the PCE and RF models, which can 
be attributed to sample space partitioning based on the 
relationship between the input variables and the response of 
interest. The 𝑅2  of the PCE-BP is higher than PCET in most 
experiments. In experiments 2, 3, and 9, the performance of the 
PCE-BP model is very close to that of the PCET model. From 
Fig. 10, it can be found that the mean 𝑅2 of PCE-BP is 0.550, 
which exceeds those of the other three models, highlighting the 
benefits of sample space partitioning and bagging. 

 

 
Fig. 9. Experimental results of Case 2. 

 

 

Fig. 10. Effects of parameters 𝑚 and 𝜃 on the PCE-BP model. 
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The training and testing datasets from the tenth experiment 
are used to study the effects of the parameters 𝑚 and 𝜃 on the 
PCE-BP model. The obtained results are shown in Fig. 10 (𝜃 is 
set as 0.05). It is found that the 𝑅2 with 𝑚 = 25~50 is higher 
than 𝑚 = 5~20. The parameter 𝑚 is set as 30, the parameter 𝜃 
is set as 0.04, 0.042, …, 0.058, and 0.06, and the results are 
shown in Fig. 10 as wll. 𝑅2 first increases and then decreases as 
𝜃 increases. When the factor 𝜃 is relatively small, a deeper PCE-
based decision tree is constructed, which means that the 
prediction model easily overfits. On the other hand, when the 
parameter 𝜃 is relatively larger, the space at the node is more 
difficult to partition, so 𝑅2 is lower as well. Overall, the PCE-
BP model provides better results than the other three models for 
most values of parameters 𝑚 and 𝜃, as shown in Fig. 9 and Fig. 
10. 

V. CONCLUSION 

In this paper, a polynomial chaos expansion-based bagging 
prediction model (PCE-BP) is proposed for modeling the field 
data of a combine harvester. In the proposed model, a 
polynomial chaos expansion-based decision tree is designed to 
partition the sample space, and bagging is used to ensemble the 
polynomial chaos expansion-based decision trees. The 
efficiency of the proposed prediction model is first validated 
through single and piecewise mathematical functions. The 
results show that the proposed prediction model outperforms 
polynomial chaos expansion, polynomial chaos expansion-
based decision tree, and the conventional bagging prediction 
model functions. The proposed model demonstrates excellent 
prediction performance with 25 trees and the adjustment 
coefficient of 0.05. The proposed prediction model is further 
validated through two in-situ datasets of a combine harvester. 
The PCE-BP model provides more accurate cleaning loss and 
impurity rate prediction results than the conventional prediction 
models in most experiments. The experimental results show the 
advantages of sample space partitioning and bagging in the data 
modeling of combine harvesters. 

From the results of the experiments, we found that the 
construction time of the proposed model is higher than that 
based on the conventional polynomial chaos expansion. In 
future work, the cost reduction of the proposed model will be 
our research topic. In addition, the other ensemble strategy such 
as boosting would be introduced into the proposed model as well. 
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Abstract—This study proposes the implementation of a facial 

emotion recognition system based on Convolutional Neural 

Networks to detect emotions in real time, aiming to optimize the 

workplace environment and enhance organizational productivity. 

Six deep learning models were evaluated: Standard CNN, 

AlexNet, VGG16, InceptionV3, ResNet152 and DenseNet201, with 

DenseNet201 achieving the best performance, delivering an 

accuracy of 87.7% and recall of 96.3%. The system demonstrated 

significant improvements in key performance indicators (KPIs), 

including a 72.59% reduction in data collection time, a 63.4% 

reduction in diagnosis time, and a 66.59% increase in job 

satisfaction. These findings highlight the potential of Deep 

Learning technologies for workplace emotional management, 

enabling timely interventions and fostering a healthier, more 

efficient organizational environment. 

Keywords—Facial recognition; real-time emotions; 

convolutional neural networks; work environment; artificial 

intelligence in human resources 

I. INTRODUCTION 

Many companies today face the challenge of effectively 
managing their employees' emotions to improve the work 
environment. As noted in study [1], mental health is a state of 
well-being that allows you to manage stress and work 
effectively. In addition, a high percentage of workers suffer from 
work-related stress, which affects their mental health, 
performance and interpersonal relationships, generating 
significant economic and social costs [2]. This impact is linked 
to the “emotional sphere”, a model in which emotions influence 
group processes and outcomes [3]. 

In this way, it is [4] highlighted that positive socio-emotional 
interactions foster collaboration and teamwork. For its part, [5]it 
underlines that emotional management is a crucial skill for work 
success, since it allows regulating one's own and others' 
emotions. In Peru, job dissatisfaction is a growing problem, with 
78% of Peruvians reporting burnout in 2023 [6]. This problem 
affects both the quality of life of employees and talent retention, 
since workers with high levels of stress are 4.5 times more likely 
to quit [7]. 

Traditional emotional management methodologies are 
limited, technologies such as facial recognition integrated with 
AI emerge as effective solutions to analyze emotions in real time 
and optimize organizational decisions [8]. Facial recognition has 
been integrated into multiple industries for its ability to 
authenticate identities and analyze emotions [9]. However, 

identifying similar expressions such as fear, and surprise 
remains a challenge [10]. Since 55% of communicative 
information comes from non-verbal elements [11], these tools 
are essential to address emotional problems in organizations. 

In this context, there is a need to implement an intelligent 
system for the detection of emotions in real time in controlled 
work environments. This approach seeks to optimize the 
identification of emotional states with high precision, 
contributing to the improvement of the work environment and 
the productivity of organizations. 

The paper is organized as follows. Section II includes the 
literature review, where previous studies and key concepts are 
presented. Section III describes the methodology used. Section 
IV presents the results obtained from the experiment performed. 
Section V addresses the discussion of the findings. Finally, 
Section VI presents the conclusions and possible future work. 

II. LITERATURE REVIEW 

Facial recognition, based on computer vision and deep 
learning techniques, allows for the identification and analysis of 
emotional expressions with high precision. Artificial 
Intelligence (AI) algorithms are trained with large data sets to 
learn distinctive patterns, applicable in areas such as security, 
education, medicine and marketing [12], [13], [14]. In addition, 
its non-intrusive capacity and operational autonomy make it 
versatile technology for machine learning tasks [13]. 

Although effective, emotion recognition faces significant 
challenges, cultural differences and expression ambiguity are 
obstacles highlighting the need for high-quality data [15]. In 
[16], their DenseNet201 model showed the highest accuracy, 
with 86.85%, in detecting fake faces, outperforming other 
convolutional neural network architectures by using advanced 
transfer learning techniques and medicine benefits from AI to 
understand emotions [17], although they require advanced 
methods to address the complexity of facial expressions. 
Additionally, a BLTSM-based model based on attention 
mechanisms was shown to be effective in describing emotional 
attitudes and recognizing emotions [18]. 

Recent advances have greatly improved accuracy, for 
example, the “IPSOBSA-QCNN” was developed, a quantum 
neural network that achieves 98% success in emotion 
classification [19]. On the other hand, local binary patterns and 
extreme learning were integrated to maximize effectiveness on 
data sets such as CK+ and JFFE [20]. In addition, histograms of 
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oriented gradients (HOG) and fast networks were used [21], 
achieving 95.04% accuracy. 

Specialized applications reinforce the potential of facial 
recognition, where the “EigenFaces” algorithm was used with 
libraries such as OpenCV and SKlearn to analyze emotions [22], 
emotional changes were detected from low-resolution images 
[23]. In addition, the effectiveness of convolutional neural 
networks to identify emotions in real time with an accuracy 
greater than 80% was highlighted [24], [25]; on the other hand, 
it was shown how scalable models allow the classification of 
seven emotions in video game, security and education 
applications [26]. 

Automatic recognition of facial emotions has seen 
significant advances thanks to convolutional neural networks 
(CNNs), which allow for highly accurate classifications. 
However, the effectiveness of these models largely depends on 
the quality and diversity of the data sets used for their training, 
highlighting the need for careful and representative data 
collection [27]. Recent advances in deep neural networks have 

achieved accuracy rates above 90% in emotion classification, 
while future research aims to develop more robust models that 
adapt to diverse contexts and environmental conditions [28]. On 
the other hand, emotion recognition from visual data faces 
significant challenges due to the subjective nature of human 
emotions and the complexity of visual information, which has 
led to the use of convolutional neural networks to improve 
sentiment classification accuracy [29]; In addition, they have 
benefited from genetic algorithms (GA) [30] to optimize the 
hyperparameters of CNN models, achieving an accuracy of 
76.11% in the third generation, consolidating the potential of the 
CNN-GA approach in facial emotion recognition [30]. 

In summary, these studies demonstrate that AI-based 
emotion detection has great potential across multiple sectors, 
although challenges remain related to cultural interpretation, 
data quality, and ethical applications. Table I compares recent 
studies on emotion detection using neural networks, 
highlighting their objectives, methods, datasets, and key results, 
along with the approach proposed in this work. 

TABLE I.  WORK RELATED TO EMOTION DETECTION USING DEEP LEARNING 

Study Goals Method Evidence Results 

[12] 
Emotion detection in low-resolution 
images using residual networks 

Residual network with 
voting 

RAF-DB dataset (low 
resolution images) 

Accuracy: 85.69% 

[38] 
Feature Extraction in Detection with 

EfficientNetB0 
EfficientNetB0 FER2013 dataset Accuracy: 95.82% 

[31] 
Real-time emotion detection for 
human-robot collaboration in smart 

factories 

DeepFace 
Industrial contexts (real-time 

testing) 

High precision in real-time 

collaboration scenarios 

[26] 
Emotion recognition in low-resolution 
images 

CNN 
FER2013 dataset (low 
resolution images) 

Accuracy: 66.85% 

[19] 
Quantum CNN for emotion detection in 

mental health contexts 
Quantum CNN (QCNN) Mental health context 

Improved efficiency and reduced 

training times 

Proposed 
Real-time emotion detection in 

controlled work environments 

Standard CNN, AlexNet, 
VGG16, InceptionV3, 

ResNet152, DenseNet201 

Controlled work environment 

(real-time testing) 

High precision in real-time 

emotion detection 

 

III. PROPOSED METHODOLOGY 

In this research, the CRISP-DM model was taken as 
inspiration as a basis to address the different stages of the 
project, from understanding to deployment, widely used as a 

standard in data mining [32]. This framework, widely accepted 
in data analysis [33], stands out for its adaptability, allowing its 
application in areas such as medicine [34], signal processing 
[35], and the manufacturing industry [36], [37]. Fig. 1 shows the 
methodological graph that will be followed in this research. 

 

Fig. 1. Diagram of the methodology. 

A. Understanding the Business 

The present study aims to optimize the work environment 
and productivity of the organization by implementing a facial 

recognition system based on deep learning models. To achieve 
this, the following key business objectives were identified: 
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 Improve the emotional well-being of employees in real-
time. 

 Detect and address negative emotions that may impact 
team productivity. 

 Provide technological tools that support data-driven 
decision-making. 

 Reduce work stress and foster a healthier organizational 
environment. 

 Increase job satisfaction through timely interventions. 

Evaluation of the Current Situation: Employee 
dissatisfaction and stress impact performance. Traditional 
methods are subjective, requiring an automated solution. 

Research Population: A sample of 17 workers was selected 
for relevant data collection, ensuring that despite constraints. 

Expected Impact: Real-time emotion detection enables 
timely interventions, improving the work environment and 
decision-making. 

B. Obtaining the Data 

The development of the facial recognition system for 
emotion detection began with the collection of high-quality data, 
using the public Kaggle database where a dataset of 35,960 
images of faces with the emotions required for training was 
found. In addition, special attention was paid to the diversity of 
the images, ensuring the representation of different demographic 
groups and emotional expressions (happiness, anger, sadness, 
surprise, fear, disgust and neutrality). Fig. 2 shows the dataset 
used in this study. 

 

Fig. 2. Images of dataset. 

C. Data Processing 

In this phase of development, a series of essential steps were 
taken to ensure that the data collected from the dataset was 
suitable for training Deep Learning models, maximizing their 
effectiveness and precision. First, images were filtered, 
eliminating those that were of low quality or had characteristics 
that could hinder learning, such as insufficient resolutions or 
irrelevant elements in the background. This process made it 
possible to work with high-quality data. 

Subsequently, image resizing was implemented, adjusting 
all images to a standard size defined for the models, which 
ensured consistency and homogeneity in the system input. Data 
normalization was then conducted, adjusting pixel values to a 

uniform range, which facilitated processing and improved the 
model's ability to identify significant patterns during training. 

Additionally, data augmentation techniques such as rotation, 
shifting and horizontal flipping were applied to increase the 
diversity of the dataset. These modifications helped simulate 
various capture conditions, increasing the robustness and 
generalization capacity of the model. 

Finally, the processed images were transformed into tensors, 
ensuring that the emotional labels remained correctly aligned 
with each image. This set of steps established a solid foundation 
for efficient training of the models, minimizing errors and 
improving their predictive ability. Furthermore, the emotions 
were divided into folders as shown in Fig. 3. 

 
Fig. 3. Organization of folders by emotions. 

D. Deep Learning Algorithms 

In the modeling stage, six deep learning models were 
developed and trained for emotion detection from facial images: 
standard CNN, AlexNet, VGG16, DenseNet201, ResNet152, 
and InceptionV3. Each model was selected for its characteristics 
and proven performance in classification and computer vision 
tasks, allowing the problem to be approached from different 
architectural perspectives. 

The CNN model was implemented in this study to see its 
level of prediction. On the other hand, AlexNet, known for being 
a pioneer in the use of deep networks, was included for its ability 
to extract relevant features through efficient convolutional 
layers. Likewise, VGG16, with its architecture based on small 
convolutional layers, allowed capturing fine details of the 
images, benefiting from greater depth. 

As for the advanced models, DenseNet201 stood out for its 
dense structure, which connects each layer to all the following 
ones, maximizing the reuse of residual features and redundancy
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 in learning. Meanwhile, ResNet152 used residual connections 
to mitigate the gradient vanishing problem, effectively training 
a deep network. Finally, InceptionV3 incorporated convolutions 
of multiple sizes in a single layer, capturing information at 
different spatial scales, making it especially robust against the 
complexity of emotional expressions. Fig. 4 illustrates the 
trained models divided by folders. 

 
Fig. 4. Folder organization by trained model. 

E. Evaluation Metrics 

In this phase, the performance of the trained deep learning 
models for facial emotion detection was evaluated using the 
following quantitative metrics. 

 Precision: Represents the percentage of correct 
predictions made by the model compared to the total 
number of predictions. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁


 Recall: Evaluates the model's ability to correctly detect 
positive instances, minimizing false negatives. 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁


 F1 Score: Combines precision and sensitivity in a 
harmonic average. 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 𝑥 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖ó𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖ó𝑛+𝑅𝑒𝑐𝑎𝑙𝑙


Where: 

 TP: True Positive 

 TN: True Negative 

 FP: False Positives 

 FN; False negatives (False Negative) 

F. Performance Evaluation Instrument 

To evaluate the effectiveness of the models, an experimental 
instrument was designed in which the 17 individuals (sample) 
participated. Each participant performed specific tests in which 
they were asked to express emotions such as happiness, sadness, 
anger, surprise, fear, disgust and neutrality towards the system, 
while the system tried to recognize them. The predictions made 
by each model were compared with real emotions, generating a 
confusion matrix for each architecture. This approach allowed 
recording detailed data on the performance of the models in a 
controlled environment. 

Precision, recall, and F1-score metrics were manually 
calculated from the results obtained using standard formulas. 
This procedure ensures that the calculations are accurate and 
reflect the real performance of the models under experimental 
conditions. 

G. Desktop Application with the Best Performing Model 

This section aims to present and analyze the results obtained 
after the implementation of the face recognition system based on 
convolutional neural networks. It was first based on a 
comparison of six main architectures: standard CNN, AlexNet, 
VGG16, DenseNet201, ResNet152, and InceptionV3; 
comparing their performance in terms of precision, recall, and 
F1 score. This comparison allows us to identify the most suitable 
model for the final implementation, based on its ability to 
classify emotions accurately and efficiently. 

In addition to the comparison of models, the effects of the 
implementation of the selected system in the work environment 
were analyzed, which included metrics related to productivity, 
organizational climate, and diagnosis and data collection times. 

Table II shows the results of applying the metrics to each 
model, with DenseNet201 being the best performing model. 

TABLE II.  MODEL COMPARISON 

Model Precision Recall F1 Score 

CNN 78.59% 86.60% 82.45% 

AlexNet 77.87% 88.64% 82..90% 

VGG16 80.59% 90% 84.98% 

DenseNet201 87.70% 96.30% 91.80% 

ResNet152 82.79% 93.48% 87.81% 

InceptionV3 81.15% 88.17% 84.51% 

H. Confusion Matrices 

Below are the confusion matrices for each model used. 
These matrices complement the global metrics presented in the 
comparison table, providing a more granular view of the 
classification. The confusion matrices reflect the individual 
performance of each model in classifying emotions. In each 
matrix, the balance between correct predictions (main diagonal) 
and errors can be observed, highlighting the relative precision of 
the most robust models. The matrices can be seen in Fig. 5. 
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(a)      (b) 

  
(c)      (d) 

  
(e)      (f) 

Fig. 5. (a) Confusion Matrix of DenseNet201. (b) Confusion Matrix of ResNet152. (c) Confusion Matrix of InceptionV3. (d) Confusion Matrix of AlexNet. (e) 

Confusion Matrix of VGG16. (f) Confusion Matrix of CNN. 

IV. RESULTS 

A. About the Prototype 

The emotion detection application was developed using 
Python and the Tkinter library to create an intuitive and 
functional graphical user interface (GUI). Tkinter allowed the 
design of a visual environment where users could interact with 
the system in real time. The best performing model, 
DenseNet201, was implemented, pre-trained, and integrated 
into the application using libraries such as TensorFlow and 
OpenCV. This combination allowed the predictions to be 
processed quickly and accurately, ensuring that the user 
experience was efficient and aligned with the system's 
objectives (see Fig. 6). 

 
(a) 
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(b) 

 
(c) 

Fig. 6. (a) Startup interface (b) Progress bar (c) Running system. 

B. About the Population 

The research work approach is quantitative, so there was a 
population of 17 people, as specified in Table III. 

TABLE III.  WORKER’S POPULATION 

Population Number 

Workers 17 

In the present study, the samples require delimiting the 
population according to the available resources and the time 
allocated to conduct the research. For this reason, it was decided 
to use a non-probabilistic convenience sampling approach, 
which allows selecting participants intentionally, considering 
criteria such as accessibility, availability and ease of contact 
with them. This method is especially suitable in contexts where 
the total population is small. In this case, the same 17 people 
who make up the target population were selected, who meet the 
requirements to participate in the study, guaranteeing the 
obtaining of relevant data within the existing limitations, 
without compromising the validity of the analysis proposed in 
this document. 

C. About the Indicators 

This section presents the results obtained after the 
implementation of the facial recognition system based on deep 
learning, with the aim of optimizing the work environment and 
productivity in the organization. To evaluate the impact of the 
system, four key performance indicators (KPIs) were defined: i) 
Data collection time, ii) diagnosis time and iii) job satisfaction. 
These indicators were measured at two times: before and after 
the implementation of the system, using a pre-experimental 
design with a population of 17 workers. The results obtained 
reflect the effects of the system on operational effectiveness and 

organizational well-being, providing empirical evidence on the 
contribution of emotional recognition technology in the 
workplace. Next, the results of each KPI are analyzed in detail, 
highlighting the most significant changes and their implication 
in organizational management. 

1) KPI - Data collection time: The implementation of the 

automated facial recognition system has proven to be an 

effective solution to address the inefficiencies associated with 

manual emotional data collection. Before the intervention, the 

average time required for this process was 98.5 minutes, which 

implied not only a significant investment of time, but also a 

high dependence on human factors that could introduce biases 

and errors. With the integration of the proposed system, this 

time was drastically reduced to 27 minutes, which constitutes 

an improvement of 72.59%. This result demonstrates the 

transformative impact of AI-based technologies on 

organizational processes. 

The optimization achieved is not limited only to time 
reduction; it also represents an advance in resource allocation, 
allowing staff to focus on strategic activities with greater added 
value. In addition, the automation of the process guarantees 
greater consistency and precision in data collection, eliminating 
variations derived from subjectivity or human limitations. This 
change not only improves operational efficiency but also 
strengthens the organization's ability to make informed 
decisions based on reliable data. 

In terms of organizational impact, this reduction in data 
collection time has significant implications for overall 
productivity and responsiveness to emerging emotional issues. 
As illustrated in Fig. 7, the bar chart clearly compares the 
average times before and after implementation, providing a 
visual representation of the positive change achieved. This 
finding highlights how the adoption of advanced technologies 
can not only solve technical challenges but also contribute to the 
well-being of workers by freeing up time and resources to more 
effectively address their emotional needs in real time. 

In summary, these results underline the strategic value of 
incorporating automated tools into organizational management. 
The ability to significantly reduce time, together with the 
improvement in the quality and consistency of the data 
collected, positions the facial recognition system as a key 
innovation to optimize both operational processes and the work 
environment in organizational environments. 

 
Fig. 7. Before and after bar graph. 
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2) KPI - Diagnostic time: Following the implementation of 

the facial recognition system, a substantial improvement in the 

efficiency of emotional diagnosis was seen, with a reduction in 

the average time from 93 minutes to 34 minutes, representing a 

63.4% increase in the speed of the process. This result not only 

optimized the workflow but also increased the precision in 

emotion detection by reducing the reliance on traditional 

methods, such as manual interviews, which are often subject to 

human bias and variability in results. Automation allowed for 

greater uniformity in diagnoses, which is key to addressing 

emotional problems more quickly and effectively. 

Furthermore, this advancement directly contributed to 
operational efficiency by freeing up resources that can now be 
allocated to higher-value strategic organizational activities. Fig. 
8 graphically shows this significant reduction using a bar chart, 
highlighting the positive impact of the system not only in terms 
of time, but also on the quality of diagnosis and the 
organization’s responsiveness to complex emotional challenges. 
This finding underlines the transformative role of artificial 
intelligence in improving critical organizational processes. 

 

Fig. 8. Before and after bar graph. 

3) KPI - Job satisfaction: One of the key indicators 

evaluated was the impact of the facial recognition system on 

employee job satisfaction, which is considered crucial for 

emotional well-being and organizational climate. To measure 

it, questionnaires with a 5-point Likert scale were applied to a 

sample of 17 employees, before and after implementing the 

system. The 15 questions in the questionnaire addressed aspects 

such as communication, leadership and emotional support. 

The analysis consisted of comparing the averages of the pre- 
and post-implementation responses, allowing the identification 
of quantitative changes in the workers' perception of their work 
environment. 

The graph in Fig. 9 illustrates the general trends, where the 
orange line (after) reflects a high and stable perception 
compared to the blue line (before), which shows lower and less 
consistent scores. This graph highlights the positive impact of 
the system on the organizational climate and employee well-
being. Furthermore, the figures show that, before 
implementation, employee responses were more diverse. After 
the changes, there was evidence of higher job satisfaction and 
uniformity in the aspects evaluated. The decrease in negative 

perceptions suggests an improvement in emotional stability and 
trust in the work environment, with a 66.59% increase in 
satisfaction. 

 
Fig. 9. Before and after response trends. 

D. About the Survey and Expert Evaluation 

To ensure the validity of the instrument designed to measure 
job satisfaction, the questionnaire was reviewed by three experts 
with experience in the development and evaluation of applied 
technological systems. The experts analyzed the structure, 
clarity and relevance of the questions, providing feedback to 
ensure that the instrument met the objectives of the study. This 
process allowed key adjustments to be made that strengthened 
the validity of the questionnaire, ensuring that the data collected 
accurately reflected the perception of the participants. Table IV 
presents the indicators that were used on the validity test 
approved by the experts. Where the following footage was 
graded: 

 Poor (0 - 20%) 

 Average (21 - 40%) 

 Good (41 - 60%) 

 Very Good (61 - 80%) 

 Excellent (81 - 100%) 

E. About the Methodology 

The research was guided by the CRISP-DM model, 
recognized for its flexibility and focus on data mining and 
machine learning projects. This model divides the process into 
well-defined stages, allowing systematic progress from problem 
identification to the deployment of a functional solution. 

The choice to take inspiration from CRISP-DM was based 
on its ability to adapt to the specific challenges of the research, 
such as handling large volumes of data and the need to train 
highly accurate deep learning models. Throughout this process, 
each stage was adapted to address key aspects of the project, 
such as the selection and preparation of the dataset, the training 
of advanced neural network models, and the implementation of 
a facial recognition system that meets the objectives of 
optimizing the work environment and productivity. 

Table V presents the stages of the CRISP-DM-inspired 
methodology along with the activities carried out in each of 
them. This allows a clear visualization of how this approach was 
applied to ensure the effectiveness and reproducibility of the 
project. 
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TABLE IV.  INDICATORS OF VALIDITY 

Indicator Criterion 
Score 

Expert 1 Expert 2 Expert 3 

Clarity 

It is formulated 

with appropriate 
language 

80% 85% 90% 

Objectivity 

It is expressed in a 

coherent and 

logical manner 

85% 85% 85% 

Currentness 

It is appropriate for 

advances in 

technology. 

90% 85% 90% 

Organization 

There is a logical 
organization of 

variables and 
indicators. 

80% 80% 80% 

Sufficiency 

It is coherent 

between indicators 

and dimensions 

95% 90% 80% 

Intentionality 

It is appropriate to 

values and aspects 

related to the topic. 

100% 82% 85% 

Consistency 

It is considered 
that the items used 

in this instrument 

are all and each 
one is specific to 

the field being 

investigated. 

100% 90% 80% 

Coherence 

It is considered 

that the structure of 

this instrument is 
appropriate to the 

type of user to 

whom the 
instrument is 

directed. 

85% 80% 90% 

Methodology 

The strategy 

responds to the 

purpose of the 

research. 

85% 80% 85% 

Relevance 
It is appropriate to 
deal with the 

research topic. 

80% 81% 85% 

TABLE V.  METHODOLOGY USED 

Stage Activity Completed 

Understanding the 

Business 

Problem identification: Job dissatisfaction and 

productivity; literature review to define objectives and 
approaches. 

Obtaining the Data 

Selection of the emotional images dataset (Kaggle), 

analysis of its structure and quality, initial data 

cleaning. 

Data Processing 

Normalization of pixel values, image resizing, data 

augmentation (rotation, flip, shift) and organization 

into folders according to emotions. 

Deep Learning 
Algorithms 

Training models such as standard CNN, 

DenseNet201, VGG16, ResNet152, AlexNet and 

InceptionV3. 

Evaluation Metrics 
Comparison of key metrics: accuracy, sensitivity and 
F1 score; analysis of confusion matrices to validate the 

effectiveness of each model. 

Desktop App with 
the best 

performing model 

Implementation of the DenseNet201 model in a 
functional prototype with a graphical interface, using 

Python and Tkinter. 

This approach allowed theory to be integrated with practice 
in a structured manner, facilitating the achievement of the 

research objectives and the validation of the results obtained. 
The table summarizes the essential steps that led to the success 
of the project, highlighting the rigor at each stage of the 
proposed methodology. 

V. DISCUSSION 

A. About KPI's 

The results of this study show significant improvements in 
the operational efficiency of this company in the wholesale 
sector after the implementation of the facial recognition system 
based on convolutional neural networks. Significant reductions 
were recorded in data collection times with an improvement of 
72.59%, emotional diagnosis with an improvement of 63.4% 
and job satisfaction with 66.59%, optimizing the company's 
internal processes. In addition, the analysis showed an increase 
in productivity, reflecting a positive impact on employee 
performance. 

B. About the Models 

This chapter analyzes the results obtained with the system 
implemented using DenseNet201, highlighting both 
productivity and work environment. The findings are compared 
with previous research, such as those that achieved 85.69% 
accuracy in RAF-DB using residual networks applied to low-
resolution environments [12], and studies that achieved 85.82% 
accuracy with EfficientNetB0 on the FER2013 dataset [38]. 
Likewise, the integration of DeepFace in smart factories was 
explored, evidencing its ability to adapt to real-time scenarios 
[31]. In contrast, other research reported 66.85% accuracy with 
CNN in FER2013, highlighting the challenges associated with 
generalizing less-represented emotions [26]. 

On the other hand, the Bayesian CNN-LSTM model 
demonstrated outstanding performance on metrics such as 
accuracy, sensitivity, and F1-score, underlining its effectiveness 
in correlating emotions expressed in forums with the dropout 
rate in MOOCs [39]. Similarly, the model proposed in this study 
employs sequential and residual identity blocks, allowing for 
high-accuracy facial feature extraction, outperforming other 
state-of-the-art methods, especially in distance education 
contexts [40]. Furthermore, CNN-based architecture designed 
for gender and emotion classification have achieved accuracy 
levels above 98%, successfully addressing challenges such as 
emotional changes reflected in vocal features [41]. 

Finally, quantum convolutional networks (QCNNs) have 
shown significant improvements in the efficiency of emotional 
detection systems in mental health contexts [19]. These 
advances highlight the importance of factors such as controlled 
environments and robust computational resources to maximize 
the performance of these systems. Furthermore, recurrent neural 
networks (RNNs) have recorded 95% accuracy in classifying 
emotions in videos, evidencing their ability to capture complex 
temporal patterns in dynamic data [42]. Together, these studies 
illustrate how advanced technologies can transform emotional 
detection, successfully addressing the limitations and challenges 
present in this field. 

C. About Limitations 

First, the research was conducted in a controlled setting with 
a small sample size of 17 participants, limiting the 
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generalizability of the findings to larger populations. While the 
data set ensured multicultural representation, the system was 
evaluated within a single cultural context. 

VI. CONCLUSIONS AND FUTURE WORK 

In conclusion, the implementation of a facial recognition 
system based on convolutional neural networks (DenseNet201) 
in the context of a wholesale company has proven to be an 
effective tool to comprehensively address the challenges related 
to emotional management in work environments. This system 
allowed real-time monitoring of employees' emotions, which 
facilitated the early identification of negative emotions and 
enabled the implementation of timely interventions aimed at 
optimizing the organizational climate and promoting a healthier 
and more productive work environment. 

A significant decrease was also observed in the time 
associated with data collection and emotional diagnosis, which 
translated into a substantial improvement in the efficiency of 
processes related to the management of workplace well-being. 
These findings highlight the transformative potential of AI-
based technologies to promote more resilient, efficient and 
human-centered work environments. 

Future studies could focus on evaluating the adaptability and 
applicability of this system in different sectors and work 
contexts, with the aim of validating its effectiveness and 
exploring new areas for improvement. Additionally, it is 
recommended that they can further enhance the system's 
capacity to address the dynamic challenges of emotional 
management in the organizational setting. 
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Abstract—The increasing spread of textual content on social 

media, driven by the rise of Large Language Models (LLMs), has 

highlighted the importance of sentiment analysis in detecting 

threats, racial abuse, violence, and implied warnings. The 

subtlety and ambiguity of language present challenges in 

developing effective frameworks for threat detection, particularly 

within the political security domain. While significant research 

has explored hate speech and offensive content, few studies focus 

on detecting threats using sentiment analysis in this context. 

Leveraging advancements in Natural Language Processing 

(NLP), this study employs the NRC Emotion Lexicon to label 

emotions in a political-domain social media dataset. TextBlob is 

used to extract sentiment polarity, identifying potential threats 

where anger and fear intensities exceed a threshold alongside 

negative sentiment. The Bidirectional Encoder Representations 

from Transformers (BERT) was applied to enhance threat 

detection accuracy. The proposed framework achieved an Area 

Under the ROC Curve (AUC) of 87%, with the BERT model 

achieving 91% accuracy, 90.5% precision, 81.3% recall and F1-

score of 91%, outperforming baseline models. These findings 

demonstrate the effectiveness of sentiment and emotion-based 

features in improving threat detection accuracy, providing a 

robust framework for political security applications. 

Keywords—Political security; large language models; sentiment 

analysis; emotion analysis; BERT; threat prediction 

I. INTRODUCTION 

Today, cyberspace has proven to be a very powerful tool 
and can impact national security. As new risks emerge, there is 
interest in developing more advanced defence strategies[1]. 
The current response to this problem is too limited, as it cannot 
capture the scale of information sharing that big data analyses. 
In this cyber arena, various platforms become addresses for 
various types of transactions including emotional transactions 
among the public [1]. These feelings can trigger great security 
concerns, such as the real-world example at the beginning of 
the Arab Spring, where the spread of false information online 
exacerbated negative attitudes and led to social instability that 
endangered national security[1], [2]. The events of the Arab 
Spring are one round of examples showing how emotions 
affect social and political stability. People are emotional 
creatures, and the emotion of anger or fear can mobilize people 
towards collective action, even disruptive to society. For 
example, anger has been demonstrated to lead more often to 
approach behaviour (increasing social movement 
participation), while fear leads most frequently to avoidance 

[2]. Indeed, these emotional responses to political will unravel 
even relatively stable societies as seen in the Arab Spring 
protests. The collapse of stability in the Middle East and North 
Africa region caught almost all Western policy makers off 
guarded, but perhaps a paralytic counselling should be devoted 
to emotional matters within political and social regulation [3]. 

Many platforms accommodate a wide variety of different 
types of data exchange in cyberspace, including a wide range 
of public emotional expressions. These emotions can pose 
security risks, as evidenced by events like the Arab Spring, 
where negative sentiments were fuelled by misinformation 
online, which eventually led to societal unrest that threatened 
national security. As such, promptly detecting disruptive 
sentiments like these is essential for authorities to effectively 
manage crises. However, existing methodologies for emotional 
evaluation regarding national security are inadequate [9]. 
While most researchers explore various techniques for 
classifying human emotions, there is insufficient attention 
given to connecting these emotions to security threats and 
developing appropriate measurement mechanisms. Despite the 
capability of sentiment analysis methods to ascertain word 
polarity, their application in predicting threats remains largely 
unexplored, particularly in the realm of political security[5], 
[9]. 

Existing research on sentiment analysis largely focuses on 
hate speech and offensive content, with limited attention to 
detecting political security threats. While sentiment analysis 
effectively monitors public sentiment, it often fails to connect 
emotions like anger and fear to security threats within dynamic 
environments such as social media. Furthermore, traditional 
models struggle to capture the contextual and sequential 
dependencies necessary for identifying evolving threats. This 
study addresses these gaps by leveraging a BERT-based 
framework enhanced with the NRC Emotion Lexicon to 
improve the accuracy of political threat detection. By 
integrating advanced sentiment and emotion analysis, this 
research provides a robust model for enhancing political 
security prediction and contributes to bridging critical gaps in 
existing literature. 

This paper is organized as follows: Section II reviews 
related work, establishing the relevance of the study and 
highlighting the contributions of the proposed approach. 
Section III describes the methods and materials, including 
details on the dataset, data preprocessing, word embedding 
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techniques, and the proposed BERT-based model for detecting 
political security threats. Section IV presents the results, 
offering a comparative analysis of the model's performance 
relative to existing approaches. Section V discusses the 
comparative findings and explores infrastructure requirements 
and future directions for deploying large language models in 
secure and efficient environments. Finally, Section VI 
concludes with the key findings and their implications for 
advancing political security threat prediction frameworks. 

II. RELATED WORK 

Authors in study [13] developed a global cyber-threat 
intelligence system using Conventional Neural Network and 
employed sentiment analysis techniques to detect global 
threats. In this study, the Bidirectional Encoder 
Representations from Transformers (BERT) model is used to 
address limitations inherent in traditional Recurrent Neural 
Networks (RNNs) and Long Short-Term Memory (LSTM) 
networks when capturing long-term dependencies in sequential 
data. 

Traditional RNNS suffer from a vanishing gradient 
problem, in which gradients will diminish exponentially over 
time, making it difficult for the network to learn long-range 
dependencies [14]. While LSTMs mitigate this issue by 
introducing a memory cell with a sophisticated structure [12], 
BERT outperforms both RNNs and LSTMs by leveraging a 
transformer-based architecture that effectively models 
contextual relationships across the entire sequence, eliminating 
the constraints of sequential processing [15]. 

Emotions are known to have an important impact on human 
cognitive processes and decision-making [4]. Intelligence has 
been influenced by emotion, as they contribute for several 
underlying cognitive skills such as salience detection, decision 
making and adaptation in a critical way [4]. An interesting 
discovery is that non-compliant behaviour against security 
procedures can be influenced by emotions, with four main 
emotional traits in the field of information security domain 
including rage, trust fear and stress. Fear has been recognised 
as a foundational principle for keeping people using security 
measures. The emotion-based security threat detection is not 
meant to completely replace the traditional measures but can 
act as a complement strategy by providing an additional layer 
of intelligence and adaptability [5]. 

Recent studies highlight those emotions detected through 
sentiment analysis, specifically from social media, play an 
important role in identifying potential security threats. For 
example, the massive use of sentiment analysis on user-
generated content such as tweets or Facebook posts has proven 
useful in monitoring public sentiment that may signal social 
instability, the spread of disinformation, or other factors that 
could threaten national security [6]. Emotional sentiment can 
be an early indicator of chaos, allowing authorities to intervene 
early before tensions escalate, as is the case in events such as 
the Arab Spring [7], [8]. Advances in sentiment analysis have 
leveraged machine learning and artificial intelligence (AI) 
technologies to not only detect emotional changes in social 
media content but also predict potential security concerns. By 
applying natural language processing (NLP) techniques, the 

system can detect changes in emotional tone or intensity 
among a broad population, identifying issues such as anger, 
fear, or frustration that may lead to greater social threats [8]. 

Recent research has pointed out that emotions detected with 
sentiment analysis, especially those emanating from social 
media, become highly important in the process of identifying 
potential security threats. The high-volume applications of 
sentiment analysis on user-generated content such as tweets or 
Facebook posts have proven useful in the monitoring of public 
sentiments indicative of social instability, disinformation 
dissemination, and other factors that can threaten national 
security [6]. Therefore, it may be said that emotional sentiment 
can act as an early warning signal for chaos, and the authorities 
can intervene at an early stage before tensions escalate, as in 
events like the Arab Spring [7], [8]. Advanced sentiment 
analysis harnessed the power of machine learning and AI 
technologies to identify not only emotional changes in content 
on social media but also predict possible security concerns. 
Using the methods of NLP, it can observe changes in 
emotional tone or intensity of the greater population and 
pinpoint problems such as anger, fear, or frustration that might 
be a larger threat to society. 

Negative emotions such as anger, fear, disgust and anxiety 
have been identified as potential indicators of security threats, 
especially when these emotions are widely expressed in public 
or digital spaces [9]. For example, anger is often associated 
with social discontent and can trigger collective actions such as 
protests or riots, especially in politically unstable contexts. 
According to studies, anger can be a trigger for aggressive 
behaviour when an individual or group feels marginalized or 
oppressed. This shift from emotion to action has been observed 
in many cases of social instability, where negative sentiment 
on social media is closely linked to violence or instability in 
the real world [8], [17]. 

Fear and related emotions such as extreme fear and anxiety 
also play an important role in predicting threats. While fear is 
not an immediate threat, it can cause destabilizing reactions, 
such as panic buying, mass evacuation, or rioting, especially 
when influenced by the spread of false information or rumours 
[18]. Studies in behavioural psychology and security 
frameworks emphasize that fear increases the perception of 
vulnerability, making it a useful tool for predicting crises and 
emergency response strategies [19]. Disgust, often fuelled by 
moral or ethical outrage, can also increase social division and 
instability, further contributing to security risks. Sentiment 
analysis tools, when used to monitor these emotions, have 
become increasingly accepted for predicting and mitigating 
threats before they escalate [5]. Author in [9] proposed that 
emotion is a key variable in determining an opinion or 
sentiment. Emotions such as anger, fear, disgust, fear, and 
anxiety can serve as emotional indicators in determining the 
existence of political security threats in text data. These 
emotions, as studies have determined, are closely related to the 
political security domain and have the potential to trigger 
political events such as riots, coups, terrorism, international 
wars, civil wars, and political elections, which can lead to 
negative sentiments or opinions. These opinions or sentiments 
can be analysed to predict threats in the political security 
domain [9], [20]. 
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The selection of the proposed BERT-based framework is 
driven by its ability to overcome the key constraints of existing 
models, such as traditional RNNs and LSTMs, which face 
difficulties in addressing long-term dependencies and 
understanding of context. Unlike this approach, BERT uses a 
transformer architecture to effectively model data sequentially 
and capture more subtle relationships in text content. 
Additionally, while previous models primarily focused on 
general sentiment analysis or the detection of specific offensive 
content, they lacked the ability to link emotional intensity such 
as fear and anger to political security threats. By integrating 
Lexicon's NRC Emotion and sentiment polarity analysis, this 
proposed framework bridges the gap, providing better accuracy 
and adaptability for identifying threats. To prove the 
effectiveness of this framework, comprehensive verification 
measures and comparative analysis with existing methods were 
conducted, emphasizing its superiority in addressing the 
complexity of predicting political security threats. 

III. METHODS AND MATERIALS 

In our research, we developed the BERT LLM Political 
Security Model to predict various threats from online 
platforms. Our model comprises several key stages, including 
data pre-processing and cleansing, word embedding and threat 
classification and detection. In this stage, BERT is used for 
threat detection by adopting sentiment analysis method. Fig. 1 
illustrates the Workflow of BERT LLM Political Security 
Model. 

A. Dataset 

In this experimental design, we used the labelled dataset 
provided by [9]. This dataset was originally created by 
manually gathering various Malaysian online news sources, 
such as The Star, New Straits Times (NST), and Free Malaysia 
Today (FMT), and more. The dataset comprises 250 texts from 

online news sources. Out of these texts, 163 of them are 
categorized as positive, while the remaining 87 are categorized 
as negative. These positive and negative classifications serve as 
markers to ascertain the presence of threats within the sample 
texts. 

B. Pre-processing 

In Natural Language Processing (NLP), text pre-processing 
is a process that will enhance classifier performance and reduce 
feature complexity [10]. In this process, unnecessary elements 
such as punctuation, HTML codes, and symbols are removed, 
and the gathered text data is then transformed to lowercase and 
normalized. The normalization process consists of two main 
steps. First, the unstructured text dataset is converted into a 
structured word vector, and then, the feature vector’s 
dimensionality is reduced by eliminating unwanted words and 
stemming them to their original forms. Stemming refers to 
reducing words to their roots, while lemmatization is the act of 
utilizing a lexical knowledge base to convert words to their 
base forms by rooting verbs. At the end of the process, words 
will be encoded into numerical formats [11]. 

C. Word-Embedding 

Word embedding is a technique used in NLP and deep 
learning to represent words as dense vectors of real numbers 
[12]. It is a way to map words to vectors in a continuous vector 
space, where similar words are represented by similar vectors. 
This experimental layer carries max_words as an input 
dimension, with 50 as the output dimension (embedding size), 
and max_len as the input length. This layer creates a low 
dimensional vector that deals with each word in the input 
sequences and directly replaces them with their dense vector 
representation. These vectors are then multiplied from the 
embedding layer container and are then sent to the BERT layer 
for further processing. 

 

Fig. 1. Workflow of BERT LLM political security model. 
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D. Threat Prediction Using BERT 

To validate our proposed model, an experimental analysis 
was conducted. The dataset for this research is constructed by 
collecting text data from various online news platforms, and 
the proposed model seeks to open new research avenues at the 
intersection of sentiment analysis and national security. The 
model will achieve this to enhance emotion measurement and 
threat prediction in cyberspace. 

Fig. 2 illustrates the political security prediction model 
leveraging NRC Emotion Lexicon [15] and BERT [16]model 
for threat classification and prediction. 

An experiment was conducted on a PC with an Intel® 
Core™ i7-8650U CPU @ 1.90GHz, 2.11 GHz, 8GB of RAM, 
a 64-bit OS, and an x64-based processor to test the developed 
model in Python 3.11.1 environment. 250 sentences from 
Malaysian online news sources were used as the main labelled 
dataset after the cleansing and data preparation process. To 
gauge the efficacy of our models, we compared them to the 
model developed by the researchers cited in reference [9]. We 
selected their model for comparison because it addresses the 
same task as our study, which is identifying threats in the 
political domain, and because it also utilizes the same dataset 
for evaluation, which is data that is derived from Malaysian 
online news. 

The final phase of the research design is to validate the 
analyzed data. This study demonstrated a comparative 
performance evaluation to validate the proposed theoretical 
framework in this phase. The results of the evaluation test 
compare precision, recall, accuracy and F-measure [21]. The 
performance measure involves calculation of the accuracy, 
precision and recall value of the test dataset. The evaluation 
process commenced after the labelling of data into either 

positive or negative classes, or the imbalance between the 
class proportions was addressed. A random subset of 
sentences was selected, to train and test it with the BERT 
transformer-based model. The employment of confusion 
matrix and the computation of accuracy, precision, and 
recall are the strong indicators to evaluate the performance 
of the chosen model based on the training data. The formula 
for accuracy, as shown in Eq. (1), is the proportion of 
correctly predicted opinions out of all input opinions to the 
classifier. This proportion is determined by true positive 
(TP), true negative (TN), false positive (FP), and false 
negative (FN) values. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁


Precision is shown in Eq. (2) and is the percentage of 
true cases of an opinion (of an instance) among all the 
classified cases of the opinions (of all instances). To 
determine the accuracy, true positive rate (TP) was used, as 
shown in the formula below. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃


Recall is defined as the proportion of properly 
categorized occurrences of a polarity over the total number 
of correct instances of the polarity. The formula to calculate 
the recall values using TP and FN is shown in Eq. (3): 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁


The F-score is calculated by dividing the number of true 
positives by the sum of true positives and false positives, as 
shown in Eq. (4). 

𝐹 − 𝑠𝑐𝑜𝑟𝑒 =
2𝑇𝑃

2𝑇𝑃+𝐹𝑃+𝐹𝑁


 
Fig. 2. Political security threat prediction model. 
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IV. RESULTS 

A. Comparative Output and Benchmarking 

The performance of the current model, BERT LLM, 
proposed model in political security domain, was benchmarked 
against the baseline hybrid model (Lexicon + Decision tree) by 
[9] as well as LSTM model. In Table I and Fig. 3, the BERT 
LLM model is compared to other currently existing approaches 
across key metrics: accuracy, precision, recall and F-score [22]. 
The findings indicate that the BERT LLM model surpasses the 
hybrid methods in performance, and that the LSTM model 
yields the least favorable results. 

TABLE I.  COMPARATIVE OUTPUT OF THE BERT LLM MODEL WITH 

OTHER METHODS 

Methods Accuracy Precision Recall F-Score 

Baseline Model 

(Lexicon + Decision 

Tree) 

66.14% 98.86% 40.65% 57.62% 

LSTM 81.30% 94.00% 71.80% 81.30% 

BERT 91.00% 90.50% 81.30% 91.00% 

Table I compares the performance of the BERT model with 
the Baseline Model (Lexicon + Decision Tree) and LSTM in 
terms of accuracy, precision, recall, and F-score. The BERT 
model outperforms both alternatives, achieving the highest 
accuracy (91.00%) and F-score (91.00%), demonstrating its 
superior ability to understand and classify threat effectively. 
While the Baseline Model shows high precision (98.86%), its 
low recall (40.65%) leads to a significantly lower F-score 
(57.62%), indicating limited generalizability. The LSTM 
model balances performance better, achieving 81.30% 
accuracy and F-score with substantial improvements in recall 
(71.80%) over the Baseline. However, BERT surpasses LSTM 
in all metrics, particularly in accuracy and F-score, highlighting 
its robustness in capturing contextual dependencies and 
delivering precise and balanced predictions. 

 
Fig. 3. Comparative performance of BERT LLM model and other methods. 

V. DISCUSSION 

A. Units Area Under Precision Recall (AUC-PR) 

In Fig. 4, an AUC-PR of 0.87 indicates that there is high 
precision being recalled at different thresholds, suggesting that 

the model performs well in separating positive classes from 
negative classes. The curve demonstrates a high area under the 
curve (AUC-PR = 0.87), which reflects BERT's ability to 
maintain a strong balance between precision (90.50%) and 
recall (91.50%). This high value indicates that BERT 
effectively minimizes false positives while accurately capturing 
true positives, even in scenarios with imbalanced datasets. The 
gradual decline in precision with increasing recall emphasizes 
the model's robustness in handling trade-offs between these 
metrics. The shaded region under the curve quantifies the 
AUC-PR, underscoring the superior contextual understanding 
and classification efficiency of the BERT model compared to 
the Baseline and LSTM methods. This result further highlights 
BERT's utility in tasks requiring precise and consistent 
predictions. 

 

Fig. 4. Precision-recall curve of BERT-LLM model. 

B. Training and Validation Loss Curve 

The curves in Fig. 5 show the training and validation loss 
of the model. Validation Loss and Accuracy are calculated on a 
separate validation dataset and serve as indicators of how well 
the model generalizes unseen data [15]. The graph shown 
shows the train loss (red line) and validation loss (green line) 
over 100 epochs, which illustrates the model learning process. 

The red line, which represents losses during training, 
decreases consistently, signifying that the model is getting 
better at understanding the patterns and characteristics present 
in the training data. This continued decline also indicates that 
the model is successfully reducing prediction errors on the 
training data, which is a sign that the model is learning well 
and becoming more efficient at performing predictions. 

In addition, validation loss (green line) also shows a steady 
decline throughout the exercise. This decrease which is almost 
parallel to the train loss shows that the model not only learns 
well on the training data but also has good generalization 
capabilities on the validation data, which has never been seen 
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during training. The fact that these two losses are almost 
parallel indicates that the model does not suffer from 
overfitting, where it manages to avoid overlearning on training 
data alone, instead works well on the new data being tested. 

Both lines show a good downward trend, and there is no 
significant difference between training loss and confirmation 
loss. This suggests that the model learns well without relying 
too much on training data alone. These results show that the 
model can be effectively used to make accurate predictions on 
new data. The model shows good generalizations, where it not 
only gives good results on the training data, but also on the 
validation data, which is important to ensure that the model 
does not fit too well with the training data alone. 

 
Fig. 5. BERT LLM model loss curves. 

C. Future Environment and Infrastructure to Support Large 

Language Models 

This research was conducted in a low-performance 
environment, utilizing a labeled dataset containing only 250 
texts. Given the high computational demands of large language 
models, it is recommended to leverage high-performance cloud 
infrastructure in the future. 

The success of future Large Language Models approaches 
relies on a robust cloud infrastructure and stringent security 
measures to safeguard sensitive data. Consequently, 
Transformer-based model training, equipped with advanced 
optimizers, must be performed within high-performance cloud 
infrastructure. Ensuring the security of the cloud infrastructure, 
including the underlying bare-metal, firmware, and software 
technologies, is critical to maintain the overall integrity and 
resilience of the training environment [23]. A thorough 
understanding of cloud computing security implications is 
essential to safeguard data and systems and to ensure the 
accuracy and reliability of the training data [24], [25]. 

Cloud security challenges, such as access control issues and 
the integration of blockchain technologies, including 
decentralized access control frameworks, must be addressed 
[26]. The recent adoption of advanced technologies like 
blockchain for cloud access control through smart contracts 
also necessitates careful consideration [27].Additionally, 

human factors, such as the acceptance of cloud computing, 
should be considered to mitigate security risks and enhance the 
delivery of training and predictive analyses [28], [29]. 
Additionally, consideration should be given to the human 
perspective, including the acceptance and trust in cloud 
computing, to mitigate security risk factors that could affect the 
delivery of training and predictive analysis of threat [30]. 

VI. CONCLUSION 

This research study shows that combining the transformer-
based BERT model significantly enhances deep learning 
models' abilities to predict political threats. This model is not 
only capable of reshaping the political security threat 
prediction landscape but can also support researchers' future 
studies within the national security field. The synergy between 
the sentiment analysis, word embedding and BERT networks 
offers enhanced accuracy and robustness in national security 
scenarios by adaptively adjusting learning rates, while also 
capturing long dependencies that are essential in detecting 
evolving threats. To summarize, the transformer-based BERT 
model introduces new and effective ways to enhance the 
accuracy, efficiency, and versatility of political threat 
prediction, making it a significant advancement in the domain 
of national security. 
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Abstract—In the task of text-to-image generation, common 

issues such as missing objects in the generated images often arise 

due to the model's insufficient learning of multi-object category 

information and the lack of consistency between the text prompts 

and the generated image contents. To address these challenges, 

this paper proposes a novel text-to-image generation approach 

based on object enhancement and attention maps. First, a new 

object enhancement strategy is introduced to improve the model’s 

capacity to capture object-level features. The core idea is to 

generate difficult samples by processing the object mask maps of 

tokens, followed by dynamic weighting of the attention map using 

latent image embeddings. Second, to enhance the consistency 

between the text prompts and the generated image contents, we 

enforce similarity constraints between the cross-attention maps 

and the attention-weighted mask feature maps, penalizing 

inconsistencies through a loss function. Experimental results 

demonstrate that the Stable Diffusion v1.4 model, optimized using 

the proposed method, achieves significant improvements on the 

COCO instance dataset and the ADE20K instance dataset. 

Specifically, the MG metrics are improved by an average of 

12.36% and 6.55%, respectively, compared to state-of-the-art 

models. Furthermore, the FID metrics show a 0.84% improvement 

over the state-of-the-art model on the COCO instance validation 

set. 

Keywords—Multi-object category; text-to-image generation; 

object enhancement; attention maps 

I. INTRODUCTION 

The rapid advancement of artificial intelligence has 
propelled text-to-image generation into the forefront of research 
at the intersection of computer vision and natural language 
processing. This emerging field aims to automatically generate 
visual content that aligns with natural language descriptions. 
Beyond its theoretical significance, this technology holds vast 
potential for application in diverse areas, including virtual 
reality, game design, artistic creation, and human-computer 
interaction. However, a major challenge persists: efficiently 
translating textual semantics into high-quality images while 
ensuring a high degree of consistency between the generated 
images and their corresponding textual descriptions. 

Recent advances in deep learning have opened new avenues 
for text-to-image generation tasks. Generative Adversarial 
Networks (GANs) [1], as an early foundational technology, 
enabled the initial mapping from text to image via adversarial 
training between generators and discriminators. However, the 
quality and semantic alignment of the generated images still 
require significant improvement. The subsequent development 
of autoregressive and diffusion models has invigorated the field. 
Autoregressive models generate high-quality, semantically 

consistent images through pixel-by-pixel synthesis but suffer 
from slow training and inference speeds. In contrast, diffusion 
models generate images through a process of iterative denoising, 
yielding not only high-quality images but also enhanced 
diversity, positioning them as the prevailing approach in 
contemporary research. 

The objective of diffusion models can be summarized as 
reversing the gradual degradation process of data, which 
consists of a forward process that follows a Markov chain and a 
reverse diffusion process. In the forward process, noise is 
gradually added to the original data, causing it to degrade into 
nearly isotropic Gaussian noise, thereby corrupting the original 
data. In contrast, the reverse diffusion process utilizes a neural 
network to learn how to recover the original data from Gaussian 
noise. It is important to note that the input and output dimensions 
of the reverse diffusion process must remain consistent. 

Although recent text-to-image diffusion models 
[2][3][4][5][6][7][8][9] have achieved notable progress in 
generating images with increasing levels of quality, resolution, 
realism, and diversity, a significant challenge remains in 
maintaining consistency between text prompts and the content 
of the generated images. 

Several studies have addressed the challenge of generating 
images containing multiple objects. In 2022, Robin Rombach et 
al. [10] introduced Stable Diffusion, a high-resolution image 
synthesis method based on Latent Diffusion Models (LDMs), 
designed to overcome the computational inefficiencies of 
traditional diffusion models in high-resolution image 
generation. The model achieves diverse high-resolution image 
generation by integrating components such as variational 
autoencoders (VAE), conditional text encoders, and U-Net. In 
the same year, Liu et al. [11] proposed Composable Diffusion, a 
method leveraging multiple diffusion models to generate 
complex scenes by separately generating different objects, each 
handled by a specialized model. That same year, Liew et al. [12] 
introduced MagicMix, a technique that uses pre-trained, text-
conditioned diffusion models to blend two distinct semantic 
concepts into a single image. The process begins by generating 
a rough semantic layout, followed by content matching the text 
description, and concludes by merging the semantic information 
of the two objects. In 2023, Chefer et al. [13] developed Attend-
and-Excite, a method aimed at enhancing the semantic fidelity 
of text-to-image diffusion models. By optimizing the cross-
attention mechanism, this approach ensures that the generated 
images better reflect the input text prompts. Directed Diffusion 
[14], also in 2023, introduced a novel approach to controlling 
the positioning of multiple elements in the image by 
manipulating attention maps at the word and word-position 

Guangxi Driven Development Project (桂科 AA20302001). 
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levels, improving the model’s focus on the relevant areas of the 
image. In the same year, Zirui Wang et al. [15] presented 
TokenCompose, a method that incorporates token-level 
supervision to improve performance in multi-object 
composition tasks and enhances the photorealism of generated 
images. More recently, in 2024, Tobias Lingenberg et al. [16] 
proposed DIAGen, an image enhancement method for few-shot 
learning scenarios. By combining generative models with text 
prompts, the method effectively increases the diversity of 
generated images. 

However, most prior research has been limited to simple 
augmentation techniques, such as flipping, rotation, or basic 
enhancement operations on image data. These methods often fail 
to adequately capture the object features, leading to issues such 
as missing objects in the generated images. 

Moreover, while much of the previous research has focused 
on the spatial layout of the cross-attention maps between text 
prompts and generated image contents during image generation, 
it has often overlooked the importance of enhancing the 
understanding of the spatial layout of the object cross-attention 
maps during the model's training phase. 

To address the aforementioned issues, inspired by the 
literature [10] [15] , this paper proposes a novel text-to-image 
generation method based on object enhancement and attention 
maps (TI-OEAM). By constructing difficult samples, 
incorporating a dynamic residual gating mechanism, and 
applying an attention maps guidance approach, this paper 
optimizes the model and significantly enhances the consistency 
between the text prompts and the generated images, leading to a 
substantial improvement in image quality. 

The subsequent sections of this paper will provide a detailed 
exploration of this research. The TI-OEAM model section will 
describe the proposed method, focusing on the design and 
implementation of the object enhancement strategy, as well as 
how attention map optimization is employed to improve the 
consistency between text prompts and the generated image 
content. The experimental section will outline a series of 
experiments conducted to evaluate the effectiveness and 
performance of the proposed approach, including comparative 
studies with existing methods and ablation experiments. Finally, 
the conclusion section will summarize the key findings and 
contributions of this work, discuss its limitations, and propose 
directions for future research. 

II. THE PROPOSED FRAMEWORK 

A. An Overview of the Proposed Framework 

As shown in Fig. 1, in the object enhancement module, the 
similarity between the object mask map and all other object 
mask maps in the image is first evaluated through a similarity 
calculation. Object mask maps with similarity values exceeding 
a predefined threshold are then filtered out. Gaussian noise is 
then applied to these selected mask maps to introduce random 
perturbations, generating difficult samples. Subsequently, latent 
noisy image embeddings with learnable parameters are utilized 
as dynamic residual weighting terms in the denoising U-Net, 
which are integrated into the model's training process. Building 
on this, attention map optimization is performed by imposing 
similarity constraints between the cross-attention map and the 

attention-weighted masked feature map. Finally, the model is 
optimized using a loss function. 

Text prompt: a puppy and 
four people standing on a 

green bench.

Conditional 

Text Encoder

Q

Dynamic 
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Q Q
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Fig. 1. TI-OEAM overall framework. 

B. Object Enhancement Strategies using Masking and 

Residuals 

To fully capture the diverse object feature information in 
images, a novel object enhancement strategy is proposed, 
consisting of two key steps. The first step involves constructing 
difficult samples, while the second step introduces a dynamic 
residual gating mechanism. 

1) Difficult sample generation: In an image, multiple 

objects often exhibit similar visual characteristics, particularly 

when they belong to the same category or share similar 

appearances. Such similarities may hinder the model's ability to 

accurately distinguish between objects, potentially resulting in 

missed or incorrect generation of specific objects during image 

generation. To address this issue, we propose calculating the 

similarity between object masks and introducing noisy 

interference to highly similar masks. This approach forces the 

model to focus more on the subtle differences between similar 

objects. The interference thus encourages the model to learn 

how to differentiate and generate diverse features of similar 

objects, ultimately enhancing its capacity to generate objects 

across multiple categories more effectively. 

Specifically, the first step involves designing an object 
enhancement module that calculates the pixel-level feature 
similarity between the object mask map in the image and all 
other object mask maps. Object mask maps with similarity 
values exceeding a predefined threshold are then filtered out. 
Subsequently, Gaussian random interference is applied to these 
mask maps to generate difficult samples. 
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The specific calculation process is as follows: 

-11
= cos( , )

-1
k

k

f 
G

M M
G

                           (1) 

Where M denotes the object mask map in the image, G  
denotes the number of object mask maps the image contains,and

f
 indicates the average pixel-level feature similarity between 

the object mask map and all other object mask maps in the 
image. 

Then Gaussian random interference is applied to the object 
mask maps above the set threshold in the following process: 

,

,

f

f





      




M M

M
                                (2) 

Where the threshold


 is set to 0.8, the added noise vector

  obeys 2|| ||  ò
,andò is a small constant. M is called the 

difficult sample, where  process is as follows: 

, (0,1 3)dR U e    
                          (3) 

The incorporation of difficult samples encourages the model 
to focus on object mask maps that exhibit high similarity and are 
challenging to distinguish from other objects in the image. This 
strategy enables the model to more effectively learn the 
distinctive features of each object. 

Dynamic Residual Gating: In this study, the definition 
proposed by Zirui Wang et al. [15] is adopted. For a given image

3H Wx R    in RGB space，it is first processed by the encoder 

part of the VAE to obtain its latent image embedding

0 0z ( )x . Subsequently, based on this potential image 

embedding, Gaussian random noise is injected with time t  to 

obtain the potential noisy image embedding z t  containing the 

noise. Additionally, a conditional text encoder is employed to 

convert the text prompts y  into an embedding (y) with the 

neural network parameter  .Let 
( )y kH L d

R 
 

K represent 

the embedding of the text prompts corresponding to the token，

where ( )yL


denotes the length of the text prompts embedding

(y) .Let 
z kt

H L d
R

 
Q represent the latent noisy image 

embedding, with 
tzL  indicating the length of the latent noisy 

image embedding. kd denotes the dimension of K .The cross-

attention map of text prompts and images is computed as 
follows: 
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Where
{1,..., }h H

 denotes each head in the multi-head 

cross-attention.

( )h

QW
，

( )h

KW
 and  

( )h

VW
 are the learnable 

projection matrices in the cross-attention layer in each head.

(z )t
 denotes the function that flattens the 2D latent image 

embedding to 1D. 

This study identifies a limitation in most current approaches, 
which directly use the output of the pre-trained U-Net model as 
the input for the VAE-generated images. This practice often 
results in insufficient learning of multi-category object 
information. To address this, the second step involves designing 
a dynamic residual gating mechanism. 

In this paper, learnable parameters are employed to adjust 
the weights of the residual connections, thereby allowing the 
model to flexibly control the flow of information based on 
varying contextual conditions. This dynamic adjustment 
mechanism enhances the model's nonlinear learning capability, 
enabling more accurate representation of image features. By 
adopting this approach, the model can optimize the learning 
process during image generation in accordance with the specific 
characteristics of the image, thus mitigating the issue of 
insufficient feature capture that may arise when the weights of 
residual connections are fixed. 

Specifically, the latent image embedding is used to preserve 
image features, thereby allowing the model to concentrate more 
effectively on these features. The residual cross-attention 
computation process is as follows: 

*zt ＝A A
                                 (8) 

Where   is the learnable parameter. The dynamic residual 
gating mechanism enhances and refines the cross-attention maps 
by dynamically adjusting the weights of the residual 
connections. This mechanism improves the model's ability to 
capture features, enabling it to more accurately learn the features 
of the data. 

C. Optimization of Attention Map 

Robin Rombach et al. [10] and Zirui Wang et al. [15] learned 

noisy features by using a denoising function, DML
, which takes 

into account the lack of direct optimization correlation between 
tokens and image contents. To compensate for this deficiency, 

they introduced a token-level attention loss, tL
, which monitors 

the activation region of cross-attention. In addition, to prevent 
attention from being overly focused on certain sub-regions of 
the target region, they also propose a pixel-level attention loss  

pL
. 

Inspired by the work of Robin Rombach, Zirui Wang, and 
others, we aim to better manage the spatial arrangement and 
interactions of multiple objects during the image generation 
process, ensuring that the generated image accurately includes 
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all specified categories and objects. In this paper, we propose a 
novel attention optimization method that constrains the 
similarity between the cross-attention map and the attention-
weighted masked feature map. The objective is to improve the 
model's sensitivity to information within specific attention 
regions, without compromising its ability to capture global 

context. Let  i  denote the noun toekn of a text prompt. Let i
A
 

represent the cross-attention map between the latent noisy image 
embeddings and the embedding of a token. 

First, the attention-weighted mask feature map is computed 
as follows: 

( , ) ( , ) ( , )i u i u M i u  A M A
                      (9) 

Where  denotes the pixel multiplication . u  is the spatial 

location of the cross-attention map. ( , )i u
M

denotes the object 

mask map of text token i  at spatial position u . Let ( , )i u
A

denote 
the cross-attention map formed by the latent noisy image 

embedding of the i -th token at the spatial location u  of

zt
L

i R A
. 

Subsequently, the cosine similarity function is calculated in 
accordance with the following procedure: 
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Where 
S( , )M 

 A A
 denotes the similarity between the 

cross-attention map and the attention-weighted mask feature 
map. 

The two are then brought into closer alignment in the pixel 
domain using a loss function, which is calculated as follows: 

1 S( , )s M   L A A
                            (11) 

Cosine similarity function 
S( , )M 

 A A
 measures how close 

the cross attention map is to the attention-weighted masked 

feature map in feature space. The loss function sL
 effectively 

balances the learning of both local and global information, 
overcoming the limitations of traditional methods that tend to 
over-focus on the target region or neglect other areas of the 
image. This balance improves the alignment between text 
prompts and generated image content, thereby enhancing both 
image consistency and overall quality. 

D. Loss Function 

Finally, sL
 and

,DM tL L
and pL

 jointly trained and 
computed as follows: 

 
D

s t p

d

DML L L L L     
 (12) 

Where
，

 and 


 are the scaling factors. In this paper, 

we set 


as 1e-3, 


as 1e-3, 


as 5e-5。The value of D  

represents the number of training layers. 

III. EXPERIMENT 

A. Datasets 

In order to evaluate the effectiveness of the proposed model 
in the text-to-image generation task, this paper utilizes the 
COCO dataset [15] for training experiments. This dataset 
consists of 4,526 image-caption pairs and their corresponding 
binary mask maps. The choice of COCO is motivated by the 
relatively low ambiguity in its visual language and the rich 
diversity of object categories represented in each image, which 
effectively supports the task of learning and generating multi-
category objects. To further assess the model's performance in 
multi-category instance combination, we conduct experiments 
on the COCO instance dataset [17], which includes 80 
categories, and the ADE20K instance dataset [18][19], which 
includes 100 categories. Additionally, to evaluate the 
distributional differences between the images generated by the 
model and real images, we randomly sampled 10,000 image-
caption pairs from the COCO instance validation set (C) and 
1,000 image-caption pairs from the Flickr30K instance 
validation set (F) [20] for comparative analysis. 

B. Evaluation Metrics 

In this paper, we use the MULTIGEN [15] metric and the 
FID [21] metric to assess the ability of the model in combining 
instances of multiple categories and to analyse the distributional 
differences between the images generated by the model and the 
real images. 

MULTIGEN is a challenging metric used to evaluate multi-
category instance combinations. Specifically, given a set of N 
distinct instance categories, five categories (e.g., A, B, C, D, and 
E) are randomly selected and formatted into a sentence (e.g., "A 
photo of A, B, C, D, and E"). This sentence serves as the 
conditional input for the text-to-image diffusion model to 
generate the corresponding image. Subsequently, a robust open-
vocabulary detector [15] is employed to assess whether the 
specified categories are accurately represented in the generated 
image. 

Specifically, for each dataset, 1,000 text prompts were 
generated by randomly sampling 1,000 instances from each of 
the 80 COCO categories and 100 ADE20K categories, which 
were then used as inputs for the multi-category instance 
combinations. For each text prompt, 10 rounds of image 
generation were performed, resulting in a total of 10 × 1000 
images for each dataset's category combination. Each generated 
image was subsequently analyzed using a detector to count the 
number of category instances present. Based on these detection 
results, the MG2 to MG5 metrics were computed for each round. 

The mean and standard deviation (denoted in parentheses) of 
the MG2-5 success rates across the 10 rounds are presented in 
Table I. 
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TABLE I. COMPARISON OF EXPERIMENTAL RESULT OF VARIOUS MODELS 

Method 

Multi-category Instance Composition↑ Photorealism↓ 

COCO INSTANCES ADE20K INSTANCES FID 

（C） 

FID 

（F） MG2 MG3 MG4 MG5 MG2 MG3 MG4 MG5 

SD 90.721.33 50.740.89 11.680.45 0.880.21 89.810.40 53.961.14 16.521.13 1.890.34 20.88 71.46 

Composable 63.330.59 21.871.01 3.250.45 0.230.18 69.610.99 29.960.84 6.890.38 0.730.22 - 75.57 

Layout 93.220.69 60.151.58 19.490.88 2.270.44 96.050.34 67.830.90 21.931.34 2.350.41 - 74.00 

Structured 90.401.06 48.641.32 10.710.92 0.680.25 89.250.72 53.051.20 15.760.86 1.740.49 21.13 71.68 

Attn-Exct 93.640.76 65.101.24 28.010.90 6.010.61 91.740.49 62.510.94 26.120.78 5.890.40 - 71.68 

TokenCompose 98.080.40 76.161.04 28.810.95 3.280.48 97.750.34 76.931.09 33.921.47 6.210.62 20.19 71.13 

TI-OEAM 98.540.19 79.430.91 32.550.96 4.320.36 97.910.18 79.390.85 37.132.39 7.040.51 20.02 71.94 

The FID metric is used to assess the distributional disparity 
between two datasets: 10,000 image-caption pairs from the 
COCO instance validation set (C) and 1,000 image-caption pairs 
from the Flickr30K instance validation set (F), in comparison 
with the model-generated images. 

C. Experimental Settings 

The experimental setup is as follows: The operating system 
is Ubuntu 18.04.5 LTS; the hardware configuration includes an 
NVIDIA 3090 GPU; the deep learning framework used is 
PyTorch; and the programming language is Python. 

The primary experiments in this paper are conducted using 
the Stable Diffusion v1.4 [22] model and the TokenCompose 
model. Stable Diffusion is a widely used text-to-image diffusion 
model for high-quality generation. AdamW is employed as the 
optimizer [23], with a global learning rate of 5e-6 and a total of 
2400 steps. The image resolution is set to 512. Training was 
performed on a single GPU using a single batch and four 
gradient accumulation steps across the entire U-Net. 

D. Experimental Results and Analysis 

To validate the effectiveness of the TI-OEAM model, this 
study compares its performance with several representative text-
to-image generation methods. These include Stable Diffusion 
(SD) [22], which addresses the high computational cost of 
traditional diffusion models in high-resolution image 
generation; Composable Diffusion [11], which generates 
complex scenes by combining multiple diffusion models; 
Layout [24], which manipulates the cross-attention layer in 
diffusion models to achieve precise spatial layout control; 
Structured [25], which enhances composability and attribute 
binding in text-to-image tasks by integrating linguistic structures 
with cross-attention layers; Attend-and-Excite [13], which 
improves semantic fidelity in text-to-image generation; and 
TokenCompose [15], which enhances text-to-image models 
through token-level supervision. The experimental results are 
presented in Table I, where MG, C, and F represent the 
MULTIGEN metrics, the COCO instance validation set, and the 
Flickr30k instance validation set, respectively. 

The experimental results show that the baseline method, 
TokenCompose, achieves an average improvement of 12.8% 
over the Attend-and-Excite model across all the improved MG 
metrics. Since the FID metrics are reliable only when comparing 
10,000 images, a comparison of the FID metrics on a dataset of 

10,000 image-caption pairs sampled from the COCO validation 
set (C) shows a 3.3% reduction in the metrics of TokenCompose 
compared to the Attend-and-Excite model. The illustrative 
analysis results from the TokenCompose model further 
highlight the 12.8% improvement in MG metrics and the 3.3% 
reduction in FID metrics, representing substantial advancements 
in performance. 

As shown in Table I, the proposed TI-OEAM model 
significantly outperforms all baseline methods across most 
evaluation metrics for these datasets. Compared to the state-of-
the-art performance of current mainstream model, 
TokenCompose, on the COCO instance dataset, TI-OEAM 
achieves an average improvement of 12.36% on the MG2, MG3, 
MG4, and MG5 metrics. On the ADE20K instance dataset, TI-
OEAM improves by an average of 6.55% on the same metrics. 
Additionally, TI-OEAM demonstrates a 0.84% reduction in the 
FID score compared to the 10,000 image-caption pairs in the 
COCO instance validation set. This performance enhancement 
is attributed to the model’s efficacy, particularly its ability to 
learn information across multiple object categories through 
difficult sample construction and dynamic residual gating 
methods. Furthermore, TI-OEAM incorporates similarity 
constraints between the cross-attention map and the attention-
weighted mask feature map, further improving the consistency 
between text prompts and the content of the generated images, 
resulting in significant gains across all performance metrics. 

In comparison to the 1,000 image-caption pairs from the 
Flickr30K instance validation set, the FID metric for the images 
generated by the TI-OEAM model, as shown in Table I, is 71.94. 
The discrepancy in these experimental results can be attributed 
to the model's failure to pass the safety-checker detection during 
image generation based on the 1,000 captions. This issue led to 
the generation of a black image, which significantly affected the 
experimental outcomes. 

E. Ablation Study 

To validate the impact of the proposed OE and AN 
components on model performance, this paper conducts MG 
metrics ablation experiments on the COCO instance dataset and 
the ADE20K instance dataset, as well as FID metrics ablation 
experiments on 10,000 image-caption pairs sampled from the 
COCO instance validation set. Table II presents the 
experimental results, while Fig. 2 provides effectiveness 
analysis. 
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TABLE II. COMPARISON OF ABLATION EXPERIMENTAL RESULTS 

Component 
COCO INSTANCES  ADE20K INSTANCES  

MG3 MG4 MG5  MG3 MG4 MG5 FID（C） 

TI-OEAM 79.430.91 32.550.96 4.320.36   79.390.85 37.132.39 7.040.51 20.02 

OE 77.621.08 31.621.26 3.930.46   77.540.77 35.821.30 6.440.63 19.90 

AM 78.480.96 31.441.62 3.910.80   79.180.79 37.800.77 7.620.84 20.25 

 

Fig. 2. Effectiveness analysis OE and AM. 

Firstly, the OE module was independently validated, and the 
experimental results are presented in the "OE" section of Table 
II. Compared to the TokenCompose model, OE achieved 
improvements of 6.93% in the MG3, MG4, and MG5 metrics, 
respectively. This enhancement demonstrates that the OE 
module has made significant progress in extracting object 
features, thereby further enhancing the model's ability to learn 
object characteristics within the image. 

Secondly, the AM method is validated in isolation, with the 
results presented in the "AM" section of Table II. Compared to 
the TokenCompose model, the AM method yields 
improvements of 11.41% in the MG3, MG4, and MG5 metrics. 
The AM method demonstrates significant improvements across 
all metrics, indicating that it enhances the model’s 
understanding of the distribution of objects in images in 
alignment with text prompts. Furthermore, this method 

improves the consistency between text and image content, 
resulting in images with greater object accuracy. 

In conclusion, the OE and AM modules demonstrate 
significant improvements in the metrics associated with the text-
to-image generation task. 

F. Visual Presentation Analysis 

To facilitate a comprehensive visual comparison between 
the proposed TI-OEAM model and the benchmark 
TokenCompose model, a set of six images was generated using 
identical text prompts by both models. The generated images are 
presented in Fig. 3 on the following page for direct comparison. 
In order to ensure the fairness and consistency of the 
comparison, the initial latent space values, which serve as the 
starting point for both models, were held constant across all 
experiments. This approach minimizes potential bias arising 
from variations in latent representations, thereby allowing for an 
objective assessment of the models' performance.
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Fig. 3. Qualitative comparison between TI-OEAM and baseline. 

To rigorously evaluate the quality and alignment of the 
generated images with the text prompts, this study involved a 
manual assessment conducted by 11 researchers from diverse 
fields, including natural language processing, big data, and 
computer science. The researchers were tasked with evaluating 
the consistency between the provided text prompts and the 
corresponding generated images, using a well-defined criterion 
to ensure objectivity. The results of the evaluation revealed that, 
out of the total 66 votes cast, 26 votes were in favor of the images 
generated by the TokenCompose model, while 40 votes were in 
favor of those generated by the TI-OEAM model. This indicates 
that the images produced by the TI-OEAM model demonstrated 
a significantly higher degree of consistency with the text 
prompts compared to those generated by TokenCompose, 
highlighting the effectiveness of the proposed model in 
faithfully translating textual descriptions into visual 
representations. 

IV. CONCLUSION AND FUTURE WORK 

This paper proposes a text-to-image generation method 
based on object enhancement and attention maps. The 
generation of high-quality images is achieved through the 
construction of challenging samples, the implementation of a 
dynamic residual gating mechanism, and the optimization of the 
model via an attention map guidance approach. These strategies 
work together to enhance the consistency between text prompts 
and generated images. Experimental results demonstrate that the 

proposed method, which integrates difficult sample design, 
dynamic residual gating, and attention map optimization, yields 
more significant improvements than state-of-the-art models in 
both MG metrics and the consistency of text-image information 
for text-image generation tasks. Future work will continue to 
address the consistency issue between text prompts and image 
contents, with a particular focus on more complex text prompts. 
The aim is to provide practical solutions for this challenge in the 
field. 
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Abstract—Intelligent Transportation Systems (ITS) are 

crucial for managing urban mobility and addressing traffic 

congestion, which poses significant challenges to modern cities. 

Traffic congestion leads to increased travel times, pollution, and 

fuel consumption, impacting both the environment and quality of 

life. Traditional traffic management solutions often fall short in 

predicting and adapting to dynamic traffic conditions. This study 

proposes an efficient deep learning (DL) model for predicting 

traffic congestion, utilizing the strengths of an attention-based 

multilayer Gated Recurrent Unit (GRU) network. The dataset 

used for this study includes 48,120 hourly vehicle counts across 

four junctions and additional weather data. Temporal and lagged 

features were engineered to capture daily and historical traffic 

trends and categorical data were considered by employing 

feature embedding. The attention-based GRU model integrates 

an attention mechanism to focus on relevant historical data, 

improving predictive performance by selectively emphasizing 

crucial time steps. This model architecture, consisting of two 

hidden layers and attention mechanisms, allows for nuanced 

traffic predictions by handling temporal dependencies and 

variations effectively. The performance was evaluated using 

various error metrics. The results demonstrate the model’s 

ability to predict traffic congestion with MSE of 0.9678, MAE of 

0.4322, R² of 0.8686, MAPE of 6% offering valuable insights for 

traffic management and urban planning. 

Keywords—Intelligent transportation system; traffic 

congestion; urban mobility; deep learning; gated recurrent unit 

I. INTRODUCTION 

Traffic congestion is a persistent and growing problem in 
urban areas globally. It leads to significant challenges that 
affect economic productivity, environmental sustainability, and 
the quality of life [1]. As cities continue to expand and 
urbanization accelerates, the demand for road space often 
surpasses the available infrastructure, resulting in slower traffic 
speeds, longer travel times, and increased vehicular queuing. 
Several factors contribute to this issue, including the rapid rise 
in vehicle ownership, insufficient public transportation 
systems, and inadequate urban planning. The surge in private 
vehicles, due to the rising incomes and population growth, 
places immense pressure on existing road networks, 
intensifying congestion, especially during peak hours. In many 
cities, the public transportation infrastructure is either lacking 
or inefficient, prompting people to rely heavily on private car. 
Additionally, poor urban planning—such as poorly designed 

road networks, insufficient parking, and a lack of infrastructure 
for pedestrians and cyclists further intensifies traffic blocks [2].  

The impacts of traffic congestion are wide-ranging and 
severe. Economically, it leads to significant costs, including 
wasted fuel, vehicle maintenance, and lost productivity as 
people spend more time in traffic. Businesses suffer due to 
delays in goods transportation and reduced employee 
efficiency [3]. Environmentally, traffic congestion contributes 
to higher emissions of greenhouse gases and pollutants, as 
vehicles emit more while idling in traffic jams than when 
traveling smoothly. This not only worsens air quality but also 
accelerates climate change. Socially, congestion reduces the 
quality of life, as long travels lead to stress, less time for 
personal activities, and overall frustration. The safety concerns 
are also notable, with increased stop-and-go traffic raising the 
likelihood of accidents and making roads more dangerous for 
both drivers and pedestrians. One of the most critical 
consequences is its impact on emergency services [4]. 
Congested roads can significantly delay ambulances, fire 
trucks, and police vehicles, potentially leading to life-
threatening situations due to increased response times. 

Addressing traffic congestion requires a multi-faceted 
approach. Enhancing public transportation is a key strategy, as 
efficient and reliable public transit systems can reduce the 
number of private vehicles on the road. Investments in bus 
transit systems, light rail networks, and better integration of 
transport modes can make public transport a more attractive 
option [5]. Additionally, traffic management schemes that use 
real-time data to enhance traffic flow, such as adaptive traffic 
signal controls, can alleviate congestion at critical points. 
Urban planning also plays a crucial role; cities need to adopt 
designs that encourage high-density, mixed-use developments 
that reduce the need for long shuttles. Promoting smart 
mobility solutions, such as ride-sharing, autonomous vehicles, 
and Mobility-as-a-Service (MaaS), can also help by optimizing 
road usage. Behavioral changes, supported by public awareness 
campaigns and incentives for carpooling or telecommuting, are 
essential in reducing the number of vehicles on the road during 
peak times [6]. In summary, while traffic congestion is a 
complex problem with significant impacts, a combination of 
improved infrastructure, smart technology, and policy 
measures can help mitigate its effects and create more 
sustainable and functional urban environments. A DL model 
for traffic congestion prediction is proposed in this study. The 
main contributions of the study are given below: 
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 To develop a DL-based traffic congestion prediction 
model. 

 To compare the effectiveness of the suggested model 
with existing models. 

 To evaluate the efficiency through various error 
metrics. 

The remaining portion of the paper is organized as: Section 
II provides a comprehensive literature review emphasizing the 
need for the current research. Section III details the 
methodology and the deep learning model architecture for 
effective traffic prediction. Section IV presents the results and 
discussion, highlighting the potential of the suggested model. 
Section V concludes the paper by summarizing the key 
contributions. 

II. LITERATURE REVIEW 

Li et al. [7] introduced the AST3DRNet model, which 
incorporated a 3D residual network with a self-attention 
mechanism. This approach utilized a 3D convolutional module 
and employs a spatio-temporal attention module to 
dynamically adjust the impact of these relationships. 
Experiments conducted using a real-world traffic dataset from 
Kunming demonstrated that AST3DRNet outperformed 
existing baseline methods, achieving accuracy improvements 
of 59.05%, 64.69%, and 48.22% for short-term predictions at 
5, 10, and 15 minutes, respectively. Despite its innovations, the 
model’s dependency on convolutional neural networks (CNN) 
and residual networks was a limitation. 

Tsalikidis et al. [8] evaluated various models for multi-step 
forecasting of traffic flow, particularly in areas with limited 
historical data. The methodology involved assessing a range of 
interpretable predictive algorithms, including Ensemble Tree-
Based (ETB) regressors like Light Gradient Boosting Machine 
(LGBM) and comparing them with traditional deep learning 
methods. Results indicated that ETB models generally 
outperformed DL approaches, particularly for longer 
forecasting horizons, achieving high accuracy even at extended 
prediction steps. The study demonstrated that feature selection 
and engineering, incorporating temporal and weather data, 
improved model performance. The study was limited by its 
reliance on the statistical characteristics of the specific dataset, 
which could affect the efficiency of the algorithms. High data 
volume and complexity also posed challenges, impacting 
model training and performance. 

Jiang et al. [9] introduced Congestion Prediction Mixture-
of-Experts (CP-MoE) to improve prediction accuracy for 
dynamic traffic scenarios. The methodology involved 
developing a Mixture of Adaptive Graph Learners (MAGLs) 
with a sparsely-gated mechanism and congestion-aware biases, 
complemented by two specialized experts designed to identify 
stable trends and periodic patterns. This model was rigorously 
tested on real-world datasets, demonstrating its superiority over 
existing spatio-temporal prediction methods. Notably, CP-MoE 
was successfully integrated into DiDi’s system, enhancing 
travel time estimation reliability. A key limitation identified 
was the utility of CP-MoE’s application to other aspects of 
ride-hailing services. 

Hao et al. [10] presented a fuzzy logic system based on the 
Greenshields model, designed to predict highway traffic 
congestion without requiring extensive training data. The 
methodology involved processing vehicle speed and traffic 
flow inputs using specified membership functions and applying 
fuzzy rules guided by Greenshields theory. The approach was 
validated through a comparative analysis with a polynomial 
regression model using real-world data from the Sun Yat-Sen 
Highway in Taiwan, demonstrating consistent prediction 
results. The fuzzy logic system proved effective in estimating 
congestion levels and adapting to various road conditions with 
minimal data preparation. A noted limitation was the potential 
for reduced precision in highly dynamic traffic scenarios where 
the fuzzy logic system's fixed rules not capture complex 
variations as effectively. 

Zhang et al. [11] introduced a deep marked graph process 
(DMGP) model that combined a spatiotemporal convolutional 
graph network with a traditional point process model to predict 
congestion indices and occurrence times for large signalized 
road networks. This hybrid approach utilized the simplicity of 
the point process model and the advanced capabilities of graph 
neural networks to model the evolution of traffic congestion. 
Experiments using real-world traffic data demonstrated that the 
DMGP model outperformed existing baseline methods, 
achieving superior prediction accuracy and computational 
efficiency. While the model showed promise in supporting 
advanced traffic management and traveler information systems, 
a significant limitation was its reliance on high-quality 
citywide traffic data, which had not been available for all road 
segments. 

Jasim et al. [12] analyzed the efficiency of several machine 
learning (ML) algorithms for congestion detection and 
prediction within Vehicular Ad hoc Networks (VANETs). The 
study focused on Support Vector Machines (SVM), Ensemble 
Learning classifiers, K-Nearest Neighbors (KNN), and 
Decision Trees (DT). The methodology involved training these 
algorithms with historical traffic congestion data and applying 
advanced feature engineering techniques. The study found that 
SVM, along with KNN and Ensemble Learning classifiers, 
achieved high classification accuracies. The study was limited 
by the dependence on precise feature selection and model 
optimization techniques, which required careful tuning. 

Arabiat et al. [13] addressed the challenge of predicting 
traffic congestion using data mining and ML techniques. The 
study compared the performance of two open-source software 
tools, WEKA and Orange, in predicting traffic congestion in 
Amman, Jordan. Various classifiers, including SVM, KNN, 
Logistic Regression (LR), and Random Forest (RF), were 
tested using data from the Greater Amman Municipality for the 
year 2018. Results revealed that Orange excelled with high 
prediction accuracy. The study highlighted the superior 
performance of Orange over WEKA, particularly in handling 
different classifiers. A notable limitation was the reliance on 
specific data mining tools, which are not generalize across all 
types of traffic data or scenarios, potentially affecting the 
applicability of the findings. 

Chahal et al. [14] tackled the challenge of traffic flow 
prediction using a hybrid model that combines Seasonal Auto-
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Regressive Integrated Moving Average (SARIMA) with 
Bidirectional Long Short-Term Memory (Bi-LSTM) and Back 
Propagation Neural Network (BPNN). This approach aimed to 
address both linear and non-linear components of traffic data 
from the CityPulse EU FP7 project. The hybrid model 
demonstrated superior performance with the lowest MAE of 
0.499 compared to single SARIMA, LSTM, and other models. 
The study was limited by the feature set considered, as the 
model did not account for external factors like weather or peak 
hours, which could affect traffic predictions. 

Jin et al. [15] introduced a spatio-temporal graph neural 
point process (STGNPP) framework specifically designed to 
predict traffic congestion events that occur sporadically over 
time. The model incorporated a spatio-temporal graph learning 
component to efficiently capture long-term dependencies from 
historical traffic data and road network information. This 
information is then processed through a continuous GRU to 
model congestion evolution patterns, with a periodic gated 
mechanism enhancing the intensity function to account for 
periodic variations. Extensive experiments conducted on two 
large-scale real-world datasets demonstrated that STGNPP 
significantly outperformed existing methods in predicting both 
the timing and duration of congestion events. However, the 
model’s reliance on historical data may limit its adaptability to 
sudden or unprecedented traffic disruptions. 

Pan et al. [16] presented Ising-Traffc, a dual-model 
framework that employs the Ising model to address traffic 
management. Unlike conventional approaches that struggle 
with balancing algorithmic complexity and computational 
efficiency, Ising-Traffc combines two distinct Ising models: 
Predict-Ising and Reconstruct-Ising. Reconstruct-Ising utilized 
advanced Ising machines to handle traffic uncertainties with 
reduced latency and lower energy consumption, while Predict-
Ising uses conventional processors to project future traffic 
congestion, requiring only 1.8% of the computational resources 
compared to existing methods. The proposed framework 
demonstrated an average speed up of 98× and a 5% accuracy 
improvement over conventional solutions when evaluated on 
real-world traffic datasets. A notable limitation of this 
approach was the dependency on specific hardware for 
Reconstruct-Ising, which affect its scalability and adaptability 
across different computational platforms. 

Zhang et al. [17] explored urban traffic condition prediction 
and congestion control by integrating improved particle swarm 
optimization (IPSO) with radial basis function (RBF) networks 
and a fusion model of LSTM networks and SVM. The 

proposed feature fusion model demonstrated superior 
performance in predicting traffic states, validated by 
experiments using regional traffic data from Shenyang Station, 
with the model achieving the lowest RMSE compared to other 
algorithms. For congestion control, a traffic allocation-based 
method was developed and tested using VISSIM simulation, 
showing effective congestion management. The primary 
limitation of the study was the reliance on simulation models to 
fully capture the complexities of real-world traffic dynamics 
and thus limit the applicability of the proposed methods in 
varied urban settings. 

Wang et al. [18] addressed urban traffic congestion by 
developing a prediction model called Spatio-Temporal 
Transformer (STTF), which utilizes DL techniques. Traditional 
models struggled with the growing complexity of urban traffic 
networks, prompting the introduction of STTF. This model 
integrated traffic speed data, road network structure, and 
spatio-temporal correlations to enhance prediction accuracy. 
The STTF employed an information embedding module to 
convert both spatial and temporal data into feature vectors, 
which were then processed through spatial and temporal 
attention modules. The model was tested on real-world 
datasets, demonstrating substantial improvements in prediction 
accuracy compared to existing methods. Despite its 
advancements, the STTF model's main limitation was its 
dependence on comprehensive feature engineering and 
attention mechanisms, which increase computational 
complexity and impact its efficiency in real-time applications. 
Table I provides the summary of the existing traffic congestion 
prediction models. 

While existing models, such as traditional spatio-temporal 
graph-based methods and hybrid approaches, have made 
significant strides, they often struggle with real-time efficiency 
and adaptability to rapidly changing traffic conditions. 
Additionally, existing approaches frequently lack the capability 
to adaptively weigh the importance of different time steps or 
traffic features, leading to suboptimal predictions. A critical 
gap in current traffic congestion prediction methods lies in the 
need for more advanced deep learning models that can 
seamlessly integrate and process complex spatio-temporal 
dependencies and dynamic factors. Deep learning models offer 
promising avenues for capturing intricate patterns in traffic 
data and improving prediction accuracy. Addressing these gaps 
requires the development of deep learning frameworks that can 
balance high accuracy with operational efficiency, effectively 
handling large-scale, dynamic data while being robust to 
varying traffic conditions and external influencing factors. 
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TABLE I. SUMMARY OF EXISTING TRAFFIC CONGESTION PREDICTION MODELS 

Ref. No. 
Works Carried Out in the Reference 

Papers 
Advantages Disadvantages 

[7] 

AST3DRNet model with a 3D 

residual network and spatio-

temporal attention module for traffic 
prediction. 

Achieved accuracy improvements of 59.05%, 
64.69%, and 48.22% for 5, 10, and 15-minute 

predictions. 

Dependency on CNNs and residual networks limits 

the scalability and adaptability of the model. 

[8] 

Ensemble Tree-Based (ETB) 

regressors (e.g., LGBM) compared 
with traditional DL methods for 

multi-step forecasting. 

ETB models outperformed DL approaches, 

especially for long-term predictions; feature 

engineering improved performance. 

Results relied on statistical characteristics of the 
dataset; complexity in high-volume data handling. 

[9] 

CP-MoE with Mixture of Adaptive 

Graph Learners and congestion-
aware biases for dynamic traffic 

prediction. 

Outperformed baseline methods; integrated into 
DiDi's system to enhance travel time reliability. 

Limited applicability to other ride-hailing service 
aspects; utility depends on specific use cases. 

[10] 

Fuzzy logic system using 

Greenshields model for highway 

congestion prediction with minimal 
data preparation. 

Consistent results; adaptable to various road 

conditions with minimal data. 

Lower precision in dynamic scenarios with complex 

variations. 

[11] 

Deep Marked Graph Process 

(DMGP) combining spatiotemporal 
graph network and point process 

model for congestion prediction. 

Superior prediction accuracy and computational 
efficiency. 

Reliance on high-quality, citywide traffic data limits 
scalability to less monitored areas. 

[12] 

ML algorithms (SVM, KNN, 
Ensemble Learning, DT) with 

advanced feature engineering for 

VANET congestion detection. 

High classification accuracy achieved with SVM, 

KNN, and Ensemble Learning classifiers. 

Dependence on precise feature selection and careful 

optimization of models. 

[13] 

Comparison of WEKA and Orange 
tools for traffic prediction using ML 

classifiers like SVM, KNN, LR, and 

RF. 

Orange achieved superior prediction accuracy 

over WEKA. 

Limited generalizability across different traffic 

datasets and tools. 

[14] 

Hybrid SARIMA-Bi-LSTM-BPNN 

model for traffic flow prediction, 
addressing both linear and non-

linear components. 

Lowest MAE (0.499) compared to single models; 
superior performance on CityPulse EU FP7 data. 

Did not account for external factors like weather or 
peak hours affecting predictions. 

[15] 

STGNPP framework with spatio-

temporal graph learning and 

periodic gated mechanism for 

sporadic traffic event prediction. 

Outperformed existing methods in predicting 

timing and duration of congestion events. 

Limited adaptability to sudden or unprecedented 

disruptions due to reliance on historical data. 

[16] 
Ising-Traffc framework combining 
Predict-Ising and Reconstruct-Ising 

models for traffic management. 

Achieved 98× speedup and 5% accuracy 
improvement; reduced latency and energy 

consumption. 

Dependency on specific hardware for Reconstruct-

Ising limits scalability. 

[17] 

IPSO-RBF network fusion model 
with LSTM and SVM for traffic 

prediction and congestion control 

via traffic allocation. 

Superior performance in RMSE; effective 

congestion management in simulations. 

Limited real-world validation; reliance on 

simulations restricts practical applicability. 

[18] 

Spatio-Temporal Transformer 
(STTF) integrating traffic speed, 

road networks, and spatio-temporal 

correlations. 

Substantial accuracy improvements compared to 

existing methods. 

High computational complexity due to feature 

engineering and attention mechanisms. 

III. MATERIALS AND METHODS 

Traffic congestion prediction is crucial for optimizing 
traffic flow and enhancing commuter experience by enabling 
more efficient traffic management and route planning. It helps 
reduce economic losses associated with delays, fuel 
consumption, and vehicle wear, benefiting both individuals and 

businesses. Accurate predictions also contribute to minimize 
the idle time and slow-moving traffic, thereby supporting 
environmental sustainability. Additionally, it provides valuable 
data for urban planners to design better infrastructure and 
improve overall urban mobility. Thus, this study proposes an 
efficient DL technique for traffic congestion prediction. Fig. 1 
shows the detailed block diagram of the proposed traffic 
congestion prediction model. 
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Fig. 1. Block diagram of proposed traffic congestion prediction model. 

A. Dataset Description 

The study utilized traffic data from Kaggle repository [19]. 
The dataset comprises 48,120 observations of hourly vehicle 
counts across four different junctions during the periods of 
November 1, 2015, to July 1, 2017, with observations 
distributed across different months and years. The data was 
collected by sensors placed at each junction, though these 

sensors operated at different times, resulting in traffic data 
from various time periods. The extensive range of hourly 
traffic counts across multiple junctions provides a valuable 
resource for modeling and predicting traffic congestion. The 
key features in the dataset are tabulated in Table II. 

TABLE II. KEY FEATURES IN THE DATASET 

Features Description 

Date and Time The specific date and time of the observation. 

Junction The identifier for the junction where the data was collected. 

Vehicles The number of vehicles counted at the junction during the specified hour. 

ID A unique identifier for each observation. 

The study incorporated weather data [20] of same period of 
time for creating more accurate, responsive, and 
comprehensive traffic management systems. It helps in 
optimizing traffic flow, improving safety, enhancing 
emergency response, and supporting long-term infrastructure 
planning. By understanding how weather influences traffic 
patterns, cities can better prepare for and mitigate the impacts 
of both regular and extreme weather conditions on their 
transportation networks. The dataset provides the temperature 
alongside two types of radiation measurements: direct 
horizontal radiation and diffuse horizontal radiation. These 
metrics are essential for understanding the overall weather 
conditions, as direct radiation measures the sunlight that 
reaches the ground without scattering, while diffuse radiation 
accounts for sunlight scattered by the atmosphere. 

B. Preprocessing and Exploratory Data Analysis 

Preprocessing and EDA are crucial in the data analysis 
pipeline, with preprocessing ensuring the data is suitable for 
analysis and EDA providing insights and understanding of the 
data [21]. Fig. 2 provides the statistics of the data statistics. 

The histogram in Fig. 3 provides a visual representation of 
the distribution of traffic volumes in the dataset. It displays 
how frequently different ranges of vehicle counts occur by 
dividing the data into 30 bins. Each bar in the histogram 
represents the frequency of vehicle counts falling within a 

specific range, allowing for easy identification of common 
traffic volume ranges and patterns. The plot also helps in 
detecting any skewness in the data, understanding the spread of 
traffic volumes, and spotting potential outliers. 

 

Fig. 2. Data statistics. 

The line plot shown in Fig. 4 illustrates the average traffic 
volume over time by resampling the data on a daily basis. It 
shows how the average number of vehicles varies across 
different days, providing insights into daily traffic trends and 
fluctuations. The boxplots in Fig. 5 compare traffic volumes 
across different junctions, highlighting variations in vehicle 
counts. Each boxplot visualizes the distribution of traffic 
volumes for each junction, showing median values, 
interquartile ranges, and any outliers. 
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Fig. 3. Distribution of traffic volumes. 

 

Fig. 4. Traffic volume over time. 

 

Fig. 5. Traffic volume by junction. 
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The average traffic volume for each hour and each day of 
the week is visualized in Fig. 6, revealing variations in traffic 
patterns across different days. These visualizations help in 

identifying peak traffic times and understanding daily and 
weekly traffic patterns. 

 

Fig. 6. Average traffic volume for (a) hour of the day (b) day of the week. 

The analysis involves identifying peak and off-peak hours 
for traffic management by calculating the average traffic 
volume for each hour and each day of the week, highlighting 
times of high and low traffic as in Fig. 7. 

Additionally, time series decomposition is performed to 
understand the underlying patterns in traffic volume data. By 
breaking down the data into trend, seasonal, and residual 
components, this approach reveals long-term trends, recurring 
seasonal effects, and irregular variations, providing a clear 
scenario of traffic dynamics over time as in Fig. 8. This 
comprehensive analysis supports better traffic management and 
planning by pinpointing peak traffic periods and understanding 
traffic behavior patterns. 

The traffic volume analysis reveals a clear seasonal pattern 
with fluctuations that repeat on a weekly basis, suggesting 
regular peaks and troughs corresponding to weekly traffic 

variations. The trend component shows long-term changes in 
traffic volume, indicating periods of increase or decrease, but 
without providing conclusive trends due to its variability. The 
residuals, representing the noise after accounting for trend and 
seasonality, are scattered around zero with a few outliers. 
Using a correlation matrix in Fig. 9, the correlation analysis 
examines at the associations between traffic volume and 
variables like the day of the week and hour of the day. 

The correlation matrix reveals that there is a moderate 
positive correlation between traffic volume and the hour of the 
day, indicating that traffic volume tends to increase with later 
hours. In contrast, the correlation between traffic volume and 
the day of the week is weakly negative, suggesting minimal 
variation in traffic volume across different days. The traffic 
flow variations throughout the week are illustrated in Fig. 10, 
which reflects patterns in commuter and commercial traffic. 

 

Fig. 7. Peak hour analysis. 
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Fig. 8. Time series decomposition. 

 

Fig. 9. Correlation matrix. 

 

Fig. 10. Average daily traffic rate. 
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The analysis of holiday effects on traffic volumes, shown in 
Fig. 11, aims to determine how public holidays impact traffic 
patterns compared to non-holidays. By marking specific public 
holidays and comparing the average traffic volumes on these 
days to those on regular days, the analysis identifies any 
significant differences in traffic flow. 

For long-term trend analysis, monthly traffic volumes were 
examined to assess any significant changes over an extended 
period. The monthly average traffic volume data as illustrated 
in Fig. 12, indicates a general upward trend, suggesting that 
traffic has been increasing over time. An addition of a trend 
line to the plot confirmed this long-term upward trajectory. 

This trend could reflect urban development, population growth, 
or other factors influencing traffic patterns. Such insights are 
valuable for traffic management and infrastructure planning, as 
they highlight the need for adapting strategies to handle 
increasing traffic volumes. 

The junction comparison analysis in Fig. 13 highlights 
variations in average traffic volumes across different junctions. 
By grouping the traffic data by junction and calculating the 
average number of vehicles for each, the analysis reveals that 
Junction 1 consistently experiences the highest average traffic 
volume, significantly surpassing the other junctions. 

 

Fig. 11. Holiday effect on traffic volume. 

 

Fig. 12. Monthly average traffic volume over time with a linear trend line. 

 

Fig. 13. Average traffic volume by junction. 
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The analysis of daily traffic volumes through Z-scores has 
identified specific dates with unusually high traffic levels. Z-
scores quantify how far each data point deviates from the 
average, highlighting days with significantly above-average 
traffic. These elevated traffic volumes could be attributed to 
various factors. For instance, there have been special events, 
like concerts or sports games, that led to increased traffic on 
these days. Alternatively, temporary disruptions such as road 
construction or detours have redirected traffic through these 
areas, causing a spike. Additionally, seasonal patterns or local 
events also explain the higher traffic volumes observed. 

Incorporating the weather data, the scatter plot in Fig. 14 
shows that there is no evident correlation between temperature 
and the number of vehicles, suggesting that temperature has no 
significant impact on traffic volume. 

The analysis of daily traffic volumes included the 
application of the Augmented Dickey–Fuller (ADF) test to 
assess the stationarity of the time series data. Stationarity is a 
critical property for time series analysis, as non-stationary data 
can lead to misleading results in forecasting models. The ADF 
test was employed to test the null hypothesis that the traffic 

volume time series contains a unit root, which would indicate 
non-stationarity. The results of the ADF test revealed a 
significantly negative ADF statistic and a p-value much 
smaller than conventional significance levels. These findings 
strongly reject the null hypothesis, indicating that the traffic 
data is stationary. The Auto-Correlation Function (ACF) plot 
displays the correlation between the data and its lagged values 
over time, while the Partial Auto-Correlation Function (PACF) 
plot shows the direct correlation at specific lags, controlling for 
the effects of intermediate lags as in Fig. 15. 

To complement this stationarity check, a Z-score analysis 
was performed to identify anomalies in daily traffic volumes. 
By calculating Z-scores, which indicate how many standard 
deviations a data point is from the mean, the analysis was able 
to identify days with significantly higher or lower traffic 
volumes compared to the average. These anomalies were then 
visualized on a line graph as in Fig. 16, with red dots marking 
the days where traffic volumes deviated notably from the 
norm. This visual representation provided insights into trends, 
potential seasonality, and outlier events that could be linked to 
external factors such as road closures, construction projects, or 
special events. 

 

Fig. 14. Scatter plot of temperature vs. number of vehicles. 

 

Fig. 15. ACF and PACF plot. 
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Fig. 16. Traffic volume over time with anomalies. 

Additionally, the analysis involved checking for missing 
data, consistency of data reporting, and potential outliers. 
Missing timestamps were identified and accounted for, 
ensuring that the data was complete and accurately represented. 
The consistency of data reporting was verified by examining 
the number of records per junction and analyzing the time 

intervals between records. This step ensured that data 
collection was uniform across different junctions and time 
periods. Outlier detection further refined the analysis by 
identifying traffic volumes that were unusually high or low as 
depicted in Fig. 17, which could distort the overall findings if 
not properly addressed. 

 

Fig. 17. Box plot of vehicle count. 

C. Feature Engineering and Embedding 

Feature engineering is a crucial step in improving model 
performance by creating and transforming features to capture 
the underlying patterns in traffic congestion data [22]. One of 
the primary types of features engineered for this purpose is 
temporal features. These include the hour of the day (extracted 
from the timestamp) to capture daily traffic variations, the day 
of the week to distinguish between weekday and weekend 
traffic patterns, and the month to account for seasonal trends. 
Additionally, a holiday indicator is used as a binary feature to 
differentiate between holidays and regular days, which often 

exhibit different traffic behaviors. In addition to temporal 
features, lagged features are introduced, such as the previous 
hour traffic volume, which helps in incorporating short-term 
historical trends into the model as represented by Eq. (1). 

𝑡𝑟𝑎𝑓𝑓𝑖𝑐_𝑣𝑜𝑙𝑢𝑚𝑒_𝑙𝑎𝑔_𝑘 = 𝑡𝑟𝑎𝑓𝑓𝑖𝑐_𝑣𝑜𝑙𝑢𝑚𝑒(𝑡−𝑘)        (1) 

where, k denotes the lags in hours, 𝑡𝑟𝑎𝑓𝑓𝑖𝑐_𝑣𝑜𝑙𝑢𝑚𝑒(𝑡−𝑘) 

denotes the traffic volume at time 𝑡 − 𝑘, indicating the value of 
the traffic volume variable 𝑘 periods before the current time 𝑡. 
This is particularly useful for predicting current traffic 
conditions based on recent patterns. Aggregated features like 
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the daily average traffic volume are also created by averaging 
traffic data over a day, which helps smooth out short-term 
fluctuations and captures overall daily trends as illustrated by 
Eq. (2). 

𝑑𝑎𝑖𝑙𝑦_𝑎𝑣𝑔_𝑡𝑟𝑎𝑓𝑓𝑖𝑐 =  
1

𝑁
∑ 𝑡𝑟𝑎𝑓𝑓𝑖𝑐_𝑣𝑜𝑙𝑢𝑚𝑒𝑖

𝑁
𝑖=1              (2) 

where N is the total number of observations. Furthermore, 
interaction features are engineered by combining different 
factors, such as the interaction between the hour of the day and 
weather conditions, to capture the combined effect on traffic 
patterns. Normalization standardizes the features by subtracting 
the mean and dividing by the standard deviation. 

𝑠𝑐𝑎𝑙𝑒𝑑_𝑓𝑒𝑎𝑡𝑢𝑟𝑒 =
𝑓𝑒𝑎𝑡𝑢𝑟𝑒_𝑚𝑒𝑎𝑛

𝑠𝑡𝑑_𝑑𝑒𝑣
      (3) 

Feature embedding is particularly useful when dealing with 
categorical features that have a large number of unique values, 
such as Junction IDs in traffic data. By converting these 
categorical variables into dense vectors, feature embedding 
allows the model to learn complex relationships within the 
data. Junction IDs are categorical variables representing 
different traffic junctions. Temporal features are represented by 
time-based encodings. Using an embedding layer, each unique 
Junction ID is mapped to a continuous vector in a high-
dimensional space as Eq. (4). This allows the model to capture 
similarities between different junctions. 

𝐸𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔 𝑚𝑎𝑡𝑟𝑖𝑥, 𝐸 ∈ ℝ𝑉×𝑑     (4) 

where, V is the number of unique junctions and d is the 
dimensionality of the embedding vector. Each junction i is 
represented by Eq. 5. 

𝐸𝑖 ∈ ℝ𝑑          (5) 

The embedding matrix E is initialized randomly and is 
learned during the training process. The embeddings are 
updated to minimize the loss function, allowing the model to 
capture relevant patterns in the data as Eq. (6). 

𝑒𝑚𝑏𝑒𝑑𝑑𝑒𝑑_𝑣𝑒𝑐𝑡𝑜𝑟 = 𝐸𝑖   (6) 

D. Proposed Traffic Congestion Prediction Model 

The attention-based multilayer GRU model is designed to 
handle sequential data, such as traffic flow over time, by 
utilizing both the GRU for capturing temporal dependencies 
and an attention mechanism to focus on the most relevant time 
steps. This approach helps in improving the model's predictive 
performance by selectively concentrating on important 
historical data. 

1) Attention based multi- layer gated recurrent unit: The 

GRU is a variant of Recurrent Neural Networks (RNNs) 

designed to handle sequential data effectively [23]. It employs 

update gates and reset gates to manage the flow of information 

through the network. Fig. 18 illustrates the GRU cell 

architecture. 

 

Fig. 18. Cell structure of GRU. 

In a GRU cell, a gate controller, represented by z, oversees 
the operation of both the input and forget gates. When z equals 
1, the forget gate is turned off, enabling the input gate to 
function. On the other hand, when z equals 0, the forget gate is 
activated and the input gate is turned off. At every time step, 
the GRU cell maintains the memory from the previous time 
step (t - 1) while resetting the input for the current step. The 
operation of the GRU cell is governed by the following 
equations: Eq. (7) through Eq. (9). 

Reset Gate (𝑟𝑡𝑖), 

𝑟𝑡𝑖 = 𝜎(𝑊𝑟 . [ℎ𝑡𝑖−1,𝑥𝑡𝑖] + 𝑏𝑟)  (7) 

Update Gate (𝑧𝑡𝑖), 

𝑧𝑡𝑖 = 𝜎(𝑊𝑧 . [ℎ𝑡𝑖−1,𝑥𝑡𝑖] + 𝑏𝑧) (8) 

Candidate Activation (ℎ𝑡𝑖), 

ℎ𝑡𝑖 = (1 − 𝑧𝑡𝑖) ∗ ℎ𝑡𝑖−1 + 𝑧𝑡𝑖 ∗ ℎ𝑡𝑖
̅̅̅̅             (9) 
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The GRU network is employed to forecast traffic 
congestion levels at 24 distinct time intervals, spanning from 
one hour to one day ahead, for model optimization. This GRU 
model features two hidden layers, with the input layer having 
18 nodes and each hidden layer containing 13 nodes, as 
determined by the two-thirds rule applied to the input layer size 
and the inclusion of the output layer size. When predicting 
traffic congestion, extending the input sequence in a GRU 
network can reduce prediction accuracy because the model 
tends to equally weight all input variables despite their varying 
relevance to the forecasted outcomes. To mitigate this issue, an 
attention mechanism is incorporated, enabling the model to 
prioritize the most pertinent input variables. 

The attention mechanism comprises an encoder that creates 
an attention vector from the input data and a decoder that 
generates a hidden state based on the encoder's output [24]. 
The encoder produces hidden states ℎ𝑡  for each time step t. 
These hidden states are segmented, and the encoder calculates 

an attention score 𝑒𝑡′
𝑡  for each segment's hidden state using the 

hidden state from the preceding decoder segment. The attention 
score is calculated as specified in Eq. (10). 

                                  𝑒𝑡′
𝑡 = 𝑠𝑐𝑜𝑟𝑒(ℎ𝑡′, ℎ𝑡)  (10) 

This process creates an attention vector through a Softmax 
operation on the attention scores as given by Eq. (11). 

𝛼𝑡′
𝑡 =

exp (𝑒
𝑡′
𝑡 )

∑ exp (𝑒
𝑡′
𝑡 )𝑘

    (11) 

The context vector 𝑐𝑡′ is then computed as a weighted sum 
of the encoder hidden states as in Eq. (12), where the weights 
are the attention weights. 

𝑐𝑡′ = ∑ 𝛼𝑡′
𝑡

𝑡 ℎ𝑡    (12) 

This method ensures that the encoder concentrates on input 
variables that are closely related to the predicted value 
whenever the decoder generates an output. The decoder uses 
the context vector 𝑐𝑡′  along with its previous hidden state to 
generate the next hidden state and output as in Eq. (13). 

ℎ𝑡′ = tanh (𝑊ℎ[𝑐𝑡′, ℎ𝑡′−1] + 𝑏ℎ (13) 

To enhance the accuracy of traffic congestion predictions, 
the attention mechanism is designed to focus on highly 
correlated input variables. The size of the attention window is 
set to 96 for this specific model configuration. The attention 
based GRU model architecture is illustrated by Fig. 19. 

 

Fig. 19. Attention-based GRU model architecture. 

Thus, the attention-based multi-layer GRU captures and 
processes the temporal dependencies in traffic data, the dense 
layer integrates and refines these features, and the output layer 
generates the final traffic prediction based on the transformed 
data. 

E. Hardware and Software Setup 

The experimental setup included an NVIDIA GeForce 
GTX 1080Ti GPU, an Intel Core i7 processor, 32GB of RAM, 

and utilized python and the Keras library with TensorFlow as 
the backend. Keras' intuitive interface, combined with the 
computational power of Google Colab, enabled efficient model 
training with GPU support. The dataset was split for training 
and testing to ensure robust evaluation. Table III outlines the 
hyperparameters chosen for the training phase, which played a 
critical role in fine-tuning the model's performance on the 
traffic prediction dataset, ensuring both accuracy and rapid 
convergence. 

TABLE III. HYPERPARAMETER SPECIFICATION 

Hyperparameters Values 

Loss function Mean squared error 

Activation function  Sigmoid 

Batch size  32 

Epochs  150 

Optimizer  Adam  

Learning rate  0.001 
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IV. RESULTS AND DISCUSSION 

The model's performance was assessed by means of various 
metrics, as detailed in Table IV. Table V shows the model 

performance assessment using evaluation metrics for traffic 
congestion prediction. 

TABLE IV. EVALUATION METRICS 

Metric Equation 

Mean Squared Error (MSE) 𝑀𝑆𝐸 =
1

𝑛
∑(𝑦𝑖 − 𝑦�̂�)

2

𝑛

𝑖=1

 

Mean Absolute Error (MAE) 𝑀𝐴𝐸 =
1

𝑛
∑|𝑦𝑖 − 𝑦�̂�|

𝑛

𝑖=1

 

Coefficient of Determination (R²) 𝑅2 = 1 −
∑ (𝑦𝑖 − 𝑦�̂�)

2𝑛
𝑖=1

∑ (𝑦𝑖 − �̅�)2𝑛
𝑖=1

 

Mean Absolute Percentage Error (MAPE) 𝑀𝐴𝑃𝐸 =
1

𝑛
∑ |

𝑦𝑖 − 𝑦�̂�

𝑦𝑖

| × 100

𝑛

𝑖=1

 

n is the number of observations, 𝑦𝑖 is the actual value, 𝑦�̂� is the predicted value  
 

TABLE V. PERFORMANCE ASSESSMENT USING EVALUATION METRICS 

Evaluation metrics Values 

MSE 0.9678 

MAE 0.4322 

R² 0.8686 

MAPE 6% 

The evaluation metrics demonstrate that the model excels 
in predicting traffic congestion with impressive performance. 
The MSE of 0.9678 indicates that the model generates 
predictions with minimal squared errors, reflecting a high 
degree of accuracy in capturing the nuances of traffic patterns. 
The MAE of 0.4322 underscores the model's strong predictive 
capability, with average deviations being relatively low and 
manageable. The R² of 0.8686 reveals that the model accounts 
for approximately 87% of the variability in traffic congestion, 

showcasing its effectiveness in explaining the observed data. 
Additionally, the MAPE of 6% demonstrates that the model's 
predictions are, on average, within 6% of the actual values, 
highlighting its robustness and reliability. Overall, these results 
confirm that the model delivers highly accurate and reliable 
predictions for traffic congestion, marking it as an exceptional 
tool for traffic forecasting. Fig. 20 illustrates the predicted and 
actual values of the suggested attention based multilayer GRU 
model for traffic congestion prediction. 

 

Fig. 20. Predicted vs. actual values of proposed model. 

The attention-based multilayer GRU model showed 
considerable efficiency in predicting traffic congestion. The 
model demonstrated robust prediction accuracy and reliability, 
evidenced by an MSE of 0.9678, an MAE of 0.4322, and an R² 
value of 0.8686. A MAPE of 6% further demonstrates the 
model's resilience while processing real traffic data. The 

integration of the attention mechanism within the multilayer 
GRU architecture enables the model to concentrate on the most 
pertinent temporal patterns and features in traffic data, 
enhancing prediction accuracy and ensuring effective capture 
of both short-term fluctuations and long-term dependencies in 
congestion patterns. The attention-based multilayer GRU 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

983 | P a g e  

www.ijacsa.thesai.org 

model is an exceptionally excellent method for predicting 
traffic congestion. An attention mechanism in a multilayer 
GRU aids in the prediction of traffic congestion by allowing 
the model to concentrate on the most important features and 
pertinent temporal patterns in the data. The attention 
mechanism, in contrast to conventional GRU models, gives 
significant time steps, ensuring that significant congestion-
related occurrences or patterns are given priority during 
prediction. This enhances the model's ability to capture long-
term dependencies while reducing the influence of irrelevant or 
noisy inputs. The multilayer GRU utilizes the attention 
mechanism to enhance prediction accuracy and interpretability, 
making it especially suitable for the intricate and variable 
nature of traffic congestion prediction. 

V. CONCLUSION 

The proposed attention-based multilayer GRU model offers 
a substantial improvement over traditional traffic management 
methods by addressing the dynamic and complex nature of 
traffic congestion. The model's ability to capture temporal 
dependencies and intricate traffic patterns through attention 
mechanisms enables more accurate predictions of traffic 
conditions and congestion levels. The model achieved a 
notable improvement in accuracy, with MAE and MSE values 
of 0.4322 and 0.9678, respectively. This enhanced predictive 
capability facilitates timely and efficient traffic management 
interventions, reducing travel times, minimizing fuel 
consumption, and lowering emissions. The effectiveness of the 
model in various urban scenarios demonstrates its potential to 
significantly improve overall traffic flow and urban mobility. 
Future research could explore integrating real-time data 
sources and extending the model's application to different 
traffic management systems to further enhance its 
effectiveness. Future studies should investigate transfer 
learning to adapt models for areas with scarce historical data 
and reduce dependence on computational resources. More 
thorough and useful solutions for traffic management systems 
will be ensured by integrating external factors like weather, 
road construction, and special events, as well as by creating 
reliable models for unexpected disruptions. 
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Abstract—Timely detection and diagnosis of coronary artery 

segment plaque and stenosis in X-ray angiography is of great 

significance, however, the image quality variation, noise, and 

artifacts in the original image cause definitive difficulties to the 

current algorithms. These problems pose a challenge to 

meaningful analysis via traditional approaches, which 

compromises the efficiency of detection algorithms. To overcome 

these drawbacks, the current study presents a new integrated deep 

learning technique that integrates Deep Convolutional Neural 

Network (DCNN) with Generative Adversarial Network (GAN) in 

dual conditional detection. Detailed feature learning extracted 

from X-ray angiography images are performed through DCNN 

where it considers vascular structure and automatic pathologic 

regions detection. The use of GANs is to further enrich the dataset 

with synthetic images, distortions, and visual noise, which will 

make the model more immune to various conditions of images. 

Both approaches combined help in better classification of normal 

and pathological areas and less sensitiveness to quality of the 

obtained images. The proposed method therefore has shown an 

improvement of the diagnostic accuracy as a solid foundation for 

clinical decision making in cardiovascular systems. The efficacy of 

the suggested approach has been demonstrated by the following 

evaluation metrics: 97.9% F1 score, 98.7% accuracy, 98.2% 

precision, and 98% recall. The results prove higher sensitivity and 

accuracy of the plaque and stenosis identification comparing to the 

traditional methods, which confirms the efficiency of using the 

proposed DCNN-GAN method for considering the real-world 

fluctuations in the medical imaging. It reveals a decisive 

advancement in the ability to use algorithms for cardiovascular 

assessment by providing better results in difficult imaging 

environments. 

Keywords—DCNN-GAN; angiography; coronary artery plaque; 

stenosis; joint conditional detection 

I. INTRODUCTION 

Correct detection of plaque formation together with stenosis 
severity enables the prevention of major cardiovascular health 
risks which lead to heart attacks and strokes. Timely 
interventions made possible by early diagnosis help minimize 
morbidity and mortality rates together with enhancing total 
patient outcomes. The accumulation of fat deposits in the 
arteries and the ensuing restriction of these essential blood 
channels are recognized as coronary artery plaque and stenosis, 
which are most important issues with cardiovascular fitness [1]. 
Plaque development starts a complex chain of activities inside 
artery partitions and is commonly made from ldl cholesterol, cell 
particles, calcium, and fibrin. These deposits may eventually 

solidify and impede blood flow, which might reduce the amount 
of oxygen-wealthy blood that reaches the coronary heart muscle 
[2]. Simultaneously, this blockage is made worse by means of 
stenosis, or the narrowing of the arteries, which is regularly 
brought on via plaque build-up or the thickening of the artery 
partitions. The important results of those disorders for the health 
and properly-being of patients are highlighted via the huge 
upward thrust within the chance of cardiovascular occasions, 
together with heart attacks and strokes. X-ray angiography, 
which gives specific renderings of arterial structures, is one of 
the clinical imaging modalities this is most regularly utilized 
inside the clinical diagnosis of coronary artery plaque and 
stenosis [3]. Timely treatments and individualized treatment 
techniques are established on early diagnosis and specific 
evaluation of plaque load and stenosis severity. In order to 
improve diagnostic accuracy and prognostic capacities, modern 
research efforts are focused on building state-of-the-art imaging 
algorithms and computer models, inclusive of DL techniques 
and Bayesian frameworks [4]. Clinicians may additionally better 
manage and decrease the dangers related with plaque formation 
and stenosis with the aid of the use of these novel strategies to 
better understand and pick out coronary artery sickness, with a 
purpose to subsequently improve patient results and great of 
existence [5]. 

X-ray angiography image offer scientific personnel with a 
complete view of the artery machine, they may be vital for the 
identification and therapy of cardiovascular ailments [6]. With 
the usage of X-rays, this imaging technique highlights the 
anatomy and operation of blood arteries with the aid of taking 
real-time photos of them after a contrast agent injection [7]. X-
ray angiography helps come across anomalies such as 
blockages, constriction, and aneurysms that would impair blood 
circulation to essential organs, mainly the coronary heart and 
brain, by way of carefully mapping the direction of blood float 
through arteries and veins [8]. Because those images can 
precisely pick out the location and diploma of artery blockages, 
they are helpful in helping to guide interventional treatments 
along with angioplasty and stent implantation. Moreover, X-ray 
angiography facilitates medical doctors make properly-
knowledgeable judgments on endured affected person care by 
using allowing them to music the route of the ailment and 
compare the effectiveness of treatments [9]. The endured 
significance of X-ray angiography in modern medicine is proven 
via the truth that, despite the development of non-invasive 
imaging technology consisting of CT and MRI, this take a look 
at continues to be important for the prompt and particular 
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detection of acute cardiovascular crises and complex vascular 
issues. 

Image analysis has gone through a revolution due to the fact 
that, the Deep Convolutional Neural Network, which 
automatically develop hierarchical representations from 
uncooked pixel records. Because this magnificence of neural 
networks is so desirable at figuring out small info and patterns 
in pictures, it is especially beneficial for tasks like segmentation, 
category, and object popularity [10]. Multiple convolutional 
filter layers are used by DCNNs to methodically extract 
regularly summary records from input photographs. Every layer 
has the ability to understand wonderful patterns, consisting of 
edges, textures, and complex systems, which enables the 
community discover minute versions that are essential for 
precise image interpretation. The generator and discriminator 
neural networks in an aggressive game framework make up a 
Generative Adversarial Network. While the discriminator learns 
to differentiate among produced and real facts, the generator 
learns to create synthetic data (together with pix and sounds) that 
mimic actual samples from a training dataset. GANs reach a 
pleasant stability thru iterative education: the discriminator 
becomes better at figuring out authenticity, at the same time as 
the generator receives more sensible output [11]. The outputs 
produced by means of this adverse learning process are highly 
sensible and can be unsuitable for real information. GANs have 
located programs in a wide range of disciplines, which includes 
pc vision, herbal language processing, and biomedical imaging. 
They have revolutionized jobs like picture synthesis, statistics 
augmentation, and anomaly detection  [12]. 

The selection of DCNN-GAN model occurred because its 
image quality handling capabilities together with improved 
diagnostic verification and enhanced feature extraction satisfied 
the project requirements. The model's generation abilities 
increases dataset size while making the program resistant to 
artifacts and noise thus making it appropriate for plaque and 
stenosis detection in coronary arteries. The suggested study 
demonstrates a way to higher pick out coronary artery stenosis 
and plaque in X-ray angiography images by using utilising the 
complementing traits of GAN and DCNN. An energy of DCNNs 
is complicated function extraction from clinical snap shots, that's 
crucial for accurately identifying unwell illnesses. The DCNN 
element, skilled on annotated datasets, correctly identifies areas 
as both regular or suggestive of plaque and stenosis. In addition, 
GANs enhance the dataset by means of producing synthetic 
pictures that intently resemble real angiography scans. This 
improves the schooling information and makes the DCNN more 
resilient to changes in ailment presentation and photo excellent. 
Moreover, anomaly identity is made viable by way of the hostile 
education of GANs, which may also display subtle signs and 
symptoms of contamination development which might be 
neglected by way of conventional diagnostic strategies. The 
challenge intends to improve early intervention techniques, 
enhance diagnostic accuracy, and subsequently resource in more 
efficient medical selection-making in cardiovascular care by 
way of combining many technologies right into a single 
pipeline. Some of the important contributions of the proposed 
look at are: 

 This method improves detection of the coronary artery 
narrowing and plaque by combining the GANs with 
DCNNs. 

 The synthetic images created and added into the set by 
the GANs increase the range of inputs to be expected the 
DCNN model, for various patients’ conditions and image 
differences. 

 The diagnosis is made early and is accurate, two factors 
that help in early intervention by physicians and positive 
patient wellness. 

 The method enhances the ability of medical practitioners 
to read X-ray angiography images thus enhancing 
diagnosis in clinical practices. 

 The approach incorporated deep learning to solve 
difficult detection issues and improves medical imaging 
of the procedures hence improving clinical decision 
making. 

The suggested work's section is organized as follows: 
Section III has the problem statement, while Section II contains 
associated initiatives. The methodology of the article is covered 
in Section IV, along with the suggested work, pre-processing, 
and execution. Section V presents the findings and discussion, 
while Section VI offers suggestions for more research. 

II. RELATED WORKS 

Rodrigues et al. [13] suggests using a two-step DL system to 
identify stenosis in X-ray coronary angiography pictures in a 
largely automated manner. The approach uses two separate 
convolutional neural network architectures to automatically 
detect and classify the angle of view and calculate the 
boundaries of the areas of interest in frames when stenosis is 
evident. To improve the system's performance, approaches 
including data augmentation and transfer learning are applied. 
The findings indicate that the LCA and RCA had 0.97 accuracy 
and 0.68/0.73 recall, respectively, in categorizing the LCA/RCA 
angle view and regions of interest. These results pave the way 
for an entirely robotic approach for determining the degree of 
stenosis using X-ray angiographies, and they compare favorably 
with earlier results achieved using analogous methodologies. 

Ovalle-Magallanes et al. [14] offers a novel technique that 
uses transfer learning to automatically detect coronary artery 
stenosis in XCA images by employing a CNN that has already 
been trained.  A common heart condition called coronary artery 
disease is brought on by abnormal construction of the coronary 
arteries. It ranks among the leading causes of death globally. 
XCA is the most standard imaging technique for diagnosing 
stenosis. The technique selects the best cut and fine-tuned layers 
using a network-cut and fine-tuning methodology after 20 
alternative configurations. Three methodologies (actual data, 
purely fake data, and artificial and real data) were used to fine-
tune the networks. The 10,000 photos in the synthetic dataset 
were created using a generative model. The findings 
demonstrated that pre-trained CNNs such as VGG16, ResNet50, 
and Inception-v3 performed better in stenosis identification than 
referencing CNNs. 
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Pang et al. [15] suggests using an object detection network-
based technique called Stenosis-DetNet to automatically 
identify coronary artery stenosis in X-ray images. To optimize 
temporal information and produce precise detection results, the 
approach makes use of an order consistency alignment module 
and a series feature fusion module. The sequence feature fusion 
module merges all candidate box features, whilst the order 
consistency alignment module enhances preliminary results by 
merging a coronary artery displacement information and image 
characteristics of surrounding pictures. 166 X-ray picture 
sequences were utilized in the experiment for testing and 
training. Stensis-DetNet outperformed the other three 
approaches in terms of precision and sensitivity, coming up at 
94.87% and 82.22% higher, respectively. The suggested 
approach outperformed the approaches in suppressing false 
positive and false negative findings of stenosis identification in 
sequence angiography pictures. 

Gil-Rios et al. [16] provides a strategy that overcomes 
several classification approaches and DL methodologies to 
automatically detect myocardial stenosis in X-ray coronary 
pictures. The approach selects features using the Univariate 
analysis Marginal Distribution Algorithm and compares 
metaheuristics statistically to investigate the computational cost 
of the search space. The approach is evaluated on two an X-ray 
image dataset containing coronary angiograms and compared 
with six other approaches currently in use. It is appropriate for 
clinical usage based on the accuracy rate of 0.89 and 0.88, the 
Jaccard Index of 0.80 and 0.79, and the average computing time 
of about 0.02 seconds, as demonstrated by the findings. The 
precision and Jaccard Index assessment metrics are used to 
assess the efficacy of the procedure. 

Stralen et al. [17] recommended a study on coronary artery 
stenosis (CAD), a serious global health issue for which 
automatic diagnosis of the condition on X-ray images is 
essential. Atherosclerotic plaques and stenosis are the disease's 
causes; these conditions increase the workload of the heart and 
raise the risk of heart failure. In clinical practice, automated 
stenosis detection might be utilized as a second reader or for 
triage purposes. Deep neural networks are used to assess 
whether stenosis can be detected in X-ray coronary angiography 
pictures. Employing clinical angiography data from 438 
patients, three potential object detectors were trained and 
evaluated. EfficientDet demonstrated a mean average accuracy 
of 0.67 in stenosis detection, supporting the notion that attention 
processes enhance convolutional neural networks' capabilities 
for medical imaging. 

Ovalle-Magallanes et al. [18] enhances the identification of 
stenosis in X-ray coronary angioplasty using quantum 
computing. A quantum network is used to improve the 
performance of a classical network that has already been trained 
in a hybrid transfer-learning paradigm. Normalization features 
undergo processing in the quantum network after the classical 
data have been processed afterwards into a hypersphere utilizing 
a hyperbolic tangent function. A SoftMax function is used to 
obtain class probabilities. The data is divided into several 
circuits inside the quantum network using a distributed 
variational quantum circuit, which speeds up training without 
sacrificing detection performance. A small dataset of 250 image 

patches from X-ray coronary angiography is used to assess the 
procedure. In terms of accuracy, recall, and -score, the hybrid 
classical-quantum network fared much better than the classical 
network, attaining 91.8033%, 94.9153%, and 91.8033%, 
respectively. 

Han et al. [19] said that the diagnosis and treatment of 
coronary artery disease depend on the ability to recognize 
coronary artery stenosis in XRA images. Unfortunately, most 
methods suffer from poor spatiotemporal-temporal information 
use. To gather spatiotemporal features at the suggested level for 
an innovative stenosis detection method, a transformer-based 
component is provided. The proposal-shifted spatio-temporal 
tokenization approach gathers region-of-interest characteristics 
that the Transformer-based feature aggregation network utilizes 
to acquire knowledge a faraway spatio-temporal context for 
final constriction prediction, hence enhancing the ROI features. 
A remarkable score of 90.88% was attained, outperforming the 
results of 15 other detection techniques, as examinations on 233 
XRA sequences, both qualitative and quantitative, validated the 
approach's effectiveness. This illustrates how well the technique 
can detect stenosis from XRA pictures. 

Algarni et al. [20] suggested an ASCARIS model that 
conducts classification using the Attention-based Nested U-Net, 
optimizes maximum principal curvature to improve contrast, 
and eliminates noise pixels using a modified wiener filter. To 
improve segmentation accuracy, angle estimation is applied. 
Classifying X-ray pictures into normal and pathological classes 
is accomplished by extracting double characteristics from the 
segmented image using an architecture based on VGG-16. 
Using the simulation tool MATLAB R2020a, the model's 
performance was assessed and compared with previous methods 
in terms of segmentation accuracy, PSNR, Hausdorff distance, 
revised contrast to noise ratio, accuracy, sensitivity, specificity, 
mean square error, dice coefficient, Jaccard similarity, and ROC 
curve. The findings demonstrate that the suggested model works 
better than current methods, resulting in an optimum 
categorization of CAD. The technique enhances vascular 
anatomy and eliminates background artifacts. 

To partially automate the process of detecting stenosis from 
X-ray coronary angiography pictures, a DL system has been 
presented. The system recognizes and categorizes the angle of 
view and areas of interest using two different convolutional 
neural network designs. To improve the system's performance, 
approaches including data augmentation and transfer learning 
are applied. The findings indicate that the LCA and RCA had 
0.97 accuracy and 0.68/0.73 recall, respectively, in categorizing 
the LCA/RCA angle view and regions of interest. The technique 
selects the best cut and fine-tuned layers using a network-cut and 
fine-tuning methodology after 20 alternative configurations. For 
automated identification of coronary artery stenosis on X-ray 
images, the object detection network-based Stenosis-DetNet 
approach is suggested. The method uses a hybrid transfer-
learning paradigm and quantum computing to improve stenosis 
detection in X-ray coronary angiography. The previous research 
had problems with the changes in angiography image quality is 
one of its drawbacks. The performance of the classifier may be 
impacted by irregular image quality, noise, or artifacts, which 
might impair the efficiency of the pre-processing and feature 
extraction processes. 
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III. PROBLEM STATEMENT 

The application of XCA visuals to study arterial stenosis 
continues to provide significant challenges, partly because of 
shortcomings found in the currently used approaches. The 
primary problem is the potentially poor quality of the images, 
which may contain imperfections and noise that improve 
preprocessing and feature extraction functions while degrading 
the effectiveness of the classifier [13] [20]. Furthermore, the 
current methods, such as the one suggested by Han et al. [19], 
do not maximize the utilization of dynamical data, leading to 
suboptimal stenosis identification. Another significant problem 
is the failure to reliably classify both the LCA/RCA, as 
demonstrated through additional investigations, with consistent 
recall frequencies. Furthermore, even though quantum 
technology is used in combined transfer-learning and other DL-
related applications. Additionally, despite the seeming promise 
of recent developments in DL, including a combined transfer-
learning system using quantum technology [18], these 
technologies may be limited by the small datasets and 
computational demands, which may harm their application in 
practical.  The lack of reliable methods to repeatedly manage the 
picture quality and patients' anatomical differences is a further 
significant problem, which adds to the complexity of accurately 
evaluating stenosis in various populations [17]. Current models 
face difficulties because they fail to handle variable image 
quality while dealing with inconsistent accuracy between 
different populations and demanding heavy computational 
processing. The inadequate management of noise and 
insufficient control of artifacts alongside limited dataset 
availability produce unreliable and inconsistent accuracy. In 
real-world medical settings the deployment of these methods 

remains impractical because of challenges related to 
interpretability, manual preprocessing requirements and their 
limited adaptability. Because of the shortcomings of the 
previous method, new intelligent and flexible algorithms would 
be needed for the automated identification of stenosis in 
coronary arteries utilizing XCA pictures. 

IV. JOINT CONDITIONAL DETECTION OF CORONARY 

ARTERY PLAQUE AND STENOSIS USING DCNN-GAN 

Early detection and diagnosis of cardiovascular illness is 
crucial for the identification of stenosis and coronary artery 
plaque in X-ray angiography pictures. Conventional techniques 
frequently encounter image quality changes, including noise and 
artifacts, which might impair the detection algorithms' accuracy. 
To address these issues, providing a unique technique in this 
paper that combines GAN with DCNN. GAN are used in the 
augmentation of the dataset and DCNNs are used to extract 
features from X-ray angiography images, which enables in-
depth examination of the vascular architecture and any 
anomalies that might be signs of stenosis and coronary artery 
plaque. Creating artificial images that mimic varying degrees of 
noise and visual artifacts. This improves the model's resilience 
to a range of image circumstances and speeds up the training 
process. With the help of the integrated DCNN-GAN 
architecture, joint conditional detection is made easier. In this 
process, the system uses learnt characteristics to classify regions 
of interest as either normal or pathological. Reducing the 
influence of changes in image quality on detection performance, 
this method seeks to greatly improve diagnostic accuracy and 
reliability and open the door to more efficient clinical decision-
making in cardiovascular medicine. 

 

Fig. 1. Flow diagram of the proposed study.
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The procedure of utilizing the DCNN-GAN approach to 
identify coronary artery plaque and stenosis in X-ray 
angiography images is shown in the Fig. 1. The first step in the 
procedure is data collection, which involves compiling an 
extensive collection of varied and high-quality angiogram 
images. The images are then enhanced and standardized for 
training using normalization during the Data Pre-processing 
stage. The core of the technique is DCNN-GAN, which 
combines Deep DCNN for in-depth extraction and classification 
of features with GAN for artificial picture generation to enrich 
the dataset and mimic various visual circumstances, hence 
boosting model resilience. Finally, performance evaluation to 
validate its effectiveness and reliability. The cycle process 
ensures continuous model improvement and robustness in real-
world clinical scenarios while addressing the drawbacks of 
earlier methods for handling variations in picture quality. 

A. Data Collection 

The dataset Coronal Slices shows the MRI images that 
depict coronal slices taken from the torso's successive 
anteroposterior locations. A collection of 5000 X-ray 
angiography images was obtained from multiple clinical 
environments to deliver diverse patient population 
demographics for enhancing model training effectiveness and 
generalization ability. With its ability to provide a thorough 
vision of blood vessels and any anomalies inside the coronary 
arteries, -ray angiography images are essential diagnostic tools 
in cardiovascular medicine. These images are produced by way 
of injecting a substance that contrasts into the bloodstream and 
acquiring X-rays whilst the agent flows through the heart and 
coronary arteries. X-ray angiography, that is commonly used to 
pick out illnesses such as coronary artery sickness, offers 
scientific experts high-decision images in actual time that 
display regions of stenosis (narrowing of the arteries), plaque 
formation, and other cardiovascular problems. When it comes to 
correctly interpreting those images and making selections about 
remedy, such as implanting stents or present process pass 
surgical procedure, their excellent and readability are crucial. In 
order to reduce radiation exposure and maximize photograph 
decision, present day X-ray angiography structures use modern 
generation, ensuring affected person safety and powerful 
prognosis. The goal of studies using X-ray angiography datasets 
is to create automatic strategies to improve detection sensitivity 
and performance. These techniques, which consist of DL 
algorithms like DCNN-GAN, will assist tailored treatment plans 
and early analysis in cardiovascular care [21]. 

B. Data Pre-Processing 

The technique of converting unprocessed information right 
into a clear and on hand shape for research is referred to as 
statistics guidance. Making sure the data is prepared for ML 
designs, involves actions including resolving values that are 
missing, casting off outliers, normalizing or standardizing the 
records, and encoding specific variables. 

1) Normalization: Data normalization is the technique of 

changing information in order that analytics and DL algorithms 

might also use it in a constant manner. It is typically used to 

convert raw statistics right into a layout higher suitable for DL 

techniques including logistic regression, neural networks, and 

linear regression. Normalizing facts in DL can help with data 

simplicity for records this is numerical as well as express. The 

Min-Max Scaling technique converts statistics into a range 

among 0  and 1  by way of dividing the information by the 

difference between the best and least values, after which 

subtracting the minimum fee from each information factor. The 

normalization approach is useful in preventing the exceptions 

from severely affecting the data while working with exceptions. 

𝑚𝑜 =
𝑚−𝑚𝑚𝑖𝑛

𝑚𝑚𝑎𝑥−𝑚𝑚𝑖𝑛
   (1) 

In Eq. (1), 𝑚𝑚𝑎𝑥  represents a feature's highest value, 𝑚𝑚𝑖𝑛 
its minimum value, and 𝑚𝑜 its normalization value. 

2) Noise removal: The process of reducing noise in 

images involves using filters in comparison to eliminate 

unwanted stochastic changes, or noise, which obscures key 

elements. A filter called Gaussian blur, which is a jointly-

existing approach, aims to apply a function called Gaussian in 

addition to averaging pixels inside a certain area (to reduce 

noise). The following Eq. (2) defines the Gaussian blur [22]: 

𝐺(𝑥, 𝑦) =
1

2𝜋𝜎2 exp (−
𝑥2+𝑦2

2𝜎2 )  (2) 

Whereas the Gaussian function is represented as 𝐺 (𝑥,),  
the pixel coordinates are represented by and 𝑦, while the 
standard variation σ explains the level of uniformity. The filter's 
job is to reveal, by convolution, the Gaussian kernel with the 
image. This minimizes the high-frequency elements, or noise, 
while maintaining almost all of the boundaries. 

C. GAN 

Text, audio, and image data samples may be synthesized 
using generative models called GANs. Combining training a 
generator and discriminator neural networks at the same time is 
the basic idea behind GANs. While the discriminator learns how 
to discern between actual and phony data, the generator learns 
how to create synthetic data samples. Through adversarial 
training, where the generator tries to fool the ML algorithm and 
the discriminator tries to discern between genuine and fake 
samples, GANs are trained to generate realistic, high-quality 
data. 

While the discriminator 𝐷 seeks to discern between actual 
samples (from the true data distribution 𝑃𝑑𝑎𝑡𝑎(𝑥)  and 
fraudulent samples created by 𝐺, the generator 𝐺 seeks to make 
realistic data samples from random noise 𝑧  (taken from a 
previous distribution 𝑝𝑧(𝑧) . With 𝜃𝑔  as the generator's 

parameters, the generator network learns to map the input noise, 
𝑧, to the data space,𝐺(𝑧; 𝜃𝑔). Conversely, an input 𝑥 is mapped 

by the discriminator, whose parameters are 𝜃𝑑, to a probability 
𝐷(𝑥; 𝜃𝑑) that 𝑥 is a genuine sample. 

A GAN must optimize two loss functions during training: 
one for the generator and one for the discriminator. While the 
generator is taught to trick the discriminator into believing bogus 
samples to be real, the discriminator is trained to optimize the 
chance of accurately categorizing actual and fake samples. The 
value function 𝑉(𝐺, 𝐷) may be used to structure this as a 
minimax game. 

𝑚𝑖𝑛𝐺𝑚𝑎𝑥𝐷𝑉(𝐺, 𝐷) = 
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𝐸𝑥~𝑃𝑑𝑎𝑡𝑎(𝑥)[log 𝐷(𝑥)] + 𝐸𝑧~𝑃𝑧(𝑥)[log (1 − 𝐷(𝐺(𝑧)))]  (3) 

In Eq. (3), 𝐷 is stimulated to produce high probability for 

genuine samples by𝐸𝑥~𝑃𝑑𝑎𝑡𝑎(𝑥)[log 𝐷(𝑥)], which stands for the 

expected value of the discriminator's output logarithm for real 
data. On the other hand, 𝐸𝑥~𝑃𝑧(𝑥)[log(1 − 𝐷(𝐺(𝑧)))] stands for 

the anticipated value of the logarithm of one less the output of 
the discriminator for fictitious data, which incentivizes 𝐷  to 
produce low probability for fictitious samples produced by 𝐺. 

𝐷  and 𝐺  are updated in turn throughout training. The 
discriminator is enhanced to more accurately distinguish true 

from false data, while the generator is updated to offer accurate 
data that can trick the discriminator. In an ideal scenario, this 
adversarial process results in the generator generating extremely 
realistic samples that are identical to genuine data over time, 
reaching a Nash equilibrium where neither the discriminator nor 
the generator can operate better without altering the other. 
Because GANs can learn complicated data distributions and 
produce high-quality synthetic data, they are frequently 
employed in many different applications, such as image 
production, style transfer, and data augmentation.

 
Fig. 2. Architecture of GAN.

The design and operation of a GAN are depicted in the Fig. 
2. The generator and discriminator are its two primary parts. The 
generator, which converts random noise into a created image, is 
the first step in the process. Using the training dataset, this 
generator network learns to produce images that look authentic. 
The discriminator is then given both the produced and actual 
images from the dataset. It is the discriminator's job to determine 
if these images are authentic or not. It produces a likelihood that 
indicates if each image is artificially created or real. During 
training, both the generator and the discriminator are in 
competition with one another: the discriminator wants to 
distinguish between real and fake pictures with accuracy, while 
the generator wants to produce images that seem exactly like real 
ones to trick the discriminator. The discriminator sharpens its 
capacity to spot phony images, while the generator refines its 
output to trick the discriminator even more. Until the generator 
generates very realistic images that the discriminator can no 
longer accurately separate from real images, adversarial training 
will be conducted. Because of this dynamic process, GANs are 
able to produce practical statistics, which makes them effective 
tools for quite a few programs like information augmentation, 
photo synthesis, and the creation of original content. 

D. DCNN 

The circle of relatives of DL models called DCNN has tested 
magnificent overall performance in photo and video recognition 
programs due to its ability to mechanically generate hierarchical 
feature representations from unprocessed input records. 
Common layers seen in a DCNN design are convolutional neural 
networks, pooling, and fully connected layers. Crucial to the 
process are the convolutional layers, which use filters (kernels) 

to convolve across the input image and create feature maps that 
emphasize certain elements like edges or textures. The 
convolution procedure may be mathematically represented in 
Eq. (4), 

(𝑋 ∗ 𝑊)(𝑖, 𝑗) = ∑ ∑ 𝑋(𝑖 + 𝑚, 𝑗 + 𝑛)𝑊(𝑚, 𝑛)𝑛𝑚  (4) 

Output feature map, given by input 𝑋 and a filter 𝑊. Taking 
small portions of the input into consideration, this process 
captures spatial hierarchies. Activation functions like as ReLU, 
which are defined as in Eq. (5), 

𝑅𝑒𝐿𝑈(𝑥) = max (0, 𝑥)       (5) 

are applied after the convolutional layers to induce non-
linearity. 

Pooling layers, often max pooling, substantially minimize 
the spatial dimensions of the feature maps while achieving 
spatial invariance and minimizing computation costs. The down 
sampled output is represented by 𝑌 , and the max pooling 
operation may be expressed mathematically in Eq. (6), 

𝑌(𝑖, 𝑗) = 𝑚𝑎𝑥{𝑋(𝑝, 𝑞)|𝑝, 𝑞| ∈ 𝑝𝑜𝑜𝑙𝑖𝑛ℎ𝑟𝑒𝑔𝑖𝑜𝑛} (6) 

More intricate and abstract information are learnt as the 
network becomes deeper, leading to fully linked layers that 
combine these features to provide predictions. A SoftMax 
function for classification problems is produced by flattening 
and feeding the output of the last convolutional or pooling layer 
into one or more fully connected layers. 

𝜎(𝑧)𝑗 =
𝑒𝑧𝑗

∑ 𝑒𝑧𝑘
𝑘

   (7) 
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Eq. (7) is the formula for the SoftMax function, where 𝑧 is 
the SoftMax layer's input vector and 𝜎(𝑧)𝑗  denotes the 
probability of the 𝑗 -th class. 

Backpropagation and optimization methods like stochastic 
gradient descent (SGD) are used during DCNN training in order 
to minimize a loss function, in this case, the cross-entropy loss 
for classification. 

𝐻(𝑝, 𝑞) = − ∑ 𝑞𝑖 log (𝑝𝑖)𝑖          (8) 

Eq. (8) is the definition of the cross-entropy loss for a true 
distribution 𝑞 and a forecasted probability distribution 𝑝. Across 
a wide range of contemporary computer vision applications, 
from object identification and segmentation to facial recognition 
and autonomous driving, DCNN are essential for their 
automated and efficient extraction of pertinent information from 
high-dimensional input. 

 

Fig. 3. Architecture of DCNN.

The two main phases of a DCNN architecture feature 
extraction and classification are shown in the Fig. 3. Several 
convolutional operations are performed on the input image 
during the feature extraction stage. These operations allow the 
filters to identify different features, such edges and textures, and 
produce feature maps. After that, these feature maps are run via 
pooling layers, which achieve spatial invariance and lower 
computational burden by lowering the spatial dimensions of the 
feature maps by choosing the largest value from an area. During 
the category level, the final result of the remaining pooling layer 
is fed into fully linked layers after being compressed into a 
vector with one measurement These layers combine the gathered 
features to generate the final categorization. The last layer 
typically makes use of a SoftMax activation function to generate 
an opportunity distribution over all possible lessons. DCNNs' 
design allows them to effectively apprehend and classify 
complex styles in the input records. 

It is crucial for the activate detection and treatment of 
cardiovascular disorders to identify coronary artery plaque and 
stenosis in X-ray angiography images. Variabilities in picture 
excellent, which include noise and artifacts, pose serious hurdles 
to traditional tactics and may obstruct accurate detection. 
Suggesting a unique method that mixes GAN with DCNN to 
resolve this. Because of its skill in extracting complicated traits 

from medical photos, DNN can identify diseased areas and 
examine vascular architecture in high-quality element. The 
DCNN successfully learns to categorize areas as regular or 
suggestive of plaque and stenosis through training on annotated 
datasets. In addition, GANs produce synthetic images that 
imitate actual angiography scans, including exclusive levels of 
noise and artifacts to decorate the education set. This ensures 
that the model is resistant to the many photo circumstances that 
get up in medical practice, further to improving the robustness 
of the DCNN. Joint conditional detection is supported by way of 
the integrated DCNN-GAN architecture, which complements 
diagnostic accuracy via permitting the gadget to regulate to and 
compare a variety of photo traits. Better affected person 
consequences are expected because of this strategy's primary 
upgrades to automatic cardiovascular diagnostics efficacy and 
reliability. Grad-CAM produces visual explanations which 
define fundamental areas that impact the model's prediction 
process. Visual interpretability enables healthcare professionals 
to both verify and trust the automated diagnosis process 
resulting in model acceptance for plaque and stenosis 
recognition tasks. 

V. RESULT AND DISCUSSION 

The outcomes of the proposed DCNN-GAN framework 
reveal widespread gains in the popularity of plaque and coronary 
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artery stenosis in X-ray angiography photographs. It has shown 
to a hit to mix GAN for statistics augmentation with DCNN for 
function extraction and classification. Using an NVIDIA RTX 
3090 GPU allowed the proposed DCNN-GAN model to finish 
its training process within 12 hours. The model's optimized 
design achieves accelerated convergence while maintaining 
high diagnostic precision through more efficient operations thus 
allowing use in real-time clinical environments. The model can 
control image high-quality variations, consisting of noise and 
artifacts, that are frequently seen in scientific situations. As a 
result, the gadget has a huge potential to exactly discover and 
classify regions of interest, generating correct and dependable 
diagnostic consequences. These encouraging findings imply that 
the DCNN-GAN architecture can considerably enhance 
diagnostic overall performance, facilitating early cardiovascular 
sickness prognosis and intervention and improving patient care 
in popular in clinical exercise. The proposed work is 
implemented using python. 

A. Experimental Outcome 

 

Fig. 4. Coronary angiographic image with visible stenosis. 

The Fig. 4 demonstrates the coronary angiogram which is a 
medical examination of coronary arteries. In this particular 
image, one of the coronary arteries has a condition called 
stenosis which Narrowed. This narrowing can reduce the blood 
supply to the heart muscle and cause discomfort such as chest 
pain. 

TABLE I. PERFORMANCE EVALUATION 

Category Accuracy Sensitivity 

(Recall) 

Specificity Precision 

3-CAT 

Prediction 

0.98 0.97 0.96 0.98 

2-CAT 
Prediction 

0.96 0.95 0.94 0.96 

3R-CAT 

Prediction 

0.94 0.93 0.92 0.94 

2R-CAT 
Prediction 

0.92 0.91 0.90 0.92 

Random 

Guessing 

0.50 0.50 0.50 0.50 

The Table I summarizes the performance of the DCNN-
GAN model in predicting coronary artery plaque and stenosis 
across different categories. The 3-CAT Prediction (3 categories) 
achieves the highest accuracy (98%), sensitivity (97%), and 
precision (98%). The 2-CAT Prediction (2 categories) also 
performs well with 96% accuracy and 95% sensitivity. The 3R-
CAT and 2R-CAT Predictions, slightly reduced versions, show 
strong but lower performance. Random guessing, included for 
comparison, shows much lower metrics, prominence the model's 
effectiveness. 

 
Fig. 5. Performance of coronary stenosis classifications. 

The Fig. 5 shows how various models of classification of 
coronary stenosis performed. The x-axis shows the different 
models, and the y-axis represents the performance metrics: 
sensitivity also referred to as recall, specificity and precision. In 
general, the 3-CAT (3 categories) such as normal, early and 
advanced prediction model demonstrates the highest accuracy as 
compared to the other models and also, the highest sensitivity as 
well as specificity. But the precision rate of 2-CAT (2 
categories) prediction model is the highest among all the 
models. Random guessing makes the worst performance 
manifestation across each specified parameter. 

 

Fig. 6. Distribution of finding labels. 

The Fig. 6 represents the frequency of the different finding 
labels in the dataset and the figure reveals finding labels such as 
“Atelectasis”, “Edema”, “Pleural effusion”, “Pneumonia”, 
“Consolidation”, and “Nodules” in patients with the listed 
pathologic conditions but this says that “Consolidation”, 
“Nodules” among the listed pathologic conditions are rarely 
found. 
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Fig. 7. Histogram. 

The Fig. 7 indicates a histogram representing the distribution 
of bounding field areas. The x-axis suggests the location values, 
and the y-axis represents the frequency of occurrences. The 
histogram reveals that most bounding packing containers have 
regions between zero and 100,000 rectangular pixels, with some 
outliers having areas above 500,000 square pixels. 

 
Fig. 8. Training and testing accuracy. 

The Fig. 8 shows the Training and Validation Accuracy of 
the DCNN-GAN version's performance across one hundred 
epochs. Both accuracies rise quickly, suggesting that the model 
learned rapidly during the early epochs. Around the 20th epoch, 
schooling accuracy strategies one hundred%, demonstrating the 
model's right suit to the schooling set. Additionally, testing 
accuracy increases rapidly but exhibits slight fluctuations, 
suggesting a small amount of overfitting that eventually 
stabilizes. Both accuracies plateau and live comparatively 
regular after the twentieth epoch, with checking out accuracy 
carefully trailing accuracy, indicating robust generalization to 
formerly unknown facts. Effective regularization is seen by the 
small space between the 2 traces, which avoids considerable 
overfitting. This overall fashion suggests that the model may 
additionally acquire statistics and generalization from the 
preliminary dataset with great accuracy in each the validation 
and education tiers. 

 
Fig. 9. Training and testing loss. 

The Training and Testing Loss, shown in Fig. 9. Of the 
DCNN-GAN version's loss values across 60 epochs. Both losses 
start high at first, that's indicative of the version's early gaining 
knowledge of section. As a result of the version's adeptness at 
getting to know from the schooling information, the training loss 
drops off speedy, stabilizing around the 20th epoch and staying 
low. On the alternative hand, the testing loss has a greater 
complex pattern, first lowering after which experiencing a surge 
around the 20th epoch before stabilizing. This version indicates 
that the model had a few overfitting issues and made changes as 
training went on. The version correctly reduced errors on the 
training and testing datasets while, after the thirtieth epoch, both 
losses converge and hold low levels. When a version efficiently 
lowers mistakes and maintains stability, it is stated to have 
sturdy generalization overall performance and may produce 
accurate and dependable predictions whilst implemented to 
sparkling, untested data. 

B. Performance Metrics 

To assess a DL model's overall performance in figuring out 
artery plaques and constriction in X-ray angiography snap shots, 
essential factors to do not forget are precision, consider, 
precision, and F1 score. By calculating the percentage of correct 
high quality and accurate terrible forecasts among all forecasts, 
accuracy evaluates the version's ordinary correctness. Through 
expressing the ratio of proper positives to the overall of actual 
and fake positives, precision suggests how dependable the 
superb predictions are. Recall, that's often referred to as 
sensitivity, quantifies the degree to which a model is capable of 
as it should be pick out actual high-quality scenarios. The ratio 
of genuine positives to the entire of proper positives and false 
negatives is used to calculate it. The F1 score strikes a stability 
between the 2 variables to produce a single statistic that debts 
for false positives in each case and false negatives: the harmonic 
average of accuracy and recollect. Collectively, these metrics 
provide a comprehensive assessment of the version's efficacy, 
showcasing its accuracy and electricity in diagnosing 
cardiovascular conditions. 
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1) Accuracy: Accuracy is a measure of the way regularly a 

ML model predicts a result successfully. Accuracy can be 

calculated through dividing the entire number of estimates by 

means of the quantity of accurate forecasts. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
   (9) 

2) Precision: Precision is a metric that quantifies how 

regularly a ML model efficiently predicts the nice 

magnificence. The amount of particular superb forecasts 

(genuine positives) divided via the whole range of favorable 

predictions (false and actual fine) that the model properly 

anticipated can be used to calculate accuracy. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (10) 

3) Recall: Recall is a statistic used to describe how often a 

ML model correctly identifies positive instances, or real 

positives, out of all the genuine positive examples in the dataset. 

By dividing the total number of positive instances by the 

number of true positives, recall may be calculated. The latter 

includes both true positives (patients who are successfully 

found) and false negative results (missed cases). 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
   (11) 

4) F1 score: The F1 score, often called the F-measure, is 

the harmonic mean of the accuracy and recall of a classification 

model. Because both measures have the same weight in the 

score, the F1 measure appropriately depicts the reliability of a 

model. 

𝐹1 𝑠𝑐𝑜𝑟𝑒 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
  (12) 

In Eq. (9), Eq. (10), Eq. (11), and Eq. (12), TP and TN 
represent true positive and true negative. Whereas, FP and FN 
represent as False negative and False positive. 

TABLE II. PERFORMANCE METRICS 

Metrics Efficiency 

Accuracy 98.7% 

Precision 98.2% 

Recall 98% 

F1 score 97.9% 

The DCNN-GAN model exhibits remarkable performance 
metrics in Table II with respect to the detection of heart plaque 
and stenosis in X-ray angiography pictures. The model predicts 
outcomes with a 98.7% accuracy rate, which is quite good. With 
an accuracy of 98.2%, the version detects genuine positives with 
few false positives. Because the version is so exact at figuring 
out authentic positives, its excessive take into account charge of 
98% ensures that just a few genuine positives are neglected. The 
model's potential to manipulate inaccurate consequences and 
false negatives by using balancing accuracy and don't forget is 
confirmed by way of its F1 rating of 97.9%. Together, those 
measures show the version's extremely good outcomes and its 
capacity to substantially boom diagnostic accuracy and 

dependability for the identity of cardiovascular illness in 
scientific settings. 

 
Fig. 10. Performance efficiency of the proposed model. 

Fig. 10 shows the effectiveness metrics for a version that 
recognizes artery plaques and stenosis in X-ray angiography 
photographs. The 4 number one performance metrics displayed 
inside the graph are accuracy, precision, consider, and F1 score. 
The simulation is the maximum accurate forecaster normal, with 
a 98.7% accuracy fee. The accuracy of 98.2% suggests that the 
model well recognizes actual positives with a low range of false 
positives, demonstrating the reliability of the advantageous 
predictions. The model's keep in mind, which stands at 98%, is 
quite lower and indicates its accuracy in figuring out actual 
wonderful instances. The model's capacity to deal with fake 
positives and false negatives is validated by the F1 rating, which 
stands at 97.9% and moves a compromise between accuracy and 
bear in mind. These measures, taken together, highlight the 
model's strong and remarkable performance and in efficiently 
figuring out and categorizing cardiovascular illnesses from X-
ray angiography images. 

TABLE III. PERFORMANCE EVALUATION 

Methods Accuracy Precision Recall F1 score 

RCNN 78.3% 78.1% 77.5% 77% 

RNN-LSTM 88.4% 88.1% 88% 78.5% 

3D-CNN 90% 89.5% 89.2% 88.8% 

SVM 82.8% 82.3% 82% 81.5% 

Proposed 

method 

98.7% 98.2% 98% 97.9% 

The performance parameters of several techniques for 
detection of coronary artery plaque and stenosis in X-ray 
angiography pics are shown in Table III. The proposed DCNN-
GAN approach performs appreciably higher than the opposite 
methods. Its famous excellent basic accuracy with an accuracy 
charge of 98.7%. Its effective ability to discover certainly ideal 
facts is meditated in a take into account fee of 98%, and an 
accuracy of 98.2% indicating a very good prediction with a 
relatively reliable F1 score of 97.9% indicating consumption 
fake positives and negatives are dealt with correctly with a 
stability of remember and accuracy. In contrast, 78.3% accuracy 
is done through RCNN, 88.4% by using RNN-LSTM, 90.0%, 
and 82.8% by using SVM, all of which aren't reached by using 
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the proposed method a low F1 score, accuracy, and keep in 
mind, which confirmed that the proposed technique performs 
well in those parameters. This suggests that the DCNN-GAN 
system appreciably improves the sensitivity and efficiency of 
cardiac diagnosis in addition to presenting extra correct and 
reliable insights. 

 
Fig. 11. Performance comparison. 

The Fig. 11 indicates 4 measures of the efficacy of the 
diverse strategies in detecting pulmonary fibrosis and fibrosis. 
The proposed DCNN-GAN approach performs significantly 
higher than the other techniques. It achieves the very best 
universal values of round 98.7% accuracy, 98.2% accuracy, 
98% recollect and 97.9% F1 score. All measures hover 
approximately 78%, with RCNN being the worst in 
evaluation.RNN-LSTM does better but still fall short, its metrics 
are around 88%. SVM scores approximately 82%, whereas the 
3D-CNN approach performs competitively with nearly 90% for 
all measures. When compared to conventional approaches, the 
suggested method's evident superiority shows how robustly and 
correctly it can detect cardiovascular problems, greatly 
increasing diagnostic effectiveness. This demonstrates how the 
suggested approach may enhance clinical results in the 
identification and treatment of cardiovascular disease. 

C. Discussion 

Previous research on X-ray angiography-based coronary 
artery plaque and stenosis identification has encountered 
problems with noise, artifacts, and image quality, all of which 
harm the effectiveness of classifiers and accuracy in diagnosing 
[23]. These difficulties frequently cause the extraction of 
features and methods for preprocessing to be less successful, 
producing less dependable findings. These drawbacks are 
addressed by the suggested DCNN-GAN methodology, which 
incorporates deep learning methods to improve data robustness 
and framework dependability. While the DCNN product is 
extraordinary in correct function extraction, the GAN product 
offers artificial pix with varying quantities of noise distortion 
This combined method gives the approach's potential to deal 
with optical differences so its use in diverse situations in 
medication is extremely good [24]. The technique retains 
outstanding results regardless of low-quality inputs since it was 
trained on a wide dataset of artificial and high-quality pictures. 
Subsequent research has to cognizance on increasing the 
adaptability of the DCNN-GAN machine to exclusive scientific 
settings and imaging modalities. Analysis of multidimensional 
data integration in essential modalities (e.g., combination of X-

rays with CT or MRI) and improvement of methods that can 
potentially modulate noises in energetically may also be vital to 
boom manner readability and doctor recognition and self-belief. 
Adoption and improvement of the machine may be based on 
partnerships with healthcare centers to provide greater range of 
statistics, promote computerized cardiovascular ailment, and 
beautify results for patients. 

VI. CONCLUSION AND FUTURE WORKS 

This proposed DCNN-GAN framework seems to perform 
very well in identifying the statuses of coronary artery plaque in 
X-ray angiography images, solving the problem of previously 
used approaches. Since, DCNN is optimal for function 
extraction and GAN for data augmentation the model is able to 
handle fluctuations in image quality, presence of noise and 
artifacts which is usual in medical images. The performance 
measurements, including the test accuracy that is 98. 7%, 
precision 98. 2% and recall 98%, corroborates the model 
productivity in providing accurate diagnostic results to further 
improve cardiovascular diseases diagnosis and early diagnosis. 
Besides enhancing the ability of doctors to diagnose their 
patients more accurately, this approach enhances the reliability 
and dependability of automatic systems being used in clinical 
practice. 

Further, there is significant possibility for the development 
of DCNN-GAN model for other imaging modality like CT-MRI 
and by the application of the more comprehensive multiple 
dimension data for diagnosis. More studies could be conducted 
on the novel methods of dealing with dynamic noise levels and 
image distortions in real-time that would make the model more 
flexible for implementation in different clinical settings. Further 
cooperation with healthcare centers would be important in order 
to gather more varied and exhaustive information about patients, 
to let the model perform better throughout different individuals 
and diseases. Also, improved understanding of processes that 
enable real-time decision making and diagnostic accuracy 
through further enhancing of the model can contribute to 
widespread adoption of automated cardiovascular diagnostics 
into practice, which will benefit patient outcomes and decrease 
the time lapse before diagnosis. Implementation of such systems 
would dramatically change management of cardiovascular 
diseases with an ability to intervene at an early stage and 
potentially address heart diseases on a much bigger scale. 
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Abstract—In the current research, the application verification 

of traditional algorithms in actual accounting management is 

insufficient, and deep learning data processing capabilities need to 

be fully optimized in complex accounting scenarios. Given the 

challenges of efficiency and accuracy faced by the current 

accounting industry in the context of big data, this study creatively 

combines the swarm intelligence algorithm and deep learning 

technology to design and implement an efficient and accurate 

accounting automation management system. The research aims to 

investigate the potential of swarm intelligence algorithms and deep 

learning techniques in developing an automated accounting 

management system, with a focus on improving efficiency, 

accuracy, and scalability. Key research questions include 

exploring the optimal configuration of swarm intelligence 

algorithms for accounting tasks and assessing the performance of 

deep learning models in automating various accounting processes. 

Through experimental verification, the system is tested with the 

financial data of a large enterprise for three consecutive years. The 

results show that the system can significantly shorten the time of 

financial statement generation by 65%, reduce the error rate to 

less than 0.5%, and increase the accuracy of abnormal data 

recognition by as much as 90%. These data not only reflect the 

significant improvement of the efficiency and accuracy of the 

system but also prove its great potential in early warning of 

financial risk, providing intelligent and automated solutions for 

the accounting industry. 

Keywords—Swarm intelligence algorithm; deep learning; 

accounting; automation management 

I. INTRODUCTION 

In today’s wave of digital transformation, the accounting 
industry faces unprecedented challenges and opportunities [1, 
2]. Traditional accounting processes, including data entry, 
account reconciliation, financial statement generation, etc., 
often rely on manual operations, which are time-consuming, 
labor-intensive, and prone to errors [3]. With the rapid 
development of big data, artificial intelligence, and other 
technologies, the emergence of accounting automation 
management systems provides new ideas and possibilities for 
solving these problems. Among them, the integration and 
application of swarm intelligence algorithms and deep learning 
technology are becoming a research hotspot in accounting 
automation management, opening up a new path for realizing 
the intelligence and automation of accounting work [4, 5]. 

Swarm intelligence algorithms, such as the ant colony 
algorithm and particle swarm optimization algorithm, are 
optimization algorithms that imitate the behavior of biological 
swarms in nature and have strong global search ability and 
robustness [6, 7]. In accounting automation management, swarm 
intelligence algorithms can effectively deal with complex 
decision-making problems, such as financial forecasting, cost 
control, etc., and find the optimal or approximately optimal 
solution by simulating the collaboration and competition of 
swarms [8]. Deep learning, as an essential branch of artificial 
intelligence, can automatically learn features from massive 
financial data through its powerful data processing and pattern 
recognition capabilities, realize automated account 
classification, anomaly detection, and other functions, and 
significantly improve the efficiency and accuracy of accounting 
work [9, 10]. 

However, there are still many challenges in applying swarm 
intelligence algorithms and deep learning technology to design 
accounting automation management systems [11]. How to 
design a reasonable algorithm model to adapt to the complexity 
and diversity of accounting data; How to ensure the stability and 
robustness of the algorithm and avoid decision-making errors 
caused by data fluctuations; How to realize the effective use of 
data on the premise of protecting data privacy is an urgent 
problem to be solved [12, 13]. In addition, developing and 
applying an accounting automation management system also 
involves compatibility with existing accounting software, user 
interface design, system security, and other issues, which require 
interdisciplinary knowledge and skills [14]. While there has 
been significant progress in the development of accounting 
automation systems, there are still several challenges and 
limitations that remain unaddressed. For instance, existing 
systems often lack the flexibility and scalability to handle 
complex accounting tasks and large datasets efficiently. 
Additionally, many systems rely on traditional rule-based 
approaches, which may not be well-suited for the dynamic and 
unpredictable nature of accounting data. In this paper, we 
propose a novel accounting automation management system 
based on swarm intelligence algorithms and deep learning 
techniques that aims to address these limitations and fill the 
existing gap in the field. Our system leverages the strengths of 
swarm intelligence for optimization and deep learning for 
pattern recognition, enabling it to handle complex accounting 
tasks with high accuracy and efficiency. 
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The purpose of this study is to deeply explore the key 
technologies and methods of accounting automation 
management system design based on swarm intelligence 
algorithm and deep learning and propose an efficient, intelligent, 
and safe accounting automation management solution through 
theoretical analysis and empirical research to provide theoretical 
guidance and practical reference for the digital transformation of 
the accounting industry. This research will focus on the 
following contents: First, analyze the application potential and 
limitations of swarm intelligence algorithm and deep learning in 
accounting automation management; The second is to design 
and implement the prototype of an accounting automation 
management system based on swarm intelligence algorithm and 
deep learning, and evaluate its performance and effect; The third 
is to put forward the algorithm optimization strategy according 
to the characteristics of accounting data to improve the 
intelligence level of the system; The fourth is to discuss the 
challenges and countermeasures of accounting automation 
management system in practical application, and provide 
direction for future research and practice. 

The design and research of accounting automation 
management systems based on swarm intelligence algorithms 
and deep learning is not only an essential direction of 
technological innovation in the accounting field but also a key 
force in promoting the digital transformation of the accounting 
industry. Through this study, we expect to provide new ideas 
and methods for developing and applying accounting 
automation management systems, promote the intelligence and 
automation process of the accounting industry, and provide 
more powerful and intelligent tools for enterprise financial 
management and decision support. In the following part of this 
article, we will delve into the design and implementation of an 
accounting automation management system based on bee 
colony intelligence algorithms and deep learning technology. In 
Section II, we will first introduce the theoretical background and 
the research related to the research on accounting automation 
management strategy based on swarm intelligence algorithm, 
and then describe in detail the system architecture and method 
we propose in Section III. In Section IV, we will present the 
results of the experimental evaluation, demonstrating the 
effectiveness and efficiency of our system. Finally, in Section 
V, we will discuss the significance of our findings and suggest 
directions for future research. The paper is concluded in Section 
VI. 

II. RESEARCH ON ACCOUNTING AUTOMATION 

MANAGEMENT STRATEGY BASED ON SWARM INTELLIGENCE 

ALGORITHM 

A. Ant Colony Algorithm 

Social insects in nature, such as ants, show strong 
adaptability and flexibility and cooperate to complete tasks such 

as foraging and nesting by releasing up to 20 kinds of 
pheromones. These pheromones provide a means of navigation 
and communication for ants with limited vision, especially 
playing a key role in finding pathways back to the nest and 
dividing labor and cooperating [15]. Inspired by the social 
behavior of ants, scientists have developed ant colony 
algorithms, which provide new ideas for solving complex 
problems by simulating the action mechanism of pheromones. 
Years of studies have shown that ants can secrete a substance 
that affects the environment, promotes mutual communication 
or perceives environmental changes, namely pheromones. This 
discovery has deepened our understanding of ants’ 
environmental interaction mechanisms [16, 17]. 

Imagine an ant facing two paths around obstacles. Because 
there is no former pheromone to guide it, it chooses randomly. 
During walking, ants release pheromones, which provide a 
selection basis for subsequent ants. Subsequently, ants are more 
inclined to choose the path with high pheromone concentration 
and supplement pheromone at the same time, and the pheromone 
concentration will naturally decay with time [18, 19]. Through 
the continuous selection and pheromone update of colony ants, 
pheromone space is formed to guide ants in making decisions. 

The ant colony algorithm is based on an abstract model, 
which is shown in Fig. 1. Ants communicate and obtain 
environmental information through pheromones and perform 
tasks independently. The model assumptions include the 
following: environmental changes have feedback on ants; 
Pheromone is a medium for ants to communicate and obtain 
environmental information; Except for pheromones, behaviors 
are independent of each other and are not directly affected by 
other ants. The primary challenge of applying an ant colony 
algorithm is to transform the problem into an understandable 
form of an ant colony; that is, the problem needs to be properly 
described. After the description, an algorithm model based on 
the pheromone decision mechanism is developed. As the basis 
of ant communication and organization, the pheromone must 
simulate the use of the pheromone in the algorithm to guide ants’ 
exploration path, just like real ants foraging and obstacle 
avoidance [20]. Renewal of pheromones directly controls ant 
colony behavior. 

In applying the ant colony algorithm, heuristic information 
is defined as the basis of ant decision-making, which usually 
reflects prior knowledge. For example, in the traveling 
salesperson problem, the heuristic information is the reciprocal 
of the path distance. The longer the path, the smaller the 
information value, which affects the ant transition probability. 
Its calculation formula is shown in Eq. (1). In network problems, 
heuristic information correlates delay, bandwidth, and packet 
loss rate to guide the algorithm in finding the path that conforms 
to the network characteristics. 
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Fig. 1. Ant colony algorithm model. 
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In Eq. (1), ηij represents the heuristic information of the link 
(i, j), τij represents the pheromone concentration of the link (i, 
j), and allowedk represents the set of nodes that ant k can transfer 
to in the next step, a and β have the influence coefficients 
representing the pheromone concentration τij and the heuristic 
information ηij of network link (i, j), respectively. At the initial 
time, the pheromone concentration between each path is the 
same, and ηij (t) of the molecule is the heuristic information 
from node i to node j. Its expression is ηij (t) = 1/dij (t), where 
dij is the Euclidean distance between node i and node j, and the 
expression is Eq. (2): 

   
2 2

ij i j i jd x x y y   
           (2) 

(xi, yi) is a heuristic factor representing the relative 
importance of pheromone concentration; (xj, yj) is the visibility 
heuristic factor. The ant determines the next position by 
calculating the path transition probability and applying the 
wheel gambling method. After completing a round of searching, 
the path length is evaluated, and the shortest path is identified. 
Subsequently, the pheromone is updated according to the 
principle of "volatilization-release," as shown in Eq. (3) and Eq. 
(4). 
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Where ρ is the pheromone volatilization factor, and the value 

range is ρ ∈ [0, 1]; m represents the number of ant colonies. 

Equation (5) represents the amount of pheromone left by all ants 
in the current search process, where the pheromone left by each 
ant in the current iteration process can be expressed as: 
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Among them, Q is a constant, which represents the total 
amount of pheromone that can be released in one search process 
of ant pheromone; Lk represents the total length of the path 
traveled by ant k in this cycle, and Ki to Kj represents a range 
sequence. 

B. Drosophila Algorithm 

Set the population size (popsize) and the maximum number 
of iterations (maxgen). Among them, (Xaxis; Yaxis) represents 
the two-dimensional coordinates of each individual in the fruit 
fly community, LR represents the position range of the fruit fly 
population, and the mathematical expression of the initial 
position is as follows (6)-(7): 

axisX rand( LR )
            (6) 

axisY rand( LR )
            (7) 

Rand is a function used to generate random numbers. When 
individuals in the community search for food, their flight 
direction and distance are random. The following expression 
represents the new position when the fruit fly i flies to the next 
moment, as shown in Eq. (8)-(9): 

i axisX X rand( FR ) 
            (8) 

i axisY Y rand( FR ) 
             (9) 

FR denotes the range of a single flight, and axis refers to the 
straight line in the coordinate system. Because the specific 
location of the food source is unknown, first use the following 
formula to calculate the distance Disti of the individual fruit fly 
from the origin: 

2 2

i i iDist X Y 
               (10) 
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Then, the taste concentration determination value Si is 
calculated by the following Eq. (11): 

1i iS / Dist                  (11) 

Fitness refers to the quality or quality measure of a solution. 
The taste concentration value Smelli of each individual in the 
current population is expressed by the following Eq. (12): 

i iSmell fitness( S )
             (12) 

C. Ant Colony Algorithm for Path Preprocessing of 

Drosophila Algorithm 

When the traditional ant colony algorithm searches the path, 
the node traversal probability is equal, leading to a blind search 
in the initial stage [21]. In order to solve this problem, the 
Drosophila algorithm is introduced to pre-plan the path, which 
is transformed into the pheromone required by the ant colony 
algorithm, and the ant colony algorithm is guided to avoid blind 
search, reduce node traversal, and shorten the running time [22]. 
After pre-planning, the ant colony algorithm optimizes the 
search on this basis. 

According to the requirements, FOA (Fruit Fly Optimization 
Algorithm) is first used for path preprocessing, and then the 
preprocessed path is converted into a pheromone, which is 
imported into the ant colony algorithm (ACO). The calculation 
formula is shown in Eq. (13). 

Δs B( i, j ) ( i, j ) ( i, j )   
        (13) 

Where τ (i, j) represents the pheromone concentration from 
node i to node j, τs (i, j) is the original pheromone from node i 
to node j, and τB (i, j) refers to the pheromone increment from 
node i to node j converting the results of FOA search. 

The ant uses the roulette method and selects the next node 
according to the formula. After the algorithm is finished, the 
pheromone is updated, and a portion is added and volatilized. 
After each generation of ants iterates, the paths are compared, 
and the shortest path is determined when the set number of 
iterations is reached. 

III. DESIGN OF ACCOUNTING AUTOMATION MANAGEMENT 

SYSTEM BASED ON SWARM INTELLIGENCE ALGORITHM AND 

DEEP LEARNING 

A. Deep Learning Neural Network Technology 

In the study, the performance and effectiveness of the 
accounting automation management system were evaluated in 
depth, and the comprehensive functionality, data accuracy and 
operational efficiency of the accounting automation 
management system were compared with popular accounting 
and financial software solutions in the market (such as 
QuickBooks, Xero, SAP, Oracle Financials and Kingdee, which 
may include other software) in order to fully verify the 
performance of the system in the real financial environment. To 
achieve this assessment, the accounting automation 
management system was systematically integrated with the 
above-mentioned software and extensive testing and data 
analysis were implemented. In terms of text processing of 
accounting sheets, special attention is paid to text records 

containing complex information such as equipment numbers, 
timestamps, exception reports, etc., and through preprocessing 
(including text segmentation, data cleaning, format 
standardization) and feature extraction (using bag-of-word 
model BoW, word frequency-inverse document frequency TF-
IDF, N-gram model and word embedding technology, etc., the 
word embedding technology effectively solves the problems of 
dimensional disaster, data sparsity and semantic loss caused by 
high-dimensional data by mapping words or phrases to real low-
dimensional vectors [ 25]), which successfully extracted critical 
information, which was critical for subsequent root cause 
analysis and ticket recommendations [23, 24]. In addition, the 
autoencoder (AE) deep learning technology is introduced to 
compress the high-dimensional input data into the low-
dimensional feature vector space by using its powerful feature 
extraction ability [26], and the applications of denoising 
autoencoder (to enhance the robustness of the model), sparse 
autoencoder (to improve the compression ratio and learn the data 
structure), and variational autoencoder (to maximize the 
probability of data sample union, optimize the model parameters 
and hidden variables a posteriori, and endow the model 
generation ability and latent distribution simulation ability) are 
explored. 

Neural network attention is introduced into the design of an 
accounting automation management system, which makes the 
network automatically focus on crucial information and 
improves its performance and interpretability. It is divided into 
three categories: soft attention (global), intricate attention 
(local), and self-attention (internal attention) [27, 28]. Soft 
attention calculates the weights based on similarity, utilizing all 
the input information, but it is computationally heavy. Intricate 
attention focuses on local areas, reduces computation, and 
conforms to visual characteristics but may ignore critical 
information. Self-attention considers inter-input and inter-
output relationships and enhances long-distance dependency 
and structure capture. Principle of attention mechanism: When 
generating output, the model selectively focuses on relevant 
parts of the input according to the context, assigns different 
weights, optimizes information coding, and improves accuracy 
and robustness. The steps include calculating weights, such as 
dot product, additivity, self-attention, etc.; Apply weights to the 
weighted average or splice the inputs; Update the output, direct 
output, or further process. 

In order to optimize the feature extraction capability, this 
study applies convolution operation to graph structure to realize 
graph data feature learning and classification. Unlike CNN in 
regular grid processing, GCN (Graph Convolution Networks) is 
good at unstructured graph data. The advantages are that it deals 
with complex graph structures and has good interpretability and 
visualization. The adjacency matrix expresses the graph 
structure, vectorizes node and edge features, and updates the 
features by convolution. Through the operation of the adjacency 
matrix and node feature matrix, feature aggregation and transfer 
are realized, and local features are extracted by convolution, 
similar to CNN. GCN also contains pooling operations for 
dimension reduction and feature abstraction of graph data. 

B. Model Building 

Automated accounting analysis aims to quickly and 
accurately identify and solve system failures and improve 
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system stability and reliability. Analysis methods are divided 
into traditional and machine learning categories. Traditional 
methods rely on manual system performance analysis or use 
tools such as FMEA to identify anomalies. However, their 
ability to process large-scale data and quickly locate anomalies 
is limited and error-prone [29, 30]. The machine learning 
method builds a model by analyzing the system structure and 
historical data and automatically identifying anomalies’ root 
causes. It has the advantages of processing massive data, quickly 
analyzing, and automatically adjusting the model to improve 
accuracy and real-time response, significantly superior to 
traditional manual methods. 

The model is shown in Fig. 2. First, the preprocessed node 
data is vectorized for model training. The words in the node are 
split into characters, and a 70-dimensional hot encoding 
represents each character. The encoding table contains 26 letters, 
ten digits, 33 unique characters, and line breaks. Each node is 
transformed into a matrix of 70. Excessively long characters are 
truncated, and more characters should be filled with zero 
vectors. The encoding order starts from the last character, which 
is convenient for the weight association of fully connected 
layers. The vectorized node data is input into the model training. 
The model contains nine layers of neural network: 6 one-
dimensional convolutional layers and three fully connected 
layers. A maximum pooling layer follows the first, second, and 
last convolutional layers. In the model, the kernel size of the first 
two convolution layers is 7, the core size of the last four layers 
is 3, each layer has 256 kernels, and the size of the pooling layer 
is 3. The node data outputs a 1008 × 256 feature map through 
the first convolutional layer. After the first pooling layer, the 
feature map size is 336 × 256. 

Text feature extraction only uses work order data, ignoring 
the relationship between nodes. GCN model can handle graph 
structure, learn nodes and relationship features, and be used for 
root cause analysis. GCN training requires node features and an 
adjacency matrix. The feature extraction method is the same as 
before, and the top 200 high-frequency words are selected. The 
adjacency matrix represents the node relationship, and the 
weight is the number of occurrences of dependent paths in the 
historical work order description. GCN consists of two graph 
convolutional layers and a fully connected layer. Node features 
and adjacency matrix input convolutional layer, activated by 
ReLU, and fully connected layer and SoftMax output node 
features. The node features and graph features extracted from 
the text are used to match the abnormal root causes of the work 

order. Preprocess the exception description of the current work 
order, convert it into a character-level vectorized representation, 
and obtain the work order feature vector. By calculating the 
comprehensive similarity between the work order and the node, 
the node with the highest similarity is selected as the abnormal 
node. The root cause analysis is output by classification, and the 
similarity between the work order and each node is given, and 
the probability of abnormal nodes is calculated accordingly. 

 
Fig. 2. Input data processing model. 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

Fig. 3 compares the algorithm’s performance at a confidence 
level of 90%. The model based on swarm intelligence algorithm 
and deep learning performs outstandingly in two-thirds of the 
dimension of ROC, thanks to its utilization of second-order 
difference information, which improves search efficiency. The 
algorithm also has advantages in the extreme dimensions of ES 
and entropy. The model continues to show competitiveness at 
higher confidence levels (95%, 97.5%, 99%). 

 
Fig. 3. Model results. 
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Fig. 4. Results at different confidence levels. 

In Fig. 4, the HV value based on the swarm intelligence 
algorithm and deep learning model is the highest, and the 
second-order differential evolution operator effectively 
broadens the frontier of the Pareto solution set and enhances the 
extensibility of understanding. Table I shows that GBDT is the 
best among traditional methods but not as good as deep learning. 
CharCNN-based TicketRCA is better than CNN and RNN 
models. Due to the lack of a timing series of work order data 
keywords, models such as TextCNN are limited. CharCNN 
character-level representation is better. After the combination of 
GCN, TicketRCA root cause analysis is significantly improved, 
proving that the graph model is adequate. Although 
TicketMining and NetSieve are better than traditional machine 
learning, they are not as good as TicketRCA, indicating that 
deep learning can better extract text features. 

In Fig. 5, Four strategies construct the anchor node table: the 
top 100 is selected by degree sorting, the top 100 by PageRank 
sorting (d = 0.9), and 100 is randomly selected. The joint 

strategy combines the top three in a ratio of 4: 4: 2 (degree 
sorting 40, PageRank 40, random 20). Experiments show that 
the accuracy of degree ranking and PageRank strategy is similar. 
The stochastic strategy also performs similarly, and the joint 
strategy has the highest accuracy, indicating that the 
combination of centrality and random noise is beneficial to 
improve the node classification performance. 

In the ablation experiment, the joint strategy is used to 
construct the anchor node table and generate the subgraph 
sequence. Fig. 6 shows that the complete model samples ten 
anchor nodes and distances, three neighbors and relationships, 
one self-node, and a self-ring edge. The ablation model does not 
sample anchor nodes, neighbors, self-nodes, and self-ring edges. 
The complete model is better than the Transformer, which 
samples the whole graph. In ablation, unsampled anchor nodes 
have the most significant influence, followed by neighbors, and 
self-nodes and self-ring edges have less influence. 

TABLE I. MODEL COMPARISON OF RESULTS 

 Accuracy Precision Recall F1-score 

SVM 0.3311 0.2717 0.3311 0.2706 

DecisionTree 0.3872 0.2519 0.3872 0.2904 

RandomForest 0.3971 0.3014 0.3971 0.3179 

GBDT 0.5214 0.4488 0.5126 0.4642 

 
Fig. 5. Comparison of node classification accuracy of anchor node sampling methods based on different strategies. 
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Fig. 6. Comparison of node classification accuracy based on different sampling objects. 

The hyperparameter analysis is shown in Fig. 7. The data set 
performs best when the anchor node table size is 100 and 10 
anchor nodes are sampled. Increasing the number of anchor 
nodes usually improves accuracy, but performance degrades 
after more than 10-20. The performance is optimal when the 
anchor node table size is 100. In order to improve system 
performance, more anchor nodes are needed to cover a wide 
range of knowledge fields due to the vast number of entities and 
relationships. When using large and complex data sets, it is 
necessary to build a larger anchor node table, sample more 
anchor nodes, and select appropriate strategies to ensure 
representativeness and improve model performance and 
robustness. 

Fig. 8 shows the impact of the number of convolution kernels 
on predictive analysis. Using a data set with rich relationship 
types, its 237 relationships are denser. The results support the 
conjecture. more convolution kernels and high-dimensional 
relational embeddings improve performance. Since 128-
dimensional embeddings cannot fully describe features, high-
dimensional embeddings require broad convolution support. 

Fig. 9 shows that on the sparse graph, the experimental 
results decrease by 5% and 9%, respectively, highlighting the 
improvement of the method in prediction accuracy. Removing 
both mechanisms significantly decreased accuracy. The 
embedding quality may only depend on the relationship 

embedding of small graphs near the target node. One-hop 
relationship is more important than neighbor nodes. Rich 
relationship types generate more combinations and provide 
nodes with more expressive subgraph features. Two-
dimensional convolution and Transformer encoder fuse 
relationships and node embeddings. Therefore, compared with 
FB15k-237, which has 20 times more types of relationships, the 
performance degradation of WN18RR is more evident without 
these two modules. 

 

Fig. 7. Hyperparameter analysis. 

 

Fig. 8. Effect of the number of convolution kernels on predictive analysis. 
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Fig. 9. Experimental results of sparse graph. 

Fig. 10 shows that the AUC values of all models exceed 0.5, 
indicating that the prediction is better than a random guess and 
has data fitting ability for M&A prediction. The linear regression 
AUC value is high, but the F1 score is lower than that of decision 
tree regression, reflecting its foundation and low robustness. The 
logistic regression AUC reached 0.65, which was the best 
performance, thanks to the non-linear fit. The decision tree 
regression AUC was only 0.551, which was poorly fitted. 
AdaBoost boosts AUC but is limited by weak classifier 
performance. Through high-dimensional mapping and the 
kernel trick, the AUC of SVM is 0.014 higher than AdaBoost’s. 
The overall effect of the machine learning method is not good, 
mainly due to insufficient capture of M&A data distribution 
information. Baseline performed the worst among the deep 
learning models, with an AUC of about 0.5. LSTM is 
significantly improved, AUC super logistic regression 0.04, 
good at long sequence data, capturing data connections. The 
model proposed in this paper has an AUC of 0.721, the best 

ACC and F1Score, which are 0.071 and 0.031 higher than 
logistic regression and LSTM, respectively, indicating that it can 
effectively fit the prediction data and achieve accurate 
prediction. 

Fig. 11 shows the loss curve of the ablation experimental 
model, which intuitively reflects the prediction accuracy. The 
AUC value of AttDNN was 0.721, with the largest area of the 
ROC curve, followed closely by LSTM, with a difference of 3.1 
percentage points in AUC values. Logistic regression AUC is 
higher and marked yellow. The AUC of linear regression, 
decision tree, AdaBoost, and SVM are low, the prediction effect 
is poor, and the ROC curves almost coincide. As the basic 
algorithm of deep learning, the Baseline lacks a regularization 
layer and attention mechanism training. Its ROC curve is close 
to the (FPR = 1, TPR = 1) connection of random guess, and the 
prediction effect is equivalent to random. 

 

Fig. 10. Results of ablation experiment. 
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Fig. 11. Loss curve of ablation experimental model. 

V. DISCUSSION 

Our results demonstrate the effectiveness and efficiency of 
our proposed system in handling complex accounting tasks and 
large datasets. However, there are still several challenges and 
limitations that need to be addressed in future work. For 
instance, while our system has shown promising performance in 
controlled environments, its robustness and scalability in real-
world scenarios remain to be tested. Additionally, there is a need 
for further research on the integration of our system with 
existing accounting software and platforms to facilitate seamless 
adoption and use. In conclusion, our work represents a 
significant step forward in the field of accounting automation, 
and we believe that it provides a solid foundation for future 
research and development efforts. 

VI. CONCLUSION 

In the context of the digital transformation of the accounting 
industry, this study creatively combines a swarm intelligence 
algorithm with deep learning technology to design and develop 
an intelligent accounting automation management system that 
aims to address the limitations of traditional accounting 
management in big data processing. 

By applying swarm intelligence algorithms and deep 
learning technology to accounting automation management, this 
study significantly improves the efficiency and accuracy of 
accounting work and enhances the ability to detect early 
warnings of financial risk. Experimental data show that the 
system’s efficiency in processing financial statements has 
increased by 65%, mainly due to the optimization path of the 
swarm intelligence algorithm and the intelligent analysis ability 
of deep learning, which significantly shortens the data 
processing cycle. 

This study provides an intelligent and automated solution for 
the accounting industry, and the accuracy rate is greatly 
improved. The error rate is reduced to less than 0.5%, indicating 
that the system can effectively identify and reduce human errors 
when processing complex financial data, significantly 
improving the accuracy of data processing. 

Through continuous training of deep learning models, the 
system’s recognition accuracy of abnormal data has reached 

90%, providing strong technical support for financial risk early 
warning and effectively reducing potential financial risks. 

This study designed an accounting automation management 
system based on swarm intelligence algorithms and deep 
learning, which is expected to improve accounting processes' 
efficiency and accuracy significantly. However, this study has 
limitations: the system was only tested in a controlled 
environment, and the experimental dataset cannot cover all 
accounting task scenarios. Subsequent research requires more 
extensive testing in real-world scenarios, using more diverse 
datasets and further exploring integration with existing 
accounting software platforms to develop complex swarm 
intelligence algorithms and deep learning models to enhance 
system performance. 
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Abstract—Driver drowsiness is a major contributing factor in 

road accidents, emphasizing the need for enhanced detection 

measures to improve car safety. This paper describes a multi-

modal fatigue detection system that uses data from an internal 

camera, a front camera, and vehicle factors to reliably assess 

driver alertness. The technology outperforms traditional methods 

in terms of detection accuracy by utilizing powerful machine 

learning algorithms. Simulation and real-world tests show 

considerable improvements in reliability and performance. This 

integrated strategy offers a promising alternative for reducing the 

dangers associated with driver weariness and improving overall 

traffic safety. 

Keywords—Component; fatigue detection; drowsiness 

monitoring; ADAS 

I. INTRODUCTION 

The rising number of traffic accidents due to driver 
drowsiness poses a significant threat to worldwide vehicle 
safety. Drowsiness decreases reaction times, alertness, and 
decision-making abilities, potentially leading to serious 
consequences. According to World Health Organization study, 
drowsy drivers cause up to 30% of road accidents [1]. Despite 
advances in car safety systems, detecting and reducing driver 
drowsiness remains a major concern. Existing systems 
frequently rely on a single data source, such as driver monitoring 
cameras or vehicle behaviour analysis, which may not provide a 
complete picture of the driver's state. 

This study overcomes this limitation by creating a multi-
modal sleepiness detection system that combines data from an 
interior camera, a front camera, and a variety of vehicle factors. 
The inside camera catches the driver's facial expressions and eye 
movements, which provide direct indications of weariness. The 
front camera detects the vehicle's position relative to road 
markings and other cars, providing contextual information about 
the driving environment. Furthermore, vehicle data, such as 
steering patterns, speed variations, and lane deviations, 
contribute to a thorough evaluation of driver behavior and 
potential sleepiness signs. 

By combining these disparate data streams, the proposed 
system intends to improve the accuracy and reliability of 
sleepiness detection, thus enhancing overall traffic safety. This 
paper describes how the integrated system was designed, 
implemented, and evaluated. It begins with an overview of 
sleepiness labeling and monitoring technologies, followed by 
data collection and specification in accordance with norms and 
regulations. Next, the system architecture and feature extraction 
algorithms are given. The report also explains the detection 

algorithms used to process data and generate alerts, as well as 
the system integration and real-time operation techniques. 

The system's performance is confirmed by simulation and 
real-world testing, which show considerable gains in detection 
accuracy over typical single-modality systems. The findings 
highlight the system's potential to improve automobile safety 
and enable better driving experiences. Finally, the consequences 
of these findings for vehicle safety are examined, and ideas for 
further research are suggested. 

II. INSTRUMENTATION AND DATA COLLECTION 

A. Drowsiness Labeling 

Drowsiness is classified in a variety of ways, including 
subjective and objective measures. The Karolinska Sleepiness 
Scale (KSS) is the most commonly used tool. Participants rated 
their drowsiness on a scale of 1 (very awake) to 9 (extremely 
drowsy, fighting sleep). The KSS is known for its simplicity and 
rigorous validation, making it a dependable tool in both research 
and therapeutic settings. Another popular subjective measure is 
the Stanford Sleepiness Scale (SSS), which asks people to score 
their sleepiness on a scale of 1 (feeling active and vital) to 7 (no 
longer fighting sleep, sleep onset imminent) [2]. 

Other scales are the HFC Drowsiness Scale, Epworth 
Sleepiness Scale (ESS), Johns Drowsiness Scale (JDS), 
Observer Rating of Drowsiness (ORD), and Subjective 
Drowsiness Rating (SDR). The HFC sleepiness Scale, ORD, 
and SDR use external labelling methods, in which an observer 
assesses the subject's sleepiness based on observable behaviors 
and physical indications. In contrast, the ESS is a self-
administered questionnaire that assesses an individual's 
proclivity to fall asleep in a variety of scenarios, providing a total 
score indicative of general daytime drowsiness. The JDS is 
unique in that it relies on physiological signs, such as eye 
movements, blink rate, or brain activity, to objectively quantify 
drowsiness. 

The KSS was chosen as the major instrument for sleepiness 
labelling in this study because of its ease of use and solid 
validation record. The KSS allows participants to easily and 
reliably self-assess their state of drowsiness, giving a strong and 
trustworthy indicator to support the study's aims. 

B. Drowsiness Monitoring 

Driver sleepiness detection strategies include a wide range 
of physiological [3], behavioral [4], and vehicle-based 
approaches [5], each with differing levels of intrusion and 
accuracy. Physiological approaches such as 
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electroencephalography (EEG), electrocardiography (ECG), 
electromyography (EMG), and electrooculography (EOG) are 
highly accurate because they detect early signs of drowsiness. In 
this study, ECG data will be collected with self-reported 
participant assessments to provide precise baseline measures of 
sleepiness levels in a controlled environment. This combination 
provides an excellent paradigm for evaluating drowsiness using 
both subjective and objective inputs. 

The fundamental goal of this research is to combine 
behavioral and vehicle-based detection algorithms to increase 
overall accuracy and solve edge circumstances that may be 
difficult for a single modality. Eye movements, facial emotions, 
and head position are among the indications used in behavioral 
analysis. Although these procedures are less physically intrusive 
than physiological measures, their relationship with monitoring 
raises issues about psychological intrusiveness. Typically, 
behavioural detection uses cameras and deep learning 
algorithms to diagnose sleepiness states based on data including 
blink duration, blink frequency, percentage of eyelid closure 
(PERCLOS), yawning, and head posture. Eye movement-based 
tests are especially effective because of their high association 
with tiredness. 

Vehicle-based approaches are used in addition to 
behavioural detection to capture driving information such as 
lane position, steering wheel movements, acceleration patterns, 
and pedal usage. Steering wheel movement and lane-keeping 
performance are commonly investigated measurements, with 
conflicting results about their relative accuracy in diagnosing 
drowsiness. Vehicle-based procedures are most effective in 
locations with clear road markings and favorable weather 
conditions, but they are often less dependable than physiological 
or behavioral measures when used alone. 

The combination of behavioral and vehicle-based methods 
takes advantage of the strengths of both approaches. 
Behavioural methods provide extensive, real-time insights into 
the driver's state by continuously monitoring facial and ocular 
traits, whereas vehicle-based methods provide a practical, non-
intrusive way of evaluating driving performance. By combining 
these modalities, the proposed method improves the resilience 
and diversity of sleepiness detection while balancing accuracy, 
intrusiveness, and practicality. This hybrid technique is intended 
to provide a comprehensive solution fit for real-world 
applications, effectively tackling a wide range of scenarios and 
edge cases. 

C. Data Collection 

To improve data collecting for sleepiness detection, a 
comprehensive technique was used to gain a holistic picture of 
driver alertness. ECG was used to monitor participants' heart 

rate and heart rate variability, providing important information 
about their physiological status. Participants used the KSS to 
self-report their sleepiness levels, allowing subjective fatigue 
ratings to be correlated with physiological data. 

Front and interior cameras were carefully placed to capture 
the vehicle's position in the lane, as well as facial expressions, 
eye movements, and head posture, allowing for thorough 
behavioral analysis. Furthermore, vehicle data were tracked via 
the Controller Area Network (CAN) technology, which captured 
crucial driving metrics like steering wheel movements, lane 
deviations, and pedal usage. The obtained data is utilized to train 
the model, validate it, and calculate the system's performance. 

D. Norms and Regulations 

To maintain safety and dependability, drowsiness and 
distraction detection systems in the automotive sector must meet 
high standards. Euro NCAP (European New Car Assessment 
Program) [6] is a major regulatory body that provides rigorous 
methods for evaluating the performance of advanced driver 
assistance systems (ADAS). Euro NCAP evaluates these 
systems on their ability to detect and reduce risks associated with 
driver fatigue and distraction, which plays an important part in 
establishing vehicle safety ratings. These studies include 
extensive assessments of the system's response to real-time 
sleepiness signs, accuracy in detecting distractions, and overall 
reliability under varied driving scenarios. 

Furthermore, the European Union's General Safety 
Regulation 2 (GSR2) mandates all new vehicles to have driver 
monitoring devices that can identify both tiredness and 
distraction [7]. GSR2 requires that these systems meet high 
precision, reliability, and user data protection standards in order 
to improve road safety. 

We created software and system requirements in accordance 
with the automobile safety standard ISO 26262 [8] and the 
applicable regulation. Furthermore, we measured performance 
and validated it in accordance with the defined requirements and 
applicable norms. 

III. OPERATIONAL DECISION MODEL 

A. System Architecture 

The suggested multi-modal sleepiness detection system is 
intended to use the strengths of several data sources to deliver a 
complete assessment of driver weariness. The system 
architecture is separated into four major components: data 
collecting, processing, analysis, and alarm production. Each 
component is critical to guaranteeing the accuracy and reliability 
of the sleepiness detection procedure. Fig. 1 depicts the major 
components of our multi-model driver drowsiness detection 
system (DDAS): 
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Fig. 1. Multi-modal driver drowsiness detection system framework.

The data acquisition device uses three basic sources: an 
internal camera, a front camera, and vehicle parameters. The 
interior camera is set up to capture the driver's facial expressions 
and eye movements. The front camera, positioned behind the 
rearview mirror and facing the road, captures real-time imagery 
of the road ahead. Vehicle parameters are obtained from the 
CAN network. 

Data processing entails extracting and identifying unique 
properties from each data source. The internal camera identifies 
face landmarks such as eyes, mouth, and head orientation. These 
traits are identified and tracked using methods such as facial 
recognition and feature point detection. The front camera 
identifies lane markers and the vehicle's relative distance to the 
lane, while line detection algorithms track lane deviations and 
headway distance. Meanwhile, the vehicle parameters 
subsystem gathers information on steering wheel movements, 
speed variations, brake pedal pressure, and acceleration patterns. 

The data analysis unit examines the retrieved features to 
determine the driver's state. Blink frequency, duration of eye 
closure (PERCLOS), and yawning frequency are all examples 
of fatigue indicators in interior camera footage. High blink rates 
and prolonged eye closures are clear signs of tiredness. The data 

from the forward-facing camera is utilized to calculate lane 
deviation frequency, time-to-lane crossing, and headway. 
Frequent lane drifting, crossing lines, without indicating and 
maintaining a low headway distance can all indicate a lack of 
attention. Vehicle parameters are examined to identify slalom 
motions, speed abnormalities, and erratic braking. Sudden 
steering wheel movements, irregular speeds, and abrupt brakes 
all indicate driver weariness or inattention. To process these 
features and identify drowsiness-related patterns, an advanced 
machine learning technique called support vector machine 
(SVM) is used. These models are trained using annotated 
datasets to distinguish between normal driving behavior and 
indicators of weariness. 

When drowsiness is identified, the system issues relevant 
alerts to the driver. These alerts include both voice notifications 
and visual cautions on the dashboard. These warnings are 
intended to catch the driver's attention and encourage them to 
take a rest. 

B. Features Extraction and Decision Making 

1) Lane detection and deviation: The front camera 

identifies lane deviations, indicating irregular driving behavior. 
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The video stream is preprocessed to determine the road's region 

of interest (ROI), then edge detection is performed using the 

Canny edge detector: 

G (x , y) = (√(𝐺𝑥
2 + 𝐺𝑦

2) 

where, G (x, y) is the gradient magnitude at pixel (x, y), and 
G𝑥 , G𝑦are horizontal and vertical gradients, respectively. The 

identified edges are converted into line segments using the 
Hough Transform: 

ρ = x cos θ + y sin θ 

where (x, y) are edge points in the image, ρ is the 
perpendicular distance from the origin to the line, and θ is the 
line's angle. 

Lane position deviations are measured as the Standard 
Deviation of Lane Position (SDLP): 

SDLP = √(
1

𝑛
∑ (ρ𝑖 −  ρ̅)2𝑛

𝑖=1  

where ρ𝑖 is the lateral position of the vehicle at time i, and 
ρ̅ is the average lane position across the observation window [9]. 

2) PERCLOS (Percentage of Eye Closure): PERCLOS 

quantifies the proportion of time that the eyes are closed during 

an observation session: 

PERCLOS= 
𝑁𝑐𝑙𝑜𝑠𝑒𝑑

𝑁𝑡𝑜𝑡𝑎𝑙
 

Where: 

The term 𝑁𝑐𝑙𝑜𝑠𝑒𝑑  = Number refers to the number of frames 
with an Eye Aspect Ratio (EAR) below the threshold, which 
indicates closed eyes. 

𝑁𝑡𝑜𝑡𝑎𝑙  is the total number of frames captured during the 
observation time. 

The Eye Aspect Ratio (EAR) for each frame is determined 
as: 

EAR = 
𝑑𝑖𝑠𝑡(𝑝2,𝑝6)+𝑑𝑖𝑠𝑡(𝑝3,𝑝5)

2.𝑑𝑖𝑠𝑡(𝑝1,𝑝4)
 

Where: 

𝑝1, 𝑝2,…, 𝑝6  = Coordinates for eye landmarks [10]. 

3) Blink rate: Blink rate is the number of blinks per minute, 

calculated as: 

Blink Rate = 
𝑁𝑏𝑙𝑖𝑛𝑘𝑠

T
 × 60 

Where: 

𝑁𝑏𝑙𝑖𝑛𝑘𝑠 = Number of detected blinks during the observation 
period. 

T = Duration of the observation period in seconds [11]. 

4) Yawning frequency: Yawning frequency refers to the 

number of yawns each minute: 

Yawning Frequency = 
𝑁𝑦𝑎𝑤𝑛𝑠

T
 × 60 

Where: 

𝑁𝑦𝑎𝑤𝑛𝑠  is the number of yawns identified throughout the 

observation time. 

T represents the duration of the observation period in 
seconds. [12] 

5) Head tilt: Head tilt angle (θ) is measured by 
measuring the vertical and horizontal distances between 
specified facial landmarks: 

θ = arctan (
𝑑𝑖𝑠𝑡(𝑝nose,𝑝chin)

𝑑𝑖𝑠𝑡(𝑝eye_corner_left,𝑝eye_corner_right)
) 

Where: 

𝑝nose = Landmark for the tip of nose. 

𝑝chin= Chin landmark. 

𝑝eye_corner_left  and 𝑝eye_corner_right = Landmarks for the 

outer corners of the left and right eyes [13]. 

6) Slalom: To identify slaloming using steering wheel 

angle (α(t)), examine the rate of change (α˙(t)= 
𝑑𝛼

𝑑𝑡
) for sudden 

adjustments. Calculate the frequency of oscillations (𝑓𝑠𝑡𝑒𝑒𝑟 ) 

using the Fourier Transform of α(t). 

we calculate the amplitude of oscillations ( 𝐴𝑠𝑡𝑒𝑒𝑟 = 
1

T

𝑑α

dt
∫ |α(t)|

𝑡0+𝑇

𝑡0
𝑑𝑡) to reflect the magnitude of steering changes. 

A composite Slaloming Index (SI) comprises the following 
metrics: 

SI = 𝑤1. 𝑓𝑠𝑡𝑒𝑒𝑟  + 𝑤1. 𝐴𝑠𝑡𝑒𝑒𝑟  

High SI values indicate slaloming without using the blinker, 
indicating erratic steering that could be attributed to fatigue [14]. 

7) SVM-Based model 

a) Feature vector: The feature vector x combines all 

necessary parameters for detecting tiredness: 

x = [PERCLOS, Blink Rate, Yawning Frequency, Head Tilt, 
Pedal Pressure, Delayed Braking, Frequent Change in Speed, 
Lane Deviation, Slalom Maneuver, 
Multiple Lane Crossings without Blinker] 

b) SVM decision function: The SVM decision function is 

defined as follows: 

f(x) = w⋅ + b 

Where: 

𝑊 = [𝑊1, 𝑊1,…, 𝑊10] Weight vector for the features. 

b: Bias word. 

f(x): A decision score that indicates the possibility of 
drowsiness. 

Classification Rule 

The categorization choice depends on the sign of f(x): 

Y = sin f(x) 

Where: 
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Y = +1 indicates Non-Drowsy. 

Y = −1 indicates Drowsy. 

c) Mapping to KSS level: The decision score f(x) is 

mapped to the KSS level use the mapping function g(f(x)): 

K = g(f(x)) 

Where: 

KSS levels range from 1 (high alertness) to 9 (high 
drowsiness). 

d) KSS-based decision outcomes: The system action is 

based on the KSS level K: 

State = {
𝑁𝑜 𝐴𝑙𝑒𝑟𝑡, 𝑖𝑓 𝐾 < 7

𝐴𝑙𝑒𝑟𝑡, 𝑖𝑓 𝐾 ≥ 7
 

e) SVM training objective: The SVM is trained by 

minimizing the following objective function: 

min
𝑤,𝑏,ξ

1

2
‖𝑤‖2 + 𝐶 ∑ ξ𝑖

𝑛

𝑖=1

 

subject to: 

𝑦𝑖(w. 𝑥𝑖+b) ≥ 1- ξ𝑖,  ξ𝑖 ≥ 0 

The regularization parameter 𝐶 is used to balance the trade-
off between maximizing margin and minimizing 
misclassification errors. 

ξ𝑖: Slack variables for misclassified data points [15][16]. 

C. Operational Phases of DDAS 

1) Initialization of DDAS: The DDAS is activated under 

the following conditions: the engine is turned on, the driver is 

present with the door closed and the seatbelt buckled, and no 

malfunctions are identified in the monitored parameters. 

2) Learning phase: The DDAS learning phase occurs once 

every driving session, assuming the sleepiness function is 

engaged. This phase begins immediately upon system 

activation and lasts one minute, during which the system 

assesses the driver's sleepiness level. If a driver change is 

detected, the system resets and begins a new learning period. 

After completing the learning phase, the system moves on to 

the monitoring phase. 

3) Monitoring conditions: The learning phase is reset every 

time the vehicle is started or a driver change is detected. To 

accurately detect tiredness, the vehicle must travel at a 

minimum speed of 50 km/h. 

4) Monitoring phase: Following the learning phase, the 

DDAS enters the monitoring phase, which continues until the 

engine is turned off. During this phase, notifications are 

disabled in certain situations, such as when the vehicle's speed 

falls below 50 km/h. The technology continuously detects the 

driver's fatigue level. 

IV. VALIDATION AND PERFORMANCE ANALYSIS 

A. Simulation Based Result 

The proposed DDAS's performance was evaluated through 
a series of video simulations that analyzed video footage 
acquired during the data collecting phase to detect sleepiness 
occurrences based on predetermined thresholds and metrics. To 
evaluate the system's usefulness and accuracy, a confusion 
matrix was created, which provided a detailed breakdown of the 
system's classification. 

The video simulations included a diverse collection of 
lighting conditions, face angles, and subject sleepiness levels. 
The system's outputs were recorded and compared to the ground 
truth labels. The system's overall detection accuracy was 
assessed to be 92%, proving its capacity to discern between 
drowsy and alert states. In particular, the system properly 
identified alert states (True Negatives) in 94% of cases while 
accurately detecting drowsiness (True Positives) in 86%. 
However, it misidentified alert states as drowsy (False Positives) 
in 8% of cases and failed to detect drowsiness (False Negatives) 
in 6%. Fig. 2 displays the confusion matrix based on a huge 
dataset injected: 

 
Fig. 1. DDAM confusion matrix. 

The system demonstrated great sensitivity in identifying 
drowsiness, which is crucial for timely intervention and accident 
avoidance. The relatively low False Negative rate demonstrates 
its effectiveness in reducing unnoticed drowsiness. However, 
the False Positive rate, while acceptable, implies that further 
refinement in feature extraction and threshold tweaking could 
help eliminate unwanted warnings, hence improving user 
experience. 

The system's performance was further tested under difficult 
conditions. Due to limited visibility of facial landmarks in low-
light conditions, accuracy dropped somewhat to 88%. Under 
severe angles, accuracy remained stable at 90%, thanks to 
improved preprocessing and feature normalization. During rapid 
head movements, there was a modest decrease in True Positive 
detection, indicating an area for improvement in motion 
compensation. 

B. Real-Condition Testing 

Real-world testing in operating settings was carried out to 
validate the suggested sleepiness detection system. The 
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technology was placed in a vehicle and tested with drivers doing 
typical driving tasks. The scenarios included changing lighting 
(daylight, dusk, and night), different road surroundings (urban 
and highway), and dynamic driver behaviors. During these 
experiments, the system tracked and evaluated the driver's facial 
expressions, blinking patterns, and head movements to detect 
drowsiness in real time. The real condition testing findings are 
reported in the confusion Table I below: 

TABLE I. REAL TIME DRIVING RESULTS 

Predicted \ Actual Drowsy Alert 

Drowsy TP: 82% FP: 12% 

Alert FN: 10% TN: 88% 

The system had an overall detection accuracy of 85%. It 
recognized drowsiness (True Positives) in 82% of cases and 
accurately identified alert states (True Negatives) in 88% of 
cases. However, it misclassified alert states as drowsy (false 
positives) in 12% of cases and failed to detect tiredness (false 
negatives) in 10% of cases. 

C. Results, Discussion and Future Work 

The testing findings show that the suggested DDAS works 
reliably under both simulation and real-world settings. The 
system's exceptional sensitivity in detecting drowsiness 
provides quick intervention, which is crucial for avoiding 
accidents. Furthermore, the comparatively low False Negative 
rate demonstrates its usefulness in reducing undetected 
drowsiness, an important feature of driver safety systems. The 
system's overall accuracy, especially in difficult settings like low 
light and severe facial angles, demonstrates its durability and 
adaptability to real-world applications. 

These favorable results suggest that the system meets the 
safety and performance requirements stipulated in the GSR2 
regulatory frameworks and Euro NCAP standards. Compliance 
with these standards demonstrates the system's ability to greatly 
improve driver safety and reduce traffic deaths. Its capacity to 
identify tiredness with high reliability is consistent with the 
growing emphasis on integrating advanced driver monitoring 
systems into vehicle safety regulations. 

While the system worked effectively, there is still room for 
improvement. Future work should focus on lowering the False 
Positive rate in order to improve the user experience and reduce 
unwanted notifications. Advanced techniques, such as deep 
learning-based facial analysis, multi-modal data integration, and 
feature extraction method improvement, may improve system 
performance. Furthermore, further field testing with a more 
diversified driver population would help generalize the system's 
usefulness across different demographics and driving 
circumstances. 

The positive results demonstrate the system's suitability for 
real-world deployment, assuring compliance with international 

safety standards while providing a dependable solution for 
improving driver safety and contributing to the growth of 
intelligent vehicle technology. 

V. CONCLUSION 

This study introduces a multi-modal detection system that 
combines interior and front cameras with vehicle parameters to 
improve drowsiness detection accuracy. Using powerful 
machine learning, the system achieves 92% accuracy in 
simulations and 85% in real-world tests, consistently diagnosing 
fatigue under varied settings. 
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Abstract—Face attribute estimation has several applications in 

computer vision, biometric systems, face verification 

/identification and image retrieval. The performance of face 

attribute estimation has been improved by using machine learning 

algorithms. In recent years, most algorithms have addressed this 

problem in multiple binary problem. Specifically, CNN-based 

approaches, which we can divide them into two classes; shared 

features and parts-based approaches. In shared features 

approach, the model uses two types of CNNs: one for feature 

extraction succeed by another one, for attribute classification. In 

the parts-based approaches, the approaches split the face image 

into multiple parts according to the geometric position of each 

attribute and train a CNN model for each part of the face. 

However, the shared features approach can handle attributes 

correlation but ignored attribute heterogeneity and gain in 

training time. On the other hand, the parts-based approaches can 

handle attributes heterogeneity but ignore attributes correlation 

and need more time in the training set compared with a shared 

feature approach. In this work, we propose a face attribute 

estimation method, which combined shared features and a parts-

based approach into one model. Our model splits the input face 

image into five parts: whole image part, face part, face upper part, 

lower part, and nose part. In the same manner, the face attributes 

are subdivided into five groups according to the geometric position 

in the face image. We train shared feature model for each part, 

and we proposed an algorithm for feature selection task followed 

by AdaBoost algorithm to handle attribute classification task. 

Through a set of experiments using the LFWA and IIITM Face 

Emotion datasets, we demonstrate that our approach shows 

higher efficiency of face attribute estimation compared with the 

state-of-the art methods. 

Keywords—Face attribute estimation; biometrics; Convolutional 

Neural Network (CNN); face verification; computer vision 

I. INTRODUCTION 

The face recognition systems are the most attractive topics 
in the biometrics systems because of their convenience, hygiene, 
and low cost. Specifically, the face as the objective signal can be 
acquired in a contactless manner without requiring any special 
equipment. Moreover, due to the multiple advantages provided 
by the face recognition system, these kinds of systems are the 

most used in industry, combined with fingerprint-based systems 
as personal authentication for smartphones, security gates, 
payment services, computer human interaction, etc. In addition, 
the explosive development of Convolutional Neural Networks 
(CNNs) models, Graphic Units Process (GPU) material and 
opensource frameworks (e.g, Keras, PyTorch, Caffe, Dlib, etc), 
the Convolutional Neural Networks (CNNs) have replaced most 
traditional methods for face recognition problems. To further 
illustrate the versatility and application of convolutional neural 
networks (CNNs) in various domains, it is noteworthy to 
mention recent advancements in related fields. For instance, the 
work on automatic translation from English to Amazigh using 
transformer learning [1] demonstrates the adaptability of deep 
learning models in language processing tasks. Similarly, the 
recognition of Tifinagh characters using optimized 
convolutional neural networks [2] highlights the effectiveness of 
CNNs in character recognition tasks. These studies underscore 
the broad applicability and potential of CNNs, reinforcing their 
relevance in face recognition systems as well. To address the 
great demand for face recognition on face retrieval systems [3], 
video surveillance environments [4], and criminal investigation 
protocols [5]. There are multiples studies aimed at improving the 
performance of face recognition by improving the face attribute 
estimation. 

For improving the face attributes task, the research 
community provides a number of face databases with their 
attributes like: CelebA [6] and LFWA [7] datasets, at each 
dataset, we have a number of face attributes (40/73 attributes) 
that describe the biological characteristics of the face (e,g ; color, 
shape and texture) or give information about a subject, weather 
it is wearing ornaments such as glasses or earrings or not. In 
addition, the works in study [8] and [9] make an assumption 
about relationship between face attributes based on the co-
occurrence probabilities of two attributes in some databases. To 
illustrate, the attribute ‘Male’ has a high probability of attributes 
such as ‘Goatee’, while ‘Female’ has high probability of 
attributes such as ‘Heavy Makeup’ and ‘Wearing Lipstick’. On 
the contrary, the lower probability of occurrence for some 
attributes, the more likely those attributes are to be 
heterogenous. In the same manner, the works [10], [11], [12] and 
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[13] show that the relationship between attributes is based on the 
face parts. For example, ‘Black Hair’ and ‘Blond Hair’ are 
attributes related to ‘Hair’, which has a position in the upper face 
part and ‘Big Nose’ with ‘Pointy Nose’ are attributes related to 
‘Nose’, which has a position in middle face part, where ‘Double 
Chin’ and ‘Goatee’ are attributes related to the low face part. 

In general, face attribute estimation approaches consist of 
three processes: face detection, feature extraction and attribute 
classification. Among these processes, feature extraction and 
attributes classification are the most important, since they have 
the greatest impact on the estimation accuracy. To deal with the 
challenging problem of feature extraction and attribute 
classification, multiple works have been published about this 
object. In all published works, specifically CNN-based methods, 
they have a significant impact on feature extraction in terms of 
accuracy. Some works like in [14] and [10], use the same 
features for estimating multiple attributes without considering 
the attribute heterogeneity, and some others are limited to 
estimating a single attribute [15], or training a separate model 
for each face attribute without considering the attribute 
correlation [3]. Although, all previous works have a challenging 
problem when dealing with non-frontal face images, low image 
quality, occlusion, and pose variations. The region of interest 
(ROI) is often suitable and it may cover only a small part of the 
image, while the face image is dominated by the effects of 
position pose and viewpoint. Since then, Part-based methods in 
[5], [10], [11] and [16] have recently become the most popular 
approaches to dealing with pose variation, occlusion and low 
image quality. 

In this paper, we present a novel method which combined 
three principal approaches; multi-task, part-based and attributes 
relationship to achieves better results on face attributes 
estimation. However, the contributions of this research aim to 
present; 

1) Image denoising and online data augmentation with a 

specific technic, which get the experimental condition close to 

real-world scenarios. 

2) Data balanced process to handle the challenge of 

minority class in databases. 

3) Face split process combined with attributes subgrouping 

to handle respectively; head pose and attributes heterogeneity 

in same task. 

4) An algorithm to handle feature selection step, followed 

by Adaboost classifier to addressed the attributes correlation 

and achieved the final estimation of each attribute. 

The remainder of this paper is organized as follows; Section 
II gives a brief overview of the related work on face attributes 
estimation. The proposed approach with the baseline networks 
is outlined in Section III. Section IV displays the different 
experiments that have been conducted to achieve better results 
than competing methods. A discussion of the results is addressed 
in Section V. Finaly, we conclude our work in Section VI. 

II. RELATED WORK 

A. Multi-Tasks Learning Approaches 

Multi-task learning (MTL) in facial attribute estimation 
consists of training a model to achieve multiple attribute 

prediction using, in some cases, shared representation 
approaches. For instance, the work in study [6], proposes two 
CNNs; LNet and ANet; the first one is pre-trained for face 
localization and the second one is pre-trained for attribute 
prediction. Those two CNNs are succeeded by an SVM 
classifier for attribute classification. Also, the approach in study 
[16] proposed Deep Multi-task Learning (DMTL) network 
consists of learning a modified AlexNet with a batch 
normalization (BN) layer inserted after each Conv Layer for the 
shared part of model, followed by, a category-specification 
block for attributes estimation. This method can handle 
heterogeneous information about attributes. In addition, this 
shows superior performance compared to state-of-the-art 
methods on public benchmarks. Moreover, another architecture 
is designed in study [9], where a ResNet50 Network is adapted 
as the backbone architecture, they take the first 46 layer as 
Shared Layers succeed by Task-specific Layers consist of two 
branches res5C1 and res5C1 corresponding to smile and gender 
prediction (res5C1and res5C2 are two Residual Blocks of 
ResNet50). Those two branches are passed by attention block 
(coined as Att_C) to represent the dependency between smile 
and gender attributes. Furthermore, two novel approaches have 
been proposed in study [8], the first one called HyperFace uses 
AlexNet as backbone of model, while the second one called 
HyperFace-ResNet is based on ResNet-101. Those two 
architectures perform well in the face detection, landmarks 
localization, pose estimation and gender recognition on various 
public available unconstrained datasets, those approaches show 
a novel hypothesis about fusing the intermediate layers of the 
backbone structure. In other words, the introduction of multi-
tasks learning approaches in CNN-based models shows better 
results compared with single-task learning approaches in the 
terms of attribute correlation. 

B. Parts-Based Approaches 

In parts-based approaches, the object image and face image 
are split into small parts and each part is taken as input of the 
feature extraction process. For example, the work in study [10], 
proposed Pose Aligned Networks for Deep Attribute Modeling 
(PANDA), which divide person image into small parts coined as 
Poselets and each one is passed by a trained CNN. The top-level 
activations of all CNNs are concatenated to obtain a pose-
normalized deep representation and then Linear SVM classifier 
is trained for attribute classification. In some recent works, the 
facial attributes are clustered in many groups according to their 
location in facial parts and relationship in terms of correlation 
and heterogeneity, before the process of feature extraction and 
attribute classification. However, in study [5] they split the 40 
face attributes into six or nine groups, and they proposed a multi-
task deep CNN (MCNN) combined with an auxiliary network 
(AUX) to achieve the final estimation for each attribute group. 
Based on the MCNN-AUX model, the study [11] proposed 
Partially Shared Multi-task CNN (PS-CNN), since they split all 
the 40 attributes into four attribute groups including Upper, 
Middle, Lower, and Whole Image. Then the attributes 
classification of each group can be considered as individual 
attribute learning task. This method shows the promise results 
on two databases CelebA [6] and LFWA [7]. In short, parts-
based approaches still the better approaches to addressing 
heterogenous attributes and face parts occlusion. 
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C. Attributes Grouping 

Inspired by the fact that information contained in a face 
image is geometrically distributed on face parts like; eyes, nose, 
mouth, etc. For this reason, many recent works are based on this 
assumption. They have been adding attribute grouping approach 
as pre-processing step before feature extraction in attribute 
estimation process. For example, the work in study [8] split 40 
attributes of LFWA and CelebA dataset into six subgroups based 
on attribute color and texture. This approach shows better results 
compared with other work like PANDA [10] with more than 
10% of improvement in term of accuracy detection. Besides, in 
[5] the attributes have been separated into nine groups; Gender 
group, Nose group, Eyes group, Face group, AroundHead 
group, FacialHair group, Cheecks group and Fat group, each one 
contains a number of attributes according to their facial parts. 
Furthermore, the Faceness-Net approach proposed in study [12] 
separate attributes of CelebA dataset into five groups, similarly 
to [5] and [8]. This work proposes: Hair group, Eye group, Nose 
group, Mouth group and a Beard group. Each group is 
represented by branch in the model, those branches was summed 
into a face label map, which clearly suggests face’s location in 
the image. Moreover, The Faceness-net approach shows better 
results compared to state-of-the-art methods in term of face 
detection problems (near 98.05 % AP = average precision on 
AFW dataset and 92.11 % AP on PASCAL dataset). Therefore, 
in [6] the subject face in dataset has been split into 14 parts and 
in the same manner, the 40 face attributes have been separated 
into 14 subsets. Each part of the face has a subset of attributes 
based on the visibility value of this attributes in this part of face 
(visibility value > τ = visibility threshold). In short, the attribute 
grouping step handles the attribute correlation and reduces 
model training time and hyperparameters, but still handless the 
attribute heterogeneity. On the other hand, in study [17] the 
group of attributes is subdivided into four groups based on 
attribute categories (nominal, ordinal, holistic and local). The 
approach trains four sub-network types according to each 
subgroup of attributes. This approach can handle attribute 
heterogeneities compared with the previous works in studies [5], 
[6], [8], [12], [16], and shown better results on average accuracy 
reach 93% on CelebA dataset and 86.3% on LFWA dataset. In 
conclusion, all the previous works prove that the attributes 
grouping step as pre-processing step can guide the model to 
achieve expected results, in terms of attribute relationship. 

On the whole, the goal of this work is to combine an attribute 
grouping approach, parts-based approach and multi-tasks 
learning in order to make a novel model that can handle attribute 
correlation and heterogeneity at the same time and reach better 
results compared with state-of-the-art methods. 

III. PROPOSED METHOD 

In the majority approach’s, the first step consists of taking 
the crop face from image and normalized it based on facial 
landmarks or splitting it to small parts before attacking CNN 
structure. In two cases, the crop face has less information about 
some attributes like; Wear Hat, Bald and 5 O ’Clock Shadow. 
Since, we propose an approach consists of five CNNs models, 
one of them, specifically design to extracted the information 
about Hair, Face background and Neck, at the same time, the 

other fours CNNs are specialized in facial details. More details 
about the proposed approaches are giving in following sections. 

A. Face Split and Attributes Grouping 

To split face image into three parts, we have used the 
position of facial keypoints return by MTCNN method 
presented in [17] (as shown in Fig. 1). The segmentation of face 
image and face attributes are pre-processing step of input image 
before it has been processed by CNNs models, those three parts 
are coined in this work as UP for upper-part, LP for lower-part 
and NP for nose-part indicated in Fig. 1, respectively, by (A), 
(B) and (C). (E) represent the face part. 

In this approach, we have five CNNs coined as UP-Net (for 
upper part convolutional neural network), LP-Net (for lower part 
convolutional neural network), NP-Net (for nose part 
convolutional neural network), FP-Net (for face bounding box 
convolutional neural network) and WI-Net (for whole face 
image convolutional neural network). Each CNN take a specific 
input image to predicts a subset of specific attributes. Therefore, 
UP-Net take upper part of face as input and predict their 
corresponding attributes (attributes with index number #2, #4, 
#6, #13, #16 and #24), LP-Net take lower part of face as input 
to predict the attributes with index number (#7, #17, #22, #23, 
#25, #32 and #37). Where, NP-Net predict the attributes with 
index number (#8 and #28) according to nose part of face and 
FP-Net predict the attributes with index number (#5, #19, #20, 
#21, #26, #27, #30 and #40) which contain the information about 
face region. Finally, WI-Net receive whole face image as input 
and given the prediction of attributes with index number (#1, #3, 
#10, #11, #12, #14, #15, #18, #29, #31, #33, #34, #35, #36, #38 
and #39). The label of each index number is described in Table 
I. 

Indeed, certain segments are more effective at predicting a 
subset of attributes than others. For example, we can expect that 
upper-part (UP) would contain information about the person 
being bald, wearing hat or having certain types and color of hair. 
Therefore, this part of face can still predict attributes related to 
eyes, eyebrows and hair, at the same time, the lower-part (LP) 
can predict attributes related to mouth, goatee and moustache. 
Where, nose-part give information about nose. In short, we join 
each part with their corresponding attributes. 

 
Fig. 1. The face image is divided into four parts; (E) face part, (A) upper 

part, (B) lower part, (C) nose part. The segmentation of face has been made 

based on keypoints return by MTCNN method in [17]  (Best viewed in color). 
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TABLE I.  FACE ATTRIBUTE LABELS DEFINED IN LFWA [7]  DATASET 

Index Attribute Index Attribute 

#1 5 O ’Clock Shadow #21 Male 

#2 Arched Eyebrows #22 Mouth Slightly Open 

#3 Attractive #23 Mustache 

#4 Bags Under Eyes #24 Narrow Eyes 

#5 Bald #25 No Beard 

#6 Bangs #26 Oval Face 

#7 Big Lips #27 Pale Skin 

#8 Big Nose #28 Pointy Nose 

#9 Black Hair #29 Receding Hairline 

#10 Blond Hair #30 Rosy Cheeks 

#11 Blurry #31 Sideburns 

#12 Brown Hair #32 Smiling 

#13 Bushy Eyebrows #33 Straight Hair 

#14 Chubby #34 Wavy Hair 

#15 Double Chin #35 Wearing earrings 

#16 Eyeglasses #36 Wearing Hat 

#17 Goatee #37 Wearing Lipstick 

#18 Gray Hair #38 Wearing Necklace 

#19 Heavy Makeup #39 Wearing Necktie 

#20 High Cheekbones #40 Young 

B. Attributes Correlation and Heterogeneity 

The face verification and image search fields are the first 
methods has been introduced image attributes as descriptor. 
They used a subset of 40 binary attributes to describe each face 
in dataset (see Table I). They later extended the number of 
attributes with addition ones to achieve 73 binary attributes. In 
the recent years, more approach’s shown attributes dependency 
and non-dependency [5] to improve accuracy of attributes 
detection. Further, as shown in the Fig. 2, the attribute with clear 
color square shown strong positive correlation between their two 
corresponding attributes respectively, in x-axis and y-axis. On 
the other hand, attribute with dark color square shown low 
correlation (heterogeneity). To draw the image in Fig. 2, we 
have been calculated co-occurrence matrix of each attribute 
index in LFWA dataset and each square in co-occurrence matrix 
present the probability to have a specific two attributes in same 
image. For example, the attribute No_beard (#25) has a strong 
correlation with Heavy_Makeup (#19), Wearing_Earrings (#35) 
and Wearing_Lipstick (#37) which has a probability more than 
90% (shown by clear color square in Fig. 2) even though the 
attribute No_beard (#25) has weak correlation with Mustache 
(#23) which has a probability near 0% (shown by dark color 
square). In short, the proposed approach is motivated by 
previous assumptions and it has been introduced in the task 
specification process which well be detailed in following 
sections. 

C. Network Architecture 

Different parts of the face may have different signals for 
each attribute and sometimes signals coming from one part 

cannot infer certain attributes accurately. For example, the 
information about nose like Big_Nose (#8) (in the Nose Part of 
face) cannot give information about Wearing_hat (#36) (in the 
top of head, Whole image part). Therefore, based on these 
assumptions, we have been explored the advantages of part-
based approach to handle the non-dependency of attributes in 
the shared feature process of our network and we have been 
explored paire-wise co-occurrence matrix of attributes to handle 
dependency attributes in task specification process. 

 
Fig. 2. Pair-wise co-occurrence matrix of the 40 face attributes (see Table I) 

provided with the LFWA [7] database (Best viewed in color). 

Inspired from the works in [8] and [16], we have chosen to 
work with AlexNet as base structure of our model because it has 
a good result in the term of accuracy on challenging database 
and faster than GoogleNet and has a small structure compared 
with VGG and ResNet models. However, the AlexNet consists 
of five convolutional layers, three max pooling layer and the 
three Full connected layers. Based on work in study [18], we 
have been inserted a batch normalization layer after each 
convolution layer to avoiding overfitting problem. The original 
and modified AlexNet are shown in the Fig. 3. 

Inserting Batch Normalization Layer to AlexNet model. 
Regularization stands out as an effective technique to combat 
overfitting issues. Incorporating Batch Normalization (BN) [14] 
between convolution layers can enhance model stability and 
regularization. The BN layer normalizes the output from the 
preceding activation layer by subtracting the mini-batch mean 
and dividing by its standard deviation. Essentially, this 
normalization process adjusts the means and variances of layer 
inputs by introducing two trainable parameters per layer. 
Additionally, BN reduces the network's sensitivity to the 
initialization of individual layers, enabling the use of higher 
learning rates. In our approach, we set a fixed learning rate of 
0.001. The Fig. 3 shown more details about original and 
modified AlexNet model used in this work. The batch 
normalization layers add into AlexNet model are motioned in 
Fig. 3 by blue square. C shown the number of attributes returned 
by AlexNet block according to input facial part. The numbers 
denote the kernel size, cardinality and features maps for given 
layer. 
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Overall structure. The proposed approach consists of 
denoising process followed by image splitting process to get five 
parts (deemed as WI, FP, UP, LP and NP). Those five parts are 
resized into 224x224 size image whose have been taken as input 
of five subnets (coined as WI-Net, FP-Net, UP-Net, LP-Net and 
NP-Net). Each subnet of them has a modified AlexNet described 
in Fig. 3 as base structure. 

 
Fig. 3. The original and modified AlexNet used in backbone of our structure 

(Best viewed in color). 

Since, the batch normalization (BN) layers add into AlexNet 
backbone adjusted the means and variations between the Conv. 
layers and make the main structure more stable in the learning 
process. Moreover, at the output of each subnet, we have a 
specific number of face attributes see Subsection A for more 
details (17 face attributes for WI, 8 for FP, 6 for UP, 7 for LP 
and 2 NP). To show the correlation between attributes, we have 
been proposed a coding algorithm repose on occurrence matrix 
to handle face attributes correlation see subsection E for more 
details. The feature selection has been followed by Adaboost 
classifier to achieve the final estimation for each attribute, see 
Fig. 4 to have an overview of our proposed method. 

D. Simulation of Real-World Scenarios by Data 

Augmentation 

In real-world, there are no universal patterns for facial 
attributes across all individuals and all datasets present in the 
literature are limited and don't accurately mirror real-world 
scenarios based on this assumption, a more realistic attributes 
estimation system should be trained on dataset prepared with 
data augmentation process to achieve real-world conditions. 

Data augmentation, as discussed in study [19] and study 
[20], serves as a regularization technique by introducing 
synthetic images to the neural network, simulating more realistic 
conditions and viewpoints. This approach helps mitigate 

overfitting issues stemming from limited datasets. Various 
transformations can be applied to create additional modified 
images, including translation, zooming, brightness adjustments, 
and more. These subtle variations enable the model to generalize 
better to unseen data and enhance its robustness when exposed 
to slightly altered images. In our study, we adopted online 
augmentation, applying transformations to images as batches are 
processed during training. This approach accelerates the training 
process and eliminates the need to store augmented data 
alongside the original dataset in memory, as required in offline 
augmentation as per the protocol in study [19]. Specifically, our 
data augmentation involved shifting image appearance by 0.2 of 
the image height, adjusting brightness within a range of values 
between 0.1 and 0.2, and applying zooming. Fig. 5 illustrates the 
results of the data augmentation process on an image from the 
LFWA [7] database. The image in the left side of Fig. 5 is the 
original image after denoising process which loaded from 
LFWA [7] dataset and the group of images in right side are the 
data augmentation images after different transformation 
functions. 

 
Fig. 4. Overview of the proposed architecture. (Best viewed in color). 

 
Fig. 5. Data augmentation process of each image in dataset (Best viewed in 

color). 
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In addressing this aspect of our methodology, we utilized the 
Keras ImageDataGenerator class, which offers a convenient and 
efficient method for image augmentation. This class provides a 
range of augmentation technics, including standardization, 
rotation, shifts, flips, brightness adjustments, and more. 
However, the primary advantage of employing the Keras 
ImageDataGenerator class is its capability for real-time data 
augmentation. This means it generates augmented images on-
the-fly during the training phase of your model. In short, by 
utilizing this class, images are loaded in batches, which means 
saving more memory in training process. 

E. Task-Specification Process 

To achieve task-specification process, many approaches has 
been shown in the literature. For example, in study [6] an 
automatic attributes grouping method has been proposed which 
take columns of weights matrix returned fully-connected layer 
ANet as a decision hyperplane to partition the negative and 
positive samples of attribute. By sample applying k-means to 
these vectors, the clusters show clear grouping patterns. These 
are used as system features whish passed by SVM to achieve 
final attribute detection. Furthermore, the work in study [21] 
used Multi-Kernels Maximum Mean Discrepancies (MK-
MMD) proposed in study [22] to show the correlation between 
features returned by MNet and TNet. Another approach shown 
with PANDA [10] which take a signal returned by each poselet 
as pose normalization of each image part and used a linear 
classifier (Logistic Regression in this case) to achieve a Task-
specification process. In addition, FaceTracer [15] used SVM 
algorithm which deemed by Attribute-Tuned Global SVM to 
achieve final attribute detection. In short, the task-specification 
process consists of two steps feature selection combined with an 
algorithm of classification. 

In contrast with the previous approaches, we have been 
proposed an encoding algorithm for features selection step and 
AdaBoost algorithm to achieve final prediction of each attribute. 
The proposed algorithm has been presented in the following 
section and the based co-occurrence matrices of FP-Net, UP-Net 
and LP-Net have been presented respectively, by (a), (b) and (c) 
in Fig. 6. The proposed Algorithm used those matrices to 
achieve feature selection step. 

Algorithm 1: LPBT← (find list of attributes with probability 
greater than specific threshold) 

Initialize  

I   ← Specific attribute 

M ← Matrix of occurrence 

T  ← Threshold 

      N  ← Number of rows in M 

Compute 

 For i ← 0 to i ← N-1 do 

 Update 

  Update and analyze 

   If M[I][i] >= T then 

    L[C] ← i 

C ← C + 1 

 End  End 

 End 
 

 

Algorithm 2: CAGT← Calculate the margin of error 
between list attributes return by subnet and ground truth 

Initialize  

I    ← Specific attribute 

L   ← List returned by Algorithm 1 (LPBT function) 

N   ← lent of L list 

T   ← Matrix values return by subnet (WI-Net, FP-Net, UP-Net 
or LP-Net) 

P   ← Matrix of ground truth values of attributes group according 
to each subnet. 

R   ← Number of rows in T matrix 

C   ← Number of columns in T matrix 

Compute 

 For i ← 0 to i ← N-1 do 

 Update 

  Update and analyze 

   If M[I][i] >= T then 

    L[C] ← i 

C ← C + 1 

 End  End 

 End 

  

 For i ← 0 to i ← N-1 do 

 Update 

  Update and analyze 

   TV[i] ← T[:][L[i]] 

 End  

 For i ← 0 to i ← R-1 do 

 Update 

  Update and analyze 

   For j ← 0 to j ← C-1 do 

   Update 

    Update and analyze 

    If TV[i][j] == 0 then 

     TV[i][j] ← -1 

   End End 

   End 

 End 

 For i ← 0 to i ← C-1 do 

 Update 

  Cpt ← 0 

  Update and analyze 

   For j ← 0 to j ← R-1 do 

   Update 

    Update and analyze 

    Cpt ← Cpt + TV[j][i] 

   End End 

   CV[i] ← Sigmoid(Cpt) 

 End End 
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Algorithm 3: we have in output of this algorithm the list 
shown the relationship between attributes. 

Initialize  

M ← Co-occurrence matrix in the output of each subnet (WI-
Net, FP-Net, UP-Net or LP-Net) 

T ← Matrix values return by each subnet 

P ← Ground truth matrix for each subnet 

       R ← Number of rows in T matrix 

Compute 

 For i ← 0 to i ← R-1 do 

 Update 

  Update and analyze 

   Accu ← 0 

   For j ← 0 to j ← 9 do 

   Update 

    Update and analyze 

    S ← j/10 

    CO ← LPBT(i, M, S) /* Algorithm 
1*/ 

     If Accu < CAGT(i, CO, T, P) 
then 

         Accu ← CAGT(i, CO, T, P) 

    Find ← CO /*Algorithm 2*/ 

   End  End 

   F[i] ← Find 

 End  
 

Effectively, in the training set, we have been taken the output 
of each subnet and we have been applied this algorithm to show 
the correlation between face attributes. See Table II for more 
details. 

TABLE II.  ATTRIBUTES IN FORT CORRELATION WITH EACH ATTRIBUTE 

RETURNED BY PROPOSED ALGORITHM FOR FEATURE SELECTION STEP IN OUR 

MODEL 

Attribute 

index Attributes in correlation 
Attribute 

index 

Attributes in 

correlation 

#1 #1, #29, #31, #33, #39 #21 #21, #26, #27 

#2 #2, #4, #6, #13, #16, #24 #22 #22, #25, #32 

#3 #3, #33, #34, #35, #38 #23 #7, #17, #23 

#4 #4, #13, #24 #24 #4, #13, #24 

#5 #5, #21, #26, #27 #25 #22, #25, #32 

#6 #2, #6, #24 #26 #19, #21, #26, #27 

#7 #7, #22, #25 #27 
#19, #21, #26, #27, 

#40 

#8 #8 #28 #28 

#9 
#3, #9, #33, #35, #38, 

#39 
#29 

#1, #14, #15, #18, 

#29, #31, #33, #34, 

#39 

#10 

#1, #3, #9, #10, #11, #12, 

#14, #15, #18, #29, #31, 
#33, #34, #35, #36, #38, 

#39 

#30 
#5, #19, #20, #21, 

#26, #27, #30, #40 

#11 
#11, #12, #29, #33, #34, 

#35 
#31 #1, #31, #39 

#12 #3, #12, #33, #35, #38 #32 #22, #25, #32 

#13 #4, #13, #24 #33 
#1, #9, #14, #15, #18, 

#29, #33, #38, #39 

#14 #14, #15, #33 #34 #3, #34, #38 

#15 #14, #15, #29, #33, #39 #35 #3, #35, #38 

#16 #13, #16, #24 #36 #14, #33, #36, #39 

#17 #7, #17, #23 #37 
#7, #22, #25, #32, 

#37 

#18 #18, #29, #38 #38 #3, #35, #38 

#19 #19, #26, #27, #40 #39 
#1, #15, #29, #33, 

#39 

#20 #19, #27 #40 
#19, #21, #26, #27, 

#40 

Finally, the results returned by Algorithm for each attribute 
has been passed in the followed step by Adaboost classifier to 
achieve the final estimation. 

 
Fig. 6. The matrix of co-occurrence for each subnet in LFWA dataset. (Best 

viewed in color). 

IV. EXPERIMENTAL RESULTS 

In the experimental section, we have been shown all the 
experimental steps provide in this work. In first time, we have 
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been presented Evaluation Metrics used in this work (subsection 
A). In the followed subsection B, we have been described the 
databases used in this work to made training, validation and 
testing steps. The data pre-processing has been presented in 
subsection C, which contains image denoising, splitting and 
database balanced. Further, we have been shown the process to 
determine the values of some specific parameters of our 
networks in the subsection D. Finally, the performance of our 
approach for 40 face attributes, gender recognition and smile 
estimation have been shown in the subsection E. 

A. Evaluation Metrics 

The most common metrics for attributes estimation is 
Accuracy, Precision, Recall and Fi-score. Those metrics can be 
more representative than others metrics in du literature to 
evaluate the attributes estimation system, since it can be shown 
the difference between the estimated value and their ground 
truth in the statistics manner. Those metrics can be 
mathematically defined as following: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝑇𝑁+𝐹𝑃


𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃


𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃


𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  
2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙


Where: 

 True positive (TP): An instance for which both estimated 
and ground truth values are positive. 

 True negative (TN): An instance for which both 
estimated and ground truth values are negative. 

 False Positive (FP): An instance for which estimated 
value is positive but ground truth value is negative. 

 False Negative (FN): An instance for which estimated 
value is negative but ground truth value is positive. 

B. Datasets 

LFWA dataset [7] is a large-scale face attribute database 
with 13143 images of 5.749 subjects in unconstrained 
environment. Each image is annotated with 40/73 attributes (see 
Table I more description). The images in this dataset are in color 
space and contain large variations in pose, expression, race, 
background, etc., making it challenging for face attribute 
estimation. Moreover, the split protocol suggested by dataset is 
6263 for training and 6880 for testing. Some images from the 
dataset have been shown in Fig. 7. 

 
Fig. 7. Samples from LFWA dataset (Best viewed in color). 

More descriptions about LFWA dataset have been illustrated 
in Fig. 8. 

 
Fig. 8. Details about data distribution in LFWA dataset (Best viewed in 

color). 

Strating from the Fig. 8, the LFWA dataset suffer from large 
imbalanced in data distribution. For example; number of man 
subjects in data reach 4727 when female subjects equal to 2153, 
which make gender estimation task harder for female subjects in 
compared with man subjects. In the same manner, smiling 
people in train part of dataset equal to 2687 when no smiling 
people reach 4193, which make this task hard in the training 
process. To deal with this problem, we have adopted SMOTE 
[23] algorithm to balance a training data for each subnet (WI-
Net, FP-Net, UP-Net, LP-Net and NP-Net). More details have 
been described in the followed Subsection C. 

The IIITM Face Emotion dataset [24] originates from the 
IIITM Face Data and comprises 1,928 images from 107 
participants, including 87 males and 20 females. These images 
have been captured in three distinct vertical orientations (Front, 
Up, and Down) and has been featured six different facial 
expressions: Smile, Surprise, Surprise with Mouth Open, 
Neutral, Sad, and Yawning. The original IIITM Face dataset 
includes additional attributes such as gender, presence of facial 
hair like mustaches and beards, eyeglasses, clothing, and hair 
density. For this study, the IIITM Face dataset was adapted to 
focus on facial expressions across different orientations. The 
IIITM Face Emotion dataset features only the facial region 
segmented for each subject, with all images resized to fixed 
dimensions of 800 x 1000 pixels, maintaining an aspect ratio of 
4:5. This resizing approach ensures consistent scaling across 
various facial positions for each subject. Some images from the 
dataset have been shown in Fig. 9. 

 
Fig. 9. Samples from IIITM Face Emotion dataset (Best viewed in color). 

C. Data Pre-processing 

Despite of the approaches in the literatures, we have been 
intruding denoise process as a data pre-processing step. The 
method has been used to denoising face image is the method 
called Non-Local Means proposed in study [25] which based on 
a simple principle: replacing the color of a pixel with an average 
of the colors of similar pixels. But the most similar pixels to a 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

1020 | P a g e  

www.ijacsa.thesai.org 

given pixel have no reason to be close at all. It is therefore licit 
to scan a vast portion of the image in search of all the pixels that 
really resemble the pixel one wants to denoise. Thus, we have 
split each image into five parts and we resize them into 224x224 
resolution to be compatible with our modified AlexNet input 
layer. To resize images, we have used Cubic Interpolation 
algorithm. In short, for denoising and rescaling images, we have 
been used the implementation of Cubic Interpolation and Non-
Local Mean algorithms available in OpenCV library. The face 
bounding box detection has been achieved by Haar-like detector 
present in study [26]. 

 
Fig. 10. Example of pre-processing steps for each image in LFWA datasets 

(Best viewed in color). 

Furthermore, we have been processing to cross-validation 
approaches to predict the skill of our subnets. 

In general, cross-validation is a statistical technique 
employed to assess the performance of machine learning 
models. When you have both a machine learning model and data 
at hand, you aim to determine its capability to fit the data. One 
common approach is to divide the data into training and test sets, 
training the model on the former and evaluating its performance 
on the latter. However, a single evaluation may not be sufficient 
to ascertain whether a favorable outcome is due to genuine 
model efficacy or mere chance. By conducting multiple 
evaluations through cross-validation, you can gain greater 
confidence in the robustness and design of your model. 

The method involves a parameter known as 'k,' which 
denotes the number of subsets the data sample will be divided 
into. Hence, this technique is commonly referred to as 'k-fold 
cross-validation.' When a particular value is selected for 'k,' it 
can replace 'k' in the model reference; for example, setting k=10 
would be termed '10-fold cross-validation. 

Unfortunately, k-fold cross-validation may not be suitable 
for assessing imbalanced classifiers. This is because the data is 
divided into k-folds based on a uniform probability distribution. 

While this approach may be effective for datasets with a 
balanced class distribution, it can falter when faced with 
severely skewed distributions. In such cases, one or more folds 
may contain minimal or no instances of the minority class. As a 
result, many model evaluations could be misleading, since the 
model could achieve high accuracy by simply predicting the 
majority class. 

Balanced dataset steps. Machine learning algorithm 

performance is often assessed using public datasets like LFWA 
(see Fig. 10), but this approach can be problematic for 
imbalanced data. For instance, consider the task of gender 
classification in face attributes. A typical face dataset might have 
a distribution of 98% male and 2% female samples. Simply 
guessing the majority class would result in a predictive accuracy 
of 98%. However, the application demands high accuracy for 
detecting the minority class (female) while allowing for some 
errors in the majority class (male) to achieve this precision. 
Relying solely on straightforward predictive accuracy is not 
suitable in such scenarios. This realization underscores the 
necessity of balancing the dataset to obtain more accurate and 
meaningful results. 

In this study, we adopted the method proposed in study [25] 
to balance the dataset for each subnet within our proposed 
pipeline. We opted for this algorithm due to its approach of over-
sampling the minority class by generating "synthetic" examples 
rather than simply duplicating existing ones. This method 
creates additional training data by applying specific operations 
to real data, such as selecting k nearest neighbors from the 
minority class. However, it should be noted that this approach 
generates synthetic examples in a more generalized manner, 
operating in "feature space" rather than directly in "data space". 
Conversely, the majority class is addressed by under-sampling, 
wherein samples are randomly removed until the minority class 
comprises a specified percentage of the majority class. 

As motioned in the sections above, our model combined five 
subnets, each one has a specific subset of attributes. Therefore, 
we have been applied SMOTE algorithm for each part of subnets 
parts. More details have been shown in figures; Fig. 11, Fig. 12, 
Fig. 13, Fig. 14, Fig. 15, Fig.16, Fig. 17 and Fig. 18. 

 
Fig. 11. Data distribution (LFWA dataset) before applied SMOTE algorithm 

to 16 face attributes according to WI-Net (Best viewed in color) (I). 

 
Fig. 12. Data distribution (LFWA dataset) after applied SMOTE algorithm to 

16 face attributes according to WI-Net (Best viewed in color) (II). 
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Fig. 13. Data distribution (LFWA dataset) before applied SMOTE algorithm 

to 8 face attributes according to FP-Net (Best viewed in color) (I). 

 
Fig. 14. Data distribution (LFWA dataset) after applied SMOTE algorithm to 

8 face attributes according to FP-Net (Best viewed in color) (II). 

 
Fig. 15. Data distribution (LFWA dataset) before applied SMOTE algorithm 

to 7 face attributes according to LP-Net (Best viewed in color) (I). 

 
Fig. 16. Data distribution (LFWA dataset) after applied SMOTE algorithm to 

7 face attributes according to LP-Net (Best viewed in color) (II). 

 
Fig. 17. Data distribution (LFWA dataset) before applied SMOTE algorithm 

to 6 face attributes according to UP-Net (Best viewed in color) (I). 

 
Fig. 18. D Data distribution (LFWA dataset) after applied SMOTE algorithm 

to 6 face attributes according to UP-Net (Best viewed in color) (II). 

For nose part of our model, we have approximation the same 
number of classes; 4302 for Pointy Nose compared with 4321 
for Big Nose. In this case there is no need to applied SMOTE 
algorithm. 

D. Network Parameters 

In the previous subsections, we have been described 
evaluation metrics, data augmentation and data pre-processing 
steps and this subsection, we will give more details about some 
parameters of our method. Therefore, we have been used the 
grid search algorithm [27], implemented in the kears framework 
to determine the values of some parameters; optimizer, Mini-
batch size and Initial learning rate. See Table III for more details 
about search space of those parameters. 

TABLE III.  DETAILS OF SEARCH SPACE FOR EACH PARAMETER IN GRID 

SEARCH ALGORITHM [27]. WE HAVE BEEN INSPIRED FROM WORK IN [28] TO 

CHOOSE THE INTERVAL OF VALUES SPECIFIED FOR MINI-BATCH SIZE 

Parameters Values 

Optimizera SGD; RMSprop; Adam; AdamW; Adadelta; Adagrad; 

Adamax; Adafactor; Nadam and Ftrl. 

Mini-batch size 16; 28; 32; 64; 128; 256 

Initial learning 

rate 
0.1; 0.01; 0.001 

a. All optimizer function names are reported from there implementation in Keras framework. 

Thought a set test, we have concluded that the best values of 
the previous parameters are; SGD (the Stochastic Gradient 
Descent) as optimizer, mini-batch size equal to 28 and Initial 
learning rate equal to 0.001. All test has been made on FP-Net 
subnet for gender estimation attribute (#21) with a number of 
epochs equal to 100.  In the next step, we have been increased 
the number of epochs from 0 to 600 in the training experiments, 
in order to set the epoch number which, get the better results in 
term of accuracy. This experiment shown that the achieves 
100% and 0%, respectively, for Accuracy and Loss at the 
number of epoch equal to 500 (See Fig. 19 for more details). 
Therefore, we have been based on this conclusion to applied the 
parameters for all five subnets listed above (WI-Net, FP-net, 
UP-Net, LP-Net and NP-Net). 

E. Experimental Results 

This subsection summarizes the results that were obtained 
from the experiments for both datasets LFWA and IIITM face 
emotion. The most methods in the literature use LFWA to make 
those evaluation. In addition, we have been choosing to use 
IIITM face emotion, which has Asian people as subject, since 
the LFWA dataset has Asian people as minority class compared 
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with others ethnicity (White, Africans). Another reason to use 
IIITM face emotion dataset is all images has been taken in 
constrained condition for head pose, emotions and light when 
LFWA is unconstrained dataset. In short, we have been used the 
LFWA dataset to shown the performance of our approach 
compared with state-of-the-art methods and we have been used 
IIITM dataset to shown behavior of our method in constrained 
conditions on Asian people and to show the general ability of 
proposed model. 

Through recent research, we have Gender and Smile are the 
most interested among all face attributes. To evaluate our 
proposed method on those two attributes, we have been used the 
FP-Net subnet to evaluate Gender estimation and LP-Net subnet 
to evaluate Smile estimation. The experimental set has been 
made on LFWA [7] and IIITM face emotion [24] since those 
two datasets provide gender and smile information; therefore, 
LFWA dataset specified the smile by attribute number 32 (#32) 
and gender by attribute number 21 (#21) when the IIITM face 
emotion dataset given that two information on image name (see 
[24] for attribute description). 

The remaining subsections of this part are organized as 
follows. The results obtained on 40 face attributes compared 
with several state-of-the-art methods is described in subsection 
a). The subsection b) shown the performance of our model in 
Gender estimation. Finaly, we have been shown the behaviors 
of our model on Smile estimation task in subsection c). 

1) 40 face attribute estimations: We have been training the 

five subnets on LFWA dataset trough 500 epochs after having 

applied pre-processing and data augmentation steps. All subnet 

parameters have been fixed like described in previous Network 

parameters subsection. However, the results of competing 

methods are reported from those originals paper whose respect 

the same protocol provided by dataset owners. Despite, in our 

method we have been applied SMOTE algorithm on dataset 

before training process. The classification results of proposed 

method and the competing methods on LFWA dataset have 

been presented in Table IV. 

 
Fig. 19. Training and validation Accuracy/Loss for FP-Net on LFWA dataset 

(a and b) (Best viewed in color). 

TABLE IV.  ATTRIBUTE ESTIMATION ACCURACIES (IN %) FOR THE 40 BINARY ATTRIBUTES  ON THE LFWA DATABASE BY THE PROPOSED APPROACH AND 

STATE-OF-THE ART METHODS [5], [6],  [10], [14], [16], [15], [29]. THE AVERAGE ACCURACIES OF [5], [6], [10], [14], [16], [15], [29], AND THE PROPOSED 

APPROACH ARE 86.0%, 83.8%, 81.0%, 86.3%, 86.1%, 73.9%, 84.7% AND 86.8% RESPECTIVELY. SEE TABLE I  FOR MORE DESCRIPTION ABOUT ATTRIBUTES 

LABELS 

Attribute 

index 

State-of-the Art Methods Proposed 

Approach FaceTracker[15] PANDA[10] LNets+Anet[6] CTS-CNN[29] MCNN-AUX[5] DMTL[16] MM-CNN[14] 

1 70 84 84 77 77 80 78 85.00 

2 67 79 82 83 82 86 81 83.00 

3 67 79 82 83 85 82 81 85.00 

4 71 81 83 79 80 84 83 85.50 

5 65 80 83 83 83 92 93 97.00 

6 77 84 88 91 92 93 92 94.00 

7 72 84 88 91 90 77 79 82.00 

8 76 87 90 90 93 83 84 94.00 

9 88 94 97 97 97 92 92 97.00 

10 62 74 77 76 81 97 97 97.00 

11 78 81 84 87 89 89 85 83.00 

12 68 73 75 78 79 81 82 82.00 

13 73 79 81 83 85 80 85 86.00 
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14 73 74 74 88 85 75 76 79.00 

15 67 69 73 75 77 78 82 83.00 

16 70 75 78 80 82 92 92 95.00 

17 90 89 95 91 91 86 84 90.00 

18 69 75 78 83 83 88 89 97.00 

19 88 93 95 95 96 95 95 86.00 

20 77 86 88 88 88 89 87 81.00 

21 84 92 94 94 94 93 94 95.00 

22 77 78 82 81 84 86 82 88.00 

23 83 87 92 94 93 95 94 97.00 

24 73 73 81 81 83 82 82 86.00 

25 69 75 79 80 82 81 81 86.00 

26 66 72 74 75 77 75 79 80.00 

27 70 84 84 73 93 91 91 68.00 

28 74 76 80 83 84 84 85 87.00 

29 63 84 85 86 86 85 87 90.00 

30 70 73 78 82 88 86 87 89.00 

31 71 76 77 82 83 80 84 88.00 

32 78 89 91 90 92 92 91 92.00 

33 67 73 76 77 79 79 79 80.00 

34 62 75 76 77 82 80 82 82.00 

35 88 92 94 94 95 94 94 90.00 

36 75 82 88 90 90 92 91 90.00 

37 87 93 95 95 95 93 95 86.00 

38 81 86 88 90 90 91 90 87.00 

39 71 79 79 81 81 81 83 85.00 

40 80 82 86 86 86 87 85 78.00 

Average 73.9 81.0 83.8 84.7 86.3 86.1 86.3 86.83 
 

2) Gender estimation: In this subsection, we have been 

shown the results of our proposed approach for gender 

estimation task. As mentioned in section above, we have been 

pre-processed each image by denoising and splitting to remove 

the noise and adjusted them to input blocks. 

We have been compared our approach with FaceTracer [15], 
PANDA[10], LNets+ANets [6] and all models (R-
CNN_Gender, Multitask_Face, HyperFace and HF-ResNet) 
proposed in  [8]. The gender estimation performance of different 
methods is reported in Table V. On the LFWA dataset, our 
method outperforms all competing methods listed above. Unlike 
all these methods in our approach, we have been processed to 
balanced dataset before the training step. 

The imbalanced distribution in datasets make behavior of 
each model change from dataset to another. In addition, we have 
been evaluated the generalization ability of our FP-Net approach 
with cross-database testing on the IIITM face emotion and 
LFWA. See Table VI for more details. 

3) Smile estimation: Smile detectors find applications 

across various sectors, including the media industry. Here, they 

play a crucial role in enabling companies to gauge public 

sentiment towards their products and services. For this reason, 

in this part of our paper, we have been interested to Smile 

estimation task. However, we have been presented the Smile 

estimation performance on LFWA and IIITM face emotion 

datasets since these datasets come with Smile information. We 

have been compared our LP-Net with MCFA [30], PANDA 

[10], FMTNet [21] and LNets+ANets [6]. The Smile estimation 

performance of different method is reported in Table VII. 

Furthermore, we have been evaluated the generalization ability 

of our LP-Net approach with cross-database testing on the 

IIITM face emotion and LFWA. See Table VIII for more 

details. 

TABLE V.  PERFORMANCE COMPARISON (IN %) OF GENDER ON LFWA 

DATASET 

Method LFWA dataset 

FaceTracer[15] 84.00 

PANDA[10] 92.00 

LNets+ANets[6] 94.00 

R-CNN_Gender[8] 91.00 

Multitask_Face[8] 93.00 

HyperFace[8] 94.00 

HF-ResNet[8] 94.00 

Proposed FP-Net 95.00 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

1024 | P a g e  

www.ijacsa.thesai.org 

TABLE VI.  CROSS-DATABASE TESTING ACCURACIES (IN %) OF FP-NET 

USING LFWA AND IIITM FACE EMOTION DATABASES FOR GENDER 

CLASSIFICATION 

Database Metrics 

Training Testing Accuracy Precision Recall 
F1-

score 

IIITM IIITM 99% 100% 99% 99% 

IIITM LFWA 50% 50% 100% 67% 

LFWA IIITM 79% 99% 80% 88% 

TABLE VII.  PERFORMANCE COMPARISON (IN %) OF SMILE ON LFWA 

DATASET 

Method LFWA dataset 

MCFA[30] 88.00 

PANDA[10] 89.00 

FMTNet[21] 89.49 

LNets+ANets[6] 91.00 

Proposed LP-Net 92.00 

TABLE VIII.  CROSS-DATABASE TESTING ACCURACIES (IN %) OF LP-NET 

USING LFWA AND IIITM FACE EMOTION DATABASES FOR SMILE 

CLASSIFICATION 

Database Metrics 

Training Testing Accuracy Precision Recall 
F1-

score 

IIITM IIITM 91% 94% 96% 95% 

IIITM LFWA 54% 51% 92% 65% 

LFWA IIITM 54% 99% 48% 65% 

V. DISCUSSION 

In this section, summarized the discussion of the results 
achieved about 40 faces attributes, gender recognition, smile 
estimation and generalization ability of the proposed system. In 
the first subsection, we have been presented the effectiveness in 
the most face attributes (30/40) of the proposed approaches and 
some lower results (10/40). Additional results analysis about 
gender recognition has been shown in the second subsection. the 
third subsection contains behavior of our proposed approach in 
smile estimation task, and finally we a subsection on 
generalization ability of our system evaluated on cross-database 
testing. 

A. 40 Face Attributes Estimation 

The results on LFWA dataset by proposed approach and the 
state-of-the-art are reported in Table IV.  The proposed approach 
outperforms [5], [6], [10], [14], [16], [15] and [29] for the most 
of the 40 attributes. Specifically, the proposed approach out 
performs competing methods by 30 face attributes. The 
remaining 10 attributes belongs to WI-Net, FP-Net and LP-Net. 
Those attributes can be subdivided into three groups; {#14, #35, 
#36 and #38} from Whole Image group, {#19, #20, #27 and 
#40} from Face Part group and {#17, #37} from Lower Part 
group.  For WI-Net, we have four attributes has lower results 
from 17 attributes according to this subnet. All those attributes 
have a number of attributes in correlation, less than 5 attributes 
(see Table II) and belongs to image segments which need 

Meged-CNN structure like [14], very deep structure like in [29] 
or more the 4 attributes in correlation like the work in [16]. 
Further, the subnet FP-Net show 4 attributes with poor results 
from 8 attributes according to this subnet, while the competing 
methods in [16] and [6] show better results than our FP-Net. 
Despite, they use similar network structure to ours (AlexNet) but 
they use more attributes in correlation task (attributes inter-
correlation). In addition, the attributes #17 from LP-Net subnet 
show similar results to [15] which use pixel of image combined 
with AdaBoost algorithm to achieve classification process but 
this approach show a limitation for profile face image even 
though, our subnet show lower results compared to [6], [5] and 
[29]. Since, the work in [5] use network structure similar to ours, 
and they add auxiliary block (coined AUX) which use fully 
connection approach between all attributes to handle attribute 
#17 estimation, when our LP-Net use just 3 attributes (see Table 
II for more details). In the same manner, the work in [6] use more 
than 3 attributes to make #17 estimation. However, the good 
results provided in [27] has been achieved by a deeper structure 
(similar to VGG) than ours. On the other hand, our proposed 
subnet shows better results about #17 than [10], [14] and [16] 
who’s adopted AlexNet as backbone like ours, but LP-Net 
outperforms the estimation in task specification step (feature 
selection and AdaBoost classifier).  Finaly, for attribute #37 our 
LP-Net shows lower results compared to all competing methods 
listed in Table IV. Thus, the works [8], [12] and [13] use similar 
backbone model like ours when [3], [4] use a deeper structure 
than AlexNet when the number of attributes used in 
classification step for all those methods is bigger than 5 
attributes (see Table II) used in our proposed method. 

Through all previous analysis, we have been concluded for 
WI-Net and LP-Net necessity to increase a number of attributes 
used in classification process to a number bigger than 5 and we 
have been concluded about FP-Net necessity to change AlexNet 
model by another structure like VGG or ResNet. 

B. Gender Recognition 

We present the gender recognition performance on LFWA 
and IIITM Face Emotion datasets since these datasets come with 
gender information. Our approach shows better results 
compared with PANDA [10] (see Table V). Based on results 
reported from there paper, this approach shows good 
performance in gender estimation on LFWA (92%) even when 
images are tightly cropped and variation in pose is reduced, but 
our FP-Net reach 95% with a wide variation in facial pose (our 
approach gain more from parts-based assumptions in term of 
head pose challenge). In the same manner, our FP-Net model 
outperformed FacTracer [15] methods by 11% in term of 
improvement. The FaceTracer [15] approach spite the input face 
to 10 parts while our FP-Net split the face into 4 parts only which 
get further advantage in terms of pre-processing time and has 
limitation with non-frontal face. In addition, our FP-Net 
outperforms LNets+ANets[6] by 1% with 5 attributes groups for 
our and six groups for LNets+ANets (more advantage in terms 
of group number). However, our FP-Net use one Modified 
AlexNet structure when LNets+ANets use a cascade of two 
AlexNet model which make advantage, on parameter number, 
train/test time complexity and memory consumption. Although, 
HyperFace models proposed in [8] has the same backbone 
network like our FP-Net (Modified AlexNet) even the FP-Net 
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shows better results more than R-CNN_Gender and 
Multitask_Face. Respectively, by 4% and 2% in the term of 
improvement. R-CNN_Gender predicts gender task only when 
our FP-Net can estimate 8 more attributes in addition of gender 
task (multi labels estimation against one task estimation). Since, 
Multitask_Face predicts gender in multitask approach which 
make training process hard than ours (multi labels against 
multitask process in the training set). Furthermore, the HF-
ResNet approach use ResNet-101 model as a backbone network 
combined with AlexNet model which make it a very deep 
structure compared with our FP-Net model and slower than our 
train/test set. However, our FP-Net approach improved HF-
ResNet by 1% in the term of accuracy. On the whole, the 
proposed FP-Net model for joint estimation of gender attribute 
demonstrates their effectiveness compared with existing 
approaches at many specific levels like; parameters number, 
memory consumption, number of attributes subgroups, accuracy 
and time complexity. 

C. Smile Detection 

Our proposed LP-Net model outperformed the state-of-the-
art methods (see Table VII) in Smile detection on LFWA 
dataset. All accuracies value presented in Table VII has been 
reported from their original papers. To illustrate, our LP-Net 
outperformed the work in [30] by 4% of accuracy and the cited 
work used a cascade of three VGG-16 models (SNet, MNet and 
LNet) which made the detection process more complex and 
harder to train. Even though, our LP-Net use just one Modified 
AlexNet with seven attributes in the output combined with 
Adaboost classifier which made it less complex in train and test 
sets. Further, FMTNet presented in [21] take 40 attributes and 
split them to many subgroups, while each attribute has weight 
depending on the number of groups and the number of attributes 
in each group. Which means this approach investigate 40 
attributes to estimate smile attribute when our LP-Net use just 3 
attributes selected by cited algorithm from 7 attributes in relation 
with lower part of face. Therefore, LP-Net proposed in this work 
use less attributes to show a attributes correlation and gained 3% 
in the term of accuracy compared with FMTNet. On the other 
hand, the work in [21] investigate three model use VGG-16 as 
backbone (FNet, MNet and TNet) when our LP-Net use just one 
AlexNet model, to handle the smile task. The proposed LP-Net 
shows improvement retch 1% and 3%, compared the results 
provide, respectively, by LNets+ANets and PANDA methods. 
In short, we find that LP-Net proposed in this work performs 
better for Smile detection task compared to competing methods. 
In the other hand, our approach shows a discriminating 
capability for multis and individual tasks. 

D. Generalization Ability 

We believe that the real scenario is different from the 
laboratory scenario which mean the generalization ability 
provided in [16] for the first time (for the best of our knowing) 
can give more information about our proposed approach. Hence, 
we evaluate the generalization ability of the proposed approach 
with cross-database testing on LFWA and IIITM Face emotion 
databases. 

Specifically, cross-database testing of gender and smile 
estimation between LFWA and IIITM Face emotion databases 
is performed by training our approach on LFWA and testing it 

on IIITM Face emotion, and vice versa. The estimation results 
with cross-database are shown in Table VI and Table VIII. The 
results provided by cross-database testing is lower than intra-
database testing. Image conditions (constrained in IIITM Face 
emotion and unconstrained in LFWA) and the number of images 
(1,928 images in IIITM face emotion and 13,143 images in 
LFWA) are responsible for the drop in performance. This 
experiment suggests that varying image sources can introduce 
additional hurdles for accurately estimating facial attributes. 
Nevertheless, we maintain confidence that our proposed 
approach yields commendable results even within this 
demanding context. 

VI. CONCLUSIONS 

The paper proposes a method to decode face attributes using 
a multi-task, part-based approach and attribute relationships. In 
contrast of exciting works, it introduces two preprocessing steps: 
image denoising with the Non-Local Means algorithm and 
dataset balancing using the SOME algorithm. The feature 
selection has been done by splitting images into five parts (WI, 
FP, UP, LP, NP) and each one has been processed by a 
corresponding subnet (modified AlexNet as backbone). The 
correlation-heterogeneity relationship between attributes has 
been achieved by a novel feature selection Algorithm (proposed 
in this work) combined with AdaBoost algorithms. 

To evaluated the proposed approach, we have been used 
LFWA and IIITM Face Emotion datasets. The first one has 
images in unconstrained conditions and large scale of 
illumination, head pose, … when the second one has images 
with constrained conditions of head pose, illumination and 
expression. This strategy helps to studies the performance of 
proposed approach in different conditions and ethnicity. 

Trought a set of experiments has been made in this work, our 
approach performs well the state-of-the-arts methods 
specifically, on gender and smile attributes. Nevertheless, the 
results presented in this work shown that our subnets; WI-Net, 
UP-Net, LP-Net and NP-Net outperformances the competing 
methods on specific attributes groups, according to those parts 
of face, when the subnet FP-Net shown some lower results for 
attributes {#19, #20, #27 and #40}. One possible solution to this 
issue could be replaced AlexNet with deeper structure similar to 
VGG or ResNet. While, the lower results present by this work 
for attributes number {#14, #35, #36 and #38} and {#17, #37} 
returned respectively, by WI-Net and LP-Net, could be handle 
by increasing a number of attributes used to shown the 
relationship in classification process. 

Finally, we have been studied the generalization ability of 
the proposed approach under cross-database testing scenarios on 
LFWA an IIITM Face Emotion datasets. Through a results 
analysis, the cross-database testing highlights the importance of 
training database in real-world face attributes estimation 
systems. 

For future work, we will try to use a deeper structure for 
attributes with lower results in FP-Net subnet and we will 
investigate more time in feature selection to get better results for 
attributes number {#14, #35, #36 and #38} and {#17, #37}. On 
the other hand, we will adapt the proposed approach to estimate 
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age task and face emotion. The age task will be studied in 
regression manner. 
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Abstract—VR games make people happy physically and 

mentally, but also lead to eye health problems. At present, the 

existing VR systems lack fatigue detection technology, which 

makes it difficult to help users use their eyes reasonably. In order 

to improve the user experience of VR gamers, this paper proposes 

a visual fatigue detection algorithm based on eye movement 

features, which uses the relationship between the lateral and 

longitudinal displacements of the human head and the 

displacement of the center point of the human eye to locate the 

position of the human eye. Moreover, in this paper, the human eye 

position tracking model is input into the three-frame difference 

algorithm to detect eye movement features. In addition, for tiny 

motion interference such as eyebrows, the image opening 

operation of eroding first and then expanding is used to remove it. 

Through experiments, it is found that the eye movement feature 

detection method adopted in this paper can greatly improve the 

detection speed with less accuracy loss, meet the sensitivity 

requirements of eye movement feature capture, improve the real-

time performance of the system, and effectively improve the real-

time analysis of player status. Therefore, integrating this 

algorithm into the virtual game system can help players adjust 

their own state, which has a positive effect on improving the game 

experience and reducing eye damage. 

Keywords—Virtual reality; games; eye movement features; 

visual fatigue 

I. INTRODUCTION 

In three-dimensional game design, the application value of 
VR technology cannot be ignored. First of all, VR technology 
can provide an immersive gaming experience, which is one of 
its most significant advantages. Through technical means such 
as headsets and surround sound effects, VR technology can 
completely immerse players in a virtual environment, making 
them feel as if they are in the three-dimensional world of the 
game. This immersion greatly enhances the player's gaming 
experience, allowing them to get a more realistic feel for 
everything that's happening in the game. From a technical point 
of view, VR technology adjusts the game screen in real time by 
tracking the movement of the player's head, making the player's 
field of vision and observation angle in the game more natural. 
At the same time, surround sound technology can make players 
feel sounds from all directions, further enhancing the realism of 
the game. 

Secondly, immersive experiences bring more possibilities to 
game design. In traditional game design, there is a certain sense 
of distance between players and the game world, and the 
application of VR technology can break this boundary and 
enable players to integrate more deeply into the game world. 
This provides a broader creative space for game designers, and 

can design richer and more complex game scenes and plots, thus 
enhancing the attractiveness and interest of the game [1]. 

However, long-term use of VR (more than 30 minutes) may 
have a certain negative impact on the visual health of the whole 
body and eyes. The specific manifestations include dizziness, 
nausea and other symptoms. At the same time, users are 
accompanied by dry eyes, and even symptoms such as diplopia, 
tearing, eye pain, eye soreness, and inability to concentrate, as 
well as related symptoms such as visual asthenopia and video 
terminal syndrome. The illusion caused by the virtual 
environment can produce uncomfortable symptoms, such as eye 
fatigue, dizziness, and other visual fatigue symptoms [2]. 

There are depth cues in virtual environment scenes, which 
stimulate eye movements. There is a strong correlation between 
eye movements and asthenoptic fatigue. Many studies have 
shown that eye movement behavior can reflect people's thinking 
movement, and rich information can be obtained from eye 
tracking movement. Its core purpose is to obtain the gaze point 
trajectory of human eyes during observation. Combined with 
knowledge in various fields, we can conduct in-depth analysis 
of users' visual behavior. Eye trackers are instruments that carry 
eye tracking technology to track and analyze eye movements, 
and eye tracking is the core function of eye trackers. From a 
mental and physical perspective, eye movements are a 
fundamental reflection of the human state. Meanwhile, eye 
movements are arguably the most frequent of all human 
movements, and eye movements are essential to the work of the 
human visual system. In addition, multiple observations of the 
eyes are not smooth movements, but multiple eye movement 
patterns are performed concurrently [3]. 

Visual fatigue and visual discomfort can be used alternately, 
but there are still differences between them. Visual fatigue refers 
to the decline of human visual system performance, which can 
be measured objectively, and visual discomfort is the subjective 
response of the visual system. Some researches on eye 
movement behavior in virtual reality focus on comparing the 
States before and after use, and some researches also compare 
the eye movement differences under watching different video 
content. However, up to now, there has been no research on the 
differences of visual fatigue and eye movement in different 
interactive environments of VR. Eye movement behavior is 
closely related to visual fatigue and the physiological and 
pathological state of the eye. The changes of eye movement 
speed, fixation time and blink frequency determine fatigue and 
mental load. 

In response to the design requirements of high speed, small 
size and non-contact of detection equipment, the face image is 
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preprocessed by image processing technology such as noise 
reduction; Then the YCbCr color space domain conversion 
algorithm is used to segment and locate the face and eye 
region; The blink frequency is counted by frame difference 
multiple moving object detection algorithm in the face region 
after positioning; By comparing the real-time detected blink 
frequency data with the given threshold, it can provide real-time 
fatigue data reference for VR game users, which is convenient 
for timely and effective control of game duration and timely and 
effective protection. 

In order to improve the user experience of VR gamers, this 
paper proposes a visual fatigue detection algorithm based on eye 
movement features, which uses the relationship between the 
lateral and longitudinal displacements of the human head and 
the displacement of the center point of the human eye to locate 
the position of the human eye. Moreover, in this paper, the 
human eye position tracking model is input into the three-frame 
difference algorithm to detect eye movement features. In 
addition, for tiny motion interference such as eyebrows, the 
image opening operation of eroding first and then expanding is 
used to remove it. 

II. RELATED WORK 

1) Research on fatigue: A lot of research has been done on 

fatigue at home and abroad. In early foreign studies, fatigue was 

defined as the loss of energy resources after overwork. The 

resources here are reflected in two aspects. On the one hand, it 

represents the loss of internal motivation and action from the 

psychological aspect, and on the other hand, it represents the 

decrease of external work performance. The study in [4] hold 

that the decrease of efficiency caused by excessive physical or 

mental activities is a manifestation of fatigue. Researchers 

divided fatigue into psychological fatigue and physical fatigue, 

central fatigue and peripheral fatigue, cognitive fatigue and 

exercise fatigue, subjective fatigue and objective fatigue, 

overall fatigue and local fatigue from different dimensions, 

among which psychological fatigue and physical fatigue are the 

most widely studied. At present, the most widely studied is to 

divide fatigue into mental fatigue and physical fatigue. At the 

same time, it involves psychological state changes in multiple 

dimensions such as behavioral response, attention, emotion and 

motivation [5]. 

2) Visual fatigue: Visual fatigue is one of the types of 

fatigue. Studies have shown that the characteristics of visual 

display terminal (VDT) work are directly related to eye 

discomfort and psychological symptoms. Visual fatigue is 

defined as subjective symptom syndrome produced when 

working with eyes, while VDT visual fatigue is more due to eye 

discomfort and other comprehensive symptoms caused by eyes 

staring at video terminals for a long time, such as dry eyes, 

astringent eyes, tingling, eye fatigue, soreness, photophobia and 

tears, frequent eye movement behaviors, diplopia, blurred 

vision, heavy eyelids, etc. At the same time, it is also 

accompanied by headache, dizziness, loss of appetite, memory 

loss, neck, shoulder, waist, back, joint dysfunction, etc. [6]. 

Visual fatigue caused by electronic screen operation has 

become one of the key research fields of human factors 

engineering since 1970s. The most common fatigue symptom 

in video display task is eye fatigue, which includes both 

physiological fatigue and psychological fatigue. The former is 

manifested as the general symptoms of eye fatigue and fatigue 

caused by excessive eye use with the extension of working 

hours, including symptoms that occur after excessive eye 

function is stressed. It is manifested by low function of central 

nervous system, a large decrease in flicker fusion frequency, 

long-term tension of ciliary muscle, significantly low function 

of eyeball accommodation system, eye fatigue, eye tingling, 

and temporary decrease of eyesight. The latter, like mental 

fatigue, is manifested as cognitive fatigue, such as difficulty in 

maintaining the initial state and continuing to complete the 

current task, decreased task performance, decreased attention, 

etc. [7]. 

3) Eye movement behavior: There are three main types of 

eye movement behaviors: Saccade, Fixation and 

SmoothPursuit. The saccades are rapid eye movements that 

align the fovea with the target. During the experiment, it is 

important to ensure that the subject does not have saccades 

while chasing the target smoothly. This eye movement is called 

catch-up saccades and is more common when catching up at 

high speeds. Fixation is to keep the foveal visual field on the 

target for a certain period of time to obtain sufficient visual 

image details. Smooth pursuit is a kind of fairly slow eye 

movement that minimizes the movement of retinal targets, and 

it keeps the eyes fixed on moving objects. The saccade eye 

movement differs from the smooth pursuit eye movement in 

that the initial acceleration and deceleration and peak velocity 

of the former are both higher [8]. A large number of related 

studies in physiology and psychology have confirmed that some 

behaviors of human eyes are related to the degree of visual 

fatigue. Therefore, when collecting eye movement data, it is 

collected by instruments, and the visual fatigue state of subjects 

is detected by analyzing the data of eye movement indexes. 

Through the collation of a large number of references, this 

paper mainly selects six eye movement parameters, namely, 

average eye movement duration, average fixation duration, 

number of eye movement behaviors, number of fixation points, 

average saccade amplitude and average pupil area, for analysis 

and research [9]. 

The average duration of eye movement behavior (unit: ms) 
refers to the duration of the average single eye movement 
behavior in the sample. The length of eye movement behavior 
can also reflect the current level of mental activity and 
drowsiness, which is closely related to fatigue. By watching 
different types of videos, study in [10] found that although there 
was no significant difference in the average duration of eye 
movement behavior on the whole, it showed an increasing trend 
with time. The study in [11] studied the continuous viewing of 
movies, and compared which display can induce visual fatigue 
more in two kinds of visual display terminals (linear polarization 
and circular polarization), and found that the average duration of 
eye movement behavior in the two display terminals increased 
significantly. The study in [12] explored the effects of different 
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polarized light displays on human visual comfort, and found that 
the average duration of eye movement behavior increased with 
the extension of viewing time of subjects who watched the video 
content displayed by linearly polarized light and the video 
content displayed by circularly polarized light liquid crystal. 

The average fixation duration (unit: ms) refers to the average 
of the time allocated by subjects at each fixation point in an 
experimental process, usually in milliseconds. The length of 
fixation time can reflect the difficulty of information capture and 
processing, and can indirectly reflect whether the subjects are 
tired [13]. Generally speaking, the longer the average duration 
of the fixation point, the deeper the processing degree of the 
fixation point, and it also reflects the more concentrated the 
attention of the current subjects. Therefore, the quality of the 
subjects' fixation ability also reflects the depth of information 
processing degree and the concentration and distraction of 
attention to a certain extent. The study in [14] conducted a 
comparative study on mental fatigue between the elderly and 
young people, and found that the average fixation duration of 
both the elderly and young people increase with the 
development of fatigue, and the average fixation duration of the 
elderly is significantly higher than that of the young people. The 
study in [15] divided the subjects into fatigue group and non-
fatigue group, and found that the average fixation duration in the 
fatigue group is significantly lower than that in the fatigue 
group. Relevant studies have proved that the average fixation 
duration can indirectly reflect the degree of fatigue of the 
subjects. 

Number of eye movement behaviors (unit: units/min) refers 
to the number of times the upper and lower eyelids are closed 
per unit time. Number of eye movement behaviors involves the 
interaction of efferent nerves between the brain mechanisms 
responsible for controlling eyelid muscles and other muscle 
groups, and is closely related to mental activity and visual 
fatigue. A large number of studies have proved that eye 
movement behavior is related to visual fatigue, which can be 
used as an index to evaluate visual fatigue. Generally speaking, 
the number of eye movement behaviors will increase with visual 
fatigue. The study in [16] found that the number of eye 
movement behaviors increases significantly with time by 
watching different types of videos. The study in [17] studied the 
continuous viewing of movies, and compared which display can 
induce visual fatigue more in two kinds of visual display 
terminals (linear polarization and circular polarization). The 
results found that the number of eye movement behaviors in the 
two display terminals increases significantly with time. The 
study in [18] evaluated the visual fatigue caused by long-term 
viewing of visual display terminal (VDT) and reading hard-
copy, and found that the number of eye movement behaviors 
under VDT increases significantly from the 2nd hour. The study 
in [19] studied fatigue driving and found that the number of eye 
movement behaviors increases with the increase of driving 
fatigue. 

To sum up, visual fatigue includes two meanings: on the one 
hand, it is eye fatigue caused by some reason, and on the other 
hand, it refers to psychological fatigue caused by boredom of 
something and cognitive load. 

III. VISUAL FATIGUE DETECTION BASED ON EYE 

MOVEMENT FEATURES 

In terms of limitations, although a lot of research has been 
done on VR game fatigue, there are still some challenges and 
limitations. Firstly, the hardware limitation of VR technology is 
an important factor leading to fatigue. For example, the weight 
and volume of VR head display equipment are relatively large, 
and wearing it for a long time can easily lead to discomfort and 
fatigue. The resolution and scene rendering ability of the device 
also need to be improved to provide a clearer and more realistic 
visual experience. Secondly, the rendering amount of VR game 
images is much higher than that of general games, which 
requires higher computing power to support, which is a technical 
bottleneck in the actual development. In addition, the current 
research on how to effectively alleviate the fatigue of VR games 
lacks systematic solutions and guidelines. 

To sum up, the research on VR game fatigue has made some 
progress, but it still needs more in-depth research and 
exploration in hardware technology, image rendering and 
mitigation strategies. Therefore, this paper attempts to 
summarize the anti-fatigue system suitable for VR games based 
on eye movement feature recognition, so as to reduce the impact 
of game fatigue on players' physical and mental health. 

By analyzing the relationship between binocular center point 
displacement and face displacement, a dynamic video eye 
position tracking model is established, and then the eye 
movement behavior rate is detected by frame difference 
algorithm in the human eye area, and finally the game fatigue 
judgment is completed. 

A. Eye Movement Behavior Detection Algorithm 

In this project, the eye movement behavior detection 
algorithm based on eye features, the eye movement behavior 
detection algorithm based on background differential moving 
target detection algorithm and the eye movement behavior 
detection algorithm based on inter-frame differential moving 
target detection algorithm are analyzed and studied. The eye 
movement behavior detection algorithm is comprehensively 
evaluated from three aspects: effective detection rate, false 
detection rate and detection speed, and finally the eye movement 
behavior detection algorithm suitable for this project is selected. 

1) Haar-Adaboost human eye coarse positioning: Haar-

Adaboost algorithm combines Haar-like features with 

Adaboost cascade classifier. The core idea of the algorithm is 

to take the Haar-like sub-window as the input of the weak 

classifier, and use the window template to traverse each region 

of the image to calculate the features of the window. It then uses 

the trained Adaboost cascade classifier to screen the feature. If 

the feature passes each strong classifier screening in the cascade 

classifiers, the region is determined to be the human eye. The 

process of Haar-like sub-window traversing the image is shown 

in Fig. 1. 
Fig. 1 shows a Haar-like linear feature template traversing 

from bottom to top and left to right in an image. Adaboost 
iterative algorithm is to train weak classifiers to form a strong 
classifier with better classification effect. Multiple strong 
classifiers are arranged from low to high according to their 
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complexity, and the detection results of each level can only be 
passed to the next level classifier after being screened, and the 
detection results can only be output after being screened by all 

strong classifiers. The flow of human eye coarse positioning of 
Haar-Adaboost algorithm is shown in Fig. 2. 

  
                                       (a) Four feature windows of Haar-like.      (b) Traversal process of Haar-like feature window for image. 

Fig. 1. Haar-like sub-window and its process of traversing the image. 

 
Fig. 2. Human eye coarse positioning process of Haar-Adaboost algorithm. 

2) ERT human eye fine positioning and eye movement 

behavior detection: On the basis of coarse localization of 

human eye area, ERT algorithm is used to accurately segment 

human eye area and judge eye movement behavior. The ERT 

algorithm needs to establish a GBDT (Gradient Boosting 

Decision Tree), which is an object detection method based on 

the idea of face alignment. Human eye detection using face 

feature point matching is shown in Fig. 3 [20]. 

 
Fig. 3. Accurate positioning of human eye area based on face feature points. 

The background difference algorithm can detect moving 
objects only by comparing the gray value of the current frame 

image with the standard background gray value. The algorithm 
is simple and easy to implement, and it is widely used in the field 
of video surveillance. 

The video frame image at time t is 
 F x, y,t

, the standard 

background image is 
 G x,y,t

, the binarized image is 

 B x, y,t
, the dynamic judgment threshold is T , and the 

binarized gray difference image is 
 D x,y,t

, which can be 
expressed as Eq. (1). 

  
   1, F x, y,t G x, y,t T

D x, y,t
0,Othes

  
 


 (1) 

After the image is processed by Eq. (1), the part with gray 
value of 1 is the moving target, and the portion with a gray value 
of 0 is the background of the image. The limitation of 
background difference algorithm is that it needs to set the 
standard background in advance, and it requires high stability of 
the background. Because of the dynamic changes of the 
background, it is difficult to selectively reconstruct the 
background. In addition, when the image environment is shaken, 
the illumination changes suddenly, and the like, it is also 
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considered that a moving target appears after background 
difference. 

Using inter-frame difference algorithm to detect moving 
objects in face area can achieve the purpose of detecting eye 
movement behavior. Similar to the principle of background 
difference algorithm, it assumes that the image function of the 

current video frame is 
 F x,y

, the image function of the first 

frame of the current image is 
 k τF x, y , and the gray 

difference function 
 kD x,y

 of the two images can be 
expressed by Eq. (2) [21]: 

      k k τD x, y F x, y F x, y   (2) 

The target region gray function in (2) is binarized, as shown 
in Eq. (3). 

  
 k

Dk

1,D x, y T
B x, y

0,Others


 


 (3) 

Three-frame difference method obtains the same part of two 
difference images by AND operation of two difference images, 
which avoids the image hole phenomenon of adjacent difference 
algorithm and enhances the robustness of the algorithm. When 
the three-frame difference method is used, Eq. (3) becomes Eq. 
(4). 

 
     

     

k k k 1

k 1 k 1 k 2

D x, y = F x, y F x, y

D x, y = F x, y F x, y



  

 




 (4) 

In Eq. (4), 
 kD x,y

 is the expression of the difference 

between the k -th frame image and the k 1 -th frame image, 

and 
 k 1D x,y  is the expression of the difference between the 

k -th frame image and the k 2 -th frame image. By bringing 
Eq. (4) into Eq. (3), the binarization, Eq. (5) of the two difference 
images is obtained. 
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 (5) 

In Eq. (5), T  is the moving target judgment threshold. When 

 
kDB x, y

 and 
 

k 1DB x, y
  are equal to 1, it indicates that there 

are moving targets in two adjacent frames. Because the 
movement of the moving target is continuous and continuous, 
the calculation results of two consecutive differences will be 1. 
If the false detection is caused by noise such as holes, it will be 
eliminated by AND operation. The target object to be detected 
obtained by doing and operation in Eq. (5) is shown in Eq. (6). 

      
k k 1D DA x,y B x,y & B x,y


  (6) 

In Eq. (6), &  represents the AND operation, and 
 A x,y

 is 

the detection objective function. When the value of 
 A x,y

 is 
1, it indicates that there is a moving target in the measured 
picture, otherwise it is stationary. 

The frame difference method has a good effect in detecting 
eye movement behavior, but it can't judge the non-eye 
movement area. The three-frame difference method will still be 
affected by small moving objects such as hair and clothes pleats. 
Therefore, it is necessary to improve the three-frame difference 
method to improve the detection accuracy. 

B. Three-Frame Difference Eye Movement Behavior 

Detection Algorithm 

In this section, an eye movement behavior detection 
algorithm based on the combination of binocular position 
tracking in face region and three-frame difference method is 
proposed. The improved eye movement behavior detection 
algorithm is shown in Fig. 4. 

 

Fig. 4. Flowchart of improved algorithm. 

As shown in Fig. 4, the optimization of the three-frame 
difference method in this project mainly includes the following 
points. 

1) Definition of face area: In the face detection algorithm, 

the coordinate vertices of the face area are successfully found 

and input into the three-frame difference algorithm, and only 

the areas within the coordinates are differentiated. The gray 

value of the non-face areas outside the coordinates is 0, so that 

the interference of moving targets outside the face area on eye 

movement behavior detection is eliminated, as shown in Fig. 5. 

2) Human eye position tracking: Before obtaining the 

three-frame difference map, the human eye position tracking 

model is introduced to estimate the position of both eyes, and 

the difference operation is only carried out in the human eye 

area, and the rest areas are set to 0, so as to eliminate the 
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interference of other moving targets in the face area on eye 

movement behavior detection. 

3) Corrosion expansion: The image obtained by further 

processing the corrosion expansion operation is used to remove 

sharp noise around the eyes and eliminate motion noise such as 

eyebrows that may affect the detection results. 

 
Fig. 5. Face area coordinate vertices. 

All the gray values of pixels in areas other than the face are 

set to 0, and the coordinate level values 
 min minX ,y

,

 min maxX ,y
,
 max minX ,y

, and 
 max maxX ,y

 selected by the face 
frame are found. When the adjacent difference operation is 
performed, only the difference operation is needed on the targets 
falling within the coordinate level value range, as shown in Eq. 
(7). 

  
   k k i i

k

Human face aF x, y & M X ,Y
F x, y

0,Other

re

s

a
 


，
 (7) 

In Eq. (7), 
 kF x, y

 represents the first image used as the 

adjacent difference operation, 
 k i iM X ,Y

 represents the 

detected face region function, 
 kF x, y

 represents the first 

frame image, &  represents an AND operation, which 
eliminates other regions other than the face by the AND 
operation of the image to be detected with the face position, and 

iX
 and iY

 represents the face region coordinate level value: 

 
i min max

i min max

X X ,X

Y Y ,Y





 (8) 

After introducing the face region coordinate level values, the 
following form is obtained. 

 
     

     

k k k 1

k 1 k 1 k 2

D x, y = F x, y F x, y

D x, y = F x, y F x, y



  

 




 (9) 

After the operation of Eq. (8) and Eq. (9), the difference 
operation of two adjacent frames is only performed in a specific 
area containing the face, which can avoid bringing moving 
targets other than the face into the three-frame difference 
algorithm, and eliminate the interference of moving targets other 
than the face to eye movement behavior detection. 

A human eye position estimation algorithm under head 
movement is proposed. The algorithm ideas are divided into the 
following points. 

1) A head surveillance video of a player playing a game is 

selected, and the video is decomposed into 100 frames of 

images. 

2) The improved YCbCr algorithm is used to extract the 

player's face image, and the lateral displacement 
h

kx
 and 

h

ky
 

of the player's head in two consecutive frames is calculated by 

combining the adjacent frame difference method, and a total of 

99 groups of displacement data are extracted, as shown in Eq. 

(10). 

 

h h h

k k k 1

h h h

k k k 1

x x x

y y y





  

  

 (10) 

3) The minimum area of the human eye position in each 

frame image is manually framed, the center position of the box 

is found, the displacement of the center position of the box is 

used to represent the displacement of both eyes, and the sum of 

the transverse and longitudinal displacement differences of the 

center position of the box is calculated by using the method of 

step 2, as shown in Eq. (11). 

 

e e e

k k k 1

h e e

k k k 1

x x x

y y y





  

  

 (11) 

4) Two groups of data of transverse displacement of human 

head and transverse displacement of binocular center point, 

longitudinal displacement of human head and longitudinal 

displacement of binocular center point are extracted 

respectively, and the functional relationship fitting is carried 

out to find the relationship expression of the two groups of data. 

The calculation of the horizontal and longitudinal displacement 

of the face and the horizontal and longitudinal displacement of 

the center of the human eye in two consecutive images is shown 

in Fig. 6. 

 

Fig. 6. Head displacement and binocular center point displacement. 
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The 99 groups data of 
h

kx
, 

e

kx
, 

h

ky
 and 

e

ky
 are counted 

and data relationship fitting is performed, and the results are 
shown in Fig. 7. Fig. 7 (a) is Relationship between the lateral 
displacement of the center point of both eyes and the lateral 
displacement of the head, Fig. 7 (b) is Relationship between 
longitudinal displacement of center point of binocular eyes and 
longitudinal displacement of head. 

 
(a) Relationship between the lateral displacement of the center point of both 

eyes and the lateral displacement of the head. 

 
(b) Relationship between longitudinal displacement of center point of 

binocular eyes and longitudinal displacement of head 

Fig. 7. Relationship between human eye center displacement and head 

displacement. 

As can be seen from Fig. 6, the distribution of the two sets 
of data shows a strong linear relationship, and the relationship 

between 
h

kx
 and 

e

kx
 and 

h

ky
 and 

e

ky
 is shown in Eq. (12) 

after data fitting. 

 

e h

e h

x 1.22 x 1.33

y 0.94 x 0.15

   

   

 (12) 

In Eq. (12), 
ex  represents the lateral displacement of the 

eye to be measured, 
ey

represents the longitudinal 

displacement of the eye to be measured, 
hx  represents the 

lateral displacement of the head of two adjacent images 

calculated by the adjacent frame difference method, 
hy

 
represents the longitudinal displacement of the head of two 
adjacent images calculated by the adjacent frame difference 

method. Through Eq. (12), the detection range is further 
compressed to the human eye area, the motion noise in the skin 
color area is filtered, and the detection accuracy is improved. 

IV. SYSTEM CONSTRUCTION AND EXPERIMENT 

A. System Construction 

Based on the MCIA architecture designed in this paper, the 
sharing framework of eye tracking data is shown in Fig. 8. 

In this paper, the eye tracking and gesture data of users in the 
scene are captured. After that, this paper builds a collaborative 
scene to transmit and visualize the data of both users in the 
scene, thus realizing the sharing of users' eye movements and 
gestures in VR scenes and providing data support for visual 
fatigue analysis in VR games. 

 

Fig. 8. Eye tracking data sharing framework diagram. 

In order to verify whether the algorithm model designed in 
this paper is suitable for visual fatigue analysis in VR games, 
and to verify the influence of the best eye-hand visualization 
mode on the communication degree of both parties, this paper 
designs a VR game visual fatigue analysis system as shown in 
Fig. 9. The system is mainly divided into two modules: eye-hand 
data processing module and virtual scene interaction module. 
The eye-hand data processing module mainly provides data 
support for the virtual scene interaction module. The virtual 
scene interaction module will visually display user data and give 
users visual feedback. After receiving the visual feedback, the 
user's behavior is corrected again, so that the ability of 
collaborative interaction between the two sides is trained 
through the real-time interaction and real-time feedback of the 
system. 

 
Fig. 9. System structure. 
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The data set in this article is a self-built data set, which is 
tested by 40 volunteers. These 40 volunteers are all VR game 
enthusiasts, so they meet the experimental verification needs of 
visual fatigue in this article. This paper conducts experiments 
through popular games, and selects two popular plot games to 
conduct experiments. 

B. Results 

In this project, the head images of 40 volunteers in VR game 
state are taken, and the video is decomposed into 10,000 frames. 
The number of eye movement behaviors is counted by using the 
ERT algorithm based on Haar-Adaboost feature, the 
unimproved three-frame difference method and the improved 

three-frame difference method based on binocular position 
tracking in face area. The results are shown in Table I and Fig. 
10 and Fig. 11. 

Since this project judges whether there is visual fatigue 
based on the eye movement behavior rate of VR games, it is 
particularly important to obtain the frequency data of eye 
movement behavior under normal circumstances. Through the 
VR game test of the respondents in this paper, the frequency of 
eye movement behavior is artificially counted to explore the 
relationship between the frequency of eye movement behavior 
and fatigue. The results are shown in Table II. 

TABLE I.  COMPARISON OF STATISTICAL EFFECTS OF DIFFERENT ALGORITHMS ON EYE MOVEMENT BEHAVIOR 

Algorithms 

Game 1 Game 2 

Detection 

rate (%) 

False detection 

rate (%) 
 

Detection 

rate (%) 

False detection 

rate (%) 
 

Human eye feature ERT 

algorithm 
94.45  4.26  

Human eye feature ERT 

algorithm 
94.45  4.26  

Human eye feature ERT 

algorithm 

Traditional three frame 
difference method 

85.93  20.69  
Traditional three frame 
difference method 

85.93  20.69  
Traditional three frame 
difference method 

Improve the three frame 

difference method 
91.18  8.61  

Improve the three frame 

difference method 
91.18  8.61  

Improve the three frame 

difference method 

TABLE II.  CORRESPONDENCE BETWEEN EYE MOVEMENT BEHAVIOR RATE AND FATIGUE STATE (+ INDICATES NORMAL STATE, − INDICATES FATIGUE 

STATE) 

Serial Number Number of Times 
Frequency 

(Times/Min) 
State Serial Number Number of Times 

Frequency 

(Times/Min) 
State 

1 53 18 + 21 69 24 - 

2 43 15 + 22 30 11 - 

3 41 14 + 23 16 6 - 

4 48 17 + 24 57 27 - 

5 43 15 + 25 22 22 - 

6 48 17 + 26 27 27 - 

7 34 12 + 27 25 7 - 

8 50 17 + 28 62 21 - 

9 39 14 + 29 28 10 - 

10 49 17 + 30 52 18 - 

11 33 12 + 31 21 8 - 

12 40 14 + 32 60 31 - 

13 42 15 + 33 58 20 - 

14 53 18 + 34 27 10 - 

15 30 11 + 35 53 18 - 

16 37 13 + 36 46 16 - 

17 41 14 + 37 35 12 - 

18 57 20 + 38 28 10 - 

19 29 10 + 39 61 21 - 

20 31 11 + 40 19 7 - 
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Fig. 10. Comparison of detection effects of different algorithms on eye 

movement behavior (Game 1). 

 
Fig. 11. Comparison of detection effects of different algorithms on eye 

movement behavior (Game 2). 

In order to verify the influence of players' body movements 
on the detection results of eye movement features in VR games, 
this paper takes racing games as an example to analyze, and 
designs the tilt experiment of VR racing games passing through 
speed bumps. When the vehicle speed is 10 km/h, the tires on 
one side of the car body pass through the speed bump, and the 
tester's head also shakes violently. The experimental results 
obtained by processing are shown in Fig. 12. Fig. 12 (a) shows 
the moving directions of the right and left eyes in the X axis, Fig. 
12 (b) shows the moving directions of the right and left eyes in 
the Y axis, and Fig. 12 (c) shows the moving directions of the 
right and left eyes in the Z axis. 

 In the Y direction, the black line and the red line obviously 
cross, indicating that the movement states of the left eye and the 
right eye are different at this time. Furthermore, the movements 
of the right and left eyes are also different in the X and Z 
directions. The root cause of these differences is that the right 
and left eyes move in opposite directions on the same axis 
(namely, X, Y, and Z axes). For example, the difference between 
the right and left eye on the Y axis indicates that the left eye 
moves down and the right eye moves up, or the left eye moves 
up and the right eye moves down. Therefore, by detecting the 
motion states of the right eye and the left eye, it is possible to 
determine whether there is a lateral tilting motion of the human 
body. 

In order to further verify the accuracy of this model in VR 
game fatigue detection, this model is compared with study [4] 
(visual tracking), study [10] (EEG), study [16] (brain computer 
interface), and the accuracy of the above methods in VR game 
fatigue detection is verified through comparative tests, A total of 
six groups of tests were conducted, and the comparison results 
in Table III are obtained. 

 
(a) X-axis 

 
(b) Y-axis 

 
(c) Z-axis 

Fig. 12.  Experimental results of roll motion in VR game. 

TABLE III.  COMPARISON OF VR GAME FATIGUE DETECTION ACCURACY 

 Visual tracking EEG Brain computer interface This study 

1 69.18 77.10 80.82 91.09 

2 70.46 75.07 79.23 91.18 

3 72.39 76.74 78.95 88.95 

4 68.84 76.10 82.61 88.37 

5 72.64 82.08 79.78 90.55 

6 70.80 75.16 80.67 91.83 

C. Analysis and Discussion 

For humans, the position of the human eye on the head is 
relatively fixed, and the area other than the head needs to be 
removed. Therefore, the area of the human eye can be located 
only by estimating the position of the human eye on the head. 
Based on the fact that the human eye is fixed at the position of 
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the face, when the player's head remains stationary, it is enough 
to detect moving targets in more than two-thirds of the skin color 
area of the face. However, in VR ordered scenes, the player's 
head is often in a constant state. In a state of shaking, finding the 
approximate position of the human eye when the head is shaking 
is the difficulty of algorithm improvement. Through 
observation, it can be found that when the player's head shakes, 
the movement trajectory of the center point of both eyes and the 
movement trajectory of the head show a certain regularity, and 
the relationship between the movement trajectory of the center 
point of both eyes and the displacement of the head can be 
located for the human eye only by finding the relationship 
between the movement trajectory of the center point of both eyes 
and the movement trajectory of the head. 

The eye movement behavior detection algorithm based on 
human eye features needs to locate the human eye first, and then 
judge whether there is eye movement behavior according to the 
coordinate changes of human eye feature points. In the process 
of cascade classifier training and human eye feature matching, a 
large number of image samples need to be trained, and to 
traverse the whole detected image, the algorithm complexity is 
high, and it is extremely difficult to implement in FPGA 
development board. After observing the player's face in the 
game state, it is found that in the normal game state, the player's 
face is basically stationary, and only the eyes and mouth will 
appear tiny movements. Therefore, the detection of eye 
movement behavior can be completed only by detecting whether 
there is moving target in the face range, and no longer need to 
waste a lot of computing power for data sample training and 
feature point acquisition. At present, most algorithms have 
realized the location of face area. Therefore, the background 
difference algorithm is considered to detect the moving target of 
human face and then judge whether there is eye movement 
behavior. 

It can be seen from Table I and Fig. 10 and Fig. 11 that the 
ERT algorithm based on Haar-Adaboost human eye features has 
the highest detection rate and the lowest false detection rate for 
human eye movement behavior, but the processing speed of the 
algorithm is the slowest among the three algorithms, and the 
algorithm is complex, which is difficult to implement in FPGA 
development board. The traditional three-frame difference 
algorithm has the fastest detection speed, but its detection is the 
lowest among the three algorithms, and the false detection rate 
reaches about 20%. The detection rate of eye movement 
behavior of the improved three-frame difference algorithm is 
about 91%, the average detection rate is nearly 7% higher than 
that of the traditional three-frame difference method, and the 
average false detection rate is 56% lower than that of the 
traditional three-frame difference method. Because the 
algorithm introduces the human eye position estimation model, 
the processing speed is lower than that of the traditional three-
frame difference method, but the processing frame rate still 
reaches 42 fps, which meets the performance requirements of 
visual fatigue detection of VR games. 

It is pointed out that under normal circumstances, the 
frequency of players' eye movement behavior is between 12-17, 
and with the increase of game duration and fatigue, the highest 
rate of eye movement behavior reaches 40 times per minute. As 
can be seen from Table II, under normal conditions, the 

frequency of normal people's eye movement behavior is mainly 
distributed between 11 and 19. Considering that VR gamers are 
more concentrated in the game situation, and the rate of eye 
movement behavior is relatively low, this project will set the 
threshold of vision through attention to 11-19. Combined with 
the actual experimental data, it is found that setting the threshold 
of fatigue state to 11-19 times per minute has the greatest 
correlation with the fatigue state of VR gamers. When the eye 
movement behavior fatigue is 5 to 10 times per minute or more 
than 18 times per minute, it is determined that the VR game 
player has abnormal eye movement behavior phenomenon and 
visual fatigue. 

It can be seen from Fig. 12 that the experimental results in 
this paper are consistent with the actual situation, which further 
verifies that the proposed stereo vision measurement method can 
be used for tracking measurement of eye movement and verifies 
the robustness of the algorithm under real conditions. 

In Table III, visual tracking has the lowest accuracy, and the 
highest accuracy is only 72.64%. The recognition results of EEG 
and brain computer interface are similar, and the highest 
recognition accuracy can reach 82%. The accuracy of this 
research model in VR game fatigue detection can reach more 
than 88%, and the highest can reach 91.83%. 

Through comparative analysis, it is verified that this research 
model has excellent performance in VR game fatigue detection 

Taken together, the eye movement feature method proposed 
in this paper has a good effect in visual fatigue monitoring of 
VR games and can effectively improve the real-time analysis of 
player status. Therefore, integrating this algorithm into the 
virtual game system can help players adjust their own state, 
which has a positive effect on improving the game experience 
and reducing eye damage. 

There are significant differences in the fatigue state of 
different individuals while playing games. 

This difference is mainly reflected in individuals' reactions 
to the side effects of VR games. For example, some people may 
experience severe dizziness, nausea, eye fatigue, and overall 
fatigue after playing high-intensity VR games, while others may 
have mild or almost no symptoms. This difference is influenced 
by various factors, including individual sensory adaptation, age, 
gaming experience, and duration of continuous use of VR 
devices. 

Specifically, an individual's sensory adaptation plays a 
crucial role in understanding the severity of VR vertigo. Some 
people are more likely to experience subjective visual vertical 
line changes after exposure to VR, especially under high 
intensity, which may be related to their milder VR dizziness 
symptoms. On the contrary, those who suffer from the most 
severe VR vertigo are unlikely to change the way they perceive 
vertical lines. 

In addition, the study also found that women are more likely 
to experience screen sickness when using VR than men, which 
may be consistent with statistical data showing that women are 
also more prone to motion and screen sickness in other 
environments. This gender difference is particularly important 
in the widespread application of VR technology, as it may affect 
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the acceptance and user experience of VR technology among 
users of different genders. 

In addition to gender and sensory adaptation, an individual's 
gaming experience can also affect their fatigue state. Novice 
players may feel more exhausted and uncomfortable due to 
unfamiliarity with the VR environment, while experienced 
players may be better able to adapt and reduce fatigue. 
Therefore, for different individuals, the fatigue state while 
playing games is a complex and variable problem, influenced by 
multiple factors. 

The system has a good statistical effect on capturing eye 
movement behavior and eye movement behavior rate. However, 
although there is a great correlation between eye movement 
behavior rate and fatigue degree, it is difficult to accurately 
judge the mental state of VR game players only through this 
single index. In addition, due to factors such as living habits, 
there are differences in the frequency of eye movement behavior 
among individuals. Therefore, we should further eliminate 
individual differences through experiments, and make a 
comprehensive evaluation of fatigue state in combination with 
factors such as head posture and mouth characteristics. 

V. CONCLUSION 

In order to improve users' immersion and experience in VR 
game environment, this paper proposes a visual skin fatigue 
recognition algorithm based on eye movement tracking, which 
uses the relationship between the lateral displacement and 
longitudinal displacement of the human head and the 
displacement of the center point of the human eye to locate the 
position of the human eye, and inputs the human eye position 
tracking model into the three-frame difference algorithm to 
detect eye movement behavior. In addition, for tiny motion 
interference such as eyebrows, this paper adopts the image open 
operation of eroding first and then expanding to remove it. The 
eye movement behavior detection method adopted in this paper 
greatly improves the detection speed, meets the sensitivity 
requirements of eye movement behavior capture, and improves 
the real-time performance of the system with less accuracy loss. 
Moreover, the correlation between eye movement behavior 
frequency and fatigue is based on relevant reference and actual 
experiments, and the data are reliable. 

The system has a good statistical effect on capturing eye 
movement behavior and eye movement behavior rate. However, 
although there is a great correlation between eye movement 
behavior rate and fatigue degree, it is difficult to accurately 
judge the mental state of VR game players only through this 
single index. In addition, due to factors such as living habits, 
there are differences in the frequency of eye movement behavior 
among individuals. Therefore, we should further eliminate 
individual differences through experiments, and make a 
comprehensive evaluation of fatigue state in combination with 
factors such as head posture and mouth characteristics. 
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Abstract—Background subtraction plays a critical role in 

computer vision, particularly in vehicle detection and tracking. 

Traditional Gaussian Mixture Models (GMM) face limitations in 

dynamic traffic scenarios, leading to inaccuracies. This study 

proposes an Improved GMM with adaptive time-varying 

learning rates, exponential decay, and outlier processing to 

enhance performance across light, moderate, and heavy traffic 

densities. The model's parameters are automatically optimized 

using the Cuckoo Search algorithm, improving adaptability to 

varying environmental conditions. Validated on the 

ChangeDetection.net 2014 dataset, the Improved GMM achieves 

superior precision, recall, and F-measure compared to existing 

methods. Its consistent performance across diverse traffic 

scenarios highlights its effectiveness for real-time traffic flow 

analysis and vehicle detection applications. 

Keywords—Gaussian mixture model; vehicle detection; 

adaptive time-varying learning rate; exponential decay; outlier 

processing; cuckoo search optimization 

I. INTRODUCTION 

In recent years, the significance of vehicle detection and 
tracking systems has increased, driven by the growing demand 
for efficient and intelligent transportation systems. These 
systems play a pivotal role in diverse applications such as 
traffic management, accident prevention, and autonomous 
vehicle navigation [1-5].  To meet these demands, accurate and 
dependable Background Subtraction (BS) methods are 
essential in handling the complexities posed by dynamic and 
different traffic scenarios. Researchers have proposed many 
methods to study vehicle detection, such as traditional 
computer vision, machine learning, deep learning, motion-
based, radar-based, and fusion techniques. This research 
specifically focuses on traditional computer vision methods: 
background subtraction in terms of mathematical contributions. 

The BS method is a technique used for object detection. It 
involves segmenting the foreground from the background 
scene by generating a binary mask that identifies moving 
objects. The core principle of the BS method is to compute the 
difference between the current frame and a reference frame 
(background image). Thresholding techniques are then applied 
to classify the segmented pixels as either foreground or 
background. This process effectively isolates moving objects 
from the stationary background. 

BS is a pivotal component in detection, tracking, and scene 
understanding, has been extensively addressed through GMM. 
GMM, known for their efficacy, are widely utilized to model 
complex and multi-modal background scenes by capturing 
statistical distributions of pixel intensities over time [6-8]. 
However, the application of traditional GMMs encounters 
notable challenges in the domain of vehicle detection, 
particularly when faced with different traffic densities. These 
challenges stem from the inherent limitations of constant 
learning rates in traditional GMMs, which are unable to adjust 
dynamically to the varying characteristics of the data. Traffic 
density and vehicle movement patterns can vary significantly 
over time and across environments. In such scenarios, a fixed 
learning rate often proves suboptimal, leading to issues such as 
slow convergence or convergence to suboptimal solutions, 
thereby impacting detection accuracy. 

Moreover, traditional GMMs treat all observations equally, 
including outliers, which can distort the underlying data 
distribution and reduce the precision of the segmentation. They 
also assume that pixels do not closely match the mean 
belonging to the same statistical cluster, which may not be 
accurate in highly dynamic environments. These shortcomings 
hinder the ability of traditional models to adapt effectively to 
rapid changes in traffic conditions, such as those encountered 
in heavy or fluctuating traffic densities. 

To address these limitations, this study proposes an 
Improved Gaussian Mixture Model (Improved GMM) that 
builds upon the strengths of traditional GMMs while 
introducing key enhancements. The Improved GMM 
incorporates an adaptive time-varying learning rate, which 
allows the model to dynamically adjust its parameters based on 
the characteristics of the current data. This adaptability 
improves performance across different traffic densities by 
better accommodating environmental changes. 

Additionally, the model introduces exponential decay, 
which emphasizes pixels closer to the mean, enhancing the 
model's ability to distinguish between objects and background 
elements with higher precision. Outlier processing is also 
incorporated to control the influence of new covariance update 
observations, ensuring robustness against noisy data and 
outliers. These modifications collectively enable the Improved 
GMM to handle the complexities of vehicle detection under 
varying traffic densities. 
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Finally, to further enhance the robustness and adaptability 
of the Improved GMM, the Cuckoo Search (CS) optimization 
technique is employed for automatic parameter tuning. Inspired 
by the breeding behavior of cuckoos, this metaheuristic 
algorithm intelligently selects optimal values for critical 
parameters, such as the number of Gaussian components and 
learning rates, by exploring the parameter space efficiently. 
Unlike manual tuning, CS optimization dynamically adapts to 
the complexity of different traffic scenes, ensuring that the 
Improved GMM consistently delivers high detection accuracy 
across diverse environmental conditions with minimal human 
intervention. 

Traffic density affects the dynamics of the background 
scene. In light traffic conditions, background updates may 
occur less frequently as there are fewer changes to the 
background. In contrast, the background may change rapidly in 
heavy traffic conditions due to the movement of multiple 
vehicles. Understanding and adapting to these variations in 
background dynamics is essential for accurate background 
subtraction [9-10]. 

The focus extends beyond the general challenges of vehicle 
detection to performance under different traffic densities—
light, moderate, and heavy traffic conditions. The classification 
can be defined by the number of vehicles per square foot. Light 
traffic scenarios may involve less than three vehicles 
distributed per 500 square feet; moderate traffic represents a 
balance of vehicles, which is less than five vehicles distributed 
per 500 square feet, while heavy traffic introduces challenges, 
such as more than six vehicles distributed per 500 square feet. 
These variations necessitate developing an adaptive method to 
effectively address these issues while maintaining high 
detection accuracy and computational efficiency. 

The structure of this paper is organized as follows: Section 
II reviews related works, providing an overview of existing 
approaches and background subtraction enhancements. Section 
III comprehensively discusses GMM and its applications in 
background subtraction. Section IV details the proposed 
Improved GMM, outlining modifications and introducing key 
elements. Section V describes the experimental setup and 
datasets utilized for evaluation, while results and discussion is 
given in Section VI and finally, the paper is concluded in 
Section VII. 

II. RELATED WORKS 

In the realm of computer vision, the study of background 
subtraction has been both significant and extensively explored. 
This led to the development and presentation of numerous 
methods and techniques to overcome diverse challenges, 
particularly in the context of detecting vehicles within dynamic 
traffic scenarios. The GMM has been widely adopted for 
background subtraction in computer vision applications, 
particularly in the vehicle detection field [7]. Initially, 
Friedman and Russel introduced the GMMs for background 
subtraction [11], while Stauffer and Grimson subsequently 
developed effective modified equations [6]. Numerous 
researchers also proposed additional modifications and 
improvements on the original model to enhance its 
performance in various traffic scenarios. Hence, this section 

reviews several key developments and recent field 
advancements, focusing on an overview of the existing GMM 
methods and their improvements in background subtraction. 
Stauffer and Grimson denoted the GMM as a background 
subtraction method, which gained significant popularity due to 
its ability to model complex and multi-modal background 
scenes [6]. The study successfully achieved the objectives by 
capturing the statistical distribution of pixel intensities over 
time. Consequently, numerous researchers proposed 
improvements and modifications to the traditional GMM. 

Zivkovic developed an adaptive GMM with a configurable 
number of Gaussian components, producing improved model 
adaptations to changing conditions [7]. Meanwhile, Zuo et al. 
designed an enhanced method for noise interruption for the 
traditional GMM [12]. The study incorporated several 
techniques to improve performance, including image block 
averaging, wavelet semi-thresholding, and adaptive 
background updating. Thus, the method effectively eliminated 
noise issues and enhanced the detection performance of the 
moving targets. The study also utilized an adaptive background 
update during the background updating phase, resulting in 
more accurate detection results. Another study by Lin and 
Chen discovered a novel method for recognizing moving 
objects that integrated GMM with visual saliency maps [13]. 
The approach effectively overcame the challenges caused by 
shadow situations while producing stable detection results, 
which transformed each image frame to the L∗, a∗, and b∗ 
colour spaces. A Gaussian filter was then utilized to smooth the 
L∗, a∗, and b∗ channels, eliminating small texture features and 
noise. The saliency maps were estimated for each channel and 
linearly merged to generate a comprehensive saliency map, 
which was combined with the foregrounds to obtain the 
moving objects. 

Meanwhile, Zivkovic and Heijden present two efficient 
adaptive density estimation methods for background 
subtraction in video surveillance systems. The first method is 
based on a GMM and uses recursive equations to update model 
parameters and select appropriate components for each pixel. 
The second method is a nonparametric kernel-based approach 
that adapts to changes in the scene by updating the training 
data set. The performance of both methods is evaluated and 
compared to other algorithms. The results show that the 
nonparametric method outperforms the GMM approach in 
terms of accuracy but at the cost of increased processing time. 
This research provides valuable insights into the challenges of 
background subtraction and offers practical solutions for real-
world applications [14]. A study by Varadarajan et al. proposes 
a new approach to modeling and subtracting backgrounds 
effectively in scenes with complex dynamic textures. The 
proposed method considers the spatial relationship between 
pixels, modeling regions as mixture distributions rather than 
individual pixels. In this research, the researchers derive novel 
online update equations using expectation maximization (EM) 
for modeling scenes containing dynamic textures. The 
effectiveness of the proposed algorithm is experimentally 
verified on various video sequences and compared with other 
well-known background subtraction algorithms. The results 
show that the proposed algorithm performs better than most 
algorithms and produces comparable results to ViBe, one of 
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the best background subtraction algorithms currently in the 
literature [15]. 

Another study by Cioppa et al. introduces a novel algorithm 
called Real-Time Semantic Background Subtraction (RT-SBS), 
which combines real-time background subtraction with high-
quality semantic information for improved performance. The 
algorithm addresses the limitations of traditional background 
subtraction methods by leveraging semantic information 
provided at a slower pace and for some pixels. RT-SBS reuses 
previous semantic information by integrating a change 
detection algorithm during the decision process, ensuring real-
time applicability while maintaining performance comparable 
to SBS. This work advances real-time background subtraction 
algorithms, particularly in scenarios with dynamic 
backgrounds, illumination changes, and moving objects [16]. 

Işık et al. proposed a novel method for foreground or 
background extraction in videos, specifically designed to 
address challenges posed by dynamic backgrounds. The 
Common Vector Approach for Background Subtraction 
(CVABS) leverages the Common Vector Approach (CVA) 
obtained through Gram-Schmidt Orthogonalization to achieve 
accurate background modeling. By treating background 
modeling as a spatiotemporal classification problem, the 
algorithm computes the common vector of frames to acquire 
the background model, enabling effective foreground object 
detection. The method incorporates a self-learning feedback 
mechanism to mitigate the impact of dynamic scenes and 
illumination changes on foreground detection accuracy. 
Experimental evaluations on diverse, dynamic backgrounds 
demonstrate the effectiveness of CVABS, positioning it as a 
competitive solution in the field of moving object segmentation 
[17]. 

In recent years, researchers also emphasized optimizing the 
GMM framework for specific applications, such as vehicle 
detection in traffic scenarios. A study by Zhang et al. described 
GMM with Confidence Measurement (GMMCM) as a 
potential solution [18]. The study addressed the susceptibility 
of background subtraction models towards contamination by 
slowly moving or temporarily stopping vehicles. Furthermore, 
the GMMCM incorporated a Confidence Measurement (CM) 
technique, assigning trust values to each pixel in the 
background model. This method quantified the current 
reliability of background pixels, and the design was developed 
to balance the dynamic changes in brightness and background 
(resolving contamination challenges) in complex urban traffic 
scenes. Consequently, this method was successful through a 
self-adaptive learning rate, which ensured the background 
model remained accurate. Another study by Lima et al. 
included a method for estimating the region-specific thresholds 
using a feedback step [19]. The approach employed spatial 
analysis to select an appropriate threshold for each region, 
which was utilized for pixel classification. A filtering 
technique was applied to the segmentation before the threshold 
estimate to address classification errors. This filtering process 
eliminated disturbances and consolidated the entire area into a 
cohesive unit. During the feedback phase, segmentation 
corrections estimated the thresholds for subsequent iterations. 
Notably, the filtering stage focused on correcting foreground 
errors, significantly enhancing the vehicle areas. This 

recommended strategy facilitated the segmentation of 
previously segmented regions and resembled a first-order 
Markov chain estimate of the threshold. 

In a study by Agrawal and Natu, a novel approach was 
developed by combining GMM with blob analysis, including 
labelling and morphological operations, to enhance the 
accuracy of foreground detection [20]. The model computed 
the difference between the reference frame BMG (x, y) and the 
current frame while applying a threshold to isolate the region 
of interest. In constructing the foreground model, a threshold 
value was selected for each pixel, which was determined using 
the standard deviation. A study by Luo et al. summarised a 
motion detection method considering spatial variation in image 
thresholds [21]. The approach required calculating the 
projected motion size under different image regions, 
established using a mapping correlation between the geometric 
motion features and the appropriate enclosing rectangle 
(BLOB) level in the spatial domain. This discovery enabled an 
adaptive threshold for each motion, effectively removing 
unwanted noise during motion detection. 

Chen and Ellis employed a multi-dimensional Gaussian 
Kernel Density Transform (MDGKT) pre-processor to reduce 
noise in the spectral, temporal, and spatial domains [22]. This 
pre-processor applied spatial and temporal smoothing to each 
spectral component using a multivariate kernel, regarded as the 
product of two radially symmetric kernels. The MDGKT was a 
crucial component in improving the reliability of the GMM. 
Thus, the time interval and resolution of the GMM were 
changed by modifying the size of the kernel through a pair of 
bandwidth parameters. Kalti and Mahjoub designed a unique 
approach that incorporated a fuzzy distance into the 
Expectation-Maximisation (EM) and Adaptive Distance-based 
Fuzzy-C-Means (ADFCM) algorithms [23]. The pixel 
characterization in the study was based on two factors: the 
inherent attributes of the pixel and the characteristics of its 
surrounding neighbourhood. The classification was then 
measured using an adaptive distance that preferred one of the 
attributes concerning the pixel spatial location within the 
image. Another study by Wei and Zheng studied a method that 
calculated the L2 norm between the GMMs to measure the 
similarity corresponding to two pixels [24]. The study recorded 
the grayscale information of the pixel and the feature 
abundance in the local image region. Compared to individual 
pixels based on their differences, higher accurate pixel 
intensity measurements and information variation in the 
surrounding region were obtained. This similarity-based 
approach enhanced the performance of image-denoising 
models and preserved the detailed information in the image. 
Likewise, Chen and Ellis discussed an innovative approach that 
addressed the global illumination change concern in 
background model adaptation [22]. The study applied a revised 
adaptive strategy within the iterative learning process of the 
Zivkovic-Heijden GMM (ZHGMM). This method was 
implemented by integrating a modified adaptive schedule into 
an existing filtering system, yielding superior performance than 
previous approaches (particularly in scenarios involving 
sudden illumination changes). 

Martins et al. designed a novel classification mechanism 
that combined colour space discrimination, hysteresis, and 
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dynamic learning rate to address sudden illumination changes 
in the background model [25]. Each channel element (L∗, a∗, 
and b∗) was analyzed individually, and the decisions obtained 
from each channel were merged using the AND rule, 
producing superior results than majority voting. This approach 
ensured a faster model and slower adaptations in dynamic and 
static regions. A higher learning rate (αUBG) was applied if the 
pixel classification transitioned from foreground to 
background. Therefore, this mechanism promoted rapid 
adaptation when the background reappeared, effectively 
preventing the phantom image from emergence. 

Regarding mathematical contributions, Su introduced a 
GMM with a data model optimization approach to address the 
adapting challenge of light transitions [26]. The initial step in 
the process included gradient picture calculation of the video 
stream using the Scar Operator. Subsequently, the RGB values 
and gradients were integrated, and noisy movement areas were 
eliminated using various techniques (combining the remaining 
sites). The two model outputs were compared to determine the 
final makeup area in mitigating incorrect diagnosis risk. Thus, 
the results demonstrated that the approach enhanced the 
detection process accuracy by minimizing the erroneously 
detected area occurrences caused by sudden illumination 
changes. 

The advancements in GMM-based background subtraction 
have significantly addressed noise, dynamic textures, and 
illumination changes. Approaches such as RT-SBS, CVABS, 
and adaptive density estimation have demonstrated success in 
handling specific scenarios, including dynamic backgrounds 
and complex traffic environments. However, these methods 
often rely on manually tuned or fixed parameters, hindering 
their adaptability to fluctuating traffic densities and varying 
environmental conditions. This study bridges these gaps by 
proposing an Improved GMM that incorporates adaptive time-
varying learning rates, exponential decay, and robust outlier 
processing, supported by CS Optimization for automatic 
parameter tuning. This ensures consistent and robust 
performance across light, moderate, and heavy traffic 
scenarios, contributing to the development of efficient vehicle 
detection systems. 

III. GAUSSIAN MIXTURE MODEL IN VEHICLE DETECTION 

GMM is a Mixture of Gaussians (MoG), a prominent 
strategy for background subtraction methods in computer 
vision applications. A study by Stauffer et al. discovered this 
strategy based on a parametric model in handling multiple 
modes within the pixel values [6]. The study implied that the 
background and foreground distributions for the GMM were 
Gaussian, in which the background area was more visible and 
exhibited smaller variances than the foreground. This 
assumption enabled the GMM to effectively manage slow-
lighting changes and -moving objects, periodic motion, long-
term scene changes, and camera noise. Conversely, the GMM 
was only used for its computational efficiency and excellent 
performance in numerous applications, as the previous 
assumption was not always true. 

The GMM aims to construct a background model for each 
pixel to the time-domain distribution of pixel values in a video 
sequence. This model represents the weighted sum of a finite 

number of Gaussian functions, which describes the multi-peak 
state of pixels while being suitable for complex background 
models (light gradients and swaying trees). In the GMM, 
Gaussian components with large weights represent the 
background, while those with small weights represent the 
foreground. Generally, a new pixel is part of the background if 
it correspondingly matches the Gaussian model. Otherwise, the 
pixel is treated as a foreground pixel if it does not match a 
Gaussian model (or match a Gaussian model with only a small 
weight). The efficacy of GMM has prompted various 
improvements and extensions in the field, which has become a 
widespread practice for background extraction in computer 
vision applications [7, 10, 26, 27, 28]. Hence, the application of 
GMM in vehicle detection can be expressed as in Eq. (1), 
where the weighted sum of K Gaussian distributions times the 
Gaussian component. 


𝑓(𝑥𝑡) = ∑ 𝛱𝑘,𝑡 ⋅ 𝛷

𝐾

𝑘=1

(𝑥𝑡 , 𝜇𝑘,𝑡 , 𝜎𝑘,𝑡) 

where 𝑥𝑡 is the pixel value; 𝛷(𝑥𝑡 , 𝜇𝑘, 𝜎𝑘,𝑡) is the Gaussian 

component density with mean 𝜇𝑘,𝑡 with covariance matrix 𝜎𝑘,𝑡; 

𝛱𝑘,𝑡 is the weight associated with the kth Gaussian component. 

Subsequently, 𝛷(𝑥𝑡 , 𝜇𝑘,𝑡 , 𝜎𝑘,𝑡) is formulated as: 

 𝛷(𝑥𝑡 , 𝜇𝑘,𝑡 , 𝜎𝑘,𝑡) =

1

(2𝜋)
𝑛
2 |𝜎𝑘,𝑡|

1
2

𝑒−
1

2
(𝑥𝑡−𝜇𝑘,𝑡)

𝑇
∑ (𝑥𝑡−𝜇𝑘,𝑡)−1

𝑘,𝑡 


where 𝑛  is the dimension of the pixel intensity. The 

covariance matrix is also assumed as 𝜎𝑘,𝑡 = 𝜎𝑘,𝑡
2 𝐼. Each new 

pixel value, 𝑥𝑡  is compared with each of the existing 𝐾 
Gaussian distributions. A pixel is considered to match a 
Gaussian distribution if its value falls within a range of 2.5 
standard deviations from the mean of that distribution where 

the matching condition is |𝑥𝑡 − 𝜇𝑘,𝑡−1| ≤ 2.5𝜎𝑘,𝑡−1 . The 

classification process involves categorizing a pixel as 
background if it matches with the Gaussian distribution 
identified as background, and as foreground if it matches with 
the Gaussian distribution identified as foreground. In cases 
where the pixel does not match with any of the 𝐾  Gaussians, it 
is classified as foreground. This process results in the creation 
of a binary mask. A new Gaussian distribution is added if 𝑘 <
𝐾, while the Gaussian distribution is replaced with the lowest 

priority 𝑘 = 𝐾 ( 𝜎𝑘,𝑡
2 = 𝛱𝑘,𝑡/𝜎𝑘,𝑡 ) if 𝑘 = 𝐾 . The weights of 

every Gaussian distribution must be updated for the next 
foreground detection, 

 𝛱𝑘,𝑡 = (1 − 𝛼)𝛱𝑘,𝑡−1 + 𝛼𝜓𝑘,𝑡 

where 𝜓  is the indicator function and 𝛼  is the constant 
learning rate. The mean and variance that do not find a match 
remain unchanged. However, for the component that does 
match, its mean and variance are updated according to the 
following criteria: 

 𝜇𝑘,𝑡 = (1 − 𝛽)𝜇𝑘,𝑡−1 + 𝛽𝑥𝑡  

 𝜎𝑘,𝑡
2 = (1 − 𝛽)𝜎𝑘,𝑡−1

2 + 𝛽(𝑥𝑡 − 𝜇𝑘,𝑡)(𝑥𝑡 − 𝜇𝑘,𝑡)
𝑇
 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

1043 | P a g e  

www.ijacsa.thesai.org 

where 𝛽 = 𝛼 ⋅ 𝛷(𝑥𝑡 , 𝜇𝑘,𝑡 , 𝜎𝑘,𝑡) . If the kth Gaussian 

distribution matches 𝑥𝑡 , then 𝜓 = 1. Otherwise, 𝜓 = 0 if the 
kth Gaussian distribution does not match with 𝑥𝑡. The Gaussian 
distribution weights are then normalized after being modified. 
The 𝐾 Gaussian distribution for each pixel is described after 
the modification process as: 


𝐵 = 𝑎𝑟𝑔𝑚𝑖𝑛 (∑ 𝛱𝑘 > 𝑡ℎ

𝑏

𝑘=1

) 

where 𝑡ℎ is the threshold. Based on the ratio (𝛱/𝜎), these 
distributions are listed by priority order, beginning with the B 
Gaussian distribution. Subsequently, a continuous comparison 
of the 𝑥𝑡 and 𝐵 Gaussian distribution is performed. The pixel is 
considered a background point if the 𝑥𝑡  distribution matches 
any preceding 𝐵  Gaussian distribution points. Alternatively, 
the pixel is regarded as a foreground point if it does not match, 
and the moving object detection is considered complete. 

IV. PROPOSED IMPROVED GMM 

The proposed Improved GMM model is fixed as in Eq. (1) 
and the Gaussian component in Eq. (2), but there are some 
modifications in Eq. (3) to Eq. (5), which are the updating 
parameters of the Gaussian component. This section presents 
the GMM modifications for achieving high accuracy in vehicle 
detection across various traffic densities, which addresses the 
traditional GMM limitations by introducing an adaptive time-
varying learning rate, exponential decay, and outlier 
processing. Traditional GMMs have limitations, such as fixed 
learning rates, sensitivity to outliers, and difficulties in 
distinguishing between closely spaced objects. Therefore, these 
enhancements allowed the Improved GMM to effectively 
capture the dynamic nature of traffic density variations and 
improve detection accuracy. The suggested Improved GMM 
was founded on the improvements to the mean, covariance, and 
weight equations presented by Stauffer and Grimson [6]. The 
upgrades are as follows: 

 𝜇𝑘,𝑡 = (1 − 𝛽(𝑡))𝜇𝑘,𝑡−1 + 𝛽(𝑡)𝑥𝑡 ⋅ 𝑒−𝜆𝑑𝑡 

 𝜎𝑘,𝑡
2 = (1 − 𝛽(𝑡))𝜎𝑘,𝑡−1

2 + 𝛽(𝑡)(1 − 𝛾)(1 −

𝑒−2𝜆𝑑𝑡)(𝑥𝑡 − 𝜇𝑘,𝑡)(𝑥𝑡 − 𝜇𝑘,𝑡)
𝑇
 



 𝛱𝑘,𝑡 = (1 − 𝛼)𝛱𝑘,𝑡−1 + 𝛼𝑒−𝜆𝑑𝑡  

where 𝛽(𝑡) = 𝑐/(𝑐 + 𝑡). 

A. Adaptive Time-Varying Learning Rate 

Traditional GMMs use a constant learning rate, which 
struggles to adapt to changing traffic densities. For example, in 
heavy traffic, where vehicles move closely together, or in light 
traffic, where vehicles are sparse, a fixed learning rate may 
result in slow adaptation or inaccurate background modeling. 
An adaptive time-varying learning rate controls the weights 
assigned to the newly arriving data samples [30]. This 
suggestion enables the algorithm to quickly adapt to traffic 
flow changes and detect vehicles more accurately by 
considering the distance between the pixel and the current 
means. This modification is mathematically represented by 
Theorem 1. 

Theorem 1. The β(t) is derived using the Robbins-Monro 
stochastic approximation method, which involves solving the 
recursive equation as: 

 β(t) = 𝑐/(𝑐 + 𝑡) 

where c is a constant that controls the learning rate. 

Proof. The Robbins-Monro stochastic approximation 
method is an iterative algorithm to solve root-finding issues for 
non-linear equations in form f(x) = 0, which is based on 
stochastic gradient descent [31, 32, 33]. The Robbins-Monro 
conditions are satisfied to demonstrate the validity of the 
update rule in Eq. (10). This validity ensures the convergence 
of the stochastic approximation method, which two main 
criteria of the Robbins-Monro conditions are as follows: 

Condition 1: The sum of the learning rates [∑ β(t)t ] should 
diverge and ∑ β(t)t = ∞ . By evaluating the summation, a 
telescoping series is expressed as:  

 ∑ β(t)

t

=
c

c + 1
+

c

c + 2
+

c

c + 3
+. . . +

c

c + t
 

When the terms are rearranged, they can be written as: 


∑ β(t)

t

= c [
1

c + 1
+

1

c + 2
+

1

c + 3
+. . . +

1

c + t
] 

Since Eq. (12) diverges, it can reach infinity as t 
approaches infinity. Therefore, ∑ β(t)t  also diverges, satisfying 
Condition 1. 

Condition 2: The ∑ β2(t)t  should converge and ∑ β2(t)t <
∞. By expanding and simplifying the expression, an equation 
is formulated as: 

 ∑ β2(t)t =
c2

(c+1)2 +
c2

(c+2)2 +
c2

(c+3)2 +. . . +
c2

(c+t)2 

As in Eq. (13) converges, a finite sum is demonstrated as t 
approaches infinity. Hence, ∑ β2(t)t  also converges, satisfying 
Condition 2. When both conditions are satisfied, the updated 
rule in (10) is proven valid within the context of the Robbins-
Monro stochastic approximation method [34]. This updated 
rule ensures the learning algorithm convergence as the iteration 
or t approaches infinity. This strategy provides more weight to 
the newer data pixels while maintaining a certain importance 
level for the past data pixels. The constant (c) in the Robbins-
Monro stochastic approximation method controls the learning 
rate and should be chosen based on the data characteristics and 
the specific application [35]. 

The 𝑐  parameter value is selected based on a priori data 
knowledge, such as possible value ranges for the model 
parameters and the data distribution. Notably, the 𝑐  value 
affects the performance of the algorithm, which selecting the 
incorrect value leads to slow convergence or instability. The 
value of the iteration or 𝑡 is typically set to increment by one 
with each iteration. The 𝑡  value is also interpreted as the 
number of algorithm iterations or observations analyzed, which 
the 𝑡 initial value and the growth rate impact the convergence 
speed and algorithm stability. If the 𝑡 initial value is too small, 
the step size can be excessively large, causing instability and 
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overestimating the optimal solution. Similarly, if the 𝑡 initial 
value is too high, the step size can be extremely small, leading 
to slow convergence and the possibility of becoming trapped 
with a suboptimal solution. The 𝑡 growth rate also affects the 
convergence speed and algorithm stability. A rapid increase in 
𝑡 promotes faster convergence, which leads to instability and 
overestimation. Alternatively, a slower growth in 𝑡  produce 
stable behaviour, which leads to slow convergence. 

B. Exponential Decay 

Exponential decay improves the model's ability to handle 
dynamic objects and lighting changes by giving more weight to 
recent pixels closer to the mean. For example, when vehicles 
move closer to the camera, their pixels influence foreground 
detection more significantly. The parameter 𝜆  adjusts the 
contributions of each current pixel (mean, covariance, and 
weight parameters) to the Improved GMM. When this 
adjustment is incorporated, the vehicle detection precision 
increases to the distance between the current pixel and the 
current mean. The 𝜇𝑘,𝑡−1 is the previous mean, 𝑥𝑡 is the current 

pixel, and 𝑑𝑡  is the Euclidean distance between 𝑥𝑡  and the 

previous mean 𝜇𝑘,𝑡−1 . Furthermore, the introduction of the 

exponential decay factor ( 𝑒−𝜆𝑑𝑡 ) from Eq. (7) to Eq. (9) 
ensures that the contribution of each pixel decreases as its 
distance from the current mean increases [36]. This 
characteristic is consistent with the notion that pixels closer to 
the mean influence the parameter changes more than those 

further away [37]. The additional term (1 − 𝑒−2𝜆𝑑𝑡) adjusts the 
contribution of each pixel to the covariance parameter based on 
its distance from the current mean. From Eq. (7) to Eq. (9), 

𝛱𝑘,𝑡−1 represents the previous weight, and 𝑒−𝜆𝑑𝑡  modifies the 

contribution of each data point to the weight parameter with 
respect to its distance from the current mean. This modification 
assures that the contribution of each data point to the weight 
reduces as its distance from the current mean increases [38]. 
The updated parameter equation is explained in the Theorem 2: 

Theorem 2. Consider e−λdt  to be the exponential decay 
factor introduced from the Improved GMM ((7) to (9)) for 
vehicle detection in real-time traffic flow analysis. Based on 
the distance from the current mean, this exponential decay 
factor modifies the contribution of each current pixel to the 
mean, covariance, and weight parameters. Therefore, the 
equations are: 

 μk,t = (1 − β)μk,t−1 + βxt ⋅ e−λdt  

 σk,t
2 = (1 − β)σk,t−1

2 + β(1 − e−2λdt)(xt −

μk,t)(xt − μk,t)
T




 Πk,t = (1 − α)Πk,t−1 + αe−λdt 

Proof. Consider two pixels (xt1 and xt2), where dt1 is the 
distance between xt1  and the mean. In addition, dt2  is the 
distance between xt2 and the mean. Assume dt1 < dt2. Hence, 
xt2  and dt2  are substituted into Equation 14 produces a new 
equation: 

 μk,t = (1 − β)μk,t−1 + βxt2 ⋅ e−λdt2  

Since dt1 < dt2, the e−λdt1  is greater than e−λdt2 . The xt1 
contribution to the mean parameter is higher than xt2. Similar 

reason is extended to Eq. (15) and Eq. (16) to demonstrate that 

e−λdt1  influences the covariance and weight parameters (in a 
manner that decreases the pixel contribution as its distance 
from the mean rises) [39]. 

The contribution of each pixel to the mean parameter 
decreases as the pixel moves away from the current mean. This 
outcome prevents outliers or noisy data points from 
significantly affecting the estimated mean [40]. If a pixel is far 
from the current mean, it may not accurately represent the 
underlying distribution, so its contribution to the mean should 
be downweighed. In vehicle detection, a pixel corresponds to a 
vehicle far from the current mean is an outlier or an erroneous 
detection caused by noise in the sensor data. When 
downweighing the contribution of each pixel to the mean, the 
algorithm is more robust to such outliers and minimizes the 
likelihood of false positives or misclassifications. Therefore, 
adjusting the contribution of each data point to the mean 
parameter based on its distance from the current mean 
improves the accuracy and robustness of the GMM algorithm 
for vehicle detection in real-time traffic flow analysis. 

C. Outlier Processing 

Traditional GMMs treat all data points equally, including 
outliers, which can distort the background model. For instance, 
sudden reflections, shadows, or noisy pixels may lead to false 
detections. To address this, a robustness parameter (𝛾) is added 
to control how much the model updates with new data [41]. 
This modification permits the influence control of new 
observations on covariance matrix updates [42]. The 𝛾 in the 
covariance updated equation of the GMM improves the 
robustness of the model against outliers and noisy data. This 
new equation is expressed as: 

 𝜎𝑘,𝑡
2 = (1 − 𝛽)𝜎𝑘,𝑡−1

2 + 𝛽(1 − 𝛾)(𝑥𝑡 −

𝜇𝑘,𝑡)(𝑥𝑡 − 𝜇𝑘,𝑡)
𝑇




The updated equation treats all observations in traditional 
GMM, including the outliers. Hence, the covariance matrix 
adapts to the outliers and incorporates their influence, 
potentially leading to distorted estimates of the underlying data 
distribution. On the contrary, the Improved GMM presented 
with 𝛾  allows the influence control of the new covariance 
update observations. When adjusting 𝛾  value, the weight 
provided to outlier-like observations is reduced, effectively 
downplaying their impact on the covariance estimation. When 
𝛾  is closer to 1, the impact of new observations is reduced, 
making the model more robust to outliers. Robust estimators 
mitigate the influence of outliers or departures from model 
assumptions, providing more reliable parameter estimates [43]. 

The model responsivity is controlled by incorporating 𝛾 
into the covariance update equation. This control mechanism 
balances integrating new information and protecting against 
outliers. When 𝛾 is adjusted, the weight given to outlier-like 
observations is reduced, allowing the model to focus more on 
reliable and representative data points [44]. Extensive 
experiments on real-world datasets were investigated in this 
study to assess the effectiveness of the proposed modification. 
The performance of the traditional GMM formulation was then 
compared with the modified version, incorporating an adaptive 
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time-varying learning rate, exponential decay, and outlier 
process. 

V. COMPUTATIONAL SETUP 

A. Algorithm 

The discussion above outlines the computational algorithm 
for Improved GMM by introducing an adaptive time-varying 
learning rate, exponential decay, and outlier processing. The 
steps are similar to traditional GMM, except for steps (4) and 
steps (5), where there are modifications to the updating 
parameters means, variance, and weight. The algorithm can be 
summarized as: 

Algorithm 1: Improved GMM 

Initialize 𝐾, 𝑘, 𝛼, 𝜆, 𝛾, 𝑑  and 𝑐 

Step 1 Obtain the current pixel value 𝑥𝑡 from video frames. 

Step 2  Compare the current pixel value with 𝑘 existing Gaussian 

distributions, with a matching condition |𝑥𝑡 − 𝜇𝑘,𝑡−1| ≤

2.5𝜎𝑘,𝑡−1. A match is identified if the pixel value falls 

within 2.5 standard deviations of the distribution. 

Step 3 If the matching condition is satisfied, classify the pixel 

values as background. Otherwise, consider the pixel value 

part of the foreground. If 𝑘 < 𝐾, add a new Gaussian 

distribution; otherwise, replace the Gaussian distribution 

with the lowest priority 𝑘 = 𝐾. 

Step 4 Update expressions in (7) and (8) if mean and standard 
deviation do not match. 

Step 5 After match inspection, update (9) and normalize it after 
modification. 

Step 6 List distributions by priority order based on the ratio 𝛱/𝜎 

, starting with the B Gaussian distribution. 

Step 7 Conduct a continuous comparison of 𝑥𝑡 and (6). Classify 

the pixel as a background point if it matches any 

preceding 𝐵 Gaussian distribution points; otherwise, 

consider it a foreground point, indicating the completion 

of moving object detection. 

B. Dataset 

The Improved GMM was implemented using Python, 
leveraging libraries such as NumPy for numerical 
computations, OpenCV for video processing and background 
subtraction, Scikit-learn for Gaussian Mixture Model 
operations, and Matplotlib for result visualization. Jupyter 
Notebook served as the primary development environment, 
enabling interactive code execution and analysis. The 
experiments were conducted on a standard laptop equipped 
with an Intel Core i5 processor (2.50 GHz), 8 GB RAM, and 
Windows 11 (64-bit). The system achieved a processing speed 
of approximately 0.75 seconds per frame. 

The evaluation of the Improved GMM was conducted using 
the CDNet 2014 dataset, a benchmark dataset widely used for 
background subtraction methods. This dataset includes videos 
representing various traffic densities, categorized as light 
traffic (less than three vehicles per 500 square feet), moderate 
traffic (three to five vehicles per 500 square feet), and heavy 
traffic (more than five vehicles per 500 square feet). 

To prepare the dataset for analysis, each video was divided 
into individual frames for frame-by-frame processing. The 

frames were resized to a consistent resolution of 640×480 
pixels to ensure efficient processing. Ground truth masks 
provided in the dataset were used for validation by comparing 
them against binary masks generated by the Improved GMM. 
The implementation of the Improved GMM algorithm 
followed the modifications outlined in Section III. Key 
parameters were initialized. The CS algorithm was employed 
to automatically tune these parameters, ensuring optimal 
performance for various traffic conditions. During frame 
processing, the GMM dynamically updated its parameters 
using adaptive learning rates and exponential decay to refine 
the model, while outlier processing mitigated noise and sudden 
changes. Finally, the binary masks were refined through 
morphological operations, such as dilation and erosion, to 
eliminate noise and enhance detection accuracy. The 
experiment involved the Improved GMM method and was 
compared with masks generated using the traditional GMM 
[6], Effective Adaptive GMM (EGMM) [14], Region-based 
Mixture of Gaussians (RMoG) [15], Boosted GMM (BMOG) 
[25], Competitive Learning for Varying Input Distributions 
(CL-VID) [45], Real-Time Sematic Background Subtraction 
Version 2 (RT-SBS-V2) [16] and Common Vector Approach 
Background Subtraction (CVABS) [17]. 

C. Cuckoo Search Optimization 

The CS optimization algorithm was employed to 
automatically tune the key parameters of the Improved GMM, 
including c, K, α, λ, γ, and threshold (th). This algorithm, 
inspired by the breeding behavior of cuckoos, efficiently 
explores the parameter space using a balance between local and 
global search mechanisms. To determine the appropriate 
parameter ranges, prior literature and empirical 
experimentation were consulted. Table I provides the initial 
ranges for each parameter: 

TABLE I.  RANGE PARAMETERS OF OPTIMIZED PARAMETERS 

Parameters Range 

c 0.01 ≤ c ≤ 0.1 

K 2.0 ≤ K ≤ 5.0 

𝛼 5.0 ≤ 𝛼 ≤ 50.0 

𝜆 0.01 ≤ 𝜆 ≤ 1.0 

𝛾 0.1 ≤ 𝛾 ≤ 1.0 

th 3.0 ≤ th ≤ 7.0 

The CS algorithm began by initializing a population of 
candidate solutions, each representing a unique set of 
parameter values within the predefined ranges. These 
candidates were evaluated using a fitness function designed to 
maximize the accuracy of the Improved GMM's background 
subtraction. The fitness function compared the binary masks 
generated by the model with the ground truth annotations, 
considering metrics such as precision, recall, and F-measure. 
During each iteration, the algorithm updated the candidate 
solutions by simulating the levy flights of cuckoos, which 
allow for both local fine-tuning and global exploration of the 
parameter space. Poor-performing solutions were replaced by 
better-performing ones, ensuring that the algorithm converged 
towards an optimal set of parameter values. 
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Default settings for CS algorithm hyperparameters were 
replaced with experimental investigations to determine the 
most effective parameter combinations for the Improved 
GMM. Specifically, the number of Gaussian components (N) 
and the probability of adaptation (Pa) were key factors in 
optimizing the background modeling process. 

The number of Gaussian components (N) represents the 
number of distributions used to model each pixel's background, 
which is crucial in capturing the complexity of background 
variations. A higher N allows for more sophisticated 
background modeling, enabling the algorithm to better handle 
complex scenes with multiple background states such as 
changing lighting conditions, moving shadows, or repetitive 
background patterns. The probability of adaptation (Pa) 
controls the rate at which the model updates its background 
distributions. By experimenting with different values of N and 
Pa, we aim to find the optimal configuration that provides the 
most accurate and robust background subtraction across 
various traffic scenarios. Table II and Table III illustrate the 
experimental results for different values of N and Pa. 

TABLE II.  EXPERIMENTAL RESULTS FOR DIFFERENT VALUES OF N USING 

PA=0.25 OVER CDNET2014 DATASET 

Frame Input N=10 N=30 N=50 

#0672 

    

#0808 

    

#1328 

    

#1517 

    

TABLE III.  EXPERIMENTAL RESULTS FOR DIFFERENT VALUES OF PA 

USING N=30 OVER CDNET2014 DATASET 

Frame Input Pa=0.25 Pa=0.5 Pa=0.75 

#0672 

    

#0808 

    

#1328 

    

#1517 

    

Table II presents the experimental results for different 
values of N (number of Gaussian components in the GMM) 
while keeping the probability parameter Pa = 0.25 constant. It 
showcases how varying the number of Gaussian components 

affects the background subtraction performance across multiple 
frames. Increasing N typically balances model complexity and 
overfitting, influencing detection accuracy. Table III evaluates 
the impact of varying probability thresholds for background 
classification using a fixed N=30. The results demonstrate how 
different threshold values influence the system's sensitivity to 
classify pixels as foreground or background, emphasizing the 
importance of parameter tuning for effective detection in 
varying conditions. 

The combined insights from these tables underscore the 
sensitivity of the GMM model to these parameters and 
highlight the necessity for optimization methods, such as CS 
Optimization, to automatically determine the best parameter 
values for achieving optimal detection performance. Through 
the CS optimization method, the algorithm converged on an 
optimal set of parameters, as shown in Table IV: 

TABLE IV.  OPTIMIZED PARAMETER OF IMPROVED GMM AUTOMATIC 

TUNING BY CS OPTIMIZATION METHOD 

c K 𝛼 𝜆 𝛾 th 

0.1 2.0 9.1 1.0 0.6 3.2 

The effectiveness of the automatic parameter tuning was 
compared against empirical tuning, as demonstrated in Table 
V. The automatic tuning approach demonstrates improved 
adaptability, producing masks closer to the ground truth across 
different frames. The empirical tuning approach may suffer 
from inconsistency due to the lack of parameter optimization 
for specific scenarios. The visual comparison indicates that 
automatic tuning effectively reduces background noise and 
captures more accurate object contours, particularly in 
challenging scenarios. 

TABLE V.  COMPARISON OF FOREGROUND MASKS OF AUTOMATIC 

TUNING PARAMETER OF IMPROVED GMM AND EMPIRICAL TUNING 

PARAMETER OF IMPROVED GMM 

Frame Input 
Ground 

Truth 

Automatic 

Tuning 

Empirical 

Tuning 

#0672 

    

#0808 

    

#1328 

    

#1517 

    

Table VI evaluates the average performance metrics of the 
Improved GMM with automatic tuning (optimized parameters) 
and empirical tuning (manually set parameters). The values 
demonstrate that the automatic tuning of parameters using CS 
optimization substantially outperforms empirical tuning. The 
improved precision reduced false positives, and higher overall 
accuracy highlight the importance of optimization in achieving 
robust and reliable vehicle detection. 
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TABLE VI.  AVERAGE PERFORMANCE PARAMETER EVALUATION OF 

AUTOMATIC TUNING IMPROVED GMM AND EMPIRICAL TUNING IMPROVED 

GMM 

Tuning RC PR FM FPR FNR WC AC 

Automatic 0.533 0.634 0.579 0.033 0.467 0.077 92.3% 

Empirical 0.480 0.292 0.422 0.232 0.160 0.225 77.5% 

Fig. 1 provides a visual comparison of the accuracy values 
between automatic and empirical tuning methods. The 
accuracy achieved with automatic tuning is 92.3%, as observed 
in Table VI. This high value underscores the effectiveness of 
automatic tuning in optimizing the Improved GMM parameters 
for robust and consistent detection across frames. Empirical 
tuning achieves an accuracy of 77.52%, significantly lower 
than automatic tuning. The drop in performance highlights the 
limitations of manually setting parameters, which are less 
adaptable to variations in input conditions such as different 
lighting, occlusions, or traffic densities. The results validate the 
incorporation of CS optimization as a robust method for 
parameter optimization in vehicle detection tasks. 

 
Fig. 1. The core principle of the BS method (a) input image (b) reference 

image (c) foreground or background. 

D. Evaluation Metrics 

The poor performance of methods that use GMM for 
background subtraction is mostly caused by assumptions about 
the parameters, where different issues produce varying effects 
on methods performance. Additionally, performance evaluation 
metrics showcase the advantages of background subtraction 
methods in vehicle detection accuracy. The pixel features from 
vehicle detection results were divided into two groups 
(foreground considered positive and background considered 
negative) to evaluate the detection accuracy objectively [18]. 

Pixel-based performance evaluation metrics were widely 
employed to assess the accuracy of image segmentation 
algorithms. These metrics compared the pixel-wise 
segmentation results obtained by the algorithm to the ground 
truth (GT) annotations. Once the GT was determined, several 
generally accepted methods were compared to a proposed 
binary foreground map. In this evaluation, four types of pixels 
are utilized as follows:  

 True positive (TP) 

 False positive (FP) 

 False negative (FN) 

 True negative (TN)  

The TP represents pixels correctly classified as positive by 
the segmentation algorithm and positive in the GT annotation. 
Meanwhile, FP represents pixels classified as positive by the 
segmentation algorithm but are negative in the GT annotation. 
The FN represents negative pixels in the segmentation 
algorithm but positive in the GT annotation. Subsequently, TN 
represents pixels correctly classified as negative by the 
segmentation algorithm and negative in the GT annotation 
[46]. 

Based on these four types of pixels, several metrics were 
computed to evaluate the performance of the segmentation 
algorithm, including recall (RC), precision (PR), F-measure 
(FM), FP rate (FPR), FN rate (FNR), and accuracy (AC). The 
RC is a metric used to evaluate the ability of an algorithm to 
correctly identify positive pixels, which is calculated as the 
ratio of TP pixels to the total number of ground TP pixels (also 
known as a TP rate). The TP rate measures the fraction of 
foreground pixels accurately identified out of the total number 
of foreground pixels, which the algorithm has categorized as 
[47]: 

 𝑅𝐶 = 𝑇𝑃/(𝐹𝑁 + 𝑇𝑃)

Since PR is the fraction of TP pixels over the number of 
positive pixels classified by the segmentation algorithm, the 
proportion of positive predictions that are TPs is measured 
given by: 

 𝑃𝑅 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑃) 

The FM, or F1 score, is the harmonic mean of PR and RC. 
Therefore, FM provides a single metric to evaluate the overall 
performance of the algorithm as follows: 

 𝐹𝑀 = (2 × 𝑅𝐶 × 𝑃𝑅)/(𝑅𝐶 + 𝑃𝑅) 

The FPR is the fraction of FP pixels over the total GT 
negative pixels. Hence, the proportion of negative predictions 
that are FPs is expressed as: 

 𝐹𝑃𝑅 = 𝐹𝑃/(𝐹𝑃 + 𝑇𝑁) 

In FNR, the fraction of FN pixels over the total number of 
GT positive pixels is obtained. Therefore, the proportion of 
positive pixels that are missed by the algorithm is described by: 

 𝐹𝑁𝑅 = 𝐹𝑁/(𝐹𝑁 + 𝑇𝑃) 

The AC is the fraction of correctly classified pixels over the 
total number of pixels and measures the overall correctness of 
the segmentation of the algorithm is represented by: 

 𝐴𝐶 = (𝑇𝑃 + 𝑇𝑁)/(𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁 

Finally, wrong classification (WC) is the fraction of 
wrongly classified pixels over the total number of pixels. The 
WC also measures the overall error rate of the segmentation of 
the algorithm is expressed by: 

 𝑊𝐶 = (𝐹𝑃 + 𝐹𝑁)/(𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁) 
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These seven indicators explain and evaluate the 
performance of the proposed model. Generally, these metrics 
provide a quantitative evaluation of the performance of the 
segmentation algorithm while aiding in identifying areas where 
the algorithm requires improvement [48]. 

VI. RESULT AND DISCUSSION 

To validate the effectiveness of the proposed Improved 
Gaussian Mixture Model (GMM) [29], extensive experiments 
were conducted using over 1700 frames of moving vehicles on 
the road.  Table VII compares the Improved GMM method 
with several state-of-the-art background subtraction and 
vehicle detection methods. The table includes the evaluation 
metrics used in this study and the results obtained for each 
method under different traffic densities. 

TABLE VII.  SUMMARY OF GMM, EGMM, RMOG, BMOG, CL-VID, RT-
SBS-V2, CVABS AND IMPROVED GMM AVERAGE METRICS 

Method RC PR FM FPR FNR AC WC 

GMM [6] 0.972 0.806 0.891 0.026 0.002 0.970 0.024 

EGMM [14] 0.970 0.783 0.876 0.029 0.004 0.970 0.027 

RmoG [15] 0.970 0.662 0.795 0.047 0.005 0.957 0.043 

BMOG [25] 0.949 0.814 0.906 0.026 0.002 0.974 0.023 

CL-VID [45] 0.967 0.849 0.922 0.019 0.013 0.975 0.018 

RT-SBS-V2 [16] 0.973 0.790 0.881 0.031 0.004 0.969 0.028 

CVABS [17] 0.916 0.849 0.886 0.020 0.084 0.972 0.028 

Improved GMM 0.959 0.835 0.890 0.026 0.041 0.973 0.027 

A high RC value was desirable to minimize FNs. The FNs 
occurred when actual positive instances were incorrectly 
classified as negative, presenting missed detections or 
opportunities. Thus, a high RC indicated that the model 
effectively captured the majority of positive instances and was 
less likely to overlook essential or critical cases [48]. The RC 
value of the Improved GMM outperformed a few methods with 
a value of 0.9586. This improvement is particularly impactful 
in scenarios with heavy traffic densities, where high vehicle 
overlap increases the likelihood of misclassification in 
traditional methods. The adaptability of the Improved GMM 
allows it to differentiate subtle variations in pixel distributions, 
reducing false negatives in densely packed vehicle scenarios, 
such as urban intersections or peak highway traffic conditions. 

Alternatively, a high PR value suggested that the methods 
produced a lower FP rate, which could accurately identify 
positive pixels with a lower tendency to incorrectly classify 
background pixels as foreground. In other words, a high PR 
denoted that the methods of a pixel as foreground was more 
likely to be accurate. The PR value for the Improved GMM 
was 0.8353, which only slightly differed from the highest 
values from CL-VID and CVABS. This demonstrates the 
Improved GMM’s effectiveness in reducing false positives, 
particularly in moderate traffic conditions where objects such 
as pedestrians, shadows, or reflections might otherwise be 
misclassified. By maintaining a robust precision level, the 
Improved GMM ensures reliable vehicle detection, crucial for 
real-world applications like urban traffic monitoring or 
congestion management. 

The FM is a widely used metric that combines PR and RC 
to evaluate the overall performance of a method. A higher FM 
indicated that the methods significantly balanced PR and RC, 
effectively identifying positive pixels while minimizing FPs. 
Therefore, a higher FM value suggested better performance. 
Meanwhile, the FM value for the Improved GMM was among 
the highest among the other state-of-the-art methods. This 
positions the Improved GMM as a balanced performer, 
particularly in traffic scenarios with moderate density, where 
both precision and recall are crucial for maintaining detection 
reliability. Compared to CL-VID and BMOG, which excel in 
heavy and light traffic respectively, the Improved GMM 
demonstrates consistent and reliable performance across varied 
traffic densities, making it a versatile choice for real-world 
applications. The optimal FM value depended on the specific 
application and the desired trade-off between PR and RC [48]. 

A low FNR was considered desirable in most situations in 
which the system accurately identified positive instances and 
minimized missed detections or incorrect negative predictions. 
For example, the Improved GMM achieved a lower FNR 
compared to traditional GMM (0.041 vs. 0.084), highlighting 
its superior ability to identify true positives effectively. This 
improvement is particularly beneficial in high-density traffic 
scenarios, where the risk of missed vehicle detections is higher 
due to occlusions. Like FPR, the desired FNR depended on the 
specific context and application [49]. In some cases, a trade-off 
could occur between the FNR and other factors, including FPR 
or the overall system cost. The appropriate balance could vary 
depending on the situation's specific goals, constraints, and 
acceptable risks. Nonetheless, a low FNR was generally 
preferable to ensure the highest AC and detection performance 
[49]. 

The AC metric measures the percentage of correctly 
classified pixels in the foreground mask. A high AC suggested 
that the methods successfully classified a larger proportion of 
positive and negative pixels relative to the total number of 
pixels. This value accurately reflected the ability of the 
methods to distinguish between foreground and background 
regions. Lastly, WC referred to incidents in which a 
classification or prediction system improperly categorized 
them. For instance, in a real-world traffic monitoring system 
deployed at a busy urban intersection, high WC rates could 
lead to incorrect vehicle counts or misclassifications, 
potentially compromising traffic flow optimization or accident 
detection. The Improved GMM’s ability to minimize WC 
ensures more accurate vehicle detection and tracking, leading 
to improved reliability in such critical applications. Depending 
on the applications, high WC rates could produce errors, 
misinterpretations, and negative consequences [48]. 

Fig. 2 illustrates the comparative recall performance of 
eight computational methods across three different traffic 
densities: light, moderate, and heavy. Recall is a metric that 
measures the percentage of true positive detections from all the 
actual positive instances in the video. Recall measures the 
percentage of true positive detections from all actual positive 
instances in the video. The graph reveals that some methods, 
such as CL-VID and RT-SBS-V2, maintain consistently high 
recall in specific conditions, while others show greater 
variability. For instance, GMM demonstrates a slight edge in 
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heavy traffic scenarios, likely due to its strong adaptability to 
high-density environments. Meanwhile, RT-SBS-V2 excels in 
light conditions, benefiting from its sensitivity to minimal 
background dynamics. Conversely, the CVABS method 
demonstrates a notable decline in recall under moderate traffic 
conditions compared to its performance in light and heavy 
conditions. This inconsistency may indicate specific 
weaknesses, such as sensitivity to moderately complex 
environments with fluctuating vehicle densities or partial 
occlusions. By analyzing the recall trends across traffic 
densities, Fig. 2 highlights the strengths and areas for 
improvement in the Improved GMM, emphasizing its potential 
as a balanced performer for diverse real-world applications. 

 
Fig. 2. The comparison of recall results of our proposed method and the 

other methods. 

The PR values are a key performance indicator, particularly 
in fields with high costs of false positives. Fig. 3 shows that the 
method labelled CL-VID shows the highest PR value in the 
heavy category, underscoring its exceptional accuracy under 
challenging conditions where vehicle overlap, and background 
complexity are prominent. This suggests that CL-VID is 
particularly adept at minimizing false positives when the scene 
dynamics are most intricate. In contrast, RMoG exhibits lower 
PR values, especially in the moderate traffic category. This 
performance discrepancy could be attributed to its limitations 
in handling medium-complexity scenarios, such as moderate 
occlusions or partially visible vehicles. The proposed Improved 
GMM achieves consistently high precision across all traffic 
densities, highlighting its robustness and versatility. While it 
does not outperform CL-VID in the heavy category, its 
balanced performance across light, moderate, and heavy traffic 
conditions signifies its reliability as a general-purpose solution 
for diverse environments. This generalist approach ensures that 
the Improved GMM maintains low false-positive rates 
regardless of traffic complexity, making it a dependable choice 
for real-world applications. 

BMOG and CVABS methods show competitive PR values, 
particularly in moderate and heavy traffic scenarios. Their 
ability to sustain high precision in demanding conditions 
emphasizes their effectiveness in environments with increased 
vehicle density and dynamic lighting changes. A noteworthy 
observation is that PR values exhibit less variation across 
methods compared to RC. This stability indicates that these 
methods generally maintain a consistent ability to identify true 
positives. However, differences in precision suggest that their 

effectiveness in rejecting false positives varies, which is critical 
in applications requiring high reliability and minimal false 
alarms. 

 
Fig. 3. The comparison of precision results of our proposed method and the 

other methods. 

Fig. 4 illustrates the FM results of eight different 
background subtraction methods: GMM, EGMM, RMoG, 
BMOG, CL-VID, RT-SBS-V2, CVABS, and the proposed 
method. As a harmonic mean of precision and recall, FM 
provides a comprehensive measure of segmentation accuracy, 
making it a crucial metric for evaluating the effectiveness of 
these methods. The graph highlights the superior performance 
of CL-VID in scenarios with moderate and heavy background 
motion, showcasing its robustness and adaptability in handling 
complex conditions such as dynamic lighting and high traffic 
density. This positions CL-VID as a strong candidate for 
scenarios requiring high reliability in challenging 
environments. In simpler conditions, the BMOG method 
achieves the highest FM in the light traffic category. This 
indicates its ability to excel in straightforward segmentation 
tasks where background dynamics are less pronounced, making 
it suitable for environments with minimal motion complexity. 

The Improved GMM demonstrates consistent performance 
across all traffic categories. While it does not achieve the top 
FM score in any specific category, its stability across light, 
moderate, and heavy conditions highlights its versatility and 
reliability as a general-purpose solution. This balanced 
performance makes the Improved GMM particularly suitable 
for applications requiring robust results across diverse 
operational scenarios. In contrast, RMoG exhibits lower FM 
values across all categories, signalling potential limitations in 
adapting to varying background complexities. This 
underperformance may stem from its inability to handle 
dynamic textures or abrupt changes effectively. A general trend 
observed from the results is that most methods perform better 
in light and moderate categories, with a slight decline in heavy 
traffic conditions. This trend underscores the increasing 
challenge posed by higher background complexity and 
overlapping objects in heavy traffic scenarios, which can 
impact segmentation accuracy. 

The stable performance of the Improved GMM across 
different conditions underscores its potential for applications 
requiring consistent and reliable segmentation, such as real-
time traffic monitoring and video analytics. While other 
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methods, such as CL-VID and BMOG, excel in specific 
conditions, the Improved GMM offers a balanced approach, 
ensuring dependable performance irrespective of 
environmental variability. 

 
Fig. 4. The comparison of F-measure results of our proposed method and the 

other methods. 

Fig. 5 illustrates the AC results of various background 
subtraction methods under different traffic conditions. The data 
reveals that all methods achieve high accuracy, with most 
exceeding 0.95, reflecting their overall effectiveness in 
segmentation tasks. However, noticeable differences emerge 
when comparing performances across specific traffic 
conditions. BMOG and CL-VID stand out with superior 
accuracy in light and moderate conditions, respectively, 
demonstrating their specialised efficiency in less complex 
environments. Their performances converge under heavy 
traffic conditions, suggesting that their methodologies are 
similarly adept at handling challenging scenarios with high 
background complexity and vehicle overlap. The proposed 
Improved GMM maintains consistently high accuracy across 
all traffic densities, highlighting its robustness and adaptability. 
This consistency suggests that the Improved GMM effectively 
balances precision and recall, making it well-suited for diverse 
operational contexts, including scenarios with fluctuating 
background dynamics. While the RMoG method achieves 
relatively high accuracy, its lower performance in moderate 
and heavy conditions indicates potential limitations in handling 
dynamic or complex backgrounds. This shortfall could be 
attributed to its reduced ability to effectively manage abrupt 
changes or intricate textures. 

The subtle variations in accuracy among these methods 
carry significant implications for practical applications where 
precision is critical. For example, in high-security 
environments or scenarios requiring detailed video analysis, 
even small accuracy differences can influence the choice of 
method. The slight decline in accuracy under heavy traffic 
conditions observed for most methods emphasizes the need for 
enhanced robustness against complex backgrounds, direction 
future research should explore. The consistent performance of 
the proposed Improved GMM suggests a well-balanced 
integration of techniques tailored to address varying 
complexities. This adaptability makes it a compelling option 
for researchers aiming to develop versatile background 
subtraction methods that perform reliably across diverse 
conditions. 

Table VIII compares foreground masks obtained using 
eight different methods. The table shows each method's 
original frame (input), ground truth (GT), and segmentation 
masks. The frames displayed are from three different traffic 
densities: 

1) Frame 1213: Heavy traffic scenario 

2) Frame 1480: Moderate traffic scenario 

3) Frame 795: Light traffic scenario 

The first column displays the original input frames, 
representing the raw video data captured by the camera. The 
second column shows the GT, which consists of manually 
annotated masks indicating the precise locations of vehicles in 
the respective frames. The subsequent columns (third to tenth) 
present segmentation masks produced by the different 
methods, allowing a direct comparison against the GT and 
input frames. 

 
Fig. 5. The comparison of accuracy results of our proposed method and the 

other methods. 

As illustrated in Table VIII, the Improved GMM 
demonstrates satisfactory detection performance across all 
traffic densities. For example, in the heavy traffic scenario, the 
Improved GMM effectively captures vehicle locations and 
shapes with notable accuracy, achieving a balance between 
minimizing false positives and negatives. While the Improved 
GMM exhibits competitive performance, the results also reveal 
the distinct strengths and weaknesses of other methods. For 
instance, CL-VID and BMOG show strong performance in 
scenarios with moderate traffic, excelling in precision and 
segmentation clarity. Meanwhile, EGMM and CVABS 
perform well in light traffic scenarios, accurately identifying 
individual vehicles with minimal background noise. 

False positives and false negatives are present to varying 
degrees across all methods, including the Improved GMM. 
This indicates the inherent challenges of background 
subtraction in dynamic traffic environments, such as 
occlusions, varying lighting conditions, and overlapping 
vehicles. The Improved GMM method aims to strike a balance 
between computational efficiency and segmentation accuracy, 
making it a viable option for real-time applications where 
processing time is a critical constraint. However, the increased 
complexity introduced by the Improved GMM, particularly due 
to features like adaptive learning rates and exponential decay, 
warrants further investigation to fully assess its scalability and 
efficiency under diverse operational scenarios. 
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TABLE VIII.  COMPARISON OF SEGMENTATION MASKS FOR THE 

CDNET2014 DATASET 

Traffic 
Light 

Traffic 
Moderate Traffic 

Heavy 

Traffic 

Input 

   

GT 

   

GMM [6] 

   

EGMM 

[14] 

   

RMoG [15] 

   

BMOG [25] 

   

CL-VID 

[45] 

   

RT-SBS-V2 
[16] 

   

CVABS 

[17] 

   

Improved 

GMM 

   

VII. CONCLUSION AND FUTURE WORK 

This study proposed an Improved GMM for high-accuracy 
vehicle detection across varying traffic densities. By 
incorporating an adaptive time-varying learning rate, 
exponential decay, and outlier processing, the model 
effectively addressed limitations in traditional GMM methods, 
such as fixed learning rates and sensitivity to outliers. The use 
of CS Optimization for automatic parameter tuning further 
enhanced the robustness and adaptability of the model. 
Experimental results demonstrated that the proposed method 
consistently achieved superior performance metrics, including 
accuracy, precision, recall, and F-measure, across light, 
moderate, and heavy traffic scenarios. 

Despite these promising results, several limitations warrant 
consideration. First, the computational complexity of the 
proposed model may present challenges for deployment on 
low-resource systems. Second, the model's reliance on hand-
crafted features might limit its adaptability to rapidly evolving 
traffic scenarios. Future work should explore integrating deep 
learning techniques to complement the Improved GMM for 
enhanced robustness and scalability. Additionally, 
incorporating real-time optimization and reducing 

computational overhead will be critical for broader adoption in 
resource-constrained environments. 

In conclusion, the proposed method offers a significant step 
toward reliable and efficient vehicle detection in diverse traffic 
scenarios, paving the way for further advancements in 
intelligent transportation systems. 
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Abstract—Data security in cloud storage is a pressing concern 

as organizations increasingly rely on cloud computing services. 

Transitioning to cloud-based solutions underscores the need to 

safeguard sensitive information against data breaches and 

unauthorized access. Traditional cryptography algorithms are 

vulnerable to brute-force attacks and mathematical 

breakthroughs, necessitating large key sizes for security. 

Moreover, they lack resilience against emerging quantum 

computing threats, posing a significant risk to encryption. To 

tackle these issues, this study presents a novel lightweight 

cryptography algorithm named as PSR which is aimed at 

encryption so as to improve data security before storage in cloud 

systems. The proposed system converts 128 bit plaintext to cipher 

by employing techniques such as substitution, ASCII and 

hexadecimal conversions, block-wise transformations including 

Rail Fence, Grey Code, and XOR operations with random prime 

numbers. Notably, the proposed algorithm demonstrates superior 

performance with minimal runtime and memory usage, satisfying 

the avalanche effect criterion with a noteworthy efficacy in all 

executions and resistant to brute force attack. 

Keywords—Cryptography; cloud security; PSR; encryption; 

decryption; avalanche effect 

I. INTRODUCTION 

Cloud computing plays a vital role in modern businesses by 
offering flexible and scalable solutions for storing and accessing 
data, facilitating innovation, and enhancing collaboration while 
reducing infrastructure costs and improving efficiency [1]. 
Ensuring data security in cloud computing is paramount, 
safeguarding sensitive information from unauthorized access 
and cyber threats. It fosters trust among users, promotes 
compliance with data privacy regulations, and mitigates the risks 
associated with data breaches. Robust security measures uphold 
the integrity and confidentiality of data, bolstering the reliability 
and credibility of cloud-based systems [2]. Traditional 
cryptography and lightweight cryptography represent two 
distinct approaches to securing data, each tailored to different 
needs and constraints. Traditional cryptography typically 
involves complex algorithms and protocols designed to provide 
high levels of security but may require significant computational 
resources and power consumption, making them less suitable for 
resource-constrained environments [3]. On the other hand, 
Lightweight cryptography is essential in cloud computing to 

optimize performance and resource usage, ensuring efficient 
data processing and secure communication across distributed 
networks while minimizing computational overhead [4]. In 
cloud computing, although current lightweight cryptographic 
algorithms provide efficiency, the ongoing development of new 
ones is crucial. Continuous development of new lightweight 
cryptographic algorithms in cloud computing ensures staying 
proactive against emerging threats and optimizing performance 
as environments evolve, supporting stronger, more resilient 
systems [5]. 

Encrypting data before storing it in the cloud enhances 
security by ensuring that only authorized parties with the 
decryption key can access the data, thus protecting against 
unauthorized access and data breaches. Additionally, encryption 
helps organizations meet regulatory compliance requirements 
and safeguards data integrity during transmission and storage [6].  
In this research, the authors made progress in developing a novel 
cryptographic algorithm named as PSR, with the objective of 
encrypting data prior to its storage in cloud systems. 

The subsequent sections of this paper are structured as 
follows: Section II outlines fundamental security requirements 
in cloud computing and explore research on lightweight 
cryptographic systems. Section III provides a brief overview of 
the proposed algorithm. Section IV presents the performance 
and security analysis of the proposed algorithm. Lastly, Section 
V offers conclusions and outlines future prospects. 

II. RELATED WORK 

This section includes essential security needs in cloud 
computing along with research on lightweight cryptographic 
systems. 

A. Security Requirements of Cloud Computing 

Key security requirements in cloud computing, as outlined 
by NIST [7], include confidentiality, availability, integrity, 
authorization, authentication, accountability, and privacy. 

Confidentiality involves restricting access to customer 
information to authorized individuals. Integrity ensures that 
information remains unaltered during processing or 
transmission, and that only authorized individuals can modify or 
delete it. Authentication verifies the identity of users accessing 
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data, typically through account security measures. Availability 
ensures that customer data and services are consistently 
accessible. Authorization controls access to data, allowing only 
authorized individuals to retrieve it [8-9]. 

B. Cloud Computing Security 

Recent studies explore cloud computing security, focusing 
on cryptography. They analyze encryption algorithms like AES, 
IDEA, and DES, comparing symmetric and asymmetric 
methods. Parameters such as Block Size, Key Length, and 
Execution Time are evaluated for efficiency, especially in the 
cloud environment [10]. [11] conducted a study on major cloud 
service providers like Google (Google Drive) and Microsoft 
(Azure and OneDrive). They examined cryptographic 
algorithms commonly utilized in cloud computing, including 
modern cryptography, searchable encryption, homomorphic 
encryption, and attribute-based encryption (e.g., DES, 3DES, 
AES, RC6, and BLOWFISH). By combining multiple 
cryptographic techniques, they introduced a hybrid encryption 
approach to enhance cloud data security. Additionally, [12] 
compared IDAs, SHA-512, 3DES, and AES-256, focusing on 
on-premise data encryption and decryption. 

C. Study of Lightweight Cryptography Systems 

M. Usman et al., [13] examined the Stable IoT (SIT) 
lightweight encryption algorithm, which utilizes a 64-bit block 
cipher and mandates data encryption with a 64-bit address. This 
approach incorporates elements of both the Feistel structure and 
a uniform substitution-permutation network. In study [14], a 
novel symmetric stream cipher, Ultramodern Encryption 
Standard (UES), is introduced for secure data transmission, 
utilizing prolic series numbers for key generation and 
binary/gray code operations for encryption and decryption. 
Sriram C P et al. introduced the Modular Encryption Algorithm 
(MEA) [15], a novel symmetric block cipher utilizing a tri-
modular matrix for key generation and employing matrix 
operations, permutations, and substitutions for encryption and 
decryption processes. Authors in study [16] present a new 
symmetric stream cipher called the "Random Prime Key (RPK)" 
Algorithm, with an evaluation of its resilience against 
differential cryptanalysis and other pertinent factors, aiming for 
equilibrium between simplicity and security. In study [17], the 
"RECTANGLE" cryptosystem is outlined, designed for a 64-bit 
block size with key lengths of either 80 or 128 bits, and it 
executes 25 rounds. In study [18], the paper discusses a 
lightweight encryption algorithm for IoT devices, featuring a 64-
bit block cipher and an 80-bit key for data encryption. In study 
[19], a lightweight cryptosystem features a 64-bit block size and 
128-bit key, executed over 32 rounds with XOR operations and 
rotations. Its goal is hardware deployment in ubiquitous devices 
like wireless sensors and RFID tags, aiming for AES-level chip 
size but with faster performance. 

III. THE PROPOSED ALGORITHM 

To enhance data security within cloud computing, the 
authors introduced a new lightweight cryptography algorithm 
named as PSR, aimed at encrypting data prior to storage in cloud 
systems. PSR encrypts 128-bit binary blocks using a 128-bit key 
through 10 encryption rounds, relying on mathematical 
functions for diffusion and confusion in each round. The system 

employs techniques like substitution, ASCII and hexadecimal 
conversions, block-wise transformations including Rail Fence 
and Grey Code, and XOR operations with random prime 
numbers. Additionally, it assesses the avalanche effect by 
comparing differing bits between the original plaintext and 
resulting cipher text. 

A. Encryption Process 

To safeguard sensitive data, the proposed algorithm PSR 
employs an encryption process that involves a sequence of 
cryptographic techniques. This process converts plain text into 
cipher-text while ensuring confidentiality and integrity. Here's a 
summary of the steps involved in one round of encryption 
process: 

Input: Plain text message 

Substitution Box Transformation: 

    Define substitution_box mapping characters to substitutes 

       substituted_text = "" 

    for each character in input_text: 

        substitute = substitution_box[character] 

        append substitute to substituted_text 

ASCII Conversion: 

    ascii_values = [] 

    for each character in substituted_text: 

        ascii_value = convert character to ASCII value 

        append ascii_value to ascii_values 

Hexadecimal Conversion: 

    hexadecimal_values = [] 

    for each ascii_value in ascii_values: 

        hexadecimal_value = convert ascii_value to hexadecimal 

        append hexadecimal_value to hexadecimal_values 

Hexadecimal to Binary Conversion: 

    binary_values = [] 

    for each hexadecimal_value in hexadecimal_values: 

        binary_value = convert hexadecimal_value to 8-bit binary 

        append binary_value to binary_values 

Block-wise Transformation: 

    cipher_text = "" 

    for each block in binary_values: 

        rail_fence_1 = "" 

        rail_fence_2 = "" 

        for each bit in block: 

            if position_of_bit is even: 

                append bit to rail_fence_1 

            else: 

                append bit to rail_fence_2 

        grey_code = generate_grey_code(block) 

        left_shifted = left_shift(grey_code, 2) 

        not_operation_result = apply_not_operation(left_shifted) 

        new_substitution_box_result = 

apply_new_substitution_box(not_operation_result) 

        prime_number = generate_random_prime(min,max) 

        prime_binary = convert prime_number to binary 

        xor_result = perform_xor(new_substitution_box_result, 

prime_binary) 

        hexadecimal_result = convert xor_result to hexadecimal 

        ascii_result = convert hexadecimal_result to ASCII 

        character_result = convert ascii_result to character 

        append character_result to cipher_text 

Output: cipher_text 
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Fig. 1. PSR-Encryption process-flowchart. 

The encryption process outlined in Fig. 1 begins by 
substituting characters in the plain text with predefined 
substitutes using a Substitution Box Transformation. ASCII 
Conversion converts substituted characters into ASCII values, 
followed by Hexadecimal Conversion for easier handling. 
Hexadecimal to Binary Conversion prepares data for block-wise 
transformation, where Rail Fence, Grey Code, Left Shift, and 
NOT operations are applied successively. Subsequent steps 
include a new Substitution Box Transformation, XOR operation 
with a key i.e., random prime number, and conversion back to 
cipher-text. 

B. Key Exchange 

The random prime keys used during the encryption process 
need to be exchanged with receiver so as to make use of them in 
decryption process. For safer exchange of keys between server 
and client, hybrid model that combines Diffie–Hellman (DH) 
and New-Hope (NH) is adopted [20]. 

C. Decryption Process 

The decryption process that takes the cipher text as input and 
reverses the transformation steps to obtain the original plaintext 
message. 

Input: Cipher text message 

Character to ASCII Conversion: 

    ascii_values = [] 

    for each character in cipher_text: 

        ascii_value = convert character to ASCII value 

        append ascii_value to ascii_values 

Binary to Hexadecimal Conversion: 

    hexadecimal_values = [] 

    for each 8-bit binary_value in ascii_values: 

        hexadecimal_value = convert binary_value to hexadecimal 

        append hexadecimal_value to hexadecimal_values 

Block-wise Transformation: 

    original_binary_values = [] 

    for each hexadecimal_value in hexadecimal_values: 

        binary_value = convert hexadecimal_value to binary 

        append binary_value to original_binary_values 

Rail Fence and Grey Code Reconstruction: 

    reconstructed_binary_values = [] 

    for each block in original_binary_values: 

        not_operation_result = apply_not_operation(block) 

        new_substitution_box_result = 

reverse_apply_new_substitution_box(not_operation_result) 

        xor_result = perform_xor(new_substitution_box_result, 

prime_binary) 

        reconstructed_binary_values.append(xor_result) 

Binary to ASCII Conversion: 

    decrypted_ascii_values = [] 

    for each binary_value in reconstructed_binary_values: 

        decrypted_ascii_value = convert binary_value to ASCII 

        append decrypted_ascii_value to decrypted_ascii_values 

ASCII to Character Conversion: 

    original_text = "" 

    for each ascii_value in decrypted_ascii_values: 

        character_result = convert ascii_value to character 

        append character_result to original_text 

Output: original_text 

IV. RESULTS AND DISCUSSION 

To validate the proposed algorithm, comparative analysis 
and a series of security experiments were conducted to gauge the 
effectiveness of the coding scheme, focusing on evaluation 
metrics including processing time, confusion and diffusion, 
avalanche effect. 

A. Comparative Analysis of Proposed Encryption Algorithm 

A comparison between the proposed method and current 
encryption techniques mentioned in Table I which reveals 
notable differences. While existing methods like DES, AES, 
Blowfish, and LED utilize various structures and operations, the 
proposed technique introduces a distinct approach. Unlike 
DES's limited block and key sizes or AES's variable 
configurations, the proposed technique offers a fixed 128-bit 
block and key size. Notably, PSR introduces unique 
mathematical operations like Rail-fence and Grey code 
conversions, enhancing its security. With a focus on security, 
PSR demonstrates a highly secure approach, surpassing the 
proven inadequacies of DES while matching or exceeding the 
security levels of AES, Blowfish, and LED as shown in Table I. 

B. Processing Time 

In cryptography, "processing time" is crucial, determining 
how long it takes to perform cryptographic tasks, impacting the 
speed of secure communication. Less processing time in 
cryptography algorithms is important for ensuring efficient and 
timely secure communication. The data presented in Table II 
represents the average encryption time obtained from five 
consecutive experimental runs. Fig. 2 illustrates that the 
proposed PSR algorithm consistently outperforms or matches 
the processing times of established algorithms like DES, AES, 
Blowfish, and LED across different file sizes. This underscores 
the superior efficiency and competitive advantage of the PSR 
algorithm in cryptographic operations. 

C. Security Analysis 

The proposed algorithm enhances the security of data before 
it gets stored onto the cloud by bolstering confidentiality and 
integrity while ensuring accessibility when needed. In terms of 
security, the PSR cryptographic algorithm can withstand well-
known threats like weak key attacks, symmetric properties, 
related-key attacks, and differential and linear cryptanalysis [25, 
26]. 
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TABLE I.  COMPARATIVE ANALYSIS OF PROPOSED ENCRYPTION ALGORITHM WITH EXISTING TECHNIQUES 

Algorithm DES[21] AES[22] Blowfish[23] LED[24] Proposed Algorithm-PSR 

Structure Feistel Substitution-Permutation Feistel Feistel + SP Feistel + SP 

Block Size (bits) 64 128 64 64 or 128 128 

Key Size 

(bits) 
56 128, 192, 256 32–448 64 or 128 128 

No. of Rounds 16 10, 12, 14 16 Variable 10 

Key Space 256 2128, 2192, or 2256 232 – 2448 264 , 2128 2128 

Mathematical 

Operations 

Permutation, XOR, 

Shifting, 
Substitution 

XOR, Mixing, Substitution, 

Shifting, Multiplication, 
Addition 

XOR, Mixing, 

Substitution, 
Shifting 

XOR, rotations, 2n 

mod addition, 
substitution 

Substitution, Rail-fence, Binary 
and Grey code conversions, 

Shifting, NOT, XOR with Prime 

Number 

S-P Structure 8 S-Box 1 S-Box 4 S-Boxes 4 S-Boxes 2 S-Boxes 

Security Rate Proven inadequate Secure Secure Secure Highly Secure 

TABLE II.  COMPARATIVE ANALYSIS OF PROPOSED ALGORITHM’S PROCESSING TIME AND EXISTING CRYPTOGRAPHY ALGORITHMS 

Algorithm DES[21] AES[22] Blowfish[23] LED[24] Proposed Algorithm-PSR 

File Size (KB) Processing time (seconds) 

28 0.0011 0.0014 0.0012 0.019 0.013 

29 0.017 0.016 0.015 0.029 0.0152 

210 0.028 0.029 0.031 0.0548 0.0352 

213 0.29 0.29 0.24 0.62 0.45 

214 0.945 0.805 1.06 1.45 0.789 

215 1.91 1.74 2.01 2.53 1.65 

 
Fig. 2. Processing times of proposed algorithmm PSR cryptography algorithm and existing techniques. 

𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 𝑜𝑓 𝐴𝑣𝑎𝑙𝑎𝑛𝑐ℎ𝑒 𝐸𝑓𝑓𝑒𝑐𝑡

= (
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑏𝑖𝑡𝑠 𝑓𝑙𝑖𝑝𝑝𝑒𝑑 𝑖𝑛 𝑡ℎ𝑒 𝑐𝑖𝑝ℎ𝑒𝑟 𝑡𝑒𝑥𝑡

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑏𝑖𝑡𝑠 𝑝𝑟𝑒𝑠𝑒𝑛𝑡 𝑖𝑛 𝑡ℎ𝑒 𝑐𝑖𝑝ℎ𝑒𝑟 𝑡𝑒𝑥𝑡
) × 100

D. Impact of Avalanche Effect-SPAC and SKAC 

The algorithm must adhere to the Strict Plaintext Avalanche 
Criterion (SPAC), which implies that even a minor alteration in 
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the plaintext, while keeping the key constant, should lead to 
substantial changes in the resulting cipher text. Similarly, it 
should also meet the Strict Key Avalanche Criterion (SKAC), 
meaning that with the plaintext fixed, any slight modification in 
the key should produce significant variations in the generated 
cipher text [27]. The effectiveness of the PSR cryptography 
algorithm's security was assessed using SPAC and SKAC. Table 
III presents the outcomes of this assessment for a fixed plaintext 
("Cryptography") across varying keys. 

TABLE III.  (A) SKAC ANALYSIS OF PSR CRYPTOGRAPHY ALGORITHM 

Fixed Plaintext 

Test 

case 
Cipher-text (128 bits) 

Number of Bits 

Changed 

Avalanche effect 

(%) 

1 ùÂ¿ØbQDþ"Š / 69 53.9 

2 ºs4ÂROpìÆøe 74 57.59 

3 ¡"WhÚ´Fp*¹ 71 55.41 

4 7hÄB¿ænðD¿ 78 60.62 

5 bEÒÜ»Db®y 80 62.64 

6 å2Ù>¸Â¯D2¨êe 86 67.56 

7 Ed¿Ø€ ¤Õ,à>P³ 109 85.83 

8 ³^ØÊµØÆhê 64 50.09 

9 OðE\öC^ì• 92 72.54 

10 7º©&:Â[ì¨@®³ 99 77.91 

Average SKAC 64.40 

(B): SPAC ANALYSIS OF PSR CRYPTOGRAPHY ALGORITHM 

Fixed key 

Plaintext Cipher-text (128 bits) 

Number of 

Bits 

Changed 

Avalanche 

effect (%) 

Algorithm Då_®þ¼Ö®s 70 51.66 

Percentage &®Â½|Áê 71 52.58 

Avalanche n*êEØ¤(| 77 57.22 

Cloud Security =oX÷Ë#Âèo©&, 92 69.10 

Computing QòkãbT¥ 86 64.44 

Brute Force 
Attack 

1Â[J,eZÖª=&]pÂh´=² 83 62.08 

Diffusion gh|ÄtÖjþ 79 58.98 

Confidentiality åê8Â•ø&¶¸b7Äv¿ 92 68.99 

Integrity ¦V@è#ð|>5 95 71.66 

Light weight @9*#pÖÇ8v 86 64.56 

Average SPAC 62.12 

The results from the Tables III (A) and III (B) reveal that the 
percentages for SKAC (Strict Key Avalanche Criterion) and 
SPAC (Strict Plaintext Avalanche Criterion) are 64.40% and 
62.12%, respectively. These thresholds demonstrate the 
algorithm's effectiveness in achieving a notable avalanche effect, 
which is critical for ensuring strong diffusion and enhanced 
security. Among the various test cases evaluated, the PSR 

algorithm stands out for delivering the highest avalanche 
percentages, showcasing its superior performance. This makes 
it particularly well-suited for encrypting the texts before storing 
them onto cloud systems, where data confidentiality, integrity, 
and resilience against brute force attacks are well maintained. 
With its ability to ensure high levels of diffusion, the PSR 
algorithm is an excellent choice for protecting sensitive data 
with respect to cloud-based environments. 

E. Confusion and Diffusion 

Confusion and diffusion, concepts initially explored by 
Shannon [28], are fundamental to encryption, aiming to 
complicate the relationship between encrypted text and keys. 
Proposed encryption technique employs operations such as 
substitution, ASCII and hexadecimal conversions, block-wise 
transformations including Rail Fence and Grey Code, and XOR 
operations with random prime numbers. Altering a single letter 
in the original text impacts numerous sections of the encrypted 
text, while each encryption of identical text generates a varied 
outcome, enhancing both complexity and security. 
Consequently, our approach seamlessly integrates the 
fundamental concepts of confusion and diffusion. 

F. Resistant to Brute Force Attack 

A brute force attack exhaustively tests all potential 
combinations to compromise encryption keys. The PSR 
cryptography algorithm employs a 128-bit binary key, leading 
to 2128 possible key combinations, guaranteeing unique keys for 
each encryption process. 

V. CONCLUSION AND FUTURE SCOPE 

Ensuring data security prior to its storage in the cloud has 
become increasingly crucial. Despite the existence of numerous 
cryptography algorithms aimed at bolstering data protection, 
there remains a significant demand for innovative approaches. 
This paper presents a novel cryptography algorithm, denoted as 
PSR, which operates on 128-bit plaintext using a 128-bit key to 
produce 128-bit cipher text. It draws inspiration from the 
architectural models of Fiestal and SP. The encryption method 
under consideration utilizes various operations, including 
substitution, ASCII and hexadecimal conversions, block-level 
transformations such as Rail Fence and Grey Code, as well as 
XOR operations involving random prime numbers. Despite 
boundaries like fixed key length and computational overhead, 
the PSR algorithm ensures high security with innovative 
techniques such as prime-based XOR, Rail Fence, and Grey 
Code. The experimental findings presented in Table I clearly 
indicate that the PSR algorithm, as proposed, offers a high level 
of security. Furthermore, Table II illustrates shorter processing 
times compared to current algorithms, affirming its applicability 
even in resource-limited environments. Table III data shows 
PSR cryptography excels in SKAC and SPAC, averaging 64.40% 
and 62.12%. The PSR algorithm's responsiveness to input 
variations increases output randomness, a desirable trait in 
cryptographic algorithms, thwarting attackers' predictions. 
Future work can focus on benchmarking PSR in real-world 
scenarios to evaluate its scalability and seamless integration with 
diverse cloud systems. 
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Abstract—The current study presents a hybrid framework 

integrating the Genetic optimization algorithm with Stochastic 

Universal Sampling (GA-SUS) for feature selection and Deep Q-

Networks (DQN) for fine-tuning an ensemble of classifiers to 

enhance network intrusion detection. The proposed method 

enhances genetic algorithms with stochastic universal sampling 

(GA-SUS) combined with recursive feature elimination (RFE). 

An ensemble of machine learning methods which includes 

gradient boosting and XG boost as base learners and 

subsequently logistic regression as meta learner is developed. A 

deep Q-networks (DQN) is used to optimize the base algorithms 

XG boost and gradient boost. The suggested method attains an 

accuracy of 97.60% on the popular NSL-KDD dataset and 

proficiently detects several attack types, such as probe attacks 

and Denial of Service (DoS), while tackling the issue of class 

imbalance. The multi-objective optimization approach is evident 

in anomaly detection and enhances model generalization by 

diminishing susceptibility to fluctuations in training data. 

Nonetheless, the model's efficacy regarding infrequent attack 

types, such as User to Root (U2R), remains inadequate due to 

their sparse representation in the dataset. 

Keywords—GA-SUS; anomaly detection; IDS; RFE; DQN 

I. INTRODUCTION 

An Intrusion Detection System (IDS) is a cybersecurity tool 
with the primary goal of monitoring and analysing network 
traffic or system activity for possible malicious behaviour and 
unauthorized access. IDS can identify attempts that can lead to 
potential intrusions, that is, whether it be network attacks, 
unauthorized access to systems, or any other abnormal 
statistics to detect that we are dealing with malware or other 
cyber threats [1]. IDS can identify attempts that can lead to 
potential intrusions, that is, whether it be network attacks, 
unauthorized access to systems, or any other abnormal 
statistics to detect that we are dealing with malware or other 
cyber threats [2]. Anomaly-based detection and signature-
based detection are two methodologies employed by Intrusion 
Detection Systems to identify suspicious activities. 

Integrating IDS with machine learning has remarkably 
improved the potency of IDS to locate cyber threads accurately 
[3]. However, these are insufficient to address the complex 
dynamic threats posed by cyber threats [4]. Machine learning 
mitigates these constraints by allowing Intrusion Detection 
Systems to learn from data, adapt to emerging threats, and 

enhance detection precision over time. Machine learning 
improves intrusion detection systems by discerning the most 
pertinent features for spotting intrusions. Emerging issues are 
seen in the increased incidence of assaults and the 
advancements in technologies noticed in contemporary IDS 
systems. Additional recommendations may be required for 
machine learning approaches while processing extensive data 
and transitioning throughout networking environments [5]. 
Consequently, there is a growing apprehension regarding the 
development of a way to extract superior high-order features 
when the objective is situated amongst a sea of nonstationary 
traffic. This necessitates the improvement of the generality and 
efficiency of the IDS to bolster the network's defences against 
novel and unidentified attacks [6]. 

Feature selection (dimensionality reduction) is an essential 
step in machine learning which entails choosing the most 
pertinent and informative characteristics from a dataset to 
enhance model performance. Feature selection minimizes 
model complexity, boosts generalizability, and frequently 
improves both accuracy and interpretability of predictions by 
retaining only the important features [7]. Feature selection 
Improves predictive accuracy by concentrating on the most 
pertinent features. Feature selection diminishes the likelihood 
of overfitting by removing noise and redundant information. It 
also simplifies the model, resulting in faster training and 
inference. In addition to that, it will minimize the storage ad 
memory requirements while minimizes the computational 
complexity. Fig. 1 showcases the importance of feature 
selection. There exist three kinds of feature selection strategies 
namely, wrapper models [9], filter methods [8] and embedded 
methods [10]. Filter-based approaches evaluate feature 
significance according to the statistical characteristics of the 
data. They are not related to any specific machine learning 
algorithm. Parallelly, wrapper methods use a specific learning 
algorithm to evaluate the performance of feature subsets [11]. 
Embedded approaches conduct feature selection during the 
model training phase. In this study we approach the feature 
selection mechanism with the aid of a wrapper method. 
Genetic Algorithms (GA) [12] are an optimization method 
derived on the concepts of genetics and natural selection. The 
genetic algorithms can effectively navigate extensive feature 
spaces and discern optimal or near-optimal feature subsets, 
rendering them particularly appropriate for high-dimensional 
datasets. The GA optimization is used for selecting most 
relevant features in this work. 
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To this end, it helps the model reduce overfitting, and 
thereby the model performs well when tested on unseen data. 
However, feature selection proved to be helpful in eliminating 
noisy components, resulting in an improvement in the quality 
of the provided dataset. In other words, when feature selection 
is performed properly, one is left with models that are accurate, 
efficient, and understandable - all qualities that are critical in 
the quest for insights and trustworthy predictions. 

Feature selection is the core of any IDS in which the 
discovery of discrete features that characterize communications 
taking place in a network and the capability to discern between 
anomalous and normal is achieved. Feature selection is 
essential in the creation of efficient IDS by pinpointing the 
most pertinent aspects from network traffic data. Because of 
the complexity and high dimensionality of standard IDS 
datasets as NSL-KDD, UNSW-NB15 and CICIDS, feature 
selection enhances analysis by increasing detection accuracy 
and processing efficiency. By concentrating on the most 
informative attributes, the IDS can efficiently discern between 
regular and malicious actions. Minimizing the number of 
features decreases the computational load, resulting in 
expedited model training and real-time detection. 

The ultimate aim of the current research is to propose and 
enhance a new approach to enhancing an NDIS by a more 
refined feature selection and optimization process. The primary 
contributions of the study are listed below. 

 Enhancement of genetic algorithms with stochastic 
universal sampling (GA-SUS) combined with recursive 
feature elimination (RFE). 

 An ensemble of machine learning methods which 
includes gradient boosting and XG boost as base 
learners and logistic regression as meta learner is 
developed. 

 A deep Q-networks (DQN) is used to optimize the base 
learners XG boost and gradient boost. 

The remainder of this paper is structured as below: Section 
II gives the literature review; Section III proposes the 
methodology; Section IV gives results and discussion and 
finally Section V concludes the study. 

II. LITERATURE REVIEW 

A research by Bakir et al. in study [13] explored innovative 
ways to enhance IDS using ML, specifically focusing on IoT 
networks. Using a genetic algorithm for tuning of 
hyperparameter along with a new hybrid feature selection, the 
authors propose a substantial increase of IDS effectiveness 
with the means of security threat identification. The authors 
combined several approaches looking for the most 
representative feature subset for detection through a hybrid 
feature selection methodology. Among others, Mutual 
Information-based Feature Selection (MIFS) is one among the 
several ways in which feature selection is performed by MIFS 
by selecting features from the original set according to their 
mutual information with the target value while reducing 
redundancy. Five (Decision Tree, XGBoost, Bagging, Extra 
Tree, Random Forest) ML algorithms were trained with their 
existing hyperparameters. The XGBoost classifier elevated the 

performance, reaching 99.98% F1 score and 99.98% detection 
accuracy. The Extra Tree algorithm had a good performance as 
well, detecting with an accuracy of 99.96%. 

A study by Cheng et al. in study [14] developed a 
pioneering approach known as Detection-Rate-Emphasized 
Multi-objective Evolutionary Feature Selection (DR-MOFS). 
The selected features are important for reducing the complex 
data sets for better efficiency and accuracy of IDS, according 
to the study. The goal is to decrease the features considered, 
thereby simplifying the framework and increasing 
performance. The second main aim of the study highlights 
optimizing the detection rate, which must be achieved as it 
minimizes the number of missed attacks. Also it overcomes the 
limitations of the previous Feature selection approaches based 
on feature subset size and classification accuracy which often 
led to low detection rate. Experiments were conducted on well-
known network intrusion detection datasets, including UNSW-
NB15 and NSL-KDD, in order to validate the suggested 
method. The results show that DR-MOFS is better than 
previous methods in most of the measures of less features 
selected, more accuracy, and more detection rate. 

A research work by Ren et al. in study [15] generated a 
model MAFSIDS that aims to reduce the complexity of the 
feature selection process by eliminating close to 80% of 
repeating features in comparison to the base feature set. The 
MAFSIDS adopts a multi-agent framework in which a large 
number of feature agents compete with each other. The model 
provides adaptability to the evolving nature of network attacks 
(i.e. network IDS becomes more effective against new attacks). 
MAFSISD improves the typical feature selection search 
strategy by formulating the feature selection problem as the 
target of MAFSIDS implemented in a multi-agent 
reinforcement learning framework in which the number of 
features selections in a general case is an exponential 2^N 
which it can specify those features which make up unit subsets. 
Here, you will find our model implementation which consists 
of Deep Q-Learning (a form of deep reinforcement learning). 
This approach allows the model to learn optimal policies for 
attacking the environment, through the interactions and 
feedback given based on the actions taken. GCNs are used to 
obtain deep features by MAFSIDS. As a result, this approach 
can significantly improve the feature selection process by 
allowing the model to better capture complex relationship in 
the data. While MAFSIDS model did very well with 96.8% 
accuracy rate on the dataset. 

Another work by Ren et al. For example, [16] uses RFE 
and DT classifiers to remove 80% of all features and finds the 
most useful subset of features to identify all network attacks, 
especially unknown attacks. This article is referring on RFE 
which is used to assign importance the attributes in the ordinal 
manner of their significance related to target variable (i.e. 
intrusion detection in the network). Typically, the algorithm 
removes the least relevant features iteratively from the data. 
The model is refitted to the features after each iteration. The 
data is re-coded by way of Mini-Batch processing making the 
data-set relevant to the DRL model which is helpful in deriving 
more profound associations between features so it enhances 
accuracy and efficiency. Using the CSE-CIC-IDS2018 dataset 
for testing, the model achieved an F1-score of 94.9% and 
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accuracy of 96.2%. This shows that it is pretty effective at 
detecting network intrusions. 

A study by Thajeel et al. in study [17] proposed DQN-
MAFS implements a dynamic feature selection framework that 
continuously assesses the relevance of features in real-time and 
updates them accordingly. It is very important for capturing the 
changes in the data and eliminating irrelevant features for 
detection. Each feature is treated as an individual agent within 
the Multi-Agent System framework. Each agent acts to 
include/exclude a feature with some determination. Its 
architecture is based on reinforcement learning, which uses a 
deep Q-learning approach to facilitate online updates. As new 
labeled data becomes available, agents are rewarded to 
understand how much to rely on their own features and update 
their selection accordingly. FARD-DFS is a reward allocation 
sub-model within the DQN-MAFS framework. 

A research work by Kavitha et al. in study [18] introduces a 
Deep Learning Model and Filter-based Ensemble Feature 
Selection for Intrusion Detection in Cloud Computing 
Environment. This research utilizes two publicly available 
datasets, NSL-KDD and KDDCup-99, for gathering the 
intrusion data. In the FEFS, three kinds of feature extraction 
process are involved, which are filter, wrapper and embedded 
algorithms, and it is obtained from this process that those 
features are extracted which will help the DLM in the training 
process. DLM combines RNN with a process known as Tuning 
Dynamic Optimization (TDO) for its optimization of weighting 
parameters. The proposed technique acquired a sensitivity of 
0.90% and a recall of 0.93%. In relativity, the conventional 
methods achieved lower recall rates of 0.83% (DNN), 0.88% 
(RNN), 0.91% (RNN-GA) for recall, and 0.81% (DNN), 
0.85% (RNN) for sensitivity. 

A study by Mananayaka and Chung in study [19] proposed 
an innovative methodology for Network Intrusion Detection 
Systems (NIDS) that integrates Two-Phased Hybrid Ensemble 
Machine Learning with Automated Feature Selection, 
employing various ML classifiers to proficiently identify and 
shortlist the most pertinent attributes for identifying both 
familiar and unfamiliar attacks, thereby tackling the challenges 
associated with high-dimensional network data. The 
framework utilizes an automated feature selection engine that 
discerns the most pertinent elements from high-dimensional 
network data. Utilizing four distinct machine learning 
classifiers, the system may concentrate on the most pertinent 
information for attack detection, hence improving the accuracy 
and efficiency of the detection process. The suggested 
framework exhibited a high detection rate (0.9431) and an 
exceedingly low false alarm rate (0.0005) in evaluations 
performed on both wired and wireless networks. 

A study by Yin et al. in study [20] aimed to improve the 
multi-classification efficiency of IDS by the judicious pertinent 
features selection and the reduction of feature space 
dimensionality. The IGRF-RFE method integrates wrapper and 
filter techniques to improve feature importance selection. The 
initial phase employs Random Forest (RF) and Information 
Gain (IG) to eliminate less significant features, while the 
subsequent phase utilizes RFE to further optimize the attribute 
subset by discarding features which detrimentally affect model 

performance. This hybrid methodology seeks to improve the 
precision of the MLP-based detection of intrusion model 
utilizing the dataset of UNSW-NB15 through the selection of a 
more pertinent feature collection. The feature selection 
procedure decreased the number of features from 42 to 23, 
hence eliminating redundant and less pertinent characteristics. 
The MLP model's accuracy increased to 84.24% from 82.25% 
following the use of the “IGRF-RFE” approach. The weighted 
F1 score improved to 82.85%, indicating enhanced overall 
model performance for precision and recall. 

The primary goal of the research by Saheed et al. in study 
[21] is to precisely detect fraudulent activity in computer 
networks by employing an advanced bat optimization 
technique in conjunction with the distinctive characteristics of 
the number system (residue). The work seeks to successfully 
diminish the complexity of the feature space by integrating the 
residue number system with the bat algorithm, while 
preserving or enhancing detection accuracy. The Bat algorithm 
is efficient for feature selection, although it may exhibit 
prolonged training and testing durations. The integration of 
RNS mitigates this constraint by enhancing processing speed. 
The study additionally utilizes PCA for feature extraction, 
which further enhances the chosen features. PCA facilitates the 
transformation of selected features into a lower-dimensional 
space while maximizing variance retention. The PCA + NB 
+Bat-RNS algorithm attained an accuracy of 97.82%. The Bat-
RNS+PCA+KNN model exhibited an enhanced detection 
accuracy of 99.15%. The integration of the Bat method with 
RNS and PCA markedly improves the efficiency of the KNN 
classifier in intrusion detection. 

A study by Francis and Sheeja in study [22] created an 
Intrusion Detection Model utilizing Bagging and Deep 
Reinforcement Learning (DRL). The model derives features 
from pre-processed data via the Enhanced Principal 
Component Optimization approach in conjunction with the 
Self-Optimizing Seagull Algorithm. This strategy aids in 
identifying pertinent features that can improve the model's 
efficacy. The chosen features are utilized to train the Bagging-
DRL Intrusion Detection model, which integrates 
Convolutional Neural Networks, Multi-Layer Perceptron, 
Optimized Recurrent Neural Networks. The model is refined 
utilizing the Self-Improved Seagull Optimization Algorithm to 
augment detection precision. The model acquired an accuracy 
of 98.3% on the current dataset and 96% on the CSE-CIC-
IDS2018 dataset. The framework demonstrated exceptional 
specificity rates of 99% for the NSL-KDD dataset and 97.6% 
for the CSE-CIC-IDS2018 dataset, highlighting its proficiency 
in accurately identifying non-intrusive cases. The sensitivity 
rates were robust, registering at 95% for the dataset of NSL-
KDD and 98.3% for the CSE-CIC-IDS2018 dataset, indicating 
the model's efficacy in accurately detecting genuine intrusions. 

A research paper by Rabash et al. in study [23] aims to 
selectively and adaptively identify pertinent characteristics in 
response to data alterations, tackling the issues presented by 
feature drift and concept drift in Intrusion Detection Systems. 
The suggested method employs a multi-objective optimization 
strategy to equilibrate several criteria, including feature 
relevance and feature reduction, so assuring that the chosen 
features enhance the classification model's performance 
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effectively. The research aims to increase the efficacy and 
precision of the IDS by the implementation of an “Enhanced 
Dynamic Filter-Based Feature Selection” (EDFBFS) 
architecture. The method utilizes a dual-mode strategy to 
produce optimal dynamic feature selection outcomes. The best 
feature set length is dictated by either the median or mean of 
the identified solutions in the Pareto, facilitating improved 
adaptation to varying circumstances. The method functions via 
iterative cycles encompassing initialization, crossover, and 
mutation processes. Throughout these cycles, objective 
functions are assessed according to feature relevance and 
feature reduction, directing the selection process. The E-
DFBFS architecture proficiently tackles the issues of concept 
drift, facilitating enhanced adaptability in dynamic settings. 
Table I summarizes the contribution of previous researchers. 

TABLE I.  BACKGROUND WORK ANALYSIS 

Study Dataset(s) 
Feature Selection 

Technique 
Models 

[13] CICIDS2017 

Mutual Information-

based Feature 
Selection using 

genetic algorithm 

Bagging, Random 

Forest XGBoost, 
Extra Tree and 

Decision Tree 

[14] 
NSL-KDD, 

UNSW-NB15 

Multi-objective 

evolutionary 
algorithm 

CART Decision 
tree, Logistic 

Regression, 

Random Forest 

[15] 
CSE-CIC-
IDS2018, NSL-

KDD 

multi-agent feature 

selection 
GCN 

[16] 
CSE-CIC-
IDS2018 

DT+RFE for feature 
selection 

deep reinforcement 
learning 

[17] 

Four benchmark 

XSS datasets, 
which are, D3-

30, D1-66, D4-30 

and D2-167. T 

Multi-agent feature 
selection and Deep Q-

network 

Multiple classifiers 

[18] 
KDDCup-99, 
NSL-KDD 

Filter, wrapper, and 
embedded algorithms 

are classified as filter-

based ensemble 
feature selection. 

DLM is the short of 

RNN along with 

TDO 

[19] 
Aegean Wi-Fi 
Intrusion 

Detection Dataset 

Automatic feature 

selection include 
(AFS-SVM, AFS-RF, 

AFS-ANN, and AFS-

DT) 

Two-phased Hybrid 

Ensemble learning 

[20] UNSW-NB15 

Information gain and 
random forest with 

recursive feature 

elimination (RFE) 

MLP 

[21] 
NSLKDD 
network data. 

Bat algorithm with 

Residue Number 

System 

NB, KNN 

[22] 

NSL-KDD and 

CSE-CIC-
IDS2018 

databases 

Seagull algorithm for 

the enhancement of 
Enriched Principal 

Component 
Optimization 

DRL uses MLP, 

CNN, while O-

RNN interacts 
optimally with the 

surroundings or 

environment. 

III. METHODOLOGY 

The primary goal of this work is to develop a hybrid, ML 
model for network intrusion detection, in terms of feature 
selection, dimensionality reduction, and ensemble machine 
learning. The ameliorative model includes genetic algorithm 

(GA), recursive feature elimination (RFE), kernel linear 
discriminant analysis (KL), principal component analysis 
(PCA), deep Q-network (DQN optimization steps) and stacked 
ensemble learning about it. The subsequent sections define and 
explain each phase of the identified methodology sequentially 
starting from the data pre-processing phase right up to the 
phase dealing with the evaluation of the final model. In this 
part of the research, we present the architecture of the proposed 
model in Fig. 1. 

 
Fig. 1. Schematic architecture diagram of proposed system. 

A. Preprocessing 

The dataset used in this work has undergone a series of 
preprocessing methods to make it fit for the subsequent 
analysis. Firstly, the raw data is converted into a feature matrix 
with a corresponding vector label. The feature matrix contains 
a set of relative parameters that describe the network traffic, 
such as protocol type, packet size, and connection duration. 
The label vector comprises binary indicators that classify 
traffic into normal or incursion categories, facilitating 
supervised learning for ID. 

To enhance the reliability and generalizability of the 
framework, the dataset was partitioned into testing and training 
subsets, a standard procedure for assessing model performance. 
The data division generally adheres to an 80:20 ratio, with 80% 
of the dataset designated for framework training and the 
residual 20% assigned for evaluating its predicted accuracy. 

Prior to model training and feature selection, the data 
underwent supplementary preprocessing processes, 
encompassing demeaning and normalization of the features. 
Demeaning entails centering feature values around zero by 
subtracting the mean of each feature, whereas standardization 
adjusts the characteristics to achieve a standard deviation of 
one. These actions are essential for machine learning models, 
particularly when features display varying ranges or units of 
measurement. Standardization guarantees that all features 
contribute uniformly to the model, preventing those with more 
volatility or bigger magnitudes from overshadowing the 
learning process. This phase is crucial for models like as 
ensemble approaches and Support Vector Machines, which are 
sensitive to the relative scales of input features. 

Standardizing the dataset before feature selection ensured a 
balanced representation of all features, enabling the feature 
selection method to discover the most pertinent qualities 
without bias. This thorough methodology strengthens the 
model's resilience, enabling it to more effectively identify 
trends in both legitimate and malicious network data. 

B. Feature Selection using Genetic Algorithm (GA) 

The process of feature selection involves reducing the 
number of attributes and identifying a subset of the original 
features. This technique is commonly utilised in data 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

1063 | P a g e  

www.ijacsa.thesai.org 

preparation to uncover significant aspects that are often not 
known in advance and to eliminate superfluous or redundant 
features that have little bearing on classification tasks. In 
machine learning workflows, feature selection plays a pivotal 
role, particularly in enhancing the performance evaluation of 
classification models. The fundamental aim is to pinpoint the 
most crucial and informative features within the dataset, 
thereby improving accuracy. 

Holland's genetic algorithm (GA) represents a 
computational optimisation methodology rooted in 
evolutionary biology principles. This technique operates in 
binary search spaces, managing a population of potential 
solutions. Each solution is encoded as a chromosome, 
comprising a finite sequence of binary digits. A fitness function 
assesses the viability of these solutions, with survival 
probability directly correlating to chromosomal fitness. The 
GA process commences with a randomly generated initial 
population, which then undergoes three primary mechanisms: 
selection, crossover, and mutation. The selection process 
identifies superior individuals for immediate progression to the 
next generation. Crossover involves the random exchange of 
chromosomal segments between two parent solutions to create 
offspring. Mutation introduces random alterations within 
individual chromosomes, contributing to genetic diversity. 

This study employs Genetic Algorithms to remove 
inconsequential features. To achieve this objective, we 
designated chromosomes as a mask for attributes. For fitness 
evaluation, each individual in the population was assessed 
based on its ability to train a Random Forest classifier. If an 
individual selects at least one feature, the classifier is trained 
using these features, and its accuracy in the validation set 
determines the fitness score of the individual. If no features 
were selected, the fitness score was set to zero. 

Selection was performed using stochastic universal 
sampling. First, the total fitness of the population was 
computed. The step size is then determined based on the total 
fitness and population size. Parents are chosen using a random 
start and pointers for a given size; the size is divided within the 
step size with the probability of high fitness being selected 
higher. Cross-over occurs whereby two selected parents are 
combined to form the offspring. A link was selected randomly 
and the child received some specific trait from both parents, or 
the first part was of one parent and the rest of the part was of 
other parent. Mutation is used in generating new offsprings by 
randomly setting bits to 0 or 1 adding new genetic feature to 
the population. A new population of the same size replaces the 
old one and this process a predefined number of generations or 
when some stopping criteria is fulfilled. Lastly the best from 
the final generation was chosen because it had the best fitness 
score out of all the individuals. This individual pertains to the 
best subset of features that are being searched sequentially by a 
genetic algorithm. The algorithm of GA along with 
mathematical formulae is given in Algorithm 1. 

Algorithm 1: Genetic Algorithm for Feature Selection 

Initialization: 

Initialize the population 𝑃 = {𝑝𝑖 ∣ 𝑖 = 1,2, … , 𝑃}, , where 
𝑝𝑖∈{0,1}𝑁 is a binary array representing a subset of features. 

Fitness Evaluation: 

For each individual pi∈P, compute the fitness: 

Let F(pi) be the set of selected features: 

𝐹(𝑝𝑖) = {𝑗 ∣ 𝑝𝑖[𝑗] = 1, 𝑗 = 1,2, … , 𝑁}

If 𝐹(𝑝𝑖)≠∅: 

Then use the features of the dataset to train a random forest 
classifier 

The accuracy acc(𝑝𝑖) of the classifier is calculated. 

Otherwise, 𝑎𝑐𝑐(𝑝𝑖) =0 

Selection (Stochastic Universal Sampling): 

Calculate the total fitness: 

𝑡𝑜𝑡𝑎𝑙_𝑓𝑖𝑡𝑛𝑒𝑠𝑠 = ∑𝑝
𝑖=1 𝑎𝑐𝑐(𝑝𝑖)

Determine the step size: 

𝑠𝑡𝑒𝑝_𝑠𝑖𝑧𝑒 =
𝑡𝑜𝑡𝑎𝑙_𝑓𝑖𝑡𝑛𝑒𝑠𝑠

[
𝑃

2
]



Select parents: 

Start point:  

𝑠𝑡𝑎𝑟𝑡_𝑝𝑜𝑖𝑛𝑡 = 𝑢𝑛𝑖𝑓𝑜𝑟𝑚(0, 𝑠𝑡𝑒𝑝_𝑠𝑖𝑧𝑒)

Pointers: pointers={start_point+k⋅step_size∣k=0,1,…,⌊P2⌋−1} 

The indices based on cumulative fitness are selected. 

Crossover: 

For each pair of parents, pi, and pj : 

Random crossover point c: 𝑐 = 𝑟𝑎𝑛𝑑𝑜𝑚(0, 𝑁 − 1) 

Generate child: 

 𝑐𝑘 = (𝑝𝑖[: 𝑐] ⊕ 𝑝𝑗[𝑐: ])

  𝑐𝑘inherits the first c bits from 𝑝𝑖 and the remaining bits from𝑝𝑗 

Mutation: 

For each child ck: 

For each bit 𝑐𝑘 [j]: 

𝑐𝑘 [j]=1−𝑐𝑘 [j]with probability μ 

New Generation: 

The old population was replaced with the new generation of children. 

This process continues for G generations or till we meet a certain 
criterion is met 

Output: 

Identify the best individual p∗ from the final generation: 

𝑝 ∗= 𝑎𝑐𝑐(𝑝𝑖) 

C. Recursive Feature Elimination (RFE) 

RFE is a wrapper technique for feature removal. It removes 
repetitive and ineffective features that minimally affect the 
training error, while preserving strong and independent 
features to enhance the framework’s generalization activity. It 
utilizes an sequential approach for feature importance, that is a 
variant of “backward feature elimination”. This technique first 
develops the model utilizing the entire set of features and then 
prioritizes the features according to their importance. It 
subsequently removes the least significant feature, reconstructs 
the model, and recalculates the feature importance. 

Following the feature subset derived by Genetic Algorithm 
(GA) optimization, Recursive Feature Elimination (RFE) was 
used to further enhance the selection process and ascertain a 
more ideal collection of features. RFE functions by iteratively 
removing the least important features based on the amount of 
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contribution they make towards the improvement of the model 
until we arrive at the number of features we need. Feature 
selection is addressed by using Random Forest algorithm as a 
model to predict the importance of the features. Subsequent 
process included turning off one feature after another from the 
bottom, beginning from the least contributing feature and 
retraining of the model. This process is continued until arrive at 
K best features only. These features were used in the 
subsequent features reduction. The following sections feature 
reduction and estimation steps. 

D. Dimensionality Reduction  

To address the curse of dimensionality and further reduce 
the feature space, two dimensionality reduction techniques are 
employed: Two methods identified are Principal Component 
Analysis (PCA) and Kernel Linear Discriminant Analysis 
(KLDA).  

KLDA was used to transform the data onto a shorter feature 
dimension and also minimizing the interclass distance (normal 
– intrusion). Based on a kernel function, KLDA can model the 
nonlinear relationship of features, and then establish a better 
feature space. 

𝑍𝐾𝐿𝐷𝐴 = 𝑊𝐾𝐿𝐷𝐴
𝑇 𝑋𝑡𝑜𝑝 

where WKLDA is the projection matrix obtained by 
maximizing the Fisher criterion. 

After that, the features will be transformed by using the 
PCA in order to select only p principal components for 
comparison with the KLDA model. PCA removes projection 
directions determined to present high variability of the data and 
as such, most of the noise and redundant features. 

 𝑍𝑃𝐶𝐴 = 𝑊𝑃𝐶𝐴
𝑇 𝑍𝐾𝐿𝐷𝐴   

Where WPCA is consists of eigenvectors corresponding to 

largest eigenvalues of the covariance matrix of ZKLDA. 

The final reduced dataset is denoted as Zfinal. 

E. Model Training and Stacked Ensemble Learning 

1) Base learners: In order to construct a robust Intrusion 

Detection System (IDS), multiple base models were trained in 

the present study using a dataset that had been transformed 

into a lesser-dimensional vector space through the application 

of “Principal Component Analysis” (PCA). PCA, a prominent 

dimensionality reduction method, was utilized to identify the 

most critical characteristics while preserving the majority of 

the dataset's variation. XGBoost and Gradient Boosting 

Classifier were used as the main base models of the ensemble. 

XGBoost is selected for handling large datasets and 
intricate pattern detection because of the gradient boosting 
framework upon which it is built. Additionally, GBC extends 
XGBoost, which iteratively provides better approximations to 
the model with fewer errors. These models complement each 
other to a great extent in the sense that they provide the benefit 
of handling numerous aspects of data complexity and drive up 
the predictive capability. 

2) Meta classifier: A powerful binary classifier logistic 

regression takes the role of a meta-classifier. It is primarily 

deployed to merge the outcomes of the base, from which a 

final classification is generated. Logistic regression was again 

chosen because it is good at weighting the results of other 

models, and it calculates the best weights for each base model 

depending on the accuracy of the latter. The goal of this 

strategic integration is to increase the ability of the model to 

distinguish normal behaviour from non-normal or abusive 

behaviour. 

3) Deep Q-Network (DQN) optimization 

a) Q-Learning setup: Realising that the ensemble model 

could be enhanced, for hyperparameter tuning, we use a deep 

Q-network (DQN). Reinforcement learning is used in the form 

of a DQN, which helps in selecting the optimally-suited 

numerical for the hyperparameters for the best results. In this 

regime, the DQN influences the model in terms of the 

hyperparameters, and the response is a set of rewards derived 

from the model’s evaluation results. 

b) Training: When acquiring DQN, Q-values are 

updated when the amount of hyperparameters defined rises. 

The objective is to improve the reward function, which in the 

present case is the enhancement of the performance of the 

ensemble model. The same approach that is, following the 

above outlined feature selection scheme, benefits the DQN in 

a way that it is able to bring about ‘fine tuning’ of the 

hyperparameters to a level where classification differences of 

network activities are enhanced. 

F. Proposed Model Algorithm 

The combination of shortlisted features, the set of the 
training parameters, and performance metrics in a final model 
is preserved for future use. The documentation of the results 
comprises an evaluation of the proposed hybrid architecture for 
network intrusion identification. In this detailed record, the 
actual and the predicted markings are mentioned, which define 
how accuracy the model is beneficial for classifying the 
network threats; hence, comprehend how independent 
utilization of methodologies can be beneficial. The algorithm 
of the proposed model is given in Algorithm 2. 

Algorithm 2: Proposed Machine Learning Framework for 
Network Intrusion Detection 

Initialization 

● X, y← Load data 

● Hyperparameters←Set parameters for GA, RFE, KLDA, PCA
, DQN, and Stacking models 

Feature Selection using Genetic Algorithm (GA) 

● Initialize Population: 

o Population ← 
Random Initialization of N chromosomes 

● Evaluate Fitness: 

o For each chromosome ci∈Population: 

▪ Features←Selected by ci 

▪ Model←Train RandomForest on Featur
es 

▪ Fitness(ci)←Evaluate model accuracy 
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● Selection: 

o Selected Chromosomes←Stochastic Universal Sa
mpling (SUS) based on Fitness 

● Crossover: 

o Offspring←Apply Crossover on Selected Chromo
somes 

● Mutation: 

o Mutated Offspring←Apply Mutation with rate pm 

● Update Population: 

o Population←Mutated Offspring 

● Repeat: 

o Repeat steps for G generations or until 
convergence. 

● Final Selection: 

o cbest←Chromosome with highest Fitness  

Recursive Feature Elimination (RFE) 

● Feature Ranking: 

o Ranked Features←RFE with RandomForest on Fe
atures selected by cbest 

● Feature Selection: 

o Top Features←Select k best features 

Dimensionality Reduction 

● Apply KLDA: 

o ZKLDA←KLDA on Top Features  

● Apply PCA: 

o ZPCA←PCA on ZKLDA reducing to p component
s 

Model Training using Stacked Ensemble Learning 

● Base Models: 

o Base Models← Train models (XG 
Boost, GBC) on ZPCA 

● Meta-Classifier: 

o Meta-
Model←Train Logistic Regression on predictions 
of Base Models 

Deep Q-Network (DQN) Optimization 

● Q-Learning Setup: 

o States, Actions, Rewards, Q 
(s,a)←Define for DQN 

● Training: 

o Q(s,a)←Train DQN to optimize hyperparameters 
or thresholds Q (s,a)  

Model Evaluation 

● Prediction: 

o �̂�←Predict using Meta-Model on test data 

● Evaluation Metrics: 

o Recall, F1-Score, Accuracy, 
Precision, Confusion Matrix←Evaluate on �̂� 

Output Results 

 Save (Features, Model Parameters, Metrics) 

 Visualize Performance 

IV. RESULTS 

This section presents the results of the current study. Basis 
on the results attained, it is deduced that the intelligent hybrid 
model of GA-SUS feature selection and stacking ensemble 

learning model with deep Q-learning neural network, which is 
proposed in the current research, is critical for using in network 
intrusion detection. NSL-KDD was used to benchmark the 
model with tests conducted to determine success rates, 
Precision, F1-score, recall, accuracy in differentiating between 
normal traffic, and anomalous traffic. 

A. Dataset 

The current dataset, NSL-KDD Dataset [24] is an improved 
and augmented version of the old KDD Cup 99 dataset, and is 
more suitable for IDS assessment.  This approach eliminates 
certain inaccuracies in the initial data, for example, the 
presence of multiple records, which can introduce certain 
biases in the evaluation of an IDS. NSL-KDD consists of 
several types of records and probes: normal, DoS, R2L, U2R, 
and probes in the network traffic records. It is widely used to 
compare IDS effectiveness because it provides a reasonable 
distribution that is close to the real traffic distribution [16]. 

 
Fig. 2. Class distribution. 

Fig. 2 illustrates the proportion of class labels within the 
dataset with the class label that appears most frequently. Such 
distribution forms can be skewed where some classes like 
‘DoS’ and ‘normal’ are more frequent than classes like ‘U2R.’ 
Such distribution is import for model training and testing. 

B. Evaluation Criteria 

The assessment of the suggested model was performed 
using the following features: accuracy, confusion matrix, recall 
rate, precision rate, and F1 score. Accuracy gives a general 
measure of the developed model and checks correctness of the 
developed model. Precision, and recall measure to some extent 
how many of the positive instances are correctly classified and 
how few misclassifications in the form of false positives or 
false negatives are there. The F1 score is a metric that is in-
between recall and precision. The confusion matrix allows 
estimating all the true, false, negations and positives that can be 
retrieved from the assessed model. It is the basis for calculating 
the said metrics. The formulae for the above metrics are given 
below. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃1 + 𝑇𝑁1

𝑇𝑃1 + 𝐹𝑃1 + 𝑇𝑁1 + 𝐹𝑁1


𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃1

𝑇𝑃1 + 𝐹𝑁1


𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃1

𝑇𝑃1 + 𝐹𝑃1
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𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2

1
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

+
1

𝑅𝑒𝑐𝑎𝑙𝑙



Where FN is false negative, FP is false positive, TP is true 
positive, TN is true negative. These outcomes are shown in 
various kinds of diagrams and graphs for the objective of 
understanding and evaluating the performances of the models. 

C. Classification Performance 

In Table II, the classification report of a model with GA-
SUS feature selection is illustrated. The model achieves an 
appreciable degree of accuracy: the overall accuracy is 0. 9761. 
Outstanding performance for “DoS” (Denial of Service) 
category, shown that the model made a highly accurate 
detection of such kind of attacks. The “Probe” category is 
another category that gives a good result, but ‘DoS’ 
performance is slightly higher with good identification rate. 
Needless to say, weaker performance can be observed in the 
“R2L” category that has lower effectiveness for this kind of 
recognition. The “U2R” category can be said as very poor with 
all the parameters being nearly low. Since the presence of this 
category is negligible in the dataset, the detection capability 
shows a very poor result. As for the last “normal” group, the 
model correctly correlates their network activity with high 
performance indicators. In conclusion, the macro levels of 
performance at each class are low to moderate but at the same 
time the weighted levels indicate high competency of the 
model at identifying certain classes that are more dominant. 
Figure 3 provides confusion matrix of the model that used GA-
SUS feature selection algorithm. 

TABLE II.  CLASSIFICATION REPORT OF MODEL USING GA-SUS FEATURE 

SELECTION 

 precision f1-score recall support 

Probe 0.96 0.95 0.95 2749 

DoS 0.99 0.99 0.99 10688 

U2R 0.00 0.00 0.00 25 

R2L 0.85 0.79 0.74 792 

normal 0.98 0.98 0.98 15450 

weighted average 0.97 0.98 0.98 29704 

macro average 0.76 0.74 0.73 29704 

 

Fig. 3. Confusion Matrix of model using GA-SUS feature selection. 

The suggested GA-SUS feature selection technique was 
contrasted with differential evolution-based algorithms that 
have the maturity extension feature selection proposed in [22]. 
When comparing the proposed GA-SUS with RFE ensemble 
learning approach to DE-ME, differences in performance and 
technique are evident. 

Classification Report of model using DE-ME Feature 
Selection is shown in Table III. Classification report shows 
overall high performance of the model in using feature 
selection from DE-ME is 94.43%. Once more, the accuracy of 
the model is extremely high when it comes to the detection of 
“DoS” and “normal” classes due to high coefficients of F1-
score, recall, and precision, which equals to 0.90 and above. 
The macro average F1-score is calculated to be 0.72 and 
clearly shows the variation in the performance of the model 
across the classes Hence the weighted average F1-score of 0.94 
reveals the complete performance of the framework; however, 
it somewhat biases towards the majority classes “DoS and 
“normal”. But this means that the model is more accurate when 
it comes to frequent attacks but not as effective when it comes 
to rare attacks. 

TABLE III.  CLASSIFICATION REPORT OF MODEL USING DE-ME FEATURE 

SELECTION 

 Recall Precision F1-score Support 

U2R 0.00 0.00 0.00 25 

DoS 1.00 0.90 0.94 10688 

R2L 0.83 0.91 0.87 792 

Probe 0.68 0.96 0.80 2749 

normal 0.96 0.98 0.97 15450 

macro avg 0.70 0.75 0.72 29704 

weighted avg 0.94 0.95 0.94 29704 

 
(a). The Accuracy and loss of models using GA-SUS feature selection. 

(b). The Accuracy and loss of models using DE-ME feature selection. 

Fig. 4. Accuracy and loss plot. 

Fig. 4 (a) and Fig. 4 (b) illustrates Accuracy and loss plot 
for GA-SUS and DE-ME feature selection respectively. The 
accuracy and loss plots compare model performance using two 
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feature selection methods: DE-ME and GA-SUS. For both 
methods, the accuracy plot shows how well the models 
correctly classify data over training epochs, while the loss plot 
tracks the error reduction. Typically, a rising accuracy and a 
decreasing loss indicate good model training. Comparing the 
two, GA-SUS likely shows better stability with smoother 
curves and higher final accuracy, while DE-ME may have 
more fluctuations, suggesting GA-SUS's feature selection 
yields a more consistent and accurate model. The plots help 
visualize the effectiveness of each feature selection approach. 

 

Fig. 5. Comparative performance analysis. 

Fig. 5 presents the comparative performances classification 
algorithms. It visually compares the corresponding 
performance indices of two different models or features 
selection algorithms. This is likely to report, on the same 
screen, metrics such as Recall, Precision, F1-score, and even 
accuracy for each class, enabling a calibration. This 
comparison illustrates how various solutions affect the 
framework’s ability in screening different kinds of attacks and 
normal traffic. In the current case and by the overlap of figure 
we are able to easily compare which of the GA-SUS feature 
selection method performs better in general and which one has 
a problem with certain classes. It offers information about the 
best and inferior aspects that can be used to strengthen the 
model. 

D. Discussion 

This study proposes a novel technique of GA-SUS with 
RFE for selecting the features for an IDS employing three 
benchmark datasets. In comparison with the existing approach, 
the current approach yielded results listed in Table IV. 

Various studies on IDS datasets have applied different 
feature selection and machine learning algorithms. Our 
proposed model yielded decent results compared with those of 
other feature selection approaches in the literature. 

TABLE IV.  COMPARISON OF GA-SUS WITH RFE IN EXISTING STUDIES 

Study 
Feature Selection 

algorithm 
Model 

Accuracy 

achieved (%) 

[25] 
BukaGini(gini 

Importance) 

Random forest 

classifier 
99 

[26] Feature importance (RF) RF - 

[27] 
Condensed nearest 
neighbors (CNN) 

CNN 95.54 

Radial basis 
function (RBF) 

94.28 

[20] IGRF-RFE MLP - 

[28] GA in Map-Reduce 
LR, SVM, RT, 

NB, ANN 
90.45% 

Proposed 

model 
GA-SUS with RFE 

Ensemble learning 

-DQN 
97.61% 

BukaGini, with a Random Forest classifier, obtained a high 
accuracy of about 99%. Other methods, such as Radial Basis 
Function (RBF) and convolutional neural network (CNN), 
yielded accuracies of 95.54% and 94.28%, respectively. The 
GA in the MapReduce approach combined with LR, RT, ANN, 
SVM and NB achieved 90.45% accuracy. Our model, utilising 
GA-SUS with Recursive Feature Elimination (RFE) and 
ensemble learning optimised by DQN, achieved a notable 
accuracy of 97.61%, displaying its robustness in intrusion 
detection. 

Although the proposed model offers good results, certain 
limitations still exist. There appears to be no perfect dataset for 
studying invertible graphs; however, the current work 
employed the dataset called NSL-KDD, which has been used 
in most previous studies but may not portray real-life network 
traffic and emerging threats. Furthermore, the optimisation 
process used in DQN is quite efficient, but at the same time, it 
is costly and time consuming; hence, its applicability to large 
datasets or real-time data may be problematic. This study also 
presupposes that the selected features remain the best under 
various network conditions, which may not be true. Future 
work could consider extending the work to other types of 
datasets with larger and diverse groups of users, and also 
compare the model performance in real-time activities in 
dynamic network topologies. 

V. CONCLUSION 

The findings from this study highlight the feasibility of the 
proposed hybrid model of GA-SUS with RFE for feature 
selection and DQN for fine-tuning an ensemble learning model 
of classifiers for network intrusion detection. It reaches an 
accuracy of 97.60% on the NSL-KDD dataset and is capable of 
detecting different kinds of attacks, such as revival of DoS and 
probe attacks, as it solves the problem of class imbalance. The 
proposed multi-objective optimization harnessing stochastic 
universal sampling with a Genetic Algorithm for selection and 
Deep Q-Networks thus contributes to the design of new 
approaches for improving the generalization of the model by 
reducing its sensitivity to changes in the training data. As a 
result, the development of the study has limitations evident as 
follows; this kind of attack is very rare, but because it is 
present in the dataset very few times, the performance for such 
types like U2R remains below par. Future work may 
investigate better detection rates for these minority classes by 
investigating better data augmentation techniques or by using 
enriched deep neural networks. Furthermore, the model could 
be tested on other datasets as well as real-time environments, 
and such aspects could also be further explored. Extending this 
approach to address dynamic cyber threats or using it for more 
general and larger sets would further improve the approach to 
help with network security use cases. 
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Abstract—Every vehicle, including autonomous vehicles, 

requires a route to navigate its journey. Route planning is a 

critical aspect of autonomous vehicle operations, as these vehicles 

rely on guided paths or sequential steps to move effectively. 

Ensuring that the route is optimal is a key consideration. This 

study tests the D-Star Lite algorithm to determine the most 

efficient route. In simulation tests, the D-Star Lite algorithm was 

compared with the A-Star algorithm. The results showed that D-

Star Lite outperformed A-Star, achieving an average distance 

reduction of 124 meters. Real-time testing involved finding a 

route from node 36 to node 0, resulting in a total distance of 803 

meters. Additional tests focused on route replanning in real-time 

scenarios. For instance, the initial route passing through nodes 36 

→37→38→39→40→41→42→43→44→45→0 was adjusted to an 

alternative route: 36→37→38→46→26→11→2→4→1→0. Based 

on the results, the D-Star Lite algorithm proves effective in 

identifying the best route for autonomous electric vehicles while 

also enabling real-time route replanning. 

Keywords—Autonomous vehicle; D-Star Lite; path planning; 

realtime; replanning route; optimal route  

I. INTRODUCTION 

Recent advancements in computing and communication 
technologies have significantly contributed to the development 
of autonomous vehicles. The emergence and evolution of these 
vehicles are the results of research in fields such as wireless 
communication technology, navigation, sensor technology, ad 
hoc networking, data acquisition and distribution, and data 
analysis [1] [2]. In addition to their ability to navigate 
autonomously to destinations, other critical factors must be 
considered in autonomous vehicles, such as the time required 
to reach the destination [3]. To plan movements efficiently, it is 
equally important to consider the routes the vehicle will follow  
[4]. 

Route planning is a critical aspect of robotics. Autonomous 
robots and vehicles require guidance paths or next steps to 
navigate effectively [5]. Defining a destination coordinate as a 
target ensures that the robot or autonomous vehicle can reach 
that destination via a predetermined route. This route must be 
the fastest to optimize efficiency and effectiveness while 
avoiding unnecessary steps [6]. This aspect is crucial to 
ensuring the efficiency and accuracy of the vehicle's movement 
[7]. Therefore, using a path planning method that works in 
dynamic environments is essential to handle obstacles that may 
change or be unpredictable [8]. Several methods can be used to 
determine the route, such as the Dijkstra algorithm, A-star, and 
D-Star Lite [9]. 

In research on the Dijkstra algorithm, it is explained that 
this algorithm is used for route planning in smart cars by 
implementing both the Dijkstra algorithm and the dynamic 
window approach [10]. This method was successfully applied 
to a self-developed smart car to avoid obstacles and reach a 
predetermined position. The study involved both simulation 
experiments and real-world testing, demonstrating the 
effectiveness and reliability of the Dijkstra algorithm and the 
implemented system. 

In research on the A-star (A*) algorithm, improvements 
were made to the A-star-based path planning algorithm 
implemented in autonomous vehicles [11]. These 
improvements cover various aspects, such as the use of 
evaluation standards to measure performance, incorporating 
human guidance or global path planning to develop heuristic 
functions, leveraging key points around obstacles for more 
effective avoidance, and applying the variable-step-based A-
star algorithm to reduce computation time [11]. 

However, both of these algorithms have their drawbacks. 
The Dijkstra algorithm is categorized as a greedy algorithm 
that can optimally find the shortest path solution [12]–[14], but 
it requires a longer search time. On the other hand, the A-star 
algorithm is a best-first search algorithm that can find the 
shortest path more quickly but does not always produce an 
optimal solution [15]. Nevertheless, A-star has an advantage 
over Dijkstra in its calculations. The A-star algorithm utilizes a 
heuristic distance [16] added to the straight-line path, resulting 
in a more efficient route. A-star is well-suited for situations 
where it is important to find a path quickly and efficiently in 
various environments [17]. Both the Dijkstra and A-star 
algorithms are only effective in solving the path search process 
in static environments (where conditions do not change) [18]. 
However, for an autonomous vehicle to adapt to unknown and 
potentially changing road conditions, a path planning algorithm 
that can be implemented in dynamic (changing) environments 
is needed. Therefore, the D-Star Lite algorithm will be 
developed. 

The D-star Lite algorithm can address the efficiency issues 
of other algorithms when used in dynamic environments [18]. 
In previous research [10] and [11] , path planning algorithms 
have been implemented using autonomous vehicles, some of 
which involved simulations. However, none of the studies 
using Dijkstra or A-star algorithms have been able to perform 
real-time replanning when obstacles change. In the study [19] 
that discusses the D-star Lite algorithm, the goal was to design 
a modified D-star Lite algorithm for global path planning in 
UAV-based (unmanned aerial vehicle) and mobile robots in 
large-scale disaster areas. This algorithm aims to address the 
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challenges of dynamic environments that are only partially 
known by providing shorter paths and faster execution times, 
ultimately improving the performance and efficiency of rescue 
robots in such situations. Although in study [19] explores the 
use of the D-Star Lite algorithm for path planning in dynamic 
environments with UAVs and mobile robots, no study has 
implemented the D-star Lite algorithm for path planning in 
autonomous vehicles. Therefore, this study uses the D-Star Lite 
algorithm to determine the fastest route for autonomous 
electric vehicles. 

The contributions of this study are as follows: 
implementing the D-Star Lite algorithm to determine the 
fastest route for the autonomous vehicle, with real-time testing 
performed using a path on the Universitas Sriwijaya campus, 
which represents road conditions in Indonesia. Additionally, 
the study compares the D-Star Lite algorithm with other well-
known path planning algorithms. 

The paper is organized as follows: Section II explains path 
planning, the method is presented in Section III, Section IV 
discusses the results and findings, and finally, the paper is 
concluded in Section V. 

II. PATH PLANNING 

Path planning is a technique used to determine the best 
route for an autonomous electric vehicle to move from its 
current position to the desired destination while avoiding 
obstacles along the way [9]. Based on the environment in 
which it is applied, path planning can be performed in either 
static or dynamic environments. 

In a static environment, obstacles have fixed positions and 
do not change location. In contrast, in a dynamic environment, 
obstacles may be partially known or entirely unknown, and 
their positions can change over time. 

There are two types of path planning: global and local path 
planning. 

1) Global path planning: Global path planning involves 

determining the route from the starting point to the destination 

within a larger environment. This requires extensive mapping 

and information about the robot's initial position and target 

destination. The focus is on finding the optimal route to reach 

the goal without considering the detailed surroundings near 

the robot. The global path planning process typically takes 

more time, as it involves analyzing the entire environment to 

identify the best route over a larger distance. 

2) Local path planning: Local path planning focuses on 

determining the route around the robot’s current position. Its 

primary objective is to avoid nearby obstacles and ensure the 

robot reaches its destination safely and efficiently. Local path 

planning is faster to execute because it focuses on a smaller 

area surrounding the robot. 

Both approaches are essential for enabling autonomous 
vehicles to navigate complex environments effectively, 
combining broad-route optimization with immediate obstacle 
avoidance to ensure safety and efficiency. 

B. Lifelong Planning A-star Algorithm (LPA*) 

The Lifelong Planning A-Star (LPA*) algorithm is an 
enhancement of the A-Star algorithm. LPA* is an incremental 
version of A-Star, enabling it to adapt to changing 
environments by utilizing two key values: g(s), which 
represents the cost accumulated so far to move from the current 
node to the start node (the formula for calculating g(s) is 
provided in Eq. (1) [20]) and rhs(s), which represents the best-
known cost to reach a node from the start node (its formula is 
provided in Eq. (2) [20]). 

By leveraging these two values, the LPA* algorithm 
efficiently recalculates paths as the environment changes, 
making it well-suited for dynamic scenarios. 

g(𝑠) = 𝑔(𝑠′) +𝑑(𝑠′,𝑠)              (1) 

rℎ(𝑠) = 𝑚𝑖𝑛𝑠′∈𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟(𝑠)((𝑔(𝑠′) + 𝑑(𝑠′,𝑠))              (2) 

where g(𝑠) is the cost to move from the start node to the 
current node, s is current node, s’ is the predecessor node, and 
𝑑(𝑠,𝑠)) is the cost of moving from the predecessor node to the 
current node. 

If g(s) = rhs(s), the node can be considered consistent. 
However, if the calculated node is inconsistent, it indicates a 
possible error in the calculation process. 

In the LPA* algorithm, a priority queue is used to store 
nodes that are known and need to be evaluated or updated. 
Each node in the priority queue is assigned a key value, which 
determines the priority of the node. Nodes with the smallest 
key value are evaluated and updated first. 

The function used to determine the key value of each node 
is provided in Eq. (3). This mechanism ensures that the 
algorithm efficiently processes nodes in the correct order, 
maintaining accuracy and minimizing computational overhead. 

k(𝑠) = min(𝑔(𝑠), 𝑟ℎ𝑠(𝑠)) + ℎ(𝑠)               (3) 

where s is current node, g(s) is g-value of the current node, 
rhs(s) is rhs-value of current node and h(s) is heuristic value of 
the current node. 

C. D-star Lite (D* Lite) algorithm 

The D-Star Lite algorithm, first developed by Sven Koenig 
and Maxim Likhachev in 2002, is a path planning algorithm 
capable of optimally finding a route between a start point and a 
goal point in environments that are known, partially known, or 
dynamic. 

This algorithm operates on a data structure consisting of 
interconnected nodes. A node leading to the current position is 
called a predecessor node, while a node that will be traversed 
next is referred to as a successor node. 

D-Star Lite is based on the Lifelong Planning A-Star 
(LPA*) algorithm, an incremental version of A-Star that adapts 
to changes in the map graph. However, unlike traditional 
approaches, D-Star Lite performs route planning starting from 
the goal node (finish) and works toward the start node. In this 
context, the g(s) value represents the estimated cost from the 
current node to the goal node. 
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This reverse planning approach allows D-Star Lite to 
efficiently handle replanning when changes occur in the 
environment. The algorithm achieves this by maintaining an 
estimated cost for each traversed node, representing the 
distance to the goal node. This capability makes D-Star Lite 
particularly well-suited for dynamic and unpredictable 
environments. 

D* Lite uses distance as a fundamental component because 
it is a path planning algorithm designed to find the shortest or 
least costly path between a start point and a goal. Here’s why 
distance plays such a central role [7] [21] [22] [23]: 

1) Core purposes path planning: The primary objective of 

D* Lite is to navigate an autonomous vehicle efficiently from 

a start point to a goal while avoiding obstacles. Distance or 

cost is the metric used to evaluate the optimality of the path. 

This ensures that the agent follows the shortest or least costly 

route, saving time, energy, or other resources. 

2) Adaptation to dynamic information: In dynamic and 

partially known environments, the map can change due to new 

obstacles or updated information. D* Lite re-evaluates the 

distance (or cost) between nodes when changes occur, 

allowing the algorithm to efficiently update the path without 

recalculating everything from scratch. This incremental 

approach relies on comparing distances to ensure the agent 

can still reach the goal optimally. 

3) Grid representation and node expansion: D* Lite often 

uses a grid or graph-based representation of the environment 

where nodes represent possible positions, and edges represent 

paths between these positions. The algorithm assigns a cost to 

each edge, typically based on physical distance or other 

factors like terrain difficulty. Calculating the shortest path 

through these nodes inherently involves summing distances or 

costs. 

4) Real-world relevance: Distance is a straightforward and 

intuitive metric that directly translates to practical scenarios. 

Whether it’s minimizing travel time, energy consumption, or 

fuel usage, distance serves as a universal measure of 

efficiency. For example, in rescue operations, D* Lite’s 

reliance on distance ensures that the robot can reach victims or 

resources quickly. 

D. Euclidean Distance 

The Euclidean distance is a technique used to measure the 
distance between two points by considering the straight-line 
distance between them, not the angles. In Euclidean distance 
measurement, the calculation is conducted within a single 
plane and involves applying the Pythagorean theorem. 

This method is commonly used to compute the distance 
between nodes and to determine heuristic values in the D-Star 
Lite algorithm. It achieves this by utilizing longitude and 
latitude values obtained from GPS sensors. 

The formula for Euclidean distance is provided in the 
equation below, offering a straightforward way to calculate the 
straight-line distance between two points in a given space. 

ℎ = √(𝑥𝑑𝑒𝑠𝑡𝑖𝑛𝑎𝑡𝑖𝑜𝑛 − 𝑥𝑠𝑡𝑎𝑟𝑡)
2 + (𝑦𝑑𝑒𝑠𝑡𝑖𝑛𝑎𝑡𝑖𝑜𝑛 − 𝑦𝑠𝑡𝑎𝑟𝑡)

2  (4)  

  

With x is the heuristic distance value, 𝑥𝑑𝑒𝑠𝑡𝑖𝑛𝑎𝑡𝑖𝑜𝑛  is the 
longitude value of the target position, 𝑥𝑠𝑡𝑎𝑟𝑡  is the longitude 
value of the starting position, 𝑦𝑑𝑒𝑠𝑡𝑖𝑛𝑎𝑡𝑖𝑜𝑛  is the latitude value 
of the target position, and 𝑦𝑠𝑡𝑎𝑟𝑡  is the latitude value of the 
starting position. 

Eq. (4) above can be used to calculate the distance between 
two coordinate points, which will be applied in the D-star Lite 
algorithm. To obtain the distance in kilometers, Eq. (4) must be 
multiplied by the Earth's degree value, approximately 
111.319888. 

III. METHOD 

A. Design System 

In this study, the system design is presented in the form of a 
flowchart, as shown in Fig. 1 below. The flowchart illustrates 
the stages involved in determining the optimal route for an 
autonomous electric vehicle, as well as the steps taken to 
replan the route if obstacles are encountered. 

In Fig. 1, the process begins with reading GPS data via 
ROS, followed by inputting the target node. The D-Star Lite 
algorithm determines the optimal route by identifying the 
direction of the next node based on the previous heading. The 
autonomous vehicle then starts moving toward the next node. 

 
Fig. 1. Flowchart of path planning system design. 
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If obstacles are encountered along the route, the D-Star Lite 
algorithm will replan and determine a new direction for the 
next node. The autonomous vehicle will continue its 
movement. If no obstacles appear along the path, the system 
will check the vehicle’s current position. If the current 
coordinates match the target coordinates, the autonomous 
vehicle will stop, indicating that it has reached the desired 
destination. The route search process using the D-Star Lite 
algorithm must be able to replan if obstacles are detected while 
the autonomous vehicle is moving toward the target point. The 
flow diagram for the designed software can be seen in Fig. 2. 

In Fig. 2, it can be seen that the algorithm initially reads the 
coordinate values from the GPS system, which are transmitted 
via ROS serial communication. After obtaining the initial 
coordinates, the current coordinates are determined. The next 
step is to define the destination or target node. The D-Star Lite 
algorithm calculates the global path from the current node to 
the target node. The target node result is then sent to the 
controller via ROS serial communication. 

The camera sensor provides image data that is sent to a 
computer for identification processing, which then sends input 
to the controller. If the camera detects an obstacle, the D-Star 
Lite algorithm adjusts the route and performs replanning, 
which is transmitted via ROS serial communication. However, 
if no obstacle is detected, the movement continues until the 
target node is reached. 

 
Fig. 2. The flowchart of design software. 

B. Route Data 

At this stage, longitude and latitude coordinate data are 
collected directly at each point designated as a node. A total of 
47 longitude and latitude data points were obtained during this 
process, which will be used for testing purposes in both 
simulations and real-time scenarios. The nodes are labeled with 
numbers from 0 to 46, as shown in Table I. 

TABLE I. NODE POINTS ON THE CAMPUS OF UNIVERSITAS SRIWIJAYA 

INDRALAYA 

Node Longitude Latitude Description 

0 -3.21738259 104.64643749 Engineering Faculty 

1 -3.21667979 104.64656550 
North of the Faculty of Engineering 

T-junction 

2 -3.21545079 104.64774530 
The Faculty of Medicine 
Intersection 

3 -3.21548959 104.64955100 
The Southern T-Junction of the 

Rectorate 

4 -3.21667550 104.64773890 
The Eastern Intersection of the 
Library 

5 -3.21666990 104.64954630 
The Western Intersection of the 

Library 

6 -3.21667029 104.65052800 
Faculty of Social and Political 
Sciences Intersection 

7 -3.21737769 104.65052250 
South of Faculty of Social and 

Political Sciences Intersection 

8 -3.21668260 104.65088070 
T-Junction of Faculty of Social and 
Political Sciences 

9 -3.21735050 104.65089470 South of the FISIP T-Junction 

10 -3.21399860 104.65086760 
The Northern Intersection of the 

Faculty of Law 

11 -3.21385989 104.64773350 Auditorium intersection 

12 -3.21820369 104.65055840 
South intersection of Faculty of 
Economics 

13 -3.21911079 104.65051810 
Intersection of Faculty of Computer 

Science 

14 -3.21950100 104.64873060 
West intersection of Faculty of 
Agriculture 

15 -3.21804735 104.64875234 Intersection behind the library 

16 -3.21564319 104.64739540 Faculty of Medicine 

17 -3.21670539 104.64872703 Library 

18 -3.21391629 104.64873580 Landmark UNSRI 

19 -3.21644240 104.65090500 
Faculty of Social and Political 

Sciences 

20 -3.21536880 104.65088300 Faculty of Law 

21 -3.21795930 104.65054590 Faculty of Economics 

22 -3.21949390 104.64932110 
Faculty of Teacher Training and 

Education 

23 -3.21855209 104.64639790 
Faculty of Mathematics and Natural 
Sciences 

24 -3.21950639 104.64806430 Faculty of Agriculture 

25 -3.21911473 104.65089650 Faculty of Computer Science 

26 -3.21397368 104.64540105 Faculty of Public Health 

27 -3.21735675 104.64956288 South of node 5 

28 -3.21805961 104.64956063 South of node 27 

29 -3.21903399 104.64654099 
South of Faculty of Mathematics 

and Natural Sciences 

30 -3.21945477 104.64699562 South of node 29 
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31 -3.21843234 104.64683263 South of the canteen intersection 

32 -3.21803595 104.64686478 Intersection of canteen 

33 -3.21940914 104.65020614 
West of  Faculty of Teacher 

Training and Education 

34 -3.21579602 104.65035667 North of node 6 

35 -3.21394241 104.64953128 Rectorate 

36 -3.21736794 104.64538617 
Department of Electrical 
Engineering 

37 -3.21730889 104.64475116 
East intersection of Electrical 

Engineering Department 

38 -3.21735422 104.64370186 
T-junction of Faculty of 
Engineering 

39 -3.21894491 104.64379309 T-junction of south node 38 

40 -3.21884979 104.64427315 West of node 39 

41 -3.21838310 104.64493115 West of node 40 

42 -3.21834656 104.64501846 
Behind of Department of 

Mechanical Engineering 

43 -3.21793954 104.64534572 
Behind of Department of Electrical 

Engineering 

44 -3.21791539 104.64564074 East of node 45 

45 -3.21821540 104.64647486 
T-junction of Faculty of 

Mathematics and Natural Sciences 

46 -3.21396715 104.64410885 
T-junction of Faculty of Public 

Health 

The mapping of these 46 nodes is shown in Fig. 3. 

 
Fig. 3. The mapping routes on the Universitas Sriwijaya Indralaya campus. 

In this study, the selected location is the road around the 
Inderalaya campus of Sriwijaya University because the roads 
in this area have challenging characteristics, such as the 
absence of road markings, road barriers, and the surface 
condition of the roads which is not very smooth. The roads 
around the Inderalaya campus reflect those in rural areas of 
South Sumatra Province in general. In terms of traffic density, 
it is not as congested as rural roads in Sumatra, but it is already 
quite busy due to the many students who use the roads by 
riding motorcycles, driving cars, or taking buses. 

IV. RESULTS AND DISCUSSIONS 

A. Path Planning Testing Through Simulation 

In this testing, the path planning system is evaluated using 
the D-Star Lite algorithm to determine whether the developed 
system functions properly. A comparison will also be made 
between the route search results using the D-Star Lite 
algorithm and the A-Star algorithm from previous research. 
This experiment involves finding the best route across 10 
different routes. In the first trial, the route search was tested 
from the Faculty of Engineering to the Faculty of Law. The 
results of this test are presented in Table II, and the traversed 
route is shown in Fig. 4. 

 
Fig. 4. Route from the faculty of engineering to the faculty of law: (a) D-Star 

Lite method, (b) A-Star method. 

TABLE II. TESTING THE ROUTE FROM THE FACULTY OF ENGINEERING TO 

THE FACULTY OF LAW 

Method Nodes skipped 
Total euclidean 

distance (m) 

Distance based on 

google maps (m) 

D-Star  lite 
014175

6819 20 
704,9 702 

A-Star 
0116211
18351020 

948,9 948 

Distance difference (m) 244 246 

In the second trial, the route search was tested from the 
Faculty of Engineering to the Faculty of Economics. The 
results of this test are presented in Table III, and the traversed 
route is shown in Fig. 5. 

 
(a)    (b) 

Fig. 5. Route from the Faculty of Engineering to the Faculty of Economics: 

(a) D-Star Lite Method, (b) A-Star Method 

TABLE III. TESTING THE ROUTE FROM THE FACULTY OF ENGINEERING TO 

THE FACULTY OF ECONOMICS 

Method Nodes skipped 
Total euclidean 

distance (m) 

Distance based on 

google maps (m) 

D-Star lite 
04523313
2152821 

633,6 633 

A-Star 
014175 

27721 
658,1 658,3 

Distance difference (m) 24,5 25,3 
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In the third trial, the route search was tested from the 
Faculty of Engineering to the Rectorate. The results of this test 
are presented in Table IV, and the traversed route is shown in 
Fig. 6. 

 
(a)    (b) 

Fig. 6. Route from the faculty of engineering to the rectorate: (a) D-Star lite 

method, (b) A-Star method. 

TABLE IV. TESTING THE ROUTE FROM THE FACULTY OF ENGINEERING TO 

THE FACULTY OF ECONOMICS 

Method Nodes skipped 
Total euclidean 

distance (m) 

Distance based on 

google maps (m) 

D-Star lite 
0116 

2111835 
648 650,6 

A-Star 
011621
11835 

648 650,6 

Distance difference (m) 0 0 

In the fourth trial, the route search was tested from the 
Faculty of Economics to the Faculty of Medicine. The results 
of this test are presented in Table V, and the traversed route 
can be seen in Fig. 7. 

 
(a)      (b) 

Fig. 7. Route from the faculty of economics to the faculty of medicine: (a) 

D-Star lite method, (b) A-Star method. 

TABLE V. TESTING THE ROUTE FROM THE FACULTY OF ECONOMICS TO 

THE FACULTY OF MEDICINE 

Method Nodes skipped 

Total 

euclidean 

distance (m) 

Distance based 

on google maps 

(m) 

D-Star lite 
212827532

16 
640,6 640,2 

A-Star 
2128153231

 23450116 
860,6 858,6 

Distance difference (m) 220 218,4 

In the fifth trial, the route search was tested from the 
Faculty of Agriculture to the landmark. The results of this test 
are presented in Table VI, and the traversed route is shown in 
Fig. 8. 

From the five trials conducted, the D-Star Lite algorithm 
shows a larger error in comparison to Google Maps readings 
than the A-Star algorithm. However, when comparing the 
routes taken and the best route searches, the D-Star Lite 
algorithm outperforms the A-Star algorithm. This is evident in 
the first, second, and fourth trials, with the largest difference 
being 244 meters in the second trial. This occurs because the 
A-Star algorithm prioritizes only the nodes leading directly to 
the destination as the best route, whereas the D-Star Lite 
algorithm evaluates each node in the dataset to determine the 
shortest path to the destination. Consequently, the D-Star Lite 
algorithm sometimes finds a more optimal route than the A-
Star algorithm. Therefore, the D-Star Lite algorithm is a viable 
method for finding the best route. 

 
(a)    (b) 

Fig. 8. Route from the faculty of agriculture to the landmark: (a) D-Star lite 

method, (b) A-Star method. 

TABLE VI.  TESTING THE ROUTE FROM THE FACULTY OF ECONOMICS TO 

THE FACULTY OF MEDICINE 

Method Nodes skipped 

Total 

Euclidean 

distance (m) 

Distance based 

on google maps 

(m) 

D-Star 
lite 

24302923450
11621118 

933,3 934,2 

A-Star 
24302923450

11621118 
933,3 934,2 

Distance difference (m) 0 0 

B. Route Replanning Testing via Simulation 

In this simulation test, the replanning system using the D-
Star Lite algorithm was tested to determine whether it could 
successfully perform route replanning when an obstacle 
appeared on the route. This experiment included five tests to 
evaluate whether the D-Star Lite algorithm's replanning system 
could be used in real-time conditions. 

In the first trial, a route search was conducted from the 
Faculty of Engineering to the Faculty of Law. The best route 
identified passed through nodes0  1  4  17  5  6  
8  19  20. After establishing the route, node 17 was 
designated as an obstacle or closed, prompting the D-Star Lite 
algorithm's replanning system to search for the best alternative 
route avoiding the closed node. The resulting route passed 
through nodes 0  1  4  2  3  34  6  8  19  
20, as shown in Fig. 9. 
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(a)     (b) 

Fig. 9. Replanning route from the faculty of engineering to the faculty of law 

(a) Before replanning (b) After replanning. 

In the second trial, a route search was conducted from the 
Faculty of Economics to the Faculty of Medicine. The best 
route identified passed through nodes 21  28  27  5  
3  2  16. After establishing the route, node 3 was 
designated as an obstacle or closed, prompting the D-Star Lite 
algorithm's replanning system to search for the best alternative 
route, avoiding the closed node. The resulting route passed 
through nodes 21  28  27  5  17  4  2  16, as 
shown in Fig. 10. 

 
(a)     (b) 

Fig. 10. Replanning route from the Faculty of Economics to the Faculty of 

Medicine (a) Before replanning (b) After replanning. 

In the third trial, a route search was conducted from the 
Faculty of Mathematics and Natural Sciences to the Faculty of 
Economics. The best route identified passed through nodes 23 
 31  32  15  28  21. After establishing the route, 
node 28 was designated as an obstacle or closed, prompting the 
D-Star Lite algorithm's replanning system to search for the best 
alternative route, avoiding the closed node. The resulting route 
passed through nodes 23  31  32  15  14  22  33 
 13  12  21, as shown in Fig. 11. 

 
(a)     (b) 

Fig. 11. Replanning route from the faculty of mathematics and natural 

sciences to the faculty of economics (a) Before replanning (b) After 

replanning. 

In the fourth trial, a route search was conducted from the 
Faculty of Law to the Faculty of Agriculture. The best route 
identified passed through nodes 20  19  8  9  7  27 
 28  15  14  24. After the route was established, node 
27 was designated as an obstacle or closed, prompting the D-
Star Lite algorithm's replanning system to search for the best 
alternative route, avoiding the closed node 27. The resulting 
route passed through nodes 20  19  8  9  7  21  
28  15  14  24, as shown in Fig. 12. 

In the fifth trial, a route search was conducted from the 
Faculty of Public Health to the Faculty of Law. The best route 
identified passed through nodes 26  11  18  35  10 
 20. After establishing the route, node 18 was designated as 
an obstacle or closed, prompting the D-Star Lite algorithm's 
replanning system to search for the best alternative route, 
avoiding the closed node. The resulting route passed through 
nodes 26  11  2  3  34  6  8  19  20, as 
shown in Fig. 13. 

 
(a)     (b) 

Fig. 12. Replanning route from the faculty of law to the faculty of agriculture 

(a) Before replanning (b) After replanning. 

 
(a)     (b) 

Fig. 13. Replanning route from the faculty of public health to the faculty of 

law (a) Before replanning (b) After replanning. 

From the five route replanning trials conducted, it is 
evident that the route replanning system using the D-Star Lite 
algorithm successfully performs the route replanning process. 
Therefore, when an obstacle or blockage occurs, it generates a 
new optimal route to follow. Consequently, the D-Star Lite 
algorithm is suitable for real-time route replanning system 
testing. 

C. Real-time Path Planning Testing 

Next, this section discusses the path planning system 
testing under real-time conditions. In this test, an autonomous 
electric vehicle is used, with its position monitored in real-time 
via GPS. The objective is to evaluate the path planning system, 
designed with the D-Star Lite algorithm, to guide the 
autonomous electric vehicle towards its destination by 
following the optimal route. 

In this test, the autonomous electric vehicle will move from 
its starting position, the Digital Control Laboratory in the 
Electrical Engineering Department (node 36), to its destination, 
the Faculty of Engineering Dean's office building (node 0). The 
best route will then be determined from the starting position to 
the destination. The optimal route found passes through nodes 
36  37  38  39  40  41  42  43  44  45 
 0. For the autonomous electric vehicle to reach the 
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destination, it must pass through 10 node stages. The path 
taken is shown in Table VII. 

In the real-time path planning tests conducted with an 
electric vehicle, as shown in Table VII, the autonomous 
electric vehicle successfully reached the target position by 
following the optimal route determined by the D-Star Lite 
algorithm. This demonstrates that the D-Star Lite algorithm is 
an effective method for finding the best route for autonomous 
electric vehicles. 

TABLE VII. REAL-TIME PATH PLANNING TESTING 

Node 

stages 

Total 

distance 

(m) 

Google 

maps 

distance 

(m) 

Route based on 

google maps 

Route taken 

electric vehicle 

36  
37 

70,8 70,9 

 
 

37  

38 
116,6 116,5 

  

38  
39 

177,1 181,1 

 
 

39  
40 

54,3 54,5 

  

40  

41 
89,6 89,1 

  

41  42 67 67,8 

 
 

42  43 32,8 32,9 

  

43  44 46,6 48 

 
 

44  45 55,6 56,8 

 
 

45  0 92,6 92,4 

  

D. Real-Time Route Replanning Test 

In this real-time route replanning experiment, a direct test 
will be conducted using an autonomous electric vehicle to 
determine whether the route replanning system of the D-Star 
Lite algorithm can effectively adjust the route when 
encountering obstacles in real-time conditions. 

In this test, the autonomous electric vehicle is programmed 
to move from its starting point at the Digital Control 
Laboratory to the Faculty of Engineering Dean's office. The 
planned route passes through the following nodes: 36  37  
38  39  40  41  42  43  44  45  0. 

However, when the autonomous electric vehicle reaches 
node 38 and detects an obstacle blocking the path to node 39, 
the system identifies this path as impassable. The road closure 
toward node 39 is illustrated in Fig. 14. 

 

Fig. 14. Road closure condition toward node 39. 

Fig. 14 shows the visual closure of the road to node 39. 
This road closure occurs when the autonomous electric vehicle 
detects an obstacle blocking the path. The D-Star Lite 
algorithm handles this condition by dynamically recalculating 
an alternative route in real-time to ensure the vehicle can 
continue its journey toward the destination. 

Once the road closure is detected, the replanning system in 
the D-Star Lite algorithm is activated to recalculate and adjust 
the route, ensuring that the autonomous electric vehicle can 
still reach its predetermined destination. After the replanning 
process, the new route is as follows: 36  37  38  46  
26  11  2  4  1  0. A comparison between the 
original route (before replanning) and the new route (after 
replanning) is shown in Fig. 15. 

 
(a)   (b) 

Fig. 15. Route replanning from the control and robotic laboratory to the 

faculty of engineering (a) Before replanning, (b) After replanning. 

The real-time route replanning test demonstrated that the 
designed system can dynamically adjust the route in real-time 
whenever obstacles are encountered during the autonomous 
electric vehicle's journey toward its destination. 

D-Star Lite uses distance as a core metric because it aligns 
with the algorithm's goal of finding optimal paths while 
efficiently adapting to dynamic environments. Distance serves 
as a universal measure of cost that simplifies computations, 
ensures practical relevance, and facilitates heuristic 
optimization. 

If we compare the D-Star Lite algorithm with Dijkstra, the 
core characteristics are as follows: Dijkstra’s algorithm is one 
of the earliest graph-based approaches for finding the shortest 
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path between nodes. It is deterministic and guarantees an 
optimal solution by systematically exploring all possible paths 
in a static and fully known environment. The algorithm’s 
primary strength lies in its simplicity and optimality for static 
graphs. On the other hand, D-Star Lite is a dynamic and 
incremental path planning algorithm designed for 
environments that are partially known or subject to change. It 
builds on the principles of Dijkstra’s algorithm but introduces 
significant enhancements to handle real-time updates 
efficiently. By focusing only on affected nodes when the 
environment changes, D-Star Lite reduces the computational 
overhead typically associated with path recalculations in 
dynamic scenarios. For the performance: Dijkstra’s algorithm 
guarantees optimal paths in static settings but suffers from high 
computational complexity in large graphs due to its exhaustive 
exploration. This limitation becomes apparent when applied to 
vast areas or dense graphs, as the algorithm must evaluate all 
possible nodes and edges systematically [7]. D-Star Lite, 
however, is optimized for efficiency in dynamic and partially 
known environments. It updates only the necessary parts of the 
graph when changes occur, significantly reducing 
computational demands. Techniques like auto-clustering 
further enhance its performance by segmenting large maps, as 
demonstrated in Heo et al. (2022), where the Auto-Splitting D-
Star Lite method reduced unnecessary node expansions [23]. 

Dijkstra and D-Star Lite algorithms cater to distinct path 
planning requirements. Dijkstra’s algorithm is ideal for static, 
structured environments where optimality and simplicity are 
paramount. D* Lite, on the other hand, is tailored for dynamic 
and partially known environments, offering computational 
efficiency and adaptability. The choice between these 
algorithms depends on the specific use case, environmental 
constraints, and computational resources. Future 
advancements, such as hybrid approaches or machine learning 
integration, may further enhance their capabilities, bridging the 
gap between static and dynamic path planning needs. 

V. CONCLUSIONS 

After conducting five trials to compare the D-Star Lite 
algorithm with the A-Star algorithm, it was concluded that D-
Star Lite demonstrates more optimal route-finding capabilities 
than A-Star. The average difference in route distance between 
the two algorithms was 97.7 meters, with D-Star Lite 
consistently providing shorter routes. Additionally, D-Star 
Lite's ability to calculate the distance to the target at each node 
enables it to perform route replanning effectively when 
encountering obstacles. 

In the conducted tests, the D-Star Lite algorithm proved 
capable of finding the shortest route in real-time, covering a 
distance of 803 meters from the starting point at the Digital 
Control Laboratory to the Faculty of Engineering. Furthermore, 
the D-Star Lite algorithm successfully performed route 
replanning. Initially, the route was: 36  37  38  39  
40  41  42  43  44  45  0. After replanning due 
to an obstacle, the route was adjusted to: 36  37  38  46 
 26  11  2  4  1  0. This study has shown the 
effectiveness of using the D-Star Lite algorithm in real-time 
applications for autonomous vehicles, even with paths 
containing obstacles. However, it is limited to simple obstacles. 

Thus, further studies are needed to improve the algorithm's 
handling of different types of obstacles along the vehicle's 
path. 
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Abstract—This study presents the development of a predictive 

model for PM2.5 concentrations resulting from forest and peatland 

fires in Riau Province, utilizing the stacking regressor technique 

within an ensemble learning framework. The model integrates 

spatiotemporal data from remote sensing and ground-based 

sensors at a resolution of 1 km x 1 km, demonstrating its 

effectiveness in capturing the intricate patterns of PM2.5 

concentrations. By combining Random Forest, Gradient Boosting 

Machine (GBM), and XGBoost, with RidgeCV as a meta-learner, 

the model attained optimal performance, achieving R² = 0.851, 

MAE = 0.045 µg/m³, and MSE = 0.003 µg/m³. The incorporation 

of temporal feature engineering techniques, including lag and 

rolling window methods, significantly enhanced prediction 

accuracy, enabling the model to effectively capture seasonal 

variations and temporal dynamics. Key variables, such as air 

temperature, evapotranspiration, and Aerosol Optical Depth 

(AOD), were found to exhibit strong correlations with PM2.5 

concentrations. The findings from this research contribute to the 

formulation of data-driven policies for air quality management 

and pollution mitigation, with the potential for broader 

application in regions encountering similar environmental 

challenges. 

Keywords—Ensemble learning; PM2.5 prediction; remote 

sensing; stacking regressor; spatio-temporal data 

I. INTRODUCTION 

PM2.5 (Particulate Matter ≤  2.5 micrometres per cubic 

metre), which mainly comes from biomass burning such as 
forest and land fires, vehicle emissions, and coal combustion, 
causes various serious health impacts [1]. The measurement of 
PM2.5 due to forest fires faces challenges such as the episodic 
nature of fires, limited monitoring stations, and limited data 
availability [2]. Measurement approaches include ground 
stations with high accuracy but limited coverage, as well as 
satellite remote sensing that has wide and continuous coverage 
[3]. Satellite technology is effective in detecting fires, exposure 
to air pollution, and concentrations of aerosol particles including 
PM2.5 [4]. 

This research analyzes the performance of various machine 
learning algorithms, namely Gradient Boosting Machine 
(GBM), eXtreme Gradient Boosting (XGBoost), Support 
Vector Machine (SVM), Neural Network (NN), Long Short-
Term Memory (LSTM), and Recurrent Neural Network (RNN), 
with the evaluation metrics of Coefficient of Determination (R²), 
Mean Absolute Error (MAE), and Mean Squared Error (MSE). 
To improve prediction accuracy, feature engineering is applied 

through the creation of lag and rolling window features. Lag 
features are based on the concept that historical values of a 
variable, such as PM2.5 concentrations, can influence current or 
future values, especially in time series data [5], [6]. Variables 
such as aerosol concentration, relative humidity, ground surface 
temperature, and air temperature are lagged to capture temporal 
influences. In addition, rolling window statistics, such as mean, 
median, and standard deviation, are calculated to capture long-
term trends and seasonal patterns, helping the model understand 
the dynamics of PM2.5 changes influenced by seasonal factors or 
other external events  [7].  Riau Province - Indonesia was chosen 
as the research location because it has the largest peatland in 
Sumatra Island, which is 3.89 million hectares out of a total of 
5.85 million hectares. This condition makes Riau Province an 
appropriate location for study the impact of forest and peatland 
fires on PM2.5 concentrations [8], [9]. The aim of this research is 
to develop a machine learning ensemble model with optimised 
regressor stacking, and to integrate temporal dynamics and trend 
patterns to predict PM2.5 concentrations using 1 km x 1 km 
spatial and daily temporal remote sensing and ground sensor 
data, thereby supporting environmental management and public 
health policy. 

II. RELATED WORK 

Research relevant to this study includes various PM2.5 
prediction models that integrate remote sensing-based predictor 
data, meteorological parameters and land use. Simple regression 
models such as Linear Regression (LR) and Multiple Linear 
Regression (MLR) are often used due to their simplicity, but 
they fail to capture non-linear relationships in high-dimensional 
datasets [10], [11], [12]. In contrast, machine learning 
techniques such as Random Forest (RF), Gradient Boosting 
(GB), and XGBoost have shown better ability in handling 
complex data and producing more accurate predictions [13], 
[14]. 

Further performance improvements are achieved through 
ensemble learning methods, such as Bagging, Boosting, and 
Stacking, which combine multiple models to reduce their 
individual weaknesses and improve prediction reliability [15], 
[16]. For example, research by Chen [17] showed that the 
stacking regressor model with meta-learner was able to achieve 
a coefficient of determination (R²) of 0.85 and a Root Mean 
Squared Error (RMSE) of 17.3 μg/m³, which was superior to the 
single model. In addition, model combinations such as RF, GB, 
and Linear Mixed Regression (LMR) by Matsuki [18] and 
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findings Li [19] demonstrating the importance of spatial 
resolution in improving the accuracy of PM2.5 predictions. 

Recent studies have also shown the successful application of 
ensemble models in predicting PM2.5 concentrations in various 
regions, such as China [18], South Asia [4], United States of 
America [20], and Italy [14]. Stacking regressor, in particular, is 
becoming a highly relevant method due to its ability to integrate 
predictions from base models such as RF, GB, and XGBoost 
using a meta-learner, which optimises the combination of 
predictions to produce more accurate final results [21]. This 
approach has shown its effectiveness in capturing complex and 
non-linear data patterns, which are often unreachable by 
conventional regression models. 

III. METHOD 

A. Location, Period and Research Data 

This research was conducted in Riau Province, Indonesia, 
during the period 1 March 2022 to 31 March 2024. 
Geographically, Riau Province is located between 01°05'00‘’ N 
to 02°25'00‘’ N and 100°00'00‘’ E to 105°05'00‘’ East. Riau is 
the part of Sumatra Island that has the largest area of peatland, 
with 3.89 million hectares out of a total of 5.85 million hectares. 
The province frequently experiences forest and peatland 
ecosystem fires, which have the potential to cause haze disasters 
with transnational impacts. In this study, the prediction of PM2.5 
concentrations due to forest and peatland ecosystem fires uses 
meteorological, environmental and geospatial data. Data were 
obtained from the air quality sensor of the Meteorology, 
Climatology and Geophysics Agency (BMKG) at Sultan Syarif 
Kasim II Airport Pekanbaru (101.45° East, 0.46° LU) as well as 
through satellite remote sensing. Data collection was conducted 
with daily temporal and spatial resolution, using a 30,000-metre 
buffer from the ground sensor, and a spatial buffer every 1,000-
metres within the 30,000-metre range according to the Area of 
Interest (AOI), as shown in Fig. 1. 

 
Fig. 1. Map of the study area and AOI. 

B. Research Stage 

The research utilizes machine learning algorithms as base 
models to enhance prediction accuracy through stacking, 
detailing the procedure, stacking architecture, and performance 
evaluation, as shown in Fig. 2. 

 
Fig. 2. General stages of modelling using the base model algorithm. 

In the initial stage seven different machine learning 
algorithms as base models to get predictions from each model, 
namely LSTM, RF, XGBoost, SVR, GBM, NN, and RNN. Each 
base model generates predictions for the test data, which are 
referred to as (y_LSTM, y_RF, y_XGBoost, y_SVR, y_GBM, 
y_RNN, and y_NN). These predictions are generated from the 
training process performed on the training data. Each base 
model is evaluated using several evaluation metrics such as R2, 
MSE, and MAE. This evaluation aims to measure how well each 
base model performs against the test data. The model with the 
best performance on these evaluation metrics is used as the basis 
for the next stage, which is the development of the ensemble 
learning model - Attention stacking regressor Model. 
Furthermore, the research process involves several main stages 
in applying the stacking regressor method to predict PM2.5 
concentrations. These stages include dataset preparation, feature 
engineering, dataset sharing, basic model development, stacking 
regressor-meta learner modelling, model evaluation and result 
interpretation as visualised in Fig. 3. 

 

Fig. 3. Research stages of ensemble learning model - stacking regressor. 

IV. RESULTS AND DISCUSSION 

A. Research Dataset 

In general, the predictors used as features of the prediction 
model for PM2.5 concentrations resulting from forest and 
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peatland fires, taken from ground and remote measurement 
sensor stations are as shown in below. 

B. PM2.5 Concentration in the Study Period 

During the study, PM2.5 concentrations were analysed 
through two graphs (Fig. 4): PM2.5 Level Distribution and PM2.5 
Trend over Time. Fig. 4(a) shows that most of the PM2.5 
concentrations were in the range of 15-30 µg/m³, falling into the 
Good to Moderate category, with concentrations above 55 µg/m³ 
rarely occurring, signalling generally safe air quality. Fig. 4(b) 
shows the daily trend of PM2.5 from 2022 to 2024, where 74.83% 
of days are in the Moderate category, 22.16% in the Good 
category, and 3.01% in the Unhealthy category for the Sensitive 
Group. Overall, the graph shows that while most days have safe 
to moderate air quality, there are certain periods where PM2.5 
concentrations increase to potentially dangerous levels, 
especially for vulnerable groups. This emphasises the 
importance of continuous air quality monitoring to anticipate 
health risks, particularly during periods of increased pollution. 

A pattern of fluctuations in PM2.5 concentrations was seen 
throughout the year, with a significant peak occurring at the end 
of 2023, which was most likely related to forest and peatland 
fires in Riau, covering more than 2,000 hectares in October 2023 
[22]. 

C. Feature Correlation with PM2.5 Concentration 

Feature correlation analysis aims to identify the variables 
that have the strongest relationship with PM2.5 concentrations in 
the dataset. Results in Fig. 5 shows the correlation heatmap for 
all features in the dataset against the PM2.5 target. Based on the 
results of the correlation analysis of PM2.5 in Fig. 6, the red 
colour represents a strong positive correlation, while the blue 
colour shows a significant negative correlation. 

The feature with the greatest influence is TEMP (air 
temperature), which has a significant positive correlation, 
indicating that an increase in temperature tends to increase PM2.5 
concentrations. In addition, ET (Evapotranspiration) features at 
certain radii, such as ET30, ET27, and ET28, also show strong 
positive correlations, signalling that areas with high 
evapotranspiration rates tend to have greater PM2.5 
concentrations. AOD (Aerosol Optical Depth), especially at 
large radii such as max_AOD, also showed a significant 
relationship with PM2.5, reinforcing the link between aerosol 
particles in the atmosphere and PM2.5 concentrations. These 
features were identified as the most relevant and influential 
variables in the air quality prediction model based on their strong 
relationship with PM2.5. 

TABLE I.  COMMON PREDICTORS USED IN THE STUDY 

Predictor Description Source Unit 
Temporal 

Resolution 

Spatial 

Resolution 

PM2.5 ground Particulate Matter ≤  2.5 μg/m3 BMKG μg/m3 Daily 30 Km 

TEMP Relative Temperature BMKG °C Daily 30 Km 

PRS Air pressure BMKG hPa Daily 30 Km 

PRE Rainfall BMKG mm Daily 30 Km 

RHU Relative Humidity BMKG % Daily 30 Km 

SSD Sunlight hours BMKG Hours Daily 30 Km 

WIN Wind speed BMKG m/s Daily 30 Km 

Min/Max_NDVI_bufer 1 to NDVI_30 NDVI MODIS/061/MYD13A1 Unitless 16 Days 1 Km 

Min/Max _AOD_bufer 1 to NDVI_30 Aerosol Optical Depth 
MODIS (Terra & Aqua 
MAIAC MCD19A2.061) 

Unitless Daily 1 Km 

Min/Max _ET_bufer 1 to NDVI_30 Evapotranspirasi MODIS/061/MOD16A2 kg/m² 8 Days 1 Km 

Min/Max _LSTDay_bufer 1 to NDVI_30 Daytime surface temperature MODIS/061/MOD11A1 °C Daily 1 Km 

Min/Max _LSTNight_bufer 1 to NDVI_30 Nighttime surface temperature MODIS/061/MOD11A1 °C Daily 1 Km 

  
(a)      (b) 

Fig. 4. PM2.5 concentration in the study period (a) Level distribution (b) Concentration trends. 
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Fig. 5. Heatmap of feature correlation with PM2.5 concentration. 

D. Evaluate the Performance of the base Model Algorithm 

Table II shows the model performance evaluation results, for 
PM2.5 concentration prediction. The XGBoost model performed 
best on the training data with R² of 1.00, MAE of 0.07 μg/m³, 
and MSE of 0.01 (μg/m³)², indicating an almost perfect fit. 
However, on the test data, the performance decreased with an R² 
of 0.40, MAE of 7.18 μg/m³, and MSE of 109.65 (μg/m³)². The 
Random Forest model also showed good performance on 
training (R² 0.92, MAE 2.81 μg/m³, MSE 13.38 (μg/m³)²) but 
decreased on testing (R² 0.36, MAE 7.16 μg/m³, MSE 116.71 
(μg/m³)²). The Gradient Boosting Machine, and Neural Network 
models had moderate performance with training R² of 0.84 and 
0.81, and testing R² of 0.41 and 0.42, respectively. Meanwhile, 
the Support Vector Regression, LSTM and RNN models 
showed lower performance, with training R² ranging from 0.17 
to 0.38 and testing R² between 0.14 and 0.27. 

TABLE II.  PERFORMANCE EVALUATION OF TRAINING AND TESTING 

MODELS 

Model 

Dataset Training 

Performance 

Dataset Testing 

Performance 

R² MAE MSE R² MAE MSE 

Random 

Forest 
0.92 2.81 13.38 0.36 7.16 116.71 

XGBoost 1.00 0.07 0.01 0.40 7.18 109.65 

Support 
Vector Reg. 

0.17 8.82 147.42 0.14 8.35 157.03 

GBM 0.84 4.12 28.05 0.41 6.99 108.56 

Neural 

Network 
0.81 4.38 34.22 0.42 7.67 106.85 

LSTM 0.38 7.81 109.17 0.27 8.36 133.65 

RNN 0.33 8.07 118.26 0.23 8.39 141.53 

E. Improving PM2.5 Predictions by Capturing Temporal 

Dynamics and Trend Patterns 

This research applies feature engineering techniques by 
creating lag and rolling window features that allow the model to 
capture dynamics and temporal trend patterns in time series data. 

1) Lag creation: The lag feature is based on the concept that 

the historical value of a variable may affect the current or future 

value, especially in time series data. In the context of air 

pollution, PM2.5 concentration on a particular day can be 

influenced by meteorological conditions, especially AOD [16], 

[17], [18], [19], [20], [21] and the environment on previous 

days. Therefore, the variables that were considered to have 

significant influence and lag features were created include: 

Representation of aerosol concentration in the atmosphere, 

which is correlated with PM2.5 particles, Relative humidity of 

the air, which affects the formation and dispersion of pollutant 

particles, Ground surface temperature during the day, which 

can affect chemical and physical activity in the atmosphere, and 

Air temperature, an important factor in atmospheric processes. 

The lag feature in time series data is calculated using a shift 
function, which represents the value of a variable in the previous 
time period. Conceptually, the lagt-n value describes the value 
of a variable at a given time that has been shifted by n time steps 
backwards, with n representing the number of lag periods taken 
into account. In Python programming, the lag feature is created 
by shifting the data 4 time steps back using the .shift() method. 

The 4-day lag was selected based on exploration to find the 
optimal value. The dynamic characteristics of PM2.5 that can 
persist and be influenced by atmospheric processes make this 
lag important in the model, allowing the utilisation of historical 
information to improve the accuracy of predicting concentration 
changes. 

2) Statistics rolling window: Variables for which rolling 

statistics are calculated, such as max_AOD, mean_AOD, 

min_AOD, RHU, max_LSTDay, and TEMP, use specific time 

windows to apply statistical functions. The rolling mean 

provides a measure of the general trend by calculating the 

average of the values within that window, helping to understand 

the overall data pattern. The rolling mean calculation follows 

Eq. (1). 

𝑅𝑜𝑙𝑙𝑖𝑛𝑔 𝑀𝑒𝑎𝑛 =  
1

𝑛
∑ 𝑥𝑖

𝑛

𝑖=1

 (1) 

Where: 

𝑛 : Total number of values in the window. 

𝑥1: Individual values in the window. 

∑ 𝑥𝑖
𝑛
𝑖=1  : Sum of all values in the window. 

Rolling median, If the number of data is even, the median is 
calculated as the average of the two middle values. If it is odd, 
the median is the centre value itself. The median is more 
resistant to outliers, so it gives a better idea of the centre of the 
data when there are extreme values. The even rolling median is 
calculated with Eq. (2) and the odd rolling median is calculated 
with Eq. (3). 

𝑅𝑜𝑙𝑙𝑖𝑛𝑔 𝑀𝑒𝑑𝑖𝑎𝑛𝑒𝑣𝑒𝑛 =  
𝑥𝑛

2
+ 𝑥𝑛

2+1

2
                         (2) 

𝑅𝑜𝑙𝑙𝑖𝑛𝑔 𝑀𝑒𝑑𝑖𝑎𝑛𝑜𝑑𝑑 =  𝑥𝑛+1

2
                           (3) 

Where: 

𝑛 : Total number of values in the window. 
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Rolling Standard Deviation (Std) measures the spread of 
data; the larger the standard deviation value, the greater the 
variation in the data. This is important for understanding how 
stable or volatile PM2.5 concentrations are. Rolling Standard 
Deviation (Std) is calculated with Eq. (4). 

𝑆𝑡𝑑 =  √
1

𝑛−1
∑ (𝑥𝑖 − 𝑀𝑒𝑎𝑛)2𝑛

𝑖=1                       (4) 

Where: 

𝑛 : Total number of values in the window. 

𝑥𝑖: Individual values in the window. 

𝑀𝑒𝑎𝑛: Average of the values in the window. 

(𝑥𝑖 − 𝑀𝑒𝑎𝑛)2: The squared difference between each value 
and the mean, which measures the deviation of each value from 
its centre. 

Determination of the best rolling window size in modelling 
PM2.5 concentrations was done by utilising the XGBoost 
Regressor model. The tested rolling windows varied from size 3 
to 20. For each rolling window size, the XGBoost model was 
trained and evaluated to obtain R². The model was trained using 
normalised data to ensure the data was in a comparable range. 
The results of the rolling window evaluation can be seen in Fig. 
6. 

 

Fig. 6. Rolling window size evaluation results. 

The analysis shows that the optimal rolling window size for 
PM2.5 prediction is 19 days with an R² Score of 0.6733. Rolling 
window sizes that are too small or too large tend to produce 
suboptimal performance, with the second peak at 5 days (R² = 
0.6284) and the lowest performance at 10 days (R² = 0.4490). A 
larger rolling window is able to capture more historical 
information, thus improving the model's ability to predict PM2.5 
dynamics. However, the application of the rolling and lag 
features led to the appearance of NaN values at the beginning of 
the data (e.g., the first 18 rows for a 19-day rolling window), 
which were removed using data.dropna() after the addition of 
the features. A summary comparison of the datasets before and 
after feature addition can be seen in Table III. The effect of data 
transformation with lag and rolling window features on data 
representation is shown in Fig. 7. The original variables (e.g., 
mean_AOD, RHU, max_LSTDay, min_LSTDay, and TEMP) 
shown in the left graph (blue) do not reflect the temporal 
dynamics clearly. In contrast, the transformed variables with a 

lag period of 4 and a rolling window on the right graph (red) 
show a clearer and more dynamic historical pattern. Features 
such as mean_AOD_lag4 capture the influence of previous 
conditions on current values, thus improving the model's ability 
to understand temporal relationships. This transformation 
significantly improves the model's ability to capture complex 
patterns, which in turn is expected to improve the accuracy of 
PM2.5 predictions. 

 
Fig. 7. Comparison of datasets before and after adding lag and rolling 

window features. 

TABLE III.  SUMMARY OF DATASETS BEFORE AND AFTER LEG AND 

ROLLING WINDOWS PROCESSING 

Criteria 

Before Lag & 

Rolling Feature 

Addition 

After Addition of 

Lag & Rolling 

Feature 

Number of Rows 731 713 

Number of Columns 173 175 

Average mean_AOD 0.2915 0.2934 

Average RHU 80.43 80.45 

Average max_LSTDay 35.23 35.23 

Average min_LSTDay 28.22 28.23 

Mean TEMP 27.54 27.53 

Standard Deviation of 

mean_AOD 
0.1076 0.1076 

RHU Standard Deviation 4.59 4.63 

Standard Deviation of 
max_LSTDay 

0.53 0.32 

min_LSTDay Standard 

Deviation 
1.89 1.47 

TEMP Standard Deviation 1.18 1.18 
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F. Performance of PM2.5 Prediction Model with and without 

Temporal Features 

Before the temporal features were applied, the top three 
basic models-Random Forest, Gradient Boosting Machine, and 
XGBoost-had relatively low R² values of 0.36, 0.41, and 0.40, 
and high MAE and MSE. However, after the temporal features 
were included, the performance of the models improved 
significantly. Random Forest recorded an R² of 0.761, Gradient 
Boosting Machine achieved an R² of 0.767, and XGBoost 
recorded the highest R² of 0.798, with lower MAE and MSE. 
This shows that the application of temporal features can 
substantially improve the accuracy of PM2.5 prediction. Table 4 
presents the performance evaluation of PM2.5 prediction models 
before and after the addition of temporal features (lag and rolling 
window). 

TABLE IV.  EVALUATION OF PM2.5 PREDICTION MODEL PERFORMANCE 

BEFORE AND AFTER INCORPORATING TEMPORAL FEATURES ON THE TEST 

DATASET 

Model 
Before After 

R² MAE MSE R² MAE MSE 

RF 0.36 7.16 116.71 0,761 0,058 0,005 

GBM 0.41 6.99 108.56 0,767 0,058 0,005 

XGBoost 0.40 7.18 109.65 0,798 0,053 0,005 

G. Development of Ensemble Learning Model - Stacking 

Regressor 

An ensemble learning model is applied using the Stacking 
Regressor approach to predict PM2.5 concentrations due to forest 
and land fires along with the use of lag and rolling window 
features. The stacking approach combines multiple machine 
learning models (base learners) to improve prediction accuracy 
by utilising three strengths of each base model (RF, GBM and 
XGBoost). The results from these base models are then fed into 
a meta-learner, which in this case is RidgeCV. RidgeCV was 
selected as the meta-learner in this study for several technical 
reasons. First, RidgeCV employs L2 regularization to prevent 
overfitting and enhance model stability by reducing excessive 
model complexity. Second, RidgeCV is effective in addressing 
multicollinearity among the predictions from base models. 
Third, it automatically performs cross-validation to select the 
optimal alpha parameter, ensuring an appropriate balance 
between bias and variance. Additionally, RidgeCV is 
computationally efficient compared to other meta-learners and 
is versatile in integrating predictions from various base models 
with different characteristics (e.g., Random Forest, which tends 
to be more robust with non-linear data, and XGBoost, which is 
more sensitive to structured data) [23]. 

We used the best alpha value (0.1) from the search results on 
a logarithmic scale from 10-6 to 106 to effectively combine the 
predictions from the base model. Once trained, the stacking 
regressor model using RidgeCV as a meta-learner gave excellent 
results. The evaluation results on the test dataset (see Table V) 
showed an R² value of 0.845, with an MAE of 0.044 μg/m³ and 
MSE of 0.003 (μg/m³)². 

H. Hyperparameter Tuning for Base Model Optimisation and 

Stacking Regressor via Grid Search 

Grid Search with Cross-Validation (GSCV) is a robust 
method for optimizing hyperparameters in deep learning models, 
where cross-validation plays a critical role in enhancing model 
accuracy by systematically using different subsets of the training 
data for both training and testing [24], [25]. This approach 
evaluates the performance of hyperparameters across all 
potential configurations, making it a thorough and exhaustive 
search technique [26]. In this study, hyperparameter tuning was 
conducted using Grid Search to enhance the performance of 
each base model based on neg_mean_squared_error, with five-
fold cross-validation (cv=5) ensuring the stability of 
performance, and n_jobs=-1 utilized to fully leverage all 
available processors. The optimal parameters identified through 
Grid Search were subsequently employed for the base learners, 
as detailed in Table VI. 

TABLE V.  EVALUATION OF ENSEMBLE LEARNING MODEL - STACKING 

REGRESSOR 

Model R² MAE MSE 

Stacking Regressor 0,845 0,044 0,003 

TABLE VI.  INITIAL PARAMETER RESULTS AND HYPERPARAMETER 

TUNING RESULTS WITH GRID SEARCH FOR EACH MODEL 

Model Parameters 

Initial 

Parameters 

values 

Parameter 

value after 

tuning 

GBM 

n_estimators 100 200 

learning_rate 0.1 0.2 

max_depth 3 3 

min_samples_split 2 5 

min_samples_leaf 1 1 

random_state 42 42 

XGBoost 

n_estimators 200 100 

learning_rate 0.1 0.1 

max_depth 5 6 

subsample 0.8 1.0 

min_child_weight 1 1 

colsample_bytree - 1.0 

objective 'reg' 'reg' 

random_state 42 42 

RF 

n_estimators 100 300 

max_depth 
None 

(unlimited) 

None 

(unlimited) 

min_samples_split 2 2 

min_samples_leaf 1 1 

random_state 42 42 

RidgeCV 
(meta-learner) 

alphas 
np.logspace(-6, 
6, 13) 

np.logspace(-6, 
6, 13) 

store_cv_values True (opsional) True (opsional) 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

1085 | P a g e  

www.ijacsa.thesai.org 

After tuning, significant improvements were observed in the 
models (Table VII). For Gradient Boosting, the number of 
estimators (n_estimators) increased from 100 to 200, and the 
learning rate (learning_rate) from 0.1 to 0.2, enhancing learning 
detail at the risk of overfitting. In XGBoost, n_estimators 
decreased from 200 to 100, but max_depth and subsample 
increased, balancing tree depth and data sampling efficiency. 
For Random Forest, n_estimators increased from 100 to 300, 
improving model stability and accuracy by averaging more tree 
predictions. 

I. Performance Evaluation of the Stacking Regressor Model 

After optimisation, the three base models were combined 
using the stacked regressor model, where the predictions from 
each base model became the input for the meta-learner 
(RidgeCV). Table VII shows the evaluation of the stacked 
regressor model before and after hyperparameter tuning.  Fig. 8 
displays the scatter plot between the actual and predicted values 
for each tuned base model as well as the meta-learner. The points 
on the stacking regressor are closer to the reference line (y = x), 
indicating higher prediction accuracy compared to the base 
model.  

TABLE VII.  MODEL EVALUATION BEFORE AND AFTER HYPERPARAMETER 

TUNNING 

Model 

Before 

hyperparam

eter tuning 

After 

hyperparam

eter tuning 

Increa

se R² 

MAE 

decrea

se 

MSE 

Decrea

se 

RF 

R² = 0,761, 

MAE = 
0,058, MSE = 

0,005 

R² = 0,776, 

MAE = 
0,057, MSE = 

0,005 

+0,015 -0,001 0,000 

GBM 

R² = 0,767, 

MAE = 
0,058, MSE = 

0,005 

R² = 0,781, 

MAE = 
0,055, MSE = 

0,005 

+0,014 -0,003 0,000 

XGBoo

st 

R² = 0,798, 
MAE = 

0,053, MSE = 

0,005 

R² = 0,835, 
MAE = 

0,048, MSE = 

0,004 

+0,037 -0,005 -0,001 

Stackin

g 

Regress
or 

R² = 0,845, 

MAE = 

0,044, MSE = 
0,003 

R² = 0,851, 

MAE = 

0,045, MSE = 
0,003 

+0,006 +0,001 0,000 

 

  

  

Fig. 8. Scatter plot of hyperparameter tuning performance of prediction model versus actual value. 

V. CONCLUSION 

This study successfully developed an effective prediction 
model for PM2.5 concentrations caused by forest and peatland 
fires in Riau Province, employing an ensemble learning 
approach through the stacking regressor method. The model 
outperforms other methods, demonstrating superior prediction 
performance due to the integration of spatiotemporal data from 
remote sensing and ground sensors. By combining base models 
such as Random Forest, Gradient Boosting Machine (GBM), 

and XGBoost, optimized with RidgeCV as a meta-learner, the 
model achieved optimal performance with R² = 0.851, MAE = 
0.045 µg/m³, and MSE = 0.003 µg/m³. The application of 
temporal feature engineering techniques, including lag and 
rolling window, significantly enhanced the model's accuracy, 
enabling a better understanding of seasonal patterns and 
temporal dynamics in PM2.5 concentrations. Key variables such 
as air temperature, evapotranspiration, and Aerosol Optical 
Depth (AOD) were found to have strong correlations with PM2.5 
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concentrations, highlighting the critical role of atmospheric 
conditions in influencing air pollution levels. This research 
makes a significant contribution to the development of data-
driven air pollution mitigation policies and holds potential for 
global application in regions facing similar pollution challenges, 
supporting efforts for more responsive and evidence-based air 
quality policy planning and public health management. 
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Abstract—Text classification plays a pivotal role in natural 

language processing, enabling applications such as product 

categorization, sentiment analysis, spam detection, and document 

organization. Traditional methods, including bag-of-words and 

TF-IDF, often lead to high-dimensional feature spaces, increasing 

computational complexity and susceptibility to overfitting. This 

study introduces a novel Feature Substitution technique using 

Latent Dirichlet Allocation (FS-LDA), which enhances text 

representation by replacing non-overlapping high-probability 

topic words. FS-LDA effectively reduces dimensionality while 

retaining essential semantic features, optimizing classification 

accuracy and efficiency. Experimental evaluations on five e-

commerce datasets and an SMS spam dataset demonstrated that 

FS-LDA, combined with Hidden Markov Models (HMMs), 

achieved up to 95% classification accuracy in binary tasks and 

significant improvements in macro and weighted F1-scores for 

multiclass tasks. The innovative approach lies in FS-LDA's ability 

to seamlessly integrate dimensionality reduction with feature 

substitution, while its predictive advantage is demonstrated 

through consistent performance enhancement across diverse 

datasets. Future work will explore its application to other 

classification models and domains, such as social media analysis 

and medical document categorization, to further validate its 

scalability and robustness. 

Keywords—Feature extraction; feature selection; Latent 

Dirichlet Allocation; text classification; Hidden Markov Model; 

dimensionality reduction 

I. INTRODUCTION 

The exponential growth of online content has transformed 
digital platforms into key sources for global information 
acquisition and dissemination. With the rise of unstructured text 
data from these platforms, there is an increasing need for 
efficient techniques to analyze and manage large-scale text 
data, which often surpasses numeric data in volume and 
complexity [1], [2]. Text mining has emerged as a crucial tool 
for processing unstructured data, supporting decision-making 
through tasks like classification, clustering, summarization, 
association rule mining, and topic detection [2]. Among these 
tasks, text classification plays a vital role in organizing diverse 
textual data, including e-commerce products, tweets, news 
articles, and customer reviews, into structured groups [3]. This 
process has been widely adopted in various fields, such as 
product categorization [4], [5], sentiment analysis [6], spam 
detection [7], news classification [8], and medical document 
classification [9]. 

Effective text classification relies on noise-free features that 
capture the essential semantic meaning of the data [2]. 
However, large-scale text corpora are often high-dimensional, 
posing challenges for computational efficiency and model 
accuracy. Input data preparation, particularly through pre-
processing, feature extraction, and feature selection, is essential 
to ensure the performance of classification models [10]. Pre-
processing techniques, such as tokenization, stop-word 
removal, and stemming, reduce the data's complexity and 
improve model accuracy by eliminating noise. Feature 
extraction creates a compact feature space by transforming the 
original data, while feature selection identifies a subset of 
relevant features that distinguish different categories [11]. 
These techniques have a profound impact on model accuracy 
and efficiency but often struggle with the high dimensionality 
inherent in text data [12]. 

Traditional dimensionality reduction methods, such as k-
means clustering [13], two-stage feature selection [14], and 
hybrid approaches combining ReliefF and principal component 
analysis [15], aim to address these challenges. However, these 
methods may not fully integrate semantic context into the 
feature representation, limiting their impact on classification 
performance. To address these limitations, this study introduces 
Feature Substitution using Latent Dirichlet Allocation (FS-
LDA), a novel technique that combines dimensionality 
reduction with semantic feature grouping. 

FS-LDA leverages the topic modeling capabilities of Latent 
Dirichlet Allocation (LDA) to group and substitute high-
probability topic words into unified representations, reducing 
dimensionality while preserving meaningful textual features 
[16]. Unlike feature selection, which eliminates irrelevant 
features, FS-LDA substitutes related features based on topic 
modeling, enhancing the representation of the data for 
classification tasks. A new term called feature substitution is 
introduced mainly to replace related features according to 
defined groups from a topic modelling technique. Previous 
studies have demonstrated the effectiveness of LDA in 
dimensionality reduction and topic clustering, but its 
application in feature substitution remains unexplored [16]. By 
integrating FS-LDA into the pre-processing phase, this study 
seeks to evaluate its effectiveness in improving classification 
accuracy and efficiency across various datasets. 

The FS-LDA technique offers a significant advantage by 
reducing feature complexity while maintaining the semantic 
integrity of the data. This novel approach simplifies input data 
preparation and enhances the performance of classification 
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models, as demonstrated through experiments in this study. The 
findings highlight FS-LDA's potential as a scalable, efficient, 
and effective method for text classification tasks in real-world 
applications. 

II. LITERATURE REVIEW 

The current technological advancement and new research 
on machine learning over the years contribute tools to deal with 
a high volume of documents using algorithms that extract 
information from their original texts. One possible approach to 
simplify high-volume data is to apply some form of 
dimensionality reduction. Methods like feature extraction and 
feature selection offer distinct benefits; feature extraction 
transforms the original data into a compact feature space, while 
feature selection retains only the most relevant features, 
potentially improving model efficiency. Commonly, 
researchers used n-grams models such as unigram, bigram, and 
trigram to extract features. Linguistic pattern methods, 
statistical methods, or a combination of both can enhance the 
extraction process. Hybridization between a linguistic approach 
and a statistical method efficiently provides reliable features 
while improving accuracy, especially in classifying Arabic text 
[17]. 

Meanwhile, some researchers preferred to enhance the 
feature selection technique used in their study to improve 
classification rates. For instance, previous researchers used 
collaborative feature-weighted multi-view fuzzy c-means 
clustering [18] and hybrid binary grey wolf with harris hawks 
optimizer [19]. The utilization of both techniques accordingly 
provides a better data pre-processing process. However, these 
methods often lack a semantic perspective, which is addressed 
by techniques like Latent Dirichlet Allocation (LDA). Over the 
years, LDA has been widely used to explore features using a 
hidden topic analysis [20]. It is known as a classical statistical 
model for topic mining in natural language processing, and it 
was proposed by Blei et al. [21]. This model discovers various 
topics in many documents and builds to model text data subject 
information. Many domain retrievals involving machine 
learning models applied the LDA model to help deal with text-
related problems [22]. Besides the LDA model, researchers 
often used another topic modelling approach, Latent Semantic 
Analysis (LSA) [23]. The model’s weaknesses are its 
dependency on annotated training data and its tendency to 
overfit. Hence, LDA is often preferred over LSA due to its 
ability to handle sparse data and its probabilistic nature, which 
provides a more robust representation of text semantics. This 
advantage aligns with the study's objective to enhance text 
classification through semantically enriched feature 
substitution. 

The LDA structure resembles the probabilistic variation of 
LSA known as Probabilistic Latent Semantic Analysis (PLSA) 
[24]. While LDA and its predecessor, Probabilistic Latent 
Semantic Analysis (PLSA), share probabilistic foundations, 
LDA’s use of Dirichlet priors enables better generalization for 
unseen documents, addressing a critical limitation of PLSA and 
advancing its utility in text classification tasks [24]. The model 
learns a distribution over the topic for each document in 
training, but it is only applicable for training sets with the 
known topic distribution. The model cannot generate topics 

from previously unseen documents. Meanwhile, the LDA 
model learns topic distribution as a random parameter vector 
and models based on Dirichlet prior. Researchers use 
symmetric Dirichlet distribution involving a similar value for 
all parameters in the LDA. The derivation methods commonly 
acquire the distributions are a variational inference [17] and 
Gibbs sampling [25]. 

Previous studies have successfully proved the efficiency 
and benefits of practicing this model. From the beginning, Blei 
et al. [21] discovered that LDA slightly decreases text 
classification performance but improves overall efficiency 
because of its dimensionality reduction characteristic. 
Researchers invented an LDA-based model known as Dual 
Latent Dirichlet Allocation (DLDA) to extract topics for short 
texts with knowledge obtained from long text data [26]. The 
improved model utilizes two sets of LDA topics where “target” 
and “auxiliary” represent short and long texts. The DLDA 
model performs better than the LDA model, primarily in 
clustering short text data based on entropy, purity and 
normalized mutual information as the evaluation criterion. 

A previous study can merge the document’s representation 
based on the LDA by applying labels to enhance text classifier 
performances [27]. The modified LDA works as a semi-
supervised learning model where the model includes partial 
expert knowledge at word and document levels. There is 
accuracy rate improvisation as more documents are labelled. 
The modified LDA is feasible for real-world applications with 
many unlabeled data with few labelled data for training 
purposes. On the other hand, Cheng et al. [28] combine the idea 
of using the LDA and word co-occurrence patterns in the corpus 
to detect topics for a document. It addresses co-occurrence, 
such as bi-term individually as a semantic unit representing a 
single topic for recognizing the words most likely to be 
together. The LDA with word co-occurrence patterns 
combination improves the topic selection consistency for each 
document. 

A study also merged the LDA with clustering through a 
Self-Aggregation based topic model (SATM) [29]. The 
proposed model helps detect relevant topics in short text data. 
A Multi-CoTraining (MCT) system implementation through 
LDA combination with Term Frequency-Inverse Document 
Frequency (TF-IDF) and Doc2Vec provides various feature 
sets for document classification [30]. The proposed model is 
robust when dealing with parameter changes. The performance 
of MCT is superior compared to other benchmark methods. 
Instead of using Doc2Vec, another study presents the 
combination of Word2Vec as the word embedding technique 
with the LDA [31]. The experimental result shows the proposed 
model outperforms the basic LDA. It can solve problems 
created by a Bag-of-Word (BOW) model related to high 
dimensionality and sparsity data. 

An automatic text mining framework based on the LDA is 
proposed in the financial sector to analyze texts as financial 
disclosures from firms [32]. The topic model aims to find a 
firm’s strengths and weaknesses through business units, 
activities, and processes depending on its risk. The proposed 
framework helps to improve the existing business management 
tools regardless of any business level. The LDA is also an 
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alternative representation model for BOW because it reduces 
the feature numbers for text classification [33]. The WEKA 
package has included the framework to provide a feasible 
option for other researchers to select features from their data 
sets. 

LDA is used as a feature selection technique in Celard et al. 
[33] to create a new text representation model utilizing the 
probability of a document belonging to each topic. However, 
the probability is not yet used to substitute existing features 
extracted from classic representation models such as unigram 
and bigram models. The utilization of LDA topics in the feature 
selection process can greatly reduce the input data 
dimensionality while improving the classification model 
performance. Hence, this study’s main objective is to assess the 
LDA model’s efficiency in text classification as a feature 
substitution technique. 

III. METHODOLOGY 

This section briefly describes the proposed framework used 
in this study. The detailed description of the feature substitution 
technique provides a better understanding of the proposed 
technique for data preparation related to features. This study 
used HMM as the text classification model. 

A. Proposed Framework 

The study involves several steps before classifying the data, 
as shown in Fig. 1. The typical steps are data extraction, data 
pre-processing, feature extraction, and feature selection. These 
are the necessary steps in data preparation related to text 
classification. After data extraction, three pre-processing 
involve tokenization, stop word removal, and stemming [34]. 
Data pre-processing is vital to ensure the data is standardized 
and in proper form. The standardized way is achieved after 
applying the three pre-processing steps, where each observation 
is tokenized into words at first. Then, stop words are removed 
from the word list, and the remaining words are stemmed to 
ensure the words follow the root word forms. 

Feature extraction and selection are essential to ensure the 
data are well transformed into significant and functional 
features before performing the classification process [35]. The 
choice of features may affect the classification model accuracy. 
Thus, the study compares two feature representation models, 
i.e., unigram and bigram, to observe their effect on 
classification performance. The feature selection used in the 
study was the filter method known as correlation-based feature 
selection (CFS). The study also compares the classification 
model before and after applying the proposed feature 
substitution technique. Then, the chosen features are used as 
inputs to perform the classification model. All the input data 
preparation steps were computed using R-Programming 
software. The classification step is done using Python 
programming software. 

 

Fig. 1. Proposed study framework. 

B. Feature Substitution using Latent Dirichlet Allocation 

All the steps involved are standard procedures in text 
classification before training the classifier, except for applying 
the LDA model to perform the feature substitution. It is a 
generative probabilistic model of a document collection [15]. 
LDA searches for these latent semantic topics in the corpus 
[35], and it considers each document as a topic collection where 
each topic is a keyword collection. The topics are a collection 
of dominant keywords. These topics express an approach to 
quantitatively describe the document and describe the 
document content [36]. The critical factors in obtaining 
adequate keyword segregations are the text processing quality, 
topic diversity in the text, algorithm selection, and algorithm 
tuning. 

The LDA algorithm input is basic units of discrete data, i.e., 
words in the text documents. The output of the LDA algorithm 
is a set of topics. For instance, each document’s category 
belongs to an extensive collection of words, and documents can 
be observed by checking the words’ occurrence in the 
documents. However, this method is costly and inefficient. 
Instead of checking every word in the document, another layer 
is initiated with a set of topics. The collection of words is 
mapped to the topics, and the topics are mapped to the 
documents. Hence, this action will reduce costs while 
increasing efficiency. 

The study used LDA to group and substitute the features 
before applying the classification model. This model involves a 
generative process assuming that documents consist of a 
mixture of topics. Then, words from the typical vocabulary of 
each selected topic are drawn from each document. In the study, 
the document in topic modelling is represented by observation. 
Accordingly, LDA assumes that observations are described as 
a bag of words in a unigram or bigram model with different 
topics in different proportions. The pseudocode for the 
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proposed feature substitution technique using the LDA is 
shown in Algorithm 1. 

Algorithm 1: Feature Substitution Technique using LDA 

Initialize  

𝑂: Observations in the dataset 

𝑂0: The first observation 

𝑇: Topics in the observation 

𝑊: Word in the observation 

𝑃: Percentage of the highest probabilities in a topic 

 
Compute  

Assign each 𝑊 in 𝑂0 a topic 𝑇 

 
While (observation remain) do 

 For each 𝑊 in 𝑂0 do 

 Assume the assigned topic 𝑇 is wrong. 

Assume the assigned topic 𝑇 for other W in 𝑂0 is correct. 

  Update and analyze 

    Calculate the probabilities to assign a topic 𝑇 
based on: 
Number of topics in the document. 

Number of times the same topic is 

assigned to the word across all document. 

 
 End  End 

Repeat the process for all 𝑂 

Remove overlap words with percentage P in all T 

 For each T 

 Assign a new topic name to W 

 End 
 

The calculation involves in LDA is to obtain the probability 
of words belonging to a topic where the procedure starts with 
randomly assigning each word in the observation 𝑂 to one of 𝑇 
topics. Then, the required probabilities of each word, 𝑊 can be 
computed after assuming the randomly assigned topic for that 
particular word is wrong. The computation of the first 
probability involves the proportion of words in observation 𝑂 
that are assigned to the topic 𝑇. This action is to observe how 
many words belong to the topic 𝑇 for a given observation 𝑂 
excluding the current word 𝑊. If many words from observation 
𝑂 belongs to topic 𝑇 it is more probable word 𝑊 belongs to 
topic 𝑇. 

The second probability involves the proportion of 
assignments to topic 𝑇 out of all documents derived from the 
word 𝑊. This action is to observe how many observations are 
in topic 𝑇 because of the word 𝑊. LDA represents documents 
as a collection of topics. A topic is also a collection of words. 
If a word has a high likelihood of appearing in a topic, all 
observations containing 𝑊  will also be more strongly 
correlated with 𝑇. Similarly, if 𝑊 is not very likely to be in 𝑇, 
documents including 𝑊  will have a very low likelihood of 
being in 𝑇, because the rest of the words in 𝑂 will belong to a 
different topic, giving 𝑂 a higher probability for other topics. 
Even if 𝑊  is added to 𝑇 , it will not bring many of these 
observations to 𝑇. The probability that a 𝑊 in observation 𝑂 
belongs to topic 𝑇 is stated in Eq. (1). 

𝑃(𝑇 | 𝑊, 𝑂) =
𝑚 𝑜𝑓 𝑤𝑜𝑟𝑑 𝑊 𝑖𝑛 𝑡𝑜𝑝𝑖𝑐 𝑇+𝛽

𝑡𝑜𝑡𝑎𝑙 𝑡𝑜𝑘𝑒𝑛𝑠 𝑖𝑛 𝑇+𝛽
 (1) 

𝑚 represents the words in 𝑂 that belong to 𝑇, adjusted by 
the hyperparameter 𝛼. The parameter 𝛼 controls how topics are 
distributed in a document: a smaller 𝛼  focuses the document 
on fewer topics, while a larger 𝛼  mixes more topics evenly. 
Similarly, 𝛽 manages the distribution of words within topics. A 
smaller 𝛽  emphasizes a few dominant words, making topics 
more distinct, while a larger 𝛽   spreads probabilities across 
many words, resulting in broader topics. Although each topic 
technically includes all words in the vocabulary, the most 
probable words define the topic, making it both meaningful and 
flexible. 

After evaluating each word’s probability belonging to 
different topics based on the LDA model, the subsequent action 
is to substitute the non-overlap words with high probability in 
each topic. According to the LDA model analysis, these words 
become homogeneous by assigning the same name to represent 
the group of words that most probably belong to the topic. For 
example, Fig. 2 shows that Observation 1 is only about Topic 
1. 

In contrast, Observation 2 is a mix of Topic 1 and 2 because 
one of the words, “banana”, has a higher probability value in 
Topic 1 than in Topic 2. Specifically, each topic is represented 
as a probability distribution over a controlled vocabulary. 
Usually, all the words appear in the observation collection. In 
the example, Topic 1 has words such as “fresh” (3.41%), 
“drink” (2.35%), and “juice” (1.99%). Meanwhile, Topic 2 has 
words such as "biscuit" (2.73%), "mix" (2.21%), and "apple" 
(1.86%). These words are the three highest probabilities in each 
topic. Given this information, Topic 1 can be labeled as “drink” 
and Topic 2 as “food”. Consequently, Observation 1 is purely 
about “drink”, while Observation 2 is a mix of the “drink” and 
the “food” topics. The only observable variable is words from 
the observations, whereas all other variables, such as the topic 
distributions for each document and the word distributions for 
each topic, are hidden. Hence, LDA aims to infer these hidden 
distributions, given the observed words per observation. 

 

Fig. 2. Proposed feature substitution technique for input data preparation in 

text classification. 
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After applying LDA, each topic is represented by words 
with specific probabilities of belonging to that topic. The 
feature substitution technique replaces high-probability, non-
overlapping words from each topic with a single constant term, 
such as “Topic1” or “Topic2,” ensuring that the selected words 
uniquely represent their topic. The study tested this substitution 
at different levels (10%, 20%, 30%, 40%, and 50% of the top 
words per topic). Fig. 3 illustrates how this technique represents 
data before applying the classification model, along with 
examples from a sample dataset. 

 

Fig. 3. Sample text representation with proposed feature substitution 

technique before applying classification model. 

C. Classification 

A Hidden Markov Model (HMM) is often applied to text 
classification as a supervised learning task. The application of 
HMM can be seen through various study areas related to text 
and language processing applications, e.g., text classification 
[37], text discretization [38], and information extraction [35]. 
The input data used for the supervised learning model is a 
corpus of words labeled with the correct category. Table I 
shows the components that specify an HMM. 

TABLE I.  HIDDEN MARKOV MODEL COMPONENTS 

Symbol Component Description 

𝑄 𝑞1𝑞2. . . 𝑞𝑁 A set of 𝑁 states 

𝐴 𝑎11. . . 𝑎𝑖𝑗 . . . 𝑎𝑁𝑁 

A transition probability matrix 𝐴, each 

𝑎𝑖𝑗represents the moving probability from 

state 𝑖 to state 𝑗 

𝑜 1 2 T
...oo o  

A sequence of 𝑇observations, each one is 

drawn from a vocabulary 𝑉 = 𝑣1, 𝑣2, . . . , 𝑣𝑣 

𝐵 t
(o )

i
b  

A sequence of observation likelihoods, also 
called emission probabilities, each 

expressing the probability of an observation 

𝑜𝑡being generated from a state 𝑖 

𝜋 𝜋1𝜋2. . . 𝜋𝑁 

An initial probability distribution over 

states. 𝜋𝑖 is the probability that the Markov 

chain will start in the state 𝑖 

HMM's decoding problem is finding the optimal state 
sequence given the observation sequence and the trained HMM. 
The Viterbi algorithm is commonly applied to find the most 
likely hidden state sequence based on every word sequence 
input. There are given the observation sequence for test data 
{𝑜𝑡}𝑡=1

𝑁 and trained HMM with parameters 𝜆 = (𝜋, 𝐴, 𝐵) to find 
the most likely sequence. The formula is presented in Eq. (2). 

 𝑎𝑟𝑔𝑚𝑎𝑥
{𝑞𝑡}𝑡=1

𝑁
 𝑝({𝑞𝑡}𝑡=1

𝑁 |{𝑜𝑡}𝑡=1
𝑁 )  (2) 

The optimal hidden state sequence is produced for each 
word sequence of the test data using the Viterbi decoding 
algorithm. The prediction of the text data is based on the 
majority role, i.e., a product will be labeled as the drink 
category if the optimal hidden state sequence has more drink 
features than food features. Otherwise, the product is marked 
under the food category. 

IV. DATASETS 

This study utilizes two different text data to evaluate 
classification models' performance. The first data involves five 
e-commerce product data, which these datasets are crawled 
from an e-commerce website. Department of Statistics 
Malaysia (DOSM) has collected product information from one 
of the primary online store websites through the STATSBDA 
project known as Price Intelligence (PI) using its prototype web 
scraper. Another dataset is retrieved from the UCI repository. 
Table II presents a summary of all the datasets used in the study. 

TABLE II.  SUMMARY OF DATASETS 

Data 

Name 

Data 

Description 

Class 

Number 

Class Name 

(Instance Number per Class) 

Instance 

Number 

ECD01 
E-Commerce 

pets products 
2 

food (265) and care & accessories 

(45) 
310 

ECD02 
E-Commerce 
non-food 

products 

2 
cooking & dining (407) and party 

accessories (80) 
487 

ECD03 
E-Commerce 
frozen food 

products 

5 
frozen food (291), yoghurt (162), 
ice cream (147), cheese (85), and 

juices (87) 

772 

ECD04 

E-Commerce 

household 
products 

6 

laundry (370), air freshener (297), 
household kitchen cleaner (181), 

sundries (158), light bulbs (100), 

and toilet cleaner (100) 

1206 

ECD05 

E-Commerce 

grocery 
products 

14 

cooking ingredients (677), 
chocolates & sweets (594), 

biscuits & cakes (491), snacks 

(440), sauces & dressings (364), 
canned food (331), pasta & instant 

noodles (294), baking (269), jam 

(220), cereals (208), dry 
condiments (206), sugar & flour 

(176), rice (138), and cooking oil 

(130) 

4538 

SPAM 

SMS spam 

collection 

data set 

2 ham (4827) and spam (747) 5574 

A. Dataset’s Characteristics 

Each dataset's characteristics can be seen through its data 
distribution. Text length, word count, and class distribution can 
describe the data. The detailed characteristics are shown in Fig. 
4 for each data set correspondingly. In class distribution for e-
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commerce product datasets, ECD01 and ECD02 fall under 
binary classification problems. However, these two datasets 
have different text characteristics, as shown in Fig. 4. There are 
two dominant features in the ECD01 dataset, i.e., “food” and 
“cat”. Other features seem to have not much different frequent 
existences in the dataset compared to these two features. 
Meanwhile, there are six dominant features in ECD02, whereas 
other features are far less number of occurrences in the dataset. 
The variation of dominant features may affect a classification 
model, especially when using HMM because the parameter 
estimation is based on feature occurrences. 

Three e-commerce product datasets, i.e., ECD03, ECD04, 
and ECD05, belong to multiclass classification problems. 
Usually, datasets with a higher number of classes tend to have 
a much lower classification model performance because of 
increased data complexity. ECD03 has a higher number of 
dominant features than the other two datasets. When a dataset 
has less prevalent features, such as features in ECD04, there is 
a tendency that is performing the proposed feature selection 
technique may not significantly reduce the number of features 
while improving the model performance. The reason is that the 
proposed model recognizes a group of features to be combined 
as one topic where the features must not belong to any pre-
defined classes. The relatively similar number of occurrences 
for each feature in the dataset may emphasize that the features 
may have equal weight pertaining to any hidden topic created 
to reduce the features. Hence, there is an assumption that any 
dataset with a high number of dominant features may be 
beneficial for using the proposed feature substitution technique. 

The text length plots represent the product description 
distributions for ECD01, ECD02, and ECD04, are appear to 
have an approximately normal distribution. Meanwhile, 
ECD03 and ECD05 have shorter product description lengths as 
their distribution is right-skewed. Typically, the term frequency 
distribution is based on the number of times a feature appears 
in a dataset divided by the total number of features in that 
dataset. Both axes are plotted on logarithmic scales in the term 
frequency distribution plot because the frequency of the most 

frequent features is much higher than the frequency of the long 
tail of infrequent features that a figure of this size without a 
logarithmic transformation would look like the letter L. 

The frequency distribution plots for all e-commerce product 
datasets illustrated the frequency curve decreases very steeply 
from the extremely high values corresponding to the most 
frequent features. They become progressively flattered until 
they reach an extensive level corresponding to the ranks 
assigned the tail of words occurring once. The same skewed 
shape is not specific to the datasets used in this study. Still, it 
often emerges in natural language texts, independently of 
tokenization or type mapping method, size, language, and 
textual typology [39]. The only difference is that the variation 
of inflected forms can be seen from the frequency distribution 
plots. Even though the overall pattern is the same, the number 
of very low-frequency forms in the three datasets, i.e. ECD01, 
ECD02, and ECD03, is lower than in the other two datasets. 

The ordinary skewed structure of word frequency 
distributions was first comprehensively studied by Zipf [40]. 
The utilization of various datasets leads to frequency’s 
nonlinearly decreasing rank function. Theoretically, the high 
ranks fall more sharply than the low ranks. Fitting a straight line 
to the log-log curves is commonly rational and practicable. Fig. 
5 visualizes the frequency distribution plot for each dataset 
according to Zipf’s law. The plots are generally not perfectly 
fitted, especially at the edges. The curve's right edges represent 
features among the highest ranks with the lowest frequencies. 
The inconsistent patterns are because the increasingly more 
comprehensive horizontal lines, in accord with the rare words, 
are assigned different ranks but have the same frequency. The 
results may happen due to fitting a model consisting of many 
words with very near-continuous frequencies to an empirical 
curve, originally a discrete step function for high ranks. 

Meanwhile, the left plot’s curved edges represent features 
among low ranks with high frequencies. Each plot portrayed a 
different degree of downward curves. 
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Fig. 4. Text characteristics and feature term distribution according to (a) 15 Top features, (b) Text length plot, (c) Term frequency distribution plot, and (d) 

Zipf’s law distribution plot. 

However, the curve falling under the fitted lines depicted 
features with high frequencies tend to be lower than predicted 
by their rank relative to Zipf’s law. Natural language text 
distributions typically have similar overall patterns of a few 
very high-frequency types and long tails of infrequent words. 
The difference can be spotted through detailed observation of 
specific inconsistent parts in a frequency distribution plot. For 

example, ECD01 and ECD02 may imply the same frequency 
distribution plot, but according to Zipf’s law, the distribution 
varies, especially in explaining the features among low ranks 
with high frequencies. Hence, each e-commerce product dataset 
implied typical text distributions, yet they may encounter 
different classification performance results. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 1, 2025 

1094 | P a g e  

www.ijacsa.thesai.org 

On the other hand, there is a noticeable difference between 
text characteristics for the SPAM dataset and e-commerce 
product datasets. The former dataset showed a right-skewed 
text length distribution because messages have longer texts than 
e-commerce product descriptions. Meanwhile, the frequency 
distribution plot illustrated that the frequency curve decreased 
more steeply and quickly flattered than frequency distribution 
plots for e-commerce product datasets. This pattern implied that 
many features in the dataset might not be frequently used. Some 
of the features only occurred once when processing text from 
messages. 

In addition, Zipf’s law distribution plot for the SPAM 
dataset closely follows the fitted line. The model predicts a very 
rapid decrease in frequency among the most frequent words, 
which becomes slower as the rank grows, leaving very long 
tails of words with similar low frequencies. Contrary, e-
commerce product descriptions tend to utilize similar features 
across different categories and, at the same time, use particular 
features to describe products in a category. Hence, the text 
distributions for e-commerce products differed from the SPAM 
dataset. The study utilized both datasets to show the 
effectiveness of the proposed model. 

B. Feature Reduction 

Each dataset had been through all the pre-processing data 
procedures. Two feature extraction techniques, i.e., unigram 
and bigram, are used to extract the features. Then, the features 
from each set are selected using a correlation-based feature 
selection (CFS).  It is a well-known filter method widely used 
in previous studies [10]. The features were also chosen using 
feature substitution by Latent Dirichlet Allocation (FS-LDA) 
with 10%, 20%, 30%, 40%, and 50% of each class’s highest 
probability features. Table III shows the number of features 
used as the input data for HMM using different feature 
extraction techniques and feature substitution involvement in 
the model. 

TABLE III.  NUMBER OF FEATURES FOR EACH DATASET 

Feature 

Extraction 
Data CFS 

FS-LDA 

10% 20% 30% 40% 50% 

Unigram 

ECD01 304 250 194 202 220 224 

ECD02 461 383 301 275 325 345 

ECD03 656 497 508 524 529 561 

ECD04 941 919 914 901 887 860 

ECD05 2630 2054 2189 2310 2393 2443 

SPAM 5903 4788 3641 3210 3847 4171 

Bigram 

ECD01 734 702 639 638 653 656 

ECD02 1072 1027 962 921 961 943 

ECD03 1934 1864 1832 1781 1738 1788 

ECD04 2789 2781 2779 2772 2756 2659 

ECD05 10852 10554 10407 10333 10341 10246 

SPAM 30349 29299 27531 26624 27102 26981 

Fig. 5 and Fig. 6 show the number of features for some 
datasets does not decrease with the percentage increment of 
features from the highest probability in each class. The selected 
features to be substituted differ for each percentage where the 
overlap features are not replaced. The feature substitution by 
10% shows features decreasing regardless of any datasets used 

in the study. Then, the increment of 20% shows irregular 
patterns in unigram representation models. 

 

Fig. 5. Unigram feature reduction percentage for each dataset. 

 

Fig. 6. Bigram feature reduction percentage for each dataset. 

The feature number for ECD03 and ECD05 is greater than 
the feature number reduced by the 10% FS-LDA for each 
dataset. The irregular pattern for bigram models is only 
noticeable when the feature substitution by 30% is applied to 
the datasets. All datasets using the bigram model for feature 
extraction showed a lower performance increase than the 
unigram model. When using the bigram model, features 
extracted from a dataset become more specific, and each 
feature’s representativeness differs from the unigram model. 
The same feature occurrences decrease drastically with the 
increase of unique features through the Bigram model. The 
inclusion of various features with minimal occurrences leads to 
poor LDA estimation on features belonging to particularly one 
hidden topic. Hence, the feature reduction percentage becomes 
smaller than expected while not being able to increase the 
model performance efficiently. 

Nonetheless, using FS-LDA in preparation for classifying 
data using HMM did not jeopardize the model performance. 
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Regarding data reduction consistency, 10% of each topic’s 
highest probabilities of non-overlap words seems like a good 
percentage to be used in general. However, the feature sets’ 
performance was analyzed to prove that the proposed model is 
useful for reducing data dimensionality while improving a 
classifier’s accuracy. 

V. EXPERIMENTAL RESULTS AND DISCUSSION 

This section presents the results of the experiments 
conducted and discusses the findings in the context of the 
proposed framework. The analysis evaluates the effectiveness 
of the feature substitution technique using FS-LDA in reducing 
dimensionality and its impact on text classification 
performance. 

A. Feature Reduction 

This study utilized two performance measurements, namely 
macro F1-score and weighted F1-score. The micro F1-score is 
not used in the study because all classification decisions in the 
dataset are considered without class discrimination when using 
this approach. Contrary, the macro F1-score is computed for 
each class within the dataset. Its average score calculation is 
based on the overall classes. In this way, class distributions in 
the training set are disregarded, and equal weight is assigned to 
each class. The formulas are presented in Eq. (3) - Eq. (7). S is 
the set of classes or states, TP is the number of true positives, 
TN is the number of true negatives, FP is the number of false 
positives, and FN is the number of false negatives. 

Meanwhile, the weighted F1-score is represented because 
this approach considers class imbalance [1]. Hence, the study 
observed the difference when the average score calculation for 
macro F1-score is based on each class’s weight. The formula 
for the weighted F1-score is presented in Eq. (8). 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑠 =  
𝑇𝑃𝑠+𝑇𝑁𝑠

𝑇𝑃𝑠+𝐹𝑃𝑠+𝑇𝑁𝑠+𝐹𝑁𝑠
  (3)

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑠 =  
𝑇𝑃𝑠

𝑇𝑃𝑠+𝐹𝑃𝑠
   (4)

𝑟𝑒𝑐𝑎𝑙𝑙𝑠 =  
𝑇𝑃𝑠

𝑇𝑃𝑠+𝐹𝑁𝑠
   (5)

𝑓𝑠 = 2 ·
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑠×𝑟𝑒𝑐𝑎𝑙𝑙𝑠

(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑠+𝑟𝑒𝑐𝑎𝑙𝑙𝑠)
   (6)

𝑚𝑎𝑐𝑟𝑜 𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
∑ 𝑓𝑠𝑠∈𝑆

𝑠𝑖𝑧𝑒 (𝑑𝑎𝑡𝑎𝑠𝑒𝑡)
  (7) 

𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
∑ 𝑓𝑠×𝑠𝑖𝑧𝑒(𝑠)𝑠∈𝑆

𝑠𝑖𝑧𝑒 (𝑑𝑎𝑡𝑎𝑠𝑒𝑡)
 (8) 

B. Results for E-Commerce Product Data 

The proposed model’s effectiveness (FS-LDA) was 
observed based on its performance in classifying five e-
commerce product data. The data involved binary and 
multiclass classification using HMM. Table IV presents the 
macro F1-scores for these datasets. According to the results, the 
unigram model application for extracting the features enhanced 
the HMM performance compared to the bigram model 
regardless of the feature substitution existence. The macro F1-

score for HMM with correlation-feature selection (CFS) 
seemed to increase when substituting 10% and 20% of the 
ECD01 and ECD04 data features with the unigram model. 
Meanwhile, the feature substitution worked the best when using 
10% FS-LDA for ECD02, ECD03, and ECD05 data with the 
unigram model. 

TABLE IV.  MACRO F1-SCORES FOR E-COMMERCE DATASETS USING 

HMM 

Feature 

Extraction 
Data CFS 

FS-LDA 

10% 20% 30% 40% 50% 

Unigram 

ECD01 0.6346 0.7866 0.7366 0.6947 0.6913 0.6531 

ECD02 0.8227 0.8695 0.8679 0.8632 0.8643 0.8437 

ECD03 0.6685 0.7402 0.7212 0.6733 0.6690 0.6469 

ECD04 0.6431 0.6454 0.6470 0.6449 0.6279 0.5994 

ECD05 0.5421 0.5935 0.5503 0.5259 0.5225 0.5097 

Bigram 

ECD01 0.4236 0.4650 0.4630 0.4306 0.4489 0.4560 

ECD02 0.4940 0.5038 0.4932 0.4928 0.4940 0.4940 

ECD03 0.2900 0.3663 0.3368 0.3573 0.3100 0.3412 

ECD04 0.2892 0.2902 0.2913 0.2909 0.2903 0.2985 

ECD05 0.2748 0.2856 0.2942 0.3022 0.2979 0.3053 

On the other hand, Table V shows the weighted F1-scores 
for e-commerce product data. Like the macro F1-scores results, 
HMM with the unigram model was preferable rather than the 
bigram model to extract features for classifying these data. The 
HMM model for each data was similar to results obtained using 
macro F1-scores. However, the only difference is that the 
weighted F1-scores produced higher scores than macro F1-
scores. A macro F1-score is most useful if there are many 
classes in the data and the researchers are interested in the 
average F1-score for each class. 

Meanwhile, weighted F1-scores are influenced by the 
proportion for each class in the dataset. The score works well 
for observing the dataset's classification performance for 
unequal classes. Even though this score provides an alternative 
score for imbalanced dataset performance, a large weighted F1-
score might be slightly misleading for a highly imbalanced 
dataset because the majority class overly influences it. 

For example, the macro F1-score for ECD02 using CFS and 
10% FS-LDA of the bigram HMM model was 0.5038 compared 
to the weighted F1-score value of 0.7805. The proportion of 
classes in Table II for ECD02 indicated that the dataset consists 
of 83.57% product descriptions for the cooking and dining 
category and only 16.43% product descriptions for party 
accessories. Hence, a noticeable difference in these two F1-
scores was due to a highly imbalanced dataset. The inclusion of 
both scores was to observe the impact of the imbalanced dataset 
towards F1-scores as most of the datasets in the study are 
imbalanced datasets. However, both scores are equally 
acceptable according to the final goals of the study. The 
proposed feature substitution technique improves HMM 
performance according to both macro and weighted F1-scores. 
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TABLE V.  WEIGHTED F1-SCORES FOR E-COMMERCE DATASETS USING 

HMM 

Feature 

Extraction 
Data CFS 

FS-LDA 

10% 20% 30% 40% 50% 

Unigram 

ECD01 0.7459 0.8764 0.8431 0.8016 0.8027 0.7729 

ECD02 0.9104 0.9327 0.9325 0.9294 0.9306 0.9210 

ECD03 0.6936 0.7729 0.7486 0.6927 0.6890 0.6664 

ECD04 0.6815 0.6817 0.6853 0.6807 0.6618 0.6425 

ECD05 0.5365 0.5892 0.5385 0.5109 0.5122 0.5049 

Bigram 

ECD01 0.4868 0.5427 0.4963 0.5411 0.5216 0.5312 

ECD02 0.7767 0.7805 0.7759 0.7756 0.7767 0.7767 

ECD03 0.2626 0.3474 0.3046 0.3313 0.2626 0.3186 

ECD04 0.3603 0.3621 0.3626 0.3623 0.3615 0.3748 

ECD05 0.2563 0.2684 0.2765 0.2839 0.2814 0.2874 

The percentage of feature substitution that worked best for 
each dataset differed due to their text characteristics and 
distributions. The results encountered two situations: the HMM 
model performance suddenly dropped at a certain percentage of 
FS-LDA, or the model performance did not show any 
promising result throughout the FS-LDA. For example, for 
situation one, the model performance for ECD03 highly 
increased when using 10% FS-LDA, but the performance 
started dropping when using 20% FS-LDA. This situation 
occurred because substituting 20% from the highest 
probabilities from each topic disturbed the overall performance 
by decreasing the critical features used in the dataset to set the 
boundary of recognizing different categories. 

Meanwhile, the second situation can be described through 
model performance for ECD04. The model did not show 
promising performance improvement regardless of any 
percentage of FS-LDA due to a highly similar number of 
features existing in the dataset, as shown in Fig. 5, compared to 
other e-commerce datasets. However, the model performances 
for all datasets kept increasing when using 10% FS-LDA 
compared to standard HMM. Hence, the study found that FS-
LDA with 10% feature substitution for non-overlap words of 
the highest probabilities from each topic can reduce the data 
dimensionality while increasing the HMM performance. The 
higher feature substitution percentage may harm model 
performance. Previously, LDA was proven to enhance a 
supervised learning model [41]. This study supported the 
literature on discovering LDA potentiality for data reduction in 
text classification. 

Despite showing macro or weighted F1-scores, Table VI 
presents the straight-forward model performance evaluation 
using model accuracy between several text classifiers, 
including HMM, HMM with 10% FS-LDA, Naïve Bayes, and 
Support Vector Machine. HMM with 10% FS-LDA 
outperformed most model performances for e-commerce 
datasets except for ECD01 when using the unigram model. 
Concurrently, the proposed model performed the best for 
ECD04 and ECD05 when using the Bigram model. 

Support Vector Machine and Naïve Bayes outperformed the 
proposed model performance for ECD01. These two classifiers 
are known for their excellent performances in solving binary 

classification problems without interfering with uncommon 
feature distributions such as ECD01. When dealing with data 
such as ECD01, the proposed model seemed to improve the 
performance of standard HMM. However, combining 
improvisation from the feature substitution technique presented 
in the study with enhancing theory in developing a better HMM 
model may outperform the other two classifiers. 

TABLE VI.  ACCURACY RATE COMPARISON BETWEEN HMM, HMM (10% 

FS-LDA), NAÏVE BAYES AND SUPPORT VECTOR MACHINE 

Feature 

Extraction 
Data HMM 

HMM 

(10% 

FS-LDA) 

Naïve 

Bayes 

Support 

Vector 

Machine 

Unigram 

ECD01 0.7009 0.8604 0.9434 0.9774 

ECD02 0.9181 0.9367 0.8343 0.8518 

ECD03 0.6449 0.7422 0.3487 0.3529 

ECD04 0.6805 0.6808 0.3489 0.3856 

ECD05 0.5156 0.5523 0.2196 0.2340 

Bigram 

ECD01 0.4377 0.4462 0.9519 0.9811 

ECD02 0.8410 0.8428 0.8072 0.8392 

ECD03 0.2563 0.2688 0.3221 0.3312 

ECD04 0.4019 0.4034 0.3297 0.3684 

ECD05 0.2065 0.2152 0.1965 0.2113 

C. Results for Spam Data 

The proposed technique presented in this paper can be 
applied to other kinds of text data. The study utilized a well-
known benchmark data, SMS spam data collection, to evaluate 
its performance in a different text data application. Based on the 
experimental results in Table VII, the F1-scores for unigram 
models were better than bigram models for all HMM models. 
Even though there were improvements when applying all 
percentages of FS-LDA for both feature extraction models, the 
HMM model performance started to drop when using 50% and 
40% FS-LDA for unigram and bigram models, respectively. 
Like results from e-commerce product datasets, some of the 
HMM model performance improvement can be up to 40% FS-
LDA. However, the only similarity between the results was that 
the model performance increases when applying 10% FS-LDA 
regardless of any datasets. Hence, it can be concluded that there 
are stable improvements in HMM performances using 10% FS-
LDA in classifying the e-commerce product and SMS spam 
datasets. 

TABLE VII.  PERFORMANCE RESULTS FOR SPAM DATASET 

Metrics 
Feature 

Extraction 
CFS 

FS-LDA 

10% 20% 30% 40% 50% 

Macro F1-
score 

Unigram 0.687 0.745 0.777 0.787 0.742 0.710 

Bigram 0.668 0.674 0.704 0.888 0.695 0.685 

Weighted 

F1-score 

Unigram 0.873 0.893 0.905 0.909 0.892 0.881 

Bigram 0.870 0.872 0.883 0.719 0.880 0.876 

Accuracy 
Unigram 0.894 0.906 0.914 0.917 0.904 0.898 

Bigram 0.898 0.899 0.906 0.909 0.904 0.900 
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The HMM model performed the best by securing an 
accuracy of 90.56% to classify spam and ham SMS considering 
10% FS-LDA as the optimum HMM model across different 
datasets. Both model precision and recall increased when 
applying the proposed technique. This improvement leads to 
finer F1-scores for the HMM. The result implied the 
effectiveness of FS-LDA not only for e-commerce product 
classification but also for spam detection. The model accuracy 
was superior compared to the LDA result obtained by Nagwani 
and Shara [42]. The proposed model outperformed the Naïve 
Bayes model. 

However, when the proposed model is compared with J48 
and multi-layer perceptron classifiers, it seems not to be better, 
as shown in Renuka et al. [43]. Although, there is a slight 
difference between the accuracy of these models and the 
proposed model. The HMM model is a reliable and good 
classifier for classifying text datasets, especially when applying 
the FS-LDA technique. An HMM model itself may need some 
modification to achieve better performance. Yet, this feature 
substitution technique using the LDA model proposed in this 
study is relatively helpful, simple, and easy to implement. 
Hence, it is beneficial for commercial uses related to text 
classification. 

VI. CONCLUSION 

This study introduces FS-LDA, a novel technique 
integrating LDA into the preprocessing phase of text data 
classification. The results highlight the effectiveness of FS-
LDA when applied with HMMs, demonstrating superior 
performance compared to using feature selection alone. By 
substituting non-overlapping words in high-probability topic 
groups identified by LDA, FS-LDA significantly reduces data 
dimensionality while enhancing the accuracy and efficiency of 
classification models. 

The study also highlights the advantage of using a unigram 
model over a bigram model for feature extraction. Unigrams 
simplify the feature space while retaining important semantic 
information, making them more effective for accurate 
classification. This aligns with findings that simpler models 
often perform better in text classification by focusing on key 
features efficiently. 

Overall, the integration of FS-LDA with HMMs and the 
adoption of unigram-based feature extraction represent robust 
strategies for improving the practical utility of text 
classification systems, paving the way for enhanced 
performance in various applications such as e-commerce 
product classification, spam detection, sentiment analysis, and 
document categorization. However, the fixed substitution 
percentage of FS-LDA could be tested on more datasets or 
through simulations to confirm its reliability. While this study 
focused on HMMs, trying FS-LDA with other machine learning 
models could offer more insights. 
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Abstract—In response to the increasing complexity and 

volume of patent applications, this research introduces a 

semiautomated system to streamline the literature review process 

for Indonesian patent data. The proposed system employs a 

synthesis of multilabel classification techniques based on natural 

language processing (NLP) algorithms. This methodology focuses 

on developing an iterative and modular system, with each step 

visualised in detailed flowcharts. The system design incorporates 

data collection and preprocessing, multilabel classification model 

development, model optimisation, query and prediction, and 

results presentation modules. Experimental results demonstrate 

the promising potential of the multilabel classification model, 

achieving a micro F1 score of 0.6723 and a macro F1 score of 

0.6009. The OneVsRestClassifier model with LinearSVC as the 

base classifier shows reasonably good performance in handling a 

bilingual dataset comprising 15,097 patent documents. The 

optimal model configuration uses TfidfVectorizer with 20,000 

features, including bigrams, and an optimal C parameter of 0.1 

for LinearSVC. Performance analysis reveals variations across 

IPC classes, indicating areas for further improvement. The 

discussion highlights the implications of the proposed system for 

researchers, patent examiners and industry professionals by 

facilitating efficient searches within patent databases. This study 

acknowledges the potential of semiautomated systems to enhance 

the efficiency of patent analysis while emphasising the need for 

further research to address identified challenges, such as class 

imbalance and performance variations across patent categories. 

This research paves the way for further developments in the field 

of automated patent classification, aiming to improve efficiency 

and accuracy in international patent systems while recognising 

the crucial role of human experts in the patent classification 

process. 

Keywords—Multilabel patent classification; Natural Language 

Processing (NLP); OneVsRestClassifier; TF–IDF vectorisation; 

bilingual patent analysis 

I. INTRODUCTION 

At present, conducting manual patent literature reviews 
involves a relatively challenging level of difficulty. The 
continuous influx of submissions adds complexity, which 
demands efficient analysis for intellectual property 
management and strategic innovation tracking [1]. The 
intricate technical and legal language in these documents also 
contributes to the complexity of manual processing [2]. 
Traditional methods, although widely used, are time 
consuming, resource intensive and prone to human error and 
bias, which can lead to inconsistent and unreliable results [1], 
[2]. 

While recent advances in natural language processing 
(NLP) have automated aspects of patent analysis [3], [4], 
critical gaps remain. First, most systems have focused on 
monolingual datasets (e.g. English only [5] or Indonesian only 
[6]), neglecting the bilingual nature of patents in countries such 
as Indonesia, where filings combine local and international 
languages. Second, existing methods have often failed to 
address class imbalance in the International Patent 
Classification (IPC) system, leading to poor performance in 
underrepresented technology categories (e.g. Y02A) [7]. Third, 
few studies have integrated local patent databases (e.g. 
Indonesian Patent Database) with global repositories (e.g. 
Google Patents), limiting their applicability to multinational 
innovation ecosystems. Our work bridges these gaps by 
proposing a bilingual framework that combines Indonesian and 
English patents, addresses class imbalance through weighted 
learning and validates utility across diverse IPC categories. 

This study addresses the following research questions: 

RQ1: How effective is the OneVsRestClassifier with 
LinearSVC for bilingual (Indonesian–English) patent 
classification compared to monolingual approaches? 

RQ2: What feature engineering strategies (e.g. TF–IDF 
with bigrams and class weighting) optimise multilabel IPC 
classification performance in imbalanced datasets? 

RQ3: How does class imbalance affect model performance 
across different IPC categories, and what mitigation strategies 
are most effective? 

Recognising these limitations, this research seeks to refine 
the semiautomated process for reviewing Indonesian patent 
literature by using data from local and international 
repositories. Our approach uses web-scraping techniques to 
obtain datasets, followed by preprocessing to clean and 
structure the data for processing using machine learning 
algorithms. We use the IPC to train multilabel classification 
models, which allow for categorisation that represents the 
diverse nature of patent data [3], [4]. 

The proposed solution links multilabel classification 
algorithms to increase efficiency and reduce the resources 
required for a comprehensive review [3], [4]. This process aims 
to optimise patent analysis by leveraging computational power. 
The application of these techniques is intended to address the 
vast amount of data and complex patent language. By using an 
approach based on machine learning, the proposed system 
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seeks to simplify this complex task and make it more 
manageable [5]. 

The significance of this research is its significant potential 
to develop and advance patent classification techniques by 
substantially improving the accuracy and precision of analysis, 
as well as accelerating systematic, structured and data-driven 
decision-making processes [1], [4]. This research has high 
value and strong relevance to patent examiners, research and 
development institutions and companies that rely heavily on 
accurate and efficient patent analysis, with much broader 
implications for innovation tracking, in-depth competitive 
analysis and future technology forecasting [6], [7]. Ultimately, 
this study aims to lay a strong foundation and solid 
groundwork for visionary strategic planning and well-informed 
policymaking in the dynamic field of intellectual property [8]. 

Paper Overview. The remainder of this paper is organised 
as follows. Section II reviews key studies on multilabel patent 
classification, emphasising the bilingual and imbalanced data 
contexts. Section III outlines the proposed methodology, 
detailing the dataset collection, feature engineering and model 
training processes. Section IV presents the experimental setup, 
along with the results and discussion of the findings. Finally, 
Section V concludes the paper, summarising the main 
contributions, acknowledging current limitations and 
suggesting avenues for future research. 

II. RELATED WORK 

The increasing volume of patent applications worldwide 
has triggered a critical need for advancements in patent 
analysis methodologies. Traditional manual reviews, 
characterised by their meticulous yet cumbersome nature, have 
become unsustainable in the face of rapid technological 
innovation; the corresponding increase in intellectual property 
documentation [1] highlights the intrinsic limitations of manual 
reviews, particularly their vulnerability to human error and the 
inherent subjectivity in interpreting complex legal and 
technical terms. 

Patent classification using the k-nearest neighbours (KNN) 
and fastText classifier algorithms individually performs worse 
than when they are combined by a meta-classifier. The former 
approach is based on a linguistically supported KNN algorithm 
using a method of searching for topically similar documents 
based on comparisons of lexical descriptor vectors. The latter 
approach employs fastText based on word embeddings, in 
which sentence (or document) vectors are obtained by 
averaging n-gram embeddings, and then vectors are used as 
features in multinomial logistic regression [9]. 

 To address challenges, the field of NLP has emerged as a 
beacon of innovation. The ability of NLP to parse and interpret 
complex language structures makes it a powerful tool for the 
semiautomated analysis of patent documents. The study in [2] 
underlined the transformative impact of NLP in the domain of 
summarisation, simplification and generation of patent texts, 
indicating an urgent need for research specifically tailored to 
the nuanced demands of patent documentation. 

At the forefront of this domain, multilabel classification has 
been identified as a crucial component for effective patent 
categorisation, often encapsulating the convergence of various 

technological domains. The complexity involved in accurately 
classifying multifaceted documents is further exacerbated in 
fields such as artificial intelligence, in which the intersection of 
technology and legal language demands sophisticated 
computational techniques for precise analysis [3] [4]. 

The integration of NLP techniques into semiautomated 
systems for patent analysis signifies a substantial leap from 
manual review processes, promising enhanced accuracy and 
efficiency in patent analysis. However, this integration is not 
without challenges. The need for comprehensive and well-
annotated datasets for training and testing NLP models remains 
an ongoing hurdle, alongside the development of models that 
can adeptly navigate the intricacies of patent language and 
accurately reflect the evolving landscape of technological 
innovation [6], [10]. 

Three critical gaps persist in the literature, which are as 
follows: 

1) Monolingual bias: Most studies [9], [10] have focused 

on monolingual patent datasets, overlooking the bilingual 

complexity inherent in countries such as Indonesia. For 

instance, [9] combined KNN and fastText but only tested on 

English patents, neglecting cross-lingual term alignment. 

2) Class imbalance: Prior works [3], [11] have often 

assumed balanced IPC label distributions, leading to poor 

performance in rare categories (e.g. Y02A). For example, [11] 

reported high accuracy overall but did not address label skew. 

3) Local–global integration: Existing frameworks [12], 

[13] have rarely combined local patent databases (e.g. 

Indonesian Patent Database) with international repositories 

(e.g. Google Patents), limiting their ability to capture region-

specific innovations. 

Our work directly addresses these gaps by (1) designing a 
bilingual (Indonesian–English) classification pipeline, (2) 
optimising for class imbalance via class_weight=‘balanced’ in 
LinearSVC and (3) integrating local and global patent data to 
enhance coverage and relevance. 

As the discipline evolves, ethical considerations and data 
sharing become increasingly important. Unbiased data 
representation in training sets is crucial to mitigating biases 
that might be perpetuated in patent analysis. Additionally, 
sharing open-source tools and datasets to catalyse innovation 
through collaborative efforts underscores the importance of 
interdisciplinary cooperation in advancing the capabilities of 
NLP systems in patent informatics. [11], [8] emphasised the 
importance of collaboration in data sharing and of ethical 
implications in developing NLP tools for scientific research. 

Natural language processing technology has made 
significant strides in transforming patent informatics, and the 
field is ripe for further exploration and development. The 
research in [12], [13] provided evidence of the effectiveness of 
semiautomated approaches in machine learning-based literature 
reviews, which can be applied in patent data analysis. Further 
research is needed to refine NLP models, enhance the 
understanding and processing of patent data and drive 
systematic and data-driven approaches to intellectual property 
management [10], [14]. One approach to handling NLP is the 
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classification chain (CC), which links these binary classifiers in 
a certain sequential order so that each classifier includes labels 
predicted by the previous classifier as additional features. 
Despite the simplicity of this approach, recent comprehensive 
empirical studies have shown that CC is among the best-
performing algorithms [15]. 

III. METHODOLOGY 

A. Dataset 

This study combines 7,298 patents from the Indonesian 
Patent Database and 7,801 patents from Google Patents, 
forming a bilingual corpus of 15,097 documents. This hybrid 
dataset was strategically selected to address the following three 
critical requirements for robust multilabel patent classification: 

1) Bilingual representation: The Indonesian Patent 

Database provides local language coverage (Indonesian), 

while Google Patents ensures international relevance 

(English). This combination reflects real-world patent 

ecosystems in multilingual jurisdictions, such as Indonesia. 

2) Class diversity: Google Patents broadens the scope of 

IPC codes beyond region-specific innovations, ensuring the 

coverage of emerging global technologies (e.g. Y02A for 

climate adaptation). 

3) Imbalanced IPC mitigation: Merging datasets 

diversifies label distributions, reducing bias towards dominant 

classes (e.g. A61K) while retaining rare categories for 

comprehensive analysis. 

The dataset includes four key features: patent_id, 
patent_title, patent_abstract and ipc_code. Table I summarises 
the dataset composition. 

TABLE I.  DATASET OF INDONESIAN PATENTS AND GOOGLE PATENTS 

No Dataset Jumlah Record 

1 Indonesia_Patents 7298 

2 Google_Patents 7801 

 Total 15099 

B. Proposed Framework 

The framework depicted in Fig. 1 is the basis of this 
research. Data were taken from Google Patents and the 
Indonesian Patent Database [10]. We begin by collecting patent 
data from these two sources, ensuring a comprehensive dataset 
that covers various innovations. Once collected, these data are 
then preprocessed, which includes text cleaning, stopword 
removal and preparation for efficient machine learning 
classification [1], [15]–[17]. 

The research methodology is iterative and modular [18], 
focused on developing a semiautomated system for reviewing 
Indonesian patent data literature [19]. Each step is visualised in 
a detailed flowchart, which serves as a guide through various 
stages of data collection, processing and analysis. Fig. 2 
explains the flowchart of this patent classification system 
research, which uses machine learning techniques to classify 
patent documents into IPC codes [9]. This system is designed 
to process and analyse patent data from Google Patents and the 
Indonesian Patent Database. The feature structure consists of 

the ID as a unique patent identification, the patent title, the 
patent abstract or summary and related IPC codes. Next, data 
loading and cleaning are performed. The clean_text() function 
performs text cleaning by removing HTML tags and non-
alphanumeric characters and digits and converting text to 
lowercase [20], [21]. Text processing involves tokenisation and 
stopword removal using a combination of English and 
Indonesian stopwords [1], [22], [23]. Feature engineering and 
data splitting combine datasets, convert IPC codes into 
multilabel formats and split data into training and testing sets. 
Model training and evaluation conduct the experiments with 
various parameter configurations, train the 
OneVsRestClassifier model with LinearSVC as the base 
classifier and calculates the evaluation metrics for each 
configuration. The OneVsRest (OVR) model can provide 
informative hidden representations for unknown examples, and 
in open-set classification scenarios, the proposed probability 
model is better than modern approaches [15], [24]. 

This research begins by collecting patent data, followed by 
preprocessing procedures to prepare the data for classification. 
The processed data are then used to train and evaluate 
multilabel classification models, specifically the 
OneVsRestClassifier algorithm, to assign multiple IPC labels 
to each patent document [19]. This research also performs 
experiments to optimise the model by varying parameter 
values, such as n-gram range and maximum features for TF–
IDF, as well as the C parameter for LinearSVC. The 
performance of each configuration is assessed using evaluation 
metrics, such as the F1 score (micro and macro), as well as 
cross-validation to determine the optimal model configuration 
[25], [26]. 

 
Fig. 1. Proposed framework architecture. 
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Fig. 2. Research flowchart. 

C. OneVsRestClassifier 

The OVR method is a strategy used in multiclass 
classification, in which separate binary classifiers are trained 
for each class to distinguish a particular class from all other 
classes [24], [27]. In this approach, for a particular class, 
samples belonging to it are treated as a positive class, and all 
other samples are treated as a negative class. This results in the 
need for only K binary classifiers for K classes, which is a 
smaller number than that in the one-versus-one method [28]. 

In this implementation, we use LinearSVC as the base 
classifier in the OVR framework. The LinearSVC 
configuration includes the following parameters. 1) 
class_weight=‘balanced’ is used to address class imbalance by 
assigning appropriate weights to each class. 2) max_iter=5000 
increases the maximum number of iterations to ensure model 
convergence. 3) dual=False uses the primal formulation of 
SVM, which is more efficient for cases in which the number of 
samples is larger than the number of features. 4) tol=1e-4 
indicates tolerance for stopping criteria. 

The main challenge with the OVR method is the imbalance 
between positive and negative classes, especially as the number 
of classes increases. This imbalance can lead to biased 
classifiers that favour the majority class, resulting in poor 
classification performance for minority classes [29]. To 
address this issue, we use the class_weight=‘balanced’ 
parameter in LinearSVC. We also apply GridSearchCV to 
search for the optimal value of the C parameter in LinearSVC, 
with a range of values [0.01, 0.1, 1, 10]. The C parameter 
controls the trade-off between achieving a low margin and 
minimising classification errors. 

To further optimise model performance, we apply threshold 
optimisation techniques. This process involves searching for 
the optimal threshold to convert the output of the decision 
function into binary predictions. The threshold is optimised in 
the range of 0.1 to 0.9 to obtain the best F1 score, allowing 
flexibility in balancing precision and recall [30], [31]. This 
approach allows the model to handle the complexity of 
multilabel classification in patent data effectively while 
maintaining computational efficiency and model 
interpretability. 

D. Data Collection and Processing Module 

The data collection and processing module is responsible 
for collecting and processing patent data from Google Patents 
and the Indonesian Patent Database, with a total of 15,099 
patent documents. This process involves a series of 
comprehensive preprocessing steps. Text cleaning is performed 
by removing HTML tags and non-alphanumeric characters and 
digits, as well as converting all text to lowercase. Stopwords 
are removed using a combination of 936 English and 
Indonesian stopwords from NLTK. International Patent 
Classification codes are processed by extracting sections, 
classes and subclasses, as well as filtering codes with a 
minimum of 200 samples. The processed titles and abstracts 
are combined into a single ‘preprocessed_text’ field for further 
analysis. This approach ensures that the data used have been 
cleaned, standardised and optimised for multilabel 
classification, increasing the potential for model accuracy and 
reliability [25], [32]. 

E. Multilabel Classification Model Development Module 

The multilabel classification model development module 
focuses on converting IPC codes into a multilabel format using 
MultiLabelBinarizer and developing classification models. The 
processed data are split into training and validation sets. Then, 
the TF–IDF vectoriser is used with the parameters 
max_features=20000 and ngram_range=(1, 2) for feature 
extraction [9]. The main model used is OneVsRestClassifier 
with LinearSVC as the base classifier. LinearSVC is 
configured with class_weight=‘balanced,’ max_iter=5000, 
dual=False and tol=1e-4. Cross-validation with GridSearchCV 
is used for hyperparameter optimisation, with the F1 score 
(micro and macro averages) as the main evaluation metric. 
This approach allows the model to effectively handle the 
complexity of multilabel classification in patent data while 
maintaining computational efficiency and model 
interpretability [30], [31]. 

F. Model Optimisation Module 

The model optimisation module focuses on improving the 
performance of multilabel classification models through 
experiments with various parameter combinations [33]. This 
module uses GridSearchCV to search for the optimal value of 
the C parameter in LinearSVC, with a range of values [0.01, 
0.1, 1, 10]. Additionally, threshold optimisation is performed to 
convert the output of the decision function into binary 
predictions, with the threshold optimised in the range of 0.1 to 
0.9. Threefold cross-validation is used to assess the 
effectiveness of each configuration. Evaluation results, 
especially the F1 scores (micro and macro), are saved and 
analysed for each parameter combination. The optimal model 
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configuration is selected based on the balance between model 
performance and computational efficiency [24], [34]. This 
approach allows for better model adjustment to the specific 
characteristics of the patent dataset, thereby improving overall 
classification accuracy. 

G. Feature Extraction Using TF–IDF 

The method that determines how often each word appears 
in one document component, called term frequency (TF), and 
how rarely it occurs in all document components, called 
inverse document frequency (IDF), is the inverse of the TF 
document [12]. To calculate weights, the TF–IDF method 
combines two ideas: the frequency of a word appearing in a 
particular document and the inverse frequency of documents 
containing that word. The tf value is divided by the frequency 
of the most frequently occurring words in the document. This 
process ensures that the most frequently occurring words 
obtain the highest if value, which is 1, and that the least 
frequently occurring words obtain values between 0.5 and 1 
[35]. 

𝑖𝑓 = 0,5 + 0,5 x
𝑡𝑓

max (𝑡𝑓)
.            (1) 

Weighting is used with the TF–IDF formula in research 
conducted with the equation formula from several previous 
research sources [22]. 

Wt,d = TFt.d x IDFt,d = TFt,d x(log(
𝑁

𝑑𝑓𝑡
))        (2) 

The TF–IDF formula is very important for document 
analysis because it gives higher values to words that appear 
frequently in one document but rarely appear in other 
documents. Eq. (2), representing the change in IDF using log(1 
+ N/dft), prevents division by zero problems or negative 
logarithms when dft approaches or equals N. This change 
ensures that the IDF weight remains well defined, even if a 
word appears in all documents (preventing IDF from becoming 
zero or negative), providing stability to TF–IDF weights in real 
applications. 

Wt,d = TFt.d x IDFt,d = TFt,d x(log(1+
𝑁

𝑑𝑓𝑡
)).        (3) 

In Eq. (3), which represents the change in IDF using log(1 
+ N/dft), prevents division by zero problems or negative 
logarithms when dft approaches or equals N. This change 
ensures that the IDF weight remains well defined, even if a 
word appears in all documents (preventing IDF from becoming 
zero or negative), providing stability to TF–IDF weights in real 
applications. 

Wt,d = TFt.d x IDFt,d = TFt,d x(log(
𝑁

1+𝑑𝑓𝑡
)).      (4) 

To generate a new score, the code-mixed relevance score 
modifies the TF–IDF score, and weighting and normalisation 
are applied to obtain the final feature vector EF [36]. 

H. Model Evaluation 

In the new implementation, model evaluation uses 
LinearSVC as the base classifier in the OneVsRestClassifier 
framework, replacing the previously used random forest. This 
method is effective for multilabel classification, in which each 
instance can have more than one label. Model evaluation is 

performed using several main metrics, which are as follows. 1) 
The F1 score (micro and macro averages) is the harmonic 
mean of precision and recall, providing an overall picture of 
model performance. F1 = 2 * (precision * recall) / (precision + 
recall). 2) The classification report provides a summary of the 
precision, recall and F1 scores for each class. 3) Threshold 
optimisation optimises the threshold to convert the output of 
the decision function into binary predictions [37]. 

The evaluation process also involves GridSearchCV for 
hyperparameter tuning, specifically the C parameter of 
LinearSVC. Threefold cross-validation is used to assess model 
reliability across different subsets of the data. The main 
evaluation metrics used are as follows: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
 ,          (5) 

𝑃𝑟𝑒𝑐𝑒𝑠𝑠𝑖𝑜𝑛 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
,            (6) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑁+𝐹𝑁
,             (7) 

𝐹1 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 = 2𝑥(
𝑝𝑟𝑒𝑐 𝑥 𝑟𝑒𝑐

𝑝𝑟𝑒𝑐+𝑒𝑤𝑐
),          (8) 

Where TP = true positive, TN = true negative, FP = false 
positive and FN = false negative. 

This evaluation approach allows for a comprehensive 
assessment of model performance in the context of multilabel 
classification of patent documents, focusing on the balance 
between precision and recall represented by the F1 score [38]. 

I. Query and Prediction Module 

The query and prediction module provides an interface for 
new patent input and performs IPC code predictions. Input data 
undergo preprocessing consistent with the previous module. 
The trained OneVsRestClassifier model with LinearSVC is 
applied for prediction, involving TF–IDF transformation, 
model application, conversion to probabilities and application 
of the optimal threshold. Relevant documents are retrieved 
based on the predicted IPC codes and user keywords, allowing 
for efficient searching in the patent database [26], [34]. 

J. Presentation of Results Module 

The results presentation module presents a concise 
overview of relevant patent literature. This module displays 
related patent documents, key information, predicted IPC codes 
with confidence levels, matching keywords and visualisation of 
the IPC code distribution. Using automatic summarisation 
techniques, this module generates brief but informative 
summaries of each relevant patent document, facilitating an 
efficient literature review process and enabling quick 
identification of the most relevant patents [25], [10]. 

IV. RESULTS AND DISCUSSION 

The implementation of OneVsRestClassifier with 
LinearSVC as the base classifier for multilabel patent 
classification has yielded promising results. The model 
achieved a micro F1 score of 0.6723 and a macro F1 score of 
0.6009, indicating reasonably good overall performance across 
various patent categories. These scores suggest that the model 
has a balanced capability in handling both frequent and rare 
patent classes, although there is still room for improvement. 
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Such balanced performance aligns with the broader literature 
on patent classification complexities [7], in which 
heterogeneous technology domains often require the careful 
handling of imbalanced labels. 

In comparison to earlier approaches, hybrid methods (e.g. 
KNN+fastText) [9] and fine-tuned transformer-based models 
(e.g. BERT and XLNet) [3] have been explored by prior work 
on monolingual patent classification. While these studies report 
competitive or even state-of-the-art F1 metrics on single-
language datasets, they do not address bilingual corpora (e.g. 
Indonesian–English). By contrast, our approach handles cross-
lingual patent data and addresses class imbalance, thereby 
filling a gap not extensively covered in previous work. 

The hyperparameter optimisation process, using 
GridSearchCV, identified an optimal C parameter of 0.1 for 
LinearSVC. This relatively low value indicates that the model 
prefers a large margin, potentially enhancing its generalisation 
capability. Interestingly, the threshold optimisation process 
found that the default threshold of 0.5 was optimal for 
converting probabilities into binary predictions, suggesting that 
the raw predictions of the model are well calibrated. 

 

Fig. 3. Performance analysis of IPC patents. 

Performance analysis by class revealed significant 
variations among the different IPC classes. Some categories, 
such as C22C (Alloys) and A61K (Preparations for medical, 
dental or toilet purposes), showed very good performance, with 
an F1 score of 0.88. This result suggests that these categories 
may have distinct features or terminology that the model can 
effectively identify. Conversely, categories such as Y02A 
(Technologies for adaptation to climate change) and G06N 
(Computer systems based on specific computational models) 
showed lower performance, with F1 scores of 0.12 and 0.20, 
respectively. These differences highlight the challenges in 
handling the inherent complexity and potential imbalances in 
patent data across various technology domains. 

The feature extraction approach, using TfidfVectorizer with 
20,000 features and including bigrams, appears to have 
captured important nuances in the patent texts. The decision to 
focus on thorough text cleaning and stopword removal, rather 
than stemming, seems effective, as evidenced by the overall 
model performance. However, the varying performance across 
classes suggests that there might be room for further 
refinement of the feature extraction process for certain 
technology domains. 

 
Fig. 4. F1 scores by IPC class. 

One of the strengths of this research is its handling of a 
bilingual dataset comprising 15,097 patent documents from 
both Indonesian and English sources. The ability of the model 
to perform reasonably well on this combined dataset 
demonstrates its potential for handling multilingual patent 
classification tasks, which is particularly relevant in the context 
of international patent systems. 

 

Fig. 5. Distribution of feature extraction results for the top 20 IPC codes. 

The computational efficiency of the model is quite good, 
with a total execution time of about 300 s for processing the 
entire dataset. This result suggests that the methodology could 
be scalable for larger datasets, although further testing is 
needed to confirm this. 

While the current methodology shows improvements over 
previous approaches, particularly in terms of classifier choice 
and feature extraction, it is important to note that challenges 
remain. The significant variation in F1 scores across classes 
indicates that class imbalance and the complexity of certain 
technological fields continue to pose difficulties. Categories 
such as G06N and G16H (Healthcare informatics) appear more 
challenging to classify, possibly because of their 
interdisciplinary nature or rapidly evolving terminology. Prior 
reviews confirm that specialised jargon and evolving concepts 
in the AI or healthcare domains consistently hamper 
straightforward classification [3], [8]. 

These results suggest that while the model shows promise 
in automating aspects of patent classification, it may be most 
effectively used as a supportive tool in the classification 
process rather than a standalone solution. For categories with 
strong performance, the model could potentially streamline the 
classification process, while for more challenging categories, it 
could serve as an initial filter, with human experts providing 
the final classification. Future work could focus on addressing 
performance disparities across different patent categories. This 
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process can involve exploring more advanced NLP techniques, 
such as BERT or domain-specific language models pretrained 
on patent data. Additionally, investigating techniques to 
improve performance in low-scoring classes, such as 
oversampling or developing class-specific features, could yield 
further improvements. Such strategies align with contemporary 
research calling for data augmentation and specialised 
embeddings to enhance multilabel patent classification [14]. 

In conclusion, while the current methodology demonstrates 
good potential in tackling the complex task of multilabel patent 
classification across languages, there remains room for 
improvement. The performance of the model suggests that it 
could be a valuable tool in assisting patent classification 
processes, potentially enhancing efficiency and consistency in 
international patent classifications. However, further research 
and refinement are needed to address the challenges identified, 
particularly in handling the diverse and evolving nature of 
technological innovations reflected in patent documents. 

V. CONCLUSION 

This research developed and evaluated a multilabel 
classification model for patent documents using a machine 
learning approach. The OneVsRestClassifier model with 
LinearSVC as the base classifier demonstrated competitive 
performance, achieving a micro F1 score of 0.6723 and a 
macro F1 score of 0.6009. These results indicate the potential 
of the model to handle the complexity of multilabel and 
multilanguage patent classification. 

In contrast to the hybrid KNN–fastText approach proposed 
by Yadrintsev and Sochenkov [9], which showed improved 
classification results on Russian and English texts through a 
stacking meta-classifier, our work specifically addressed 
bilingual data (Indonesian–English) and class imbalance in the 
IPC. Similarly, Haghighian Roudsari et al. [3] leveraged 
BERT, XLNet and other transformer-based models for 
multilabel patent classification but focused on monolingual 
English corpora. Our framework addressed this gap by 
targeting cross-lingual challenges and imbalanced labels within 
a single methodology, allowing for the robust handling of 
diverse patents. 

The use of TfidfVectorizer with 20,000 features, including 
bigrams, proved effective in capturing important nuances in 
patent texts, although there is still room for refinement. 
Performance analysis revealed variations across IPC classes, 
indicating the need for targeted improvements in lower-
performing categories (e.g. Y02A). Nevertheless, several 
limitations remain, which are as follows: 

1) Vocabulary coverage: The TF–IDF approach, while 

effective, may not fully capture deep contextual or semantic 

relationships. 

2) Data scope: This study focuses on Indonesian–English 

patents. Extending to additional languages or specialised 

subfields may require further adaptation. 

3) Class imbalance handling: Although weighted learning 

helps mitigate skew, advanced sampling or data augmentation 

strategies could further improve performance for rare IPC 

codes. 

Despite these limitations, this research contributes to the 
development of an automated patent classification system that 
has the potential to increase efficiency in patent analysis. 
Although the results are promising, it is important to remember 
the crucial role of human experts, especially for highly 
specialised IPC classes. With further refinements, the 
methodology outlined here can become a valuable supporting 
tool in the patent classification process, facilitating effective 
intellectual property management. This work paves the way for 
further progress in automated patent classification, addressing 
the multilingual and imbalanced data challenges inherent in 
international patent systems. 
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Abstract—Feature extraction has the prominent role in
Augmented Reality (AR) tracking. AR tracking monitor the
position and orientation to overlay the 3D model in real-world
environment. This approach of AR tracking, encouraged to
propose the optimum feature extraction model by embedding
the dolphin grouping system. We implemented dolphin grouping
algorithm to extract the features effectively without compromising
the accuracy. In addition, to prove the stability of the proposed
model, we have included the affine transformation images such
as rotation, blur image and light variation for the analysis.
The Dolphin model obtained the average precision of 0.92 and
recall score of 0.84. Whereas, the computation time of dolphin
model is identified as 2ms which is faster than the other
algorithm. The comparative result analysis reveals that accuracy
and the efficiency of the proposed model surpasses the existing
descriptors.

Keywords—Feature descriptor; dolphin optimization; feature
extraction; augmented reality tracking

I. INTRODUCTION

Feature extraction is the function of Machine Learning
(ML) algorithm, which identify the significant features
present in the image. Feature descriptor or extractor is
the model to extract the features in the form of edge,
corner, texture, contour, color and shape of the image.
These extracted features have to be robust and efficient in
affine transformation of the image and it can be done by
adopting the handcrafted and learning based model. Feature
extraction is used in many applications: (i) Autonomous
vehicle:To recognize the objects and predict the distance
of vehicle. (ii) Augmented Reality:Feature extraction applied
to superimpose the augmented model in real world. (iii)
Manufacturing Industry:To identify the defects and ensure
the safety of the products. (iv) Medical applications:Feature
extraction aids to identify the early detection and diagnosis
of the critical diseases. Therefore, many algorithm have been
published for various feature extraction applications in recent
years. Speeded Up Robust Features (SURF) [1] deploys box
filters for the feature extraction in object recognition and
tracking. Scale Invariant Feature Transform (SIFT) [2] is
an image matching algorithm, used to extract the features
present in multiple scale images, the difference of gaussian
is utilized for the feature prediction of multiscale images
in SIFT. The Binary Robust Invariant Scalable Keypoints
(BRISK) descriptor embedded with Bee colony algorithm,
adopts the sampling pattern to extract the robust keypoints
present in image matching [3]. Moreover, the Histogram of
Oriented Gradients (HOG) [4] aid the histogram technique for
the feature extraction of image, which enhances the human
detection process. In [5] author proposed learning based feature
descriptor model for the anamoly detection. They examined the

model with 32 datasets and its result provides the accuracy
of the model. However, the model encountered the challenge
as computation complexity to process the large size of data
with affine transformation. To address the above problem, a
Rotation Invariant and Globally Aware Descriptor (RIGA) [6]
is proposed. RIGA, extract the feature correspondences of
the rotation transformation image. This model enhances the
rotation in-variant property of point cloud by deploying the
Point-Net architecture which consumes the input from a rotated
traditional descriptors. Vision transformer embrace the global
awareness geometry in RIGA. Therefore, RIGA performs
well in both rotation in-variance and global awareness of
the descriptor. Nevertheless, its feature prediction lags in
additional transformation properties such as scale, light and
occlusion transformation. To deal these challenges, Fencher
Multiscale Local Descriptor (FMLD) is proposed. FMLD
extract the features from light illumination image. The model
uses magnitude and angle fusion for feature prediction.
The FMLD performs well in occlusion and light variation.
However, this model has the limitation in computation
complexity [7]. The computation complexity problem has been
addressed in Superpixel-based Brownian Descriptor (SBD).
Integration of superpixel with brownian model provides the
internal structures of the Hyper Spectral Image. This method
extract the efficient spectral spatial features. This hybrid model
reduces the computation complexity [8]. The artificial bee
colony algorithm is implemented to extract only five features,
which achieve 98.8 % of accuracy to detect cyberattacks [9].

Outlier detection using projection pursuit is one of the
techniques, which has not been used so far in the feature
extraction. However, the authors of [10] have developed four
novel feature selection techniques using the concept of outlier
detection and projection pursuit by exploiting the bio-inspired
algorithms. The method seemed to outperform the stae-of-
the art techniques with an improvement rate ranging between
0.76% and 36%.

Hence, the descriptor is processing with more number of
images and datasets so it consumes more computation. There
is a trade-off between accuracy and computation in feature
descriptor. So researchers are working in this challenge to
improve the feature extraction model. However, with respect to
the application we can modify the trade-off. Since, the feature
can be in any form as mentioned earlier in this section, it is
important to normalise or optimize the model.

One of the main challenge of feature extraction is to
diminish the data complexity. We proposed the new model
dolphin optimization to extract the essential feature with
effective computation. The main contribution of the paper is:

• The two filters are proposed to calculate the gradient
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Fig. 1. Dolphin model process flow diagram.

magnitude and orientation of the pixels.

• The spatial location along with magnitude and angle
are minimized to measure the similarity in groups.

• In each group feature is formed based on dolphin
inspired model.

• The feature is extracted using dolphin optimization.

A. Organization of the Research

The paper is organised as follows in Section II, the related
bio inspired optimization models are discussed. In Section
III, the dolphin inspired feature extraction methodology is
included. Section IV discusses the results and validation of
the model followed by a conclusion in Section V.

II. RELATED WORK

This proposed work discuss about the optimization
of feature extraction model. Wherefore, here we discuss
the recent work related to the subject. In [11] author
proposed Principal Component Analysis (PCA) in edge feature
extraction for 3D point cloud. This model uses the covariance
matrix to predict the features. The PCA is embedded for the
optimization of the feature selection. The accuracy of the
PCA is compared with traditional method. The PCA model
surpasses the traditional model in feature selection. Besides the
PCA model a dual correlate, course fine optimization technique
is also involved in the feature extraction. This dual correlate
model extract the feature in two level such as course and
fine level which refines the feature selection process [12].
[13] author designed a locality based approach for the feature
selection. It can create the local topology structures to identify
the robust features. It identifies the features by matching
the similar objects between two images and it removes the
mismatch to obtain the robust matching. In addition to that,
recently many bio-inspired models are proposed for the feature
optimization which we discuss in next section.

Fig. 2. Filter design to compute gradient in vertical image plane.

Fig. 3. Filter design to compute gradient in horizontal image plane.

A. Bio-Inspired Optimization in Feature Extraction

Many Bio-inspired optimization model have been
implemented to enhance the accuracy of the feature extraction.
In this paper [14], author published support vector machine
algorithm by incorporating the ant colony optimization which
identifies the early stage of cancer detection. The abnormal
cells or features are recognized by gray level co-occurrence
matrix then ant colony optimization is applied to extract
the significant features. In [15] author applied the Binary
whale optimization algorithm to enhance the accuracy of
the feature selection in molecular descriptor. This molecular
descriptor contains all the information about molecule in drug
market. So the prediction of prominent features is necessary
to avoid the heavy computation of the descriptor. This can
be achieved by the innovation of non-linear time varying
sigmoid function in whale optimization. Therefore, this whale
optimization improves the feature selection in molecular
descriptor. Further, to optimize the texture features, the Binary
particle swarm optimization technique [16] is implemented to
select the desired texture features from an optical character
recognition system. This system accepts only the text, so to
automate the model we need to suppress the non text from
the text, it can be done with the help of swarm optimization
model. Similarly, in [17] the author proposed a Crow search
algorithm to select the essential feature from face image using
the neural network model. The Local ternary pattern with
SURF based hybrid descriptor is used to predict the features
in the model. Crow optimization act as a prominent role to
achieve the extraction of optimized features with the accuracy
of 95% for face recognition models.
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Fig. 4. The lines with different color intensities describe the dolphin
grouping - 4 groups - based on spatial distances, angle and magnitude of

pixel intensities in image plane.

Fig. 5. Dolphin attributes mentioned in image to form a group.

III. METHODOLOGY

This section presents the detail of the proposed model. Our
methodology consist of three stages: Social secrets of Dolphin,
AR tracking and Dolphin dynamic optimization. The secret
behaviour of dolphins are discussed in Section III-A for the
better understanding of the dolphin optimization. In Section
III-B provides the detail of the AR tracking system along with
filter design implementation and finally Section III-C describes
the dolphin implementation in feature extraction.

A. The Social Secrets of Dolphins: How These Clever
Creatures Form the Groups

Dolphin and human have many similar characteristics,
which motivated to adopt the dolphin behaviour in feature
extraction. Dolphin is a social animal like human so it can
communicate, eat and stay together as a group. How it
forms the group is really an impressive and unique nature of

dolphin. After many studies about the dolphins we come to
the conclusion that the dolphin can form a group according
to the factors such as species, spatial proximity, behaviour,
food habits, age and family association [18]. A single member
in a group is the sample to understand the behaviour of the
group. Moreover, dolphin can interact with each other through
their signature sound [19] and body languages. This way
of communication is helpful to share their thoughts between
them. The dolphin group size, is different with respect to the
food availability region. Usually, each group has the maximum
limit of 30 members however, mega-group consist of 1000
members. This mega-group can form instantly where it is
attracted by the abundant food. Dolphin studies says, it has
preferences to meet the individuals and it can remember and
identify them even after long period of separation. The reason
of group formation is for their safety and growth.

From the understanding of the dolphin behaviour it narrates
few points with respect to the creation of group:

• Dolphin can form a group to protect themselves.

• The signature whistles are used for communication
between individuals.

• The whistle sound is composed from the hereditary
and each dolphin has its unique vocals with respect to
the certain range of frequencies.

• This sound helps to identify their location.

• The similarity in behaviours are attracted to be a
member in the groups.

These behaviour of dolphin is implemented in our model
to extract the features and the dolphin group is shown in Fig.
5. In the upcoming section, we will discuss the process flow
of AR tracking with filter design and the necessity of dolphin
dynamic optimization in feature extraction.

B. Augmented Reality Tracking

AR Tracking system immerse the 3D model in physical
world. The Tracking process consist of five steps:

1) Pre-processing: Re-size the image to form a uniformity
in the analysis.

2) Feature detection: Detector can detect the necessary
information as a keypoints from the image.

3) Feature description: The feature vector is manifested
by the inclusion of neighbouring pixel surrounded by the
keypoint.

4) Feature matching: The feature vector of reference and
test image is compared to find the matches in the image.

5) 3D Model: Once the feature is matched in the above
stage then in this stage it creates a 3D model.

These above mentioned five stages are the process flow of
AR tracking. We focus our work in development of the feature
descriptor for AR tracking and the flow diagram of our design
is illustrated in Fig. 1. According to the flow diagram, the first
stage contains the input image. The image matrix of the input
is represented as IM×N . Moreover, we designed two filters to
measure the gradient changes in vertical and horizontal plane
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of the image. The pixel point of interest is considered as Im,n.
The m is varied from 0 toM similarly, the n changes from 0
to N in image. The vertical and horizontal filters are shown in
Fig. 2 and Fig. 3 respectively. From the figure, the pixel point
of interest is shown in red color and the four neighbouring
pixels are indicated by black for the visualization. The red
line reveals the relation between those pixels. The gradient
changes of two plane is measured as Px and Py from Eq. (1)
and Eq. (2).

Px = I(m-1,n-1) - I(m-1,n+1)
+I(m+1,n-1) - I(m+1,n+1)

(1)

Py = I(m-1,n-1) - I(m+1,n+1)
+I(m-1,n+1) - I(m+1,n-1)

(2)

The Eq. (1) and Eq. (2) are used to obtain the gradient
magnitude and orientation as per the Eq. (3) and Eq. (4).

G =

√
(Px)

2
+ (Py)

2 (3)

Φ = arctan

(
Py

Px

)
(4)

C. The Proposed Model-Dolphin Dynamic Optimization

The robust feature extraction is the fundamental task of
AR Tracking. Hence, the significance of the feature descriptor
model is growing, we need to solve the challenge arises to
the feature descriptor, that is to identify the stable feature with
efficient computation time. In this paper, we provide the design
of optimum feature descriptor by incorporating the dolphin
optimization model. The main concept of Dolphin Dynamic
Optimization is transforming the behaviour of dolphin into
image plane for the effective feature extraction using the
grouping techniques. The reason for the implementation of
dolphin algorithm is how the individuals can combine with
its neighbours to form a group is similar to the group of
pixels along with its neighbour tends to create a feature. The
dolphin key parameters mentioned in the Section III-A is used
for the feature prediction. The goal of this study is to group
the features precisely. This feature grouping leads to retrieve
the shape of the image.

Dolphin model is innovated to predict the shape of the
image in a 2-Dimensional space. The dolphin model divide
the data points into K groups. The core plan of the model
utilize few parameters to form a group such as, image
gradient, orientation and spatial location respectively. The
image gradient and orientation is obtained from the vertical and
horizontal filter mentioned in Fig. 2 and Fig. 3. The gradient
and orientation measurements are discussed in Section III-B.
Moreover, at this stage the keypoints are ready but its not fit
into the shape to retrieve the image. This gap can be fulfilled
by the implementation of the dolphin dynamic optimization.
The dolphin algorithm works as follows:

• Randomly initialize the dolphin head from the image
spatial location.

• The selected head spatial location, gradient and
orientation is compared with other data points in the
image plane.

• The minimization of the cost function is the criteria
to join as a member into the group.

• To fix the head of the dolphin the process is repeats
for the R number of iterations until it convergence.

• Then, finally we have the group of features which
reflects the shape of the image.

Considering the 8 bit image representation, the gradient
magnitude can vary from 0 to 366.6 and the orientation is in
the range of 0 to 90◦. Assuming that the image dimension is
M × N , then the shape normalization is ensured in such a
way that M and N correspond to λK and δK respectively.
At the beginning, K spatial locations of the dolphin heads
are uniformly spread having the distribution ranging within
M and N respectively. Let Λ = {λ1, λ2, · · · , λK} and
δ = {δ1, δ2, · · · , δK} indicate these initial locations. The cost
function accounts the spatial distance, magnitude difference
and orientation between dolphin heads and every other pixels
as given in Eq. (5).

J =
M∑

m=1

N∑
n=1

K∑
k=1

rk(m,n)
{
[m− λk]

2 + [n− δk]
2

+ [G(m,n)−G(λk, δk)]

+ [Φ(m,n)− Φ(λk, δk)]
} (5)

The indicator function rk(m,n) ∈ {0, 1} is introduced to
mention the spatial values m and n at which J is minimum.
As a result, we need to minimize J by differentiating it with
respect to rk(m,n) in the first step followed by λk and δk
partially. By doing this way, a group is formed with updated
dolphin head position in each iteration. The continuous shift of
dolphin head in each iteration leads to identify the head by its
optimization function. The update takes place, until a stopping
criterion is met. When the group can not identify a new head,
it is assumed that stopping criterion is met. According to Eq.
(6), J attains minimum with the indices p and q, so that r(p,q)
is 1.

rk(m,n) =



1; if m = argminp;n = argminq{
[m− λp]

2 + [n− δq]
2

+[G(m,n)−G(λp, δq)]

+[Φ(m,n)− Φ(λp, δq)]

}
0; otherwise

(6)

In this way, the dolphin groups are formed to extract the image
features. The updation of a new dolphin head positions are
given by Eq. (7) and (8).

λk =

∑
m

∑
n rmn ·m∑

m

∑
n rmn

(7)

δk =

∑
m

∑
n rmn · n∑

m

∑
n rmn

(8)
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(a) Graffiti image. (b) House image.

Fig. 6. Input images for test without any transformation.

Algorithm 1: Feature Extraction of Dolphin Algorithm

1: Input: IM×N

2: Output: C
3: Px = I(m-1,n-1)- I(m-1,n+1)

+I(m+1,n-1)-I(m+1,n+1)
4: Py = I(m-1,n-1)-I(m+1,n+1)

+I(m-1,n+1)-I(m+1,n-1)
5: Calculate G =

√
p2

x + p2
y

6: Calculate Φ = arctan

(py

px

)
7: while

do
8: for m = 1 to M do
9: for n = 1 to N do

10: for k = 1 to K do
11: Find J using (5)
12: Minimize J to update

rk(p, q) using (6).
13: Update λk and δk using (7)

and (8)
14: end for
15: C(m,n) = min

j∈{1,2,3,···K}
J

16: end for
17: end for
18: end while

The feature extraction of dolphin model is grouped based
on Algorithm 1. The dolphin group formation with respect to
the cost function minimization is illustrated in Fig. 4 which
shows the line with arrow indicates the output of the cost
function which is generated from the minimization of spatial
location, gradient and orientation of the pixels. Each color in
the plot indicates the different group of the dolphin which is
directly proportional to the J function. Fig. 4 provides the

pictorial representation of the nearest spatial location with
similar direction and magnitude belongs to one group. This
way we can retrieve the shape of any image from the dolphin
optimization model.

IV. RESULTS AND DISCUSSION

In this section, we discuss the simulation results of dolphin
optimization algorithm with respect to feature extraction. The
input images are adopted from two public datasets which is
available in the following link [https://www.robots.ox.ac.uk/]
and [http://sipi.usc.edu/database/]. We utilized two benchmark
to evaluate the dolphin algorithm, namely accuracy and
efficiency of the model. The accuracy of the feature prediction
is measured using precision and recall score. The efficiency
is defined from the processing time of the feature extraction
model which is denoted as computation time. At initial
stage, graffiti and house image both are tested to measure
the accuracy of the features. These images are consist of
different structures, hence its feature extraction is evaluated. In
addition to that, the affine transformation image also included
to validate the robustness of the design. The robustness of the
feature extraction with respect to viewpoint variation, blurred
image and light variation is measured using graffiti, bike, and
car image respectively. Moreover, the transformed image such
as graffiti is rotated with particular angle, bike image is tested
with the noise, and car image light intensity is reduced for the
validation. The experiments are simulated using python 3.10,
with NVIDIA, 11th Generation i7processor.

A. Original Image Features

In Fig. 6 shows the original image of graffiti and house
image which is considered as the reference because it is
not given into any transformation. Graffiti and house image
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(a) Feature extraction of dolphin for group size=6. (b) Feature extraction of dolphin for group size=8.

Fig. 7. Feature extraction of graffiti images.

(a) Dolphin feature extraction of house image for group size=6. (b) Dolphin feature extraction of house image for group size=8.

Fig. 8. Feature extraction of house images.

features are compared to provide the robustness of the dolphin
model. Although, graffiti has more number of edges than the
house image, dolphin model predicts the feature very well for
both the images. For the detail analysis of feature extraction the
graffiti and house image features are extracted with different
group size. Initially, group size is low then we gradually
increases the group size to verify the performance of the
model. For the visualization of the feature, we have included
two group sizes which is shown in Fig. 7a it carries the group
size of 6 and Fig. 7b holds the group size of 8. The elbow
method is aided to show the optimal group value of dolphin
algorithm which is shown in Fig. 13. It indicates the optimum

value of the group is 8. Therefore, the optimum number of
group size indicates the accurate feature prediction. From the
results of Fig. 7b and 8b we can visualize the shape of the
image, hence it proves all the edges are completely retrieved
from the original image with respect to the cost function of J
forms a group. Each group in image is illustrated with different
color according to the intensity variation. The yellow color has
high intensity, then the level of intensity is decreases with the
different color representation such as green, blue and purple
respectively. Each color has two different groups with the color
deviation hence the total group is 8. Thus reflects in an image
as an edge color from yellow to purple.
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(a) Graffiti image viewpoint varied by 40◦. (b) Car light variation by gamma compression.

Fig. 9. Viewpoint and light variation of original images.

(a) Feature extraction of graffiti in view point variation. (b) Feature extraction of light variation in car image.

Fig. 10. Viewpoint and light variation of image features.

TABLE I. THE AVERAGE PRECISION AND AVERAGE RECALL: A COMPARISON OF PROPOSED ALGORITHM WITH OTHER ALGORITHMS

Descriptor Average Precision Average Recall
Dolphin 0.92 0.84

HOG 0.82 0.76
BRIEF 0.73 0.65
BRISK 0.63 0.59
SURF 0.57 0.44

TABLE II. COMPARISON ANALYSIS OF COMPUTATION TIME

Feature Descriptor Computation Time(ms)
Dolphin 2.0

HOG 3.8
BRIEF 5.6
BRISK 13.7
SURF 18.6
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(a) Blur variation in bike image. (b) Feature extraction of dolphin in blur variation.

Fig. 11. Blur image and its feature extraction.

B. Transformation Image Features

The image transformation, indicates transformation of
image from one form to other. For the analysis, we resized
all the transformation test image into the size of 512×512 and
the group size is chosen as 8. We used three transformation,
namely, rotation, blur variation and light variation. The goal
of this testing is to prove the robustness of the dolphin model
in feature prediction with affine transformation. Fig. 9a shows
the 40◦rotated image of graffiti, hence it is created by view-
point variation of the camera is given as 40◦. In case of car
image the light intensity is decreased from the original image
to test the illumination in-variance of our proposed model refer
Fig. 9b. In addition to that, the bike image which is shown in
Fig. 11a is blurred due to the movement arises between scene
and camera. The Fig. 10a shows the output of the rotated
image which is reflected with the extraction of all the edge
features present in image so our model outperforms in rotation
in-variance. Moreover, the feature prediction in light intensity
variation is very difficult to process whereas, our model reaches
the success to regain the car image from light variation and
its shown in Fig. 10b. However, the blur variation shown in
Fig. 11b is lagging in accuracy of the feature prediction than
the other transformation but still it can retrieve the shape
of the image. Fig. 12 shows the feature extraction using
dolphin method after compressing the original image. The
80% of compression is applied to the original image and then
the features are extracted. The result verify that there is no
compromise in extracting the features even after compression.
Therefore, in accordance with affine transformation our model
produces best results for rotation variation than light and blur
variation. Even though our model provides with good accuracy
of feature extraction, still there is a space for improvement of
the model.

For the quantitative analysis, we have included the
precision and recall value of the different descriptors to

evaluate the accuracy of the model. The validation image is
taken as the graffiti with the size of 512×512. The dolphin
model is compared with recently proposed feature descriptors,
namely, HOG, BRIEF, BRISK and SURF. The true prediction
is measured using the precision and recall provides the correct
identification of features in image the evaluation results are
given in Table I. From the results dolphin model achieves
good results than the existing models. The second largest value
scored by BRIEF, its precision and recall value is better than
BRISK and SIFT. Therefore, it concludes dolphin extract all
the necessary features to retrieve the image.

In addition to that, to prove the efficiency of the model the
computation time is measured. The computation time of the
dolphin model is measured from O(M∗N∗K∗R). The M and
N are the size of the image and K indicates the group size then
R is the iteration of the process. The system we used for the
simulation is capable to run 5000 millions FLOPS per second.
The model validated the results with the image size, number
of groups and iteration value are assigned in such a way that,
M = 512, N = 512, K = 8 and R = 500 then 1048576000
FLOPS are needed according to our model design. Therefore,
from this validation, we can obtain the computation time of
dolphin as 2.0ms which is faster than other algorithms as
perceived from the Table II.

V. CONCLUSION

This article, proposed a optimized feature extraction
model for AR tracking along with affine transformation such
as rotation, blur and illumination variation using dolphin
algorithm. Precisely, dolphin optimization contains two stages,
namely, gradient computation and dolphin grouping.

We proposed two filters for the gradient measurement
of the image pixels. Further, to measure the optimized
grouping with respect to dolphin behaviour we tested the
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(a) Compression in bike image. (b) Feature extraction of dolphin in compression artifacts.

Fig. 12. Compressed image and its feature extraction.

Fig. 13. Filter design to compute gradient in horizontal image plane.

image with several group size for the validation of the feature
extraction. From the results we can conclude the optimum
group size is identified as 8 for the robust feature prediction.
The computation of the model surpasses the existing model
is observed from the measurement. The accuracy of the
image retrieval is measured in terms of precision and recall.
Dolphin model outperforms other existing algorithm in terms
of accuracy and efficiency. In future, the scale variation and
partial occlusion can be included for the better development
of feature extraction model in AR tracking.
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Abstract—Recommender systems recommend products to
users. Almost all businesses utilize recommender systems to sug-
gest their products to customers based on the customer’s previous
actions. The primary inputs for recommendation algorithms are
user preferences, product descriptions, and user ratings on prod-
ucts. Content-based recommendations and collaborative filtering
are examples of traditional recommendation systems. One of the
mathematical models frequently used in collaborative filtering
is matrix factorization (MF). This work focuses on discussing
five variants of MF namely Matrix Factorization, Probabilistic
MF, Non-negative MF, Singular Value Decomposition (SVD),
and SVD++. We empirically evaluate these MF variants on six
benchmark datasets from the domains of movies, tourism, jokes,
and e-commerce. MF is the least performing and SVD is the
best-performing method among other MF variants in terms of
Root Mean Square Error (RMSE).

Keywords—Recommendations; matrix factorization; content-
based; collaborative filtering; RMSE

I. INTRODUCTION

A large number of websites offer products to their users.
Users purchase products based on a variety of necessities
and tastes. By giving customers the best products, one can
help to accelerate the purchasing process and raise customer
contentment. As the state of technology advances at a rapid
pace, it becomes increasingly difficult to anticipate user pref-
erences and meet their requirements. Recommendations are
quite useful in many aspects of our daily lives. We employ
some external features to learn and make choices about a
user’s preferences for a specific product [1]. The recommender
system is developed to address this issue. These systems learn
from user actions and preferences to predict what content may
most likely catch the user’s interest [2]. Many commercial
sites like YouTube, Amazon, and Netflix are highly benefited
by using highly sophisticated recommender systems. Potential
applications include suggesting books on Amazon, movies
on Netflix, products on Flipkart, and so on. These sites
continuously monitor the user’s watch/view/purchase history
and attempt to make educated guesses about what other
products the user might find interesting. Many times, systems
ask users to provide explicit ratings on used products. This
rating information is a significant input to the recommender
systems [3].

In 1979, a computer-based librarian introduced the first
iteration of the recommender system to offer customers advice
on what books to read. Then it advanced in the 1990’s with
a lot of research achievements in various fields. A research
lab Group Lens at the University of Minnesota in the United

States launched another recommender system implementation
in the 1990’s to assist people [4]. After that, they started
calling it a Group Lens Recommender System. The use of
recommender systems in advancing research across disciplines
and sectors has grown in recent years. Recommender systems
are essential components of many online platforms, providing
users with tailored content and product suggestions. These
systems significantly boost user engagement and satisfaction
by forecasting user preferences through historical data and
behavior analysis [5]. However, despite their extensive use,
traditional recommender systems encounter issues with accu-
rately modeling preferences, ensuring fairness, mitigating bias,
and maintaining transparency. Researchers have been exploring
advanced methodologies to overcome these obstacles and
enhance the effectiveness and dependability of recommender
systems.

Causal inference methods are essential for uncovering the
fundamental causes of user preferences and behaviors, thereby
improving the precision and dependability of recommendations
in recommender systems [6]. By leveraging these techniques,
effective recommendation algorithms can greatly enhance user
satisfaction through personalized content that matches indi-
vidual interests and preferences. Nonetheless, selection bias
remains a significant challenge, as it can result in biased
and inaccurate recommendations by disproportionately repre-
senting certain user groups or preferences based on skewed
data [7]. Achieving fairness in these systems is vital to ensure
that all users receive equitable recommendations, regardless of
their demographics or past behaviors. The integration of large
language models into recommender systems can further refine
the understanding of user context and intent, resulting in more
sophisticated and effective recommendations [8]. Combining
these advanced methodologies helps to mitigate issues of bias
and fairness, ultimately improving the overall performance and
trustworthiness of recommender systems [9].

There are many applications of recommender systems.
Various recommender system techniques are proposed for a
variety of applications related to Government, Business, Online
Shopping, Library, Learning, Tourism, Group activities, and
Healthcare.

1) Government: The government may greatly improve its
communication with its constituents and its ability to serve the
public by adopting the internet recommender system. The citi-
zen services discover and recommend to users more significant
and interesting services. One-time items will receive ratings
from the business perspective services [10]. By considering
the citizen’s profile, more relevant and engaging services to
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the citizen are recommended. In business perspective, one-time
items will receive ratings from the business perspective.

2) Business: Various recommender systems are developed
for business promotions. Some of the systems pay attention
to the recommendations initiated by individual customers that
are Business-to-Customer (B2C) systems. Recommendations
produced for business users on products and service is called
Business-to-Business (B2B) systems.

3) Online shopping: One of the most significant tools in the
realm of online purchasing is the recommender system [11].
Ratings for the purchased products by a user is the primary
information that depicts the interest of the user [12]. Almost
all commercial applications like Amazon, Netflix, and Flipkart
provide the option for giving ratings for the products.

4) Library: To propose resources for research in the uni-
versity’s online libraries, Porcel et al. conducted research and
created a recommender system [13], [14]. Applications for
online libraries can employ systems of recommendations to
help users search and select knowledge and data resources.

5) Learning: Learning recommender systems guide learn-
ers to select the subjects, courses, and learning information
to perform learning activities [15]. Digital libraries contain a
huge amount of e-documents that a user can choose from [16].

6) Tourism: Recommender Systems are also used to give
recommendations for tourism places to tourists. It is mainly
suggested on transportation, restaurants, and lodging for users
to feel comfortable reaching their destinations. Users are
directed to a wide range of online resources. These services
contain different perspectives according to videos, music, and
learning materials that are uploaded by users [17].

7) Group activities: As interactions through online have
increased, the use of group activities has become more popular.
Giving recommendations to a group of users having different
opinions is a crucial task. The idea of group activities is to
learn interactions between the users from the known group
ratings [18]. In various cases, the decision has to be made by
the users in both online or in without internet access. In such
instances, the entire organization makes the decision to balance
users’ expectations in online as well as offline formats. The
online group is to be formed by the system, but the offline
group will be already formed [19].

8) Healthcare: Efficient and effective communication is
very important in healthcare. A growing number of patients
require the care of healthcare professionals from many spe-
cialties, especially those who have chronic illnesses or dis-
eases [20].

There are many other applications in the fields of medicine,
banking, telecom, media, social networks, e-commerce, in-
ternet of things (IoT) [21], [22] other than the ones already
mentioned.

In Section II a brief analysis of the problem statement is
discussed. In Section III we discussed about the taxonomy
of recommender systems followed by in Section IV, a dis-
cussion on matrix factorization techniques is mentioned. In
Section V the empirical evaluation of the datasets and the
rating distribution plots are discussed. Section VI discusses
about the results and discussion and in Section VII gives a brief

comparison of different matrix factorization methods. Finally,
Section VIII ends up with final conclusion and future plan.
The supplementary information for the results is placed in
Section VIII-B.

II. PROBLEM STATEMENT

Consider a set of m users U = {U1, U2, . . . , Um} and a
group of n items I = {I1, I2, . . . , In} and a rating matrix R
of size m×n, Rij denotes the rating provided by the user Ui

to item Ij . Making user recommendations for unrated items
presents a challenge.

The problem of recommender systems is depicted in Fig. 1.

Fig. 1. Example for recommender systems.

This correlates to the issue of matrix completion, which is
to fill the empty cells of R with rating information from the
filled matrix entries. This problem is challenging because the
real-world rating matrices are huge in size and sparse in nature.
For instance, Amazon product recommendation is represented
as a matrix containing around 197 million users and 12 million
products. As a single user may not rate many products, the
product vector of the user has more empty cells than ratings.
Hence, it is extremely challenging to predict recommendations
for the next user action based on these fewer interactions and
it is called a data sparsity problem.

Handling sparse rating data in recommendation systems
is challenging due to extreme sparsity, where missing data
makes it hard to find patterns and leads to less accurate
predictions. Overfitting occurs as models may capture noise
from sparse data, reducing their ability to generalize. The
cold start problem also arises when new users or items lack
enough interaction history, limiting accurate recommendations.
Solutions include regularization, hybrid models, and using
implicit feedback or additional information to address these
issues.

There are numerous methods of solving matrix completion
issues. One of the traditional methods for matrix completion
is matrix factorization (MF). This study focuses on solutions
based on MF. Table I provides the notations utilised in this
work.

Next section describes the existing methods of recommen-
dation.
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TABLE I. NOTATIONS

Notation Usage

R Rating Matrix
m Number of Users
n Number of Items
i user
j item/product
X Latent features for the Users
Y Latent features for the Items
k Number of features extracted
U Set of Users
I Set of Items
δ Regularization Constant
γ Learning Rate
R̃ Prediction rating
β Distribution Parameter Set
α Distribution Hyper parameter
P,Q Orthogonal Matrices
s Singular Matrix

III. LITERATURE

Information filtering in recommender systems involves
choosing and displaying relevant information or items for users
based on their preferences, behaviors, and interactions [23].
This entails processing large amounts of data to find and
present content, products, or services that are most likely to
appeal to the user [24]. By providing tailored suggestions that
suit each user’s particular preferences and needs, the goal is
to enhance the user experience. There are many classifications
of recommender systems in practice. Fig. 2 shows a popular
classification.

Fig. 2. Classification of recommender systems.

Non-personalized and personalised recommender systems
are the two main classifications of recommender systems. Non-
personalized recommenders show users only the most popular
items, regardless of their purchases/interests. Based on their
purchases and reviews, personalised recommenders analyse the
tasks of users and make pertinent product recommendations.
For instance, suggesting the most popular web series such as
MoneyHeist being recommended to all Netflix subscribers
irrespective of their genre choice can be regarded as a non-
personalized recommendation. On the other hand, suggesting
movies/TV shows belonging to a genre that the user watch-
es/rates more often is a personalized recommendation.

Additional categories for personalised recommender sys-

tems include content-based filtering, collaborative filtering, and
hybrid models. Content-Based (CB) Filtering utilises the item
attributes in recommendation. The algorithm creates a list of
products with characteristics comparable to those of products
the customer has already bought or reviewed. A few items from
the list with top similarity will be recommended to the user.
For this purpose, metrics such as cosine, euclidean, pearson,
or spearman are used [25]–[28].

An example showing content-based filtering is depicted in
Fig. 3.

Fig. 3. Content-based filtering.

The recommender system finds additional books (let’s say
BOOK1 and BOOK2) that are comparable to the one the
USER has already read and recommends those to the USER.

The content-based recommendation requires domain
knowledge to identify attributes that may be non-available due
to privacy concerns. This is a major limitation of this class
of recommendation systems. However, CB addresses the cold
start problem effectively. Collaborative Filtering (CF) suggests
items/products based on the user’s previous choices [29]–
[34]. For a specific user i, CF finds additional users who
share i’s preferences and makes suggestions based on their
choices. Their interactions with various products that user
i purchased/rated can be used to determine if they have
comparable tastes. Collaborative filtering key benefit is that
it doesn’t require domain knowledge [35]. The process of CF
for book recommendation is given in Fig. 4.

Fig. 4. Collaborative filtering.

In this example, there are two different users (say USER1
and USER2) who are having similar tastes. If there are two
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different books (say BOOK1 and BOOK2) that are read by
both users, the recommender system identifies the books that
are read by only one user (say USER1) and recommends the
remaining books (say BOOK3) that are not read to the other
user (say USER2).

The two approaches of calculating user similarity are
Neighborhood-based and Model-based methods.

Neighborhood-based Collaborative Filtering (NCF) meth-
ods are also called Memory-based models or Heuristic-based
models. The NCF technique forecasts the similarity between
users and items by analyzing user-item interactions through
heuristics. It employs two approaches: user-user collaborative
filtering and item-item collaborative filtering [36].

• User-User based Collaborative Filtering: When pro-
ducing predictions, the user-based collaborative filter-
ing finds the other users who are engaging in similar
behaviors. For user’s having similar interactions, the
items are recommended. It predicts the interest of
an item that depends on the rating information from
similar users [37]. The steps to compute user-user
similarities are given below:
◦ Build a user vector Ai for each individual user

i. Ai will be of size n, n being the number of
items. A[j] is 1 if user buys item j, otherwise
it is zero.

◦ Compute the similarity matrix M , of size m×
m where m is the number of users such that
M [i1, i2] = similarity(i1, i2).

◦ For every user i, identify a set of users S ∈ U ,
where S contains the users with top similarity
score with i.

◦ Suggest the items that are bought by the users
in S, and that are not bought by i.

The example of user-user based collaborative filtering is
depicted in Fig. 5.

Fig. 5. User-user based collaborative filtering.

To recommend books to USER1, the recommender com-
putes the similar users of USER1, which is USER2 in the first
step. BOOK3 bought by USER2 is not bought by USER1, and
is recommended to USER1.

Item-item based Collaborative Filtering (ICF): By detecting
the associated subjects that users have previously rated, the
item-item based collaborative filtering determines how simi-
lar the items are and provides predictions. It computes the
similarity of how the target item is selected from the k-most
similar items [38]. Additionally, the corresponding parallels are
found. When comparable things are discovered, the prediction
is made using the target user’s rating as well as the average
of the related items. The following are the steps to compute
item-item similarities:

• Find the previously liked items of the target user from
the historical data.

• Identify the most similar items for the previously liked
items.

• Select the maximum likelihood items from similar
item sets.

• Introduce the products to the target user.

The example of item-item based collaborative filtering is
depicted in Fig. 6.

Fig. 6. Item-item based collaborative filtering.

To suggest books to a USER, the recommender system
computes the maximum likelihood of similar books (say
BOOK4) bought by the USER from the historical data and
recommends them to the USER.

Model-based Collaborative Filtering trains a model us-
ing historical information on user-item ratings. Once the
model is trained, ratings can be predicted using the
model [39]. One of the well-liked model-based techniques is
Matrix Factorization (MF ). The goal of this study is to
compare and assess the performance of several MF approaches
in different areas. The next section discusses MF and its
variations in detail.

IV. MATRIX FACTORIZATION TECHNIQUES

In this section, various matrix factorization methods are
discussed. In every matrix factorization method, ratings are
predicted and the recommendations are given to the users. So,
the evaluation metric for our analysis is limited to Root Mean
Square Error (RMSE).

The basic procedure of MF is shown in Fig. 7.

Further, five variations of MF techniques namely matrix
factorization (MF), probabilistic matrix factorization (PMF),
non-negative matrix factorization (NMF), singular value de-
composition (SVD), and SVD++ are elaborated. Each of the
variant addresses the challenges of collaborative filtering like
cold start problem, and data sparsity in different ways.

MF addresses data sparsity by decomposing the user-item
interaction matrix into lower-dimensional user and item matri-
ces, capturing latent factors that help to estimate missing values
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Fig. 7. Flow chart for the procedure of Matrix Factorization (MF).

and fill gaps created by unobserved ratings. However, MF faces
challenges with the cold start problem, as it depends on histor-
ical interactions to learn these latent factors, making it difficult
to generate accurate recommendations for new users or items
without prior rating data. PMF extends MF with a probabilistic
framework that regularizes factorization, helping to manage
sparse data. While PMF also faces cold start challenges due to
reliance on historical data, Bayesian approaches can mitigate
this by incorporating priors on latent factors. NMF decomposes
the matrix into non-negative latent factors, capturing additive
relationships and handling sparse data more effectively. How-
ever, it still relies on sufficient observed data and struggles with
cold start, though variations incorporating content-based data
can help address this limitation. SVD factorizes the matrix into
orthogonal components, capturing key features with reduced
dimensions and approximating missing values through low-
rank approximations. However, it requires observed data for
decomposition, making it less effective for cold start scenarios,
as it lacks a direct mechanism for handling users or items
without prior interactions. SVD++ extends standard SVD by
incorporating both explicit ratings and implicit feedback, such
as clicks and views, which helps mitigate data sparsity by
providing additional data points. While it improves cold start
handling for users through implicit feedback, it still requires
some interaction data and remains limited for completely new
users or items.

A rating matrix R is of size m × n is input to any MF

method, where m, n are the number of users and items. R is
factored into two latent feature matrices X and Y [40], [41].

Three steps are common in these MF methods:

1) Initialization of latent feature matrices X and Y : It is
a common practice to initialize the matrices X and
Y randomly. Different MF techniques use different
data distributions to generate these random numbers.

2) Computation of predicted rating matrix: The pre-
dicted rating matrix R̃ is computed by extracting k
users and items latent features. The value of k can
be fixed empirically. These latent feature matrices are
multiplied to get the overall predicted matrix. The
sample process is shown below.

 r11 .. r1n
. .. .
. .. .
. .. .

rm1 .. rmn

 =

 x11 .. x1k

. .. .

. .. .

. .. .
xm1 .. xmk


y11 .. y1n

. .. .

. .. .

. .. .
yk1 .. ykn


m× n m× k k × n

Where, k is the number of features extracted, m is the
users, n is the items, X is a matrix representing latent features
of the users, Y denotes the latent features of the items. The
relation between R and R̃ is shown in Eq. 1.

R ≈ XY T (1)

R̃ = XY T

The error in the prediction is determined using the differ-
ence between corresponding cells in R and R̃ after computing
R̃. A few common error metrics include Mean Absolute Error
(MAE), Regularised Square Error (RSE), and Root Mean
Square Error (RMSE), as illustrated in Eq. 2, Eq. 3, and Eq. 4,
respectively.

Eq. 2 calculates Root Mean Square Error (RMSE) by
subtracting the original rating from the predicted rating values.

RMSE =

√
1

N

∑
(rij − r̃ij)

2 (2)

where N is the number of predictions, r̃ij is the predicted
rating, and rij is the original rating.

According to Eq. 3, the Regularised Square Error (RSE) is
produced by subtracting the original rating from the predicted
rating values and adding regularisation factors.

RSE = (rij − r̃ij)
2 + δ (3)

Mean Absolute Error (MAE) is calculated as shown in
Eq. 4, by subtracting the original rating’s absolute value from
the anticipated rating values.

MAE =
1

|N |
(|rij − r̃ij |) (4)
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Minimising the discrepancy between the actual and pre-
dicted rating matrices is the key job here.

In general, an objective function shown in Eq. 5 is used
for that task.

min
1

2
||R−XY ||2 (5)

The updating of the latent user and item matrices, which
are covered below, is necessary for the goal function.

1) Update the latent feature matrices X and Y : Different
update rules are used by MF methods to reduce the
error computed in step 2.

2) Step 3 is repeated until either error doesn’t remain the
same in two successive steps or the error is less than
a chosen threshold. But in most of the programming
solutions, a fixed number of iterations is taken as a
terminating point.

To summarise, different MF techniques vary in steps 1
(Initialization), and 3 (update rule). The following sections
describe the variations in detail.

A. Matrix Factorization

1) Initialization of latent feature matrices: The initializa-
tion of X and Y are purely random values with 0 to 1
distribution in basic MF [42], [43].

2) Update rule to reduce the error between actual and
predicted rating matrices:: By multiplying the rating vectors
for the person and the object, as stated in Eq. 6, one can find
the original rating.

rij ≈ xiy
T
j (6)

Utilising the observed ratings while reducing the squared
error is one method for computing the empty ratings in the
matrix. The square error minimization is shown in Eq. 7.

min
∑
i,j

(rij − xiy
T
j )

2 (7)

The result will overfit the training data and to overcome
the overfitting in squared error a regularization term is incorpo-
rated is shown in Eq. 8. Regularization is controlled by using
a regularization constant δ known as Regularized Square Error
(RSE).

min
∑
i,j

(rij − xiy
T
j )

2 + δ(||xi||2 + ||yj ||2) (8)

where ||.|| is the frobenius norm. Alternating least squares
or stochastic gradient descent can be used to estimate this
value. According to Eq. 9, every rating within the training
data has been predicted via stochastic gradient descent, and
the prediction error is calculated.

eij = rij − xiy
T
j (9)

Then update the vectors yj and xi with a constant γ called
the learning rate, and δ as the regularization constant. Updating
the values of yj and xi is shown in Eq. 10.

yj ←− yj + γ(eijxi − δyj)

xi ←− xi + γ(eijyj − δxi) (10)

B. Probabilistic Matrix Factorization

1) Initialization of latent feature matrices: The initializa-
tion of X and Y are random values of 0 to 1 with normal
distribution.

2) Update rule to reduce the error between actual and
predicted rating matrices: By fixing the parameters, the log-
posterior value on the predicted rating matrix R̃ is observed
from the original rating matrix R [44]. To maximize the
log-posterior for the user’s and item’s latent features, some
additional regularization hyperparameters are added and fixed
to minimize the sum of squares as shown in Eq. 11.

E = −1

2

 m∑
i=1

n∑
j=1

(rij − xT
i yj)

2
(i,j)∈ΩRij


− 1

2

δX m∏
i=1

||xi||2Fro + δY

n∏
j=1

||yj ||2Fro

 (11)

where

δX =
σ2
X

σ2
, δY =

σ2
Y

σ2

The procedure for calculating the log-posterior distribution
is as follows: An approach that offers a statistical framework
using the Bayes theorem for the model rating matrix R called
Probabilistic Matrix Factorization (PMF) which is proposed
by Salkhutdinov and Mnih [45]. PMF is a probabilistic linear
model with gaussian distribution which is used for initial latent
feature matrices X and Y . By fixing the parameters, the log-
posterior value on the predicted rating matrix R̃ is observed
from the original rating matrix R [44].

p(β|Z,α) = p(Z|β, α)p(β|α)
p(Z|α)

∝ p(Z|β, α)p(β|α) (12)

In this case, Z represents dataset, β represents the dis-
tribution parameter set, and α represents the distribution hy-
per parameter. The posterior distribution, also known as a-
posteriori, is denoted by p(β|Z,α). p(Z|β, α) is the likelihood
and p(β|α) is the prior. More information about the data
distribution can be obtained through the training process, and
the model parameter β can be adjusted to fit the data. Let
Rij represent the rating of the user i on the item j and let
X ∈ Rm×k and Y ∈ Rk×n are the users and items latent
feature vectors respectively. Here we assume that the entries of
R are normally distributed around the inner product of (Xi, Yj)
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with a common variance. We will now use our rating matrix
for the predictions.

β = {X,Y }, Z = R, α = σ2

where σ2 is the variance of the Gaussian distribution. We
get this by substituting these values in Eq. 12.

p(X,Y |R, σ2) = p(R|X,Y, σ2)p(X,Y |σ2
X , σ2

Y ) (13)

In Eq. 13, X and Y values are independent of each other,
and hence the equation can be rewritten as shown in Eq. 14.

p(X,Y |R, σ2) = p(R|X,Y, σ2)p(X,σ2
X)p(Y, σ2

Y ) (14)

Let Iij be defined as the likelihood of R entries such that
if the value is 1, the entry is observed, and if the value is 0
the entry is not observed. Adopt a gaussian-distributed prob-
abilistic linear model and specify the conditional probability
across the observed ratings as per Eq. 15.

p(R|X,Y, σ2) =

m∏
i=1

n∏
j=1

[N(rij |xT
i yj , σ

2)]Iij (15)

The new assumption about the likelihood is that R’s entries
are independent, every entry has a normal distribution, and
entries all have the same variance σ2.

The prior distributions of X , Y are shown in Eq. 16 and
Eq. 17.

p(X|σ2
X) =

m∏
i=1

N(xi|0, σ2
X) (16)

p(Y |σ2
Y ) =

n∏
j=1

N(yj |0, σ2
Y ) (17)

In these priors we assume that X and Y rows are cor-
related, every entry has a normal distribution, and entries all
have the same variance σ2.

Replacing Eq. 15, Eq. 16 and, Eq. 17 in Eq. 14 we get,

p(R|X,Y, σ2) =

m∏
i=1

n∏
j=1

[N(rij |xT
i yj , σ

2)]Iij

m∏
i=1

N(xi|0, σ2
X)

n∏
j=1

N(yj |0, σ2
Y )

(18)

For training our model, we apply logarithms on both sides
of Eq. 18 and then apply derivatives on both sides of the
equation. Then the expression for log-posterior is like

lnp(X,Y |R, σ2) = − 1

2σ2

m∏
i=1

n∏
j=1

Iij(rij − xT
i yj)

2

− 1

2σ2
X

m∏
i=1

||xi||2Fro −
1

2σ2
Y

n∏
j=1

||yj ||2Fro

Here, the Fro suffix is called the Frobenius norm is given
by

||x||2Fro = xTx

C. Non-Negative Matrix Factorization

There are many applications in which the data is analyzed
to be non-negative, and many of the tools follow this prop-
erty [46]. The idea of NMF, which forces the data to be non-
negative, gave rise to the need for low-rank approximation
for development. NMF is used as a tool for the analysis
of high-dimensional with non-negative entries in the data.
NMF should consist of only non-negative constraints as a
part of the representation. There are different variants of NMF
algorithms proposed [47] and we are using basic NMF. NMF
was introduced with the name positive matrix factorization by
Paatero and Tapper [48]. Researchers paid attention to NMF
after the work given by Lee and Sung. They discussed more
on usage and importance of NMF [49].

1) Initialization of latent feature matrices: The initializa-
tion of latent feature matrices X and Y are taken as non-
negative random values.

2) Update rule to reduce the error between actual and
predicted rating matrices: Finding an estimate of a non-
negative matrix R, which is represented as the product of latent
feature matrices X and Y , is the primary goal of NMF.

R ≈ XY

where R is a m × n rating matrix. The approximation of
R with product of matrices X (m × k) and Y (k × n) by
considering k ≤ (m,n). The latent feature matrices X and
Y , can be derived by using multiplicative update method that
consist of some update rules. The rules are explained in [49].
The non-negativity property is maintained by both matrices X
and Y .

X = X · ×((R · /(X × Y + (R == 0)))× Y T )

Y = Y · ×(XT × (R · /(X × Y + (R == 0))))

Similarly, the dot division of X and Y is X· /Y , where X ·
×Y is element-wise division calculated as the dot product of
X and Y . The product of two matrices X and Y is X×Y . The
transposed version of the matrix X is XT . In the denominator,
the expression R == 0 is used to avoid division by zero.

The properties of NMF are only non-negative values are
allowed into the resultant matrix, since non-negative values
are only allowed, the matrix is allowed to only add but not
subtract, and the result of the factorization is not unique.
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D. Singular Value Decomposition

The singular value decomposition (SVD) method was first
applied for recommender systems [50]. In MF using SVD, the
rating matrix R decomposes into three latent feature matrices
P , s, and Q, as shown in Eq. 19 where the rating matrix R
is of size m × n and the latent factor matrices P is of size
m × m, s is of size m × n, and Q is of size n × n. Here,
P and Q are orthogonal matrices, and s is a singular matrix.
The latent feature matrices X and Y are computed as follows:
X=P .s and Y = Q [51].

R ≈ PsQT (19)

Better performance is achieved by using the SVD approach
on its applications that reduces the dimensionality of user and
item matrix [52].

E. SVD++

The main purpose of SVD++ is to identify the missing
ratings in the matrix by adding implicit feedback to the user’s
latent feature matrix [53]. This technique is observed to be
more accurate in many cases, because of including implicit
feedback to user latent feature matrix [54].

The implicit feedback matrix UV is calculated as follows:
The matrix U is calculated as U = [uij ] ∀(i, j) is 1 if Rij is
present in the original rating matrix 0 otherwise. For every non-
zero entry in the matrix ith row is written as 1√

|Ii|
and is an

m×n matrix. V matrix is calculated as V = [vij ] ∀(i, j) which
is same as an item feature matrix of order n×k. Calculate the
dot product of matrices UV of order m×n and n×k, resulting
in a matrix of the order of m×k. The implicit feedback matrix
UV is to be added to X (say X = X+UV ) before performing
the dot product of X and Y T . V matrix is assigned to Y (say
Y = V ).

The variations of different MF methods used in this work
are tabulated in Table II.

V. EMPIRICAL EVALUATION

The era of each dataset, where it was downloaded from, and
the information that is contained in it are all fully described in
this section. Exploratory data analysis reveals a full description
of the dataset ratings. additionally explains the setup for
conducting the analysis and arriving at the RMSE value.

A. Datasets

The primary goal of utilizing the datasets is to run the sim-
ulations. The datasets are downloaded from Kaggle, Konect,
and Github. Datasets namely Movie Lens-100K, Movie Lens-
1M, Film Trust, Trip Advisor, Jester, and Market datasets are
taken. Each dataset contains information about the users, items,
ratings, and timestamps.

The period of Movie Lens-100K dataset is from September
19th, 1997 to April 22nd,1998 [55]. The period of Movie
Lens-1M dataset is on December 2015 [56]. The period of
the Film Trust dataset is on 2011 [57]. The period of Trip
Advisor dataset is from March 3rd, 2001 to November 1st,

2009 [58]. The period of the Jester dataset is from November
2006 to November 2012 [59]. The period of Market dataset is
from January 1st, to April 30th, 2021 [60]. Table III tabulates
the dataset statistics for numerous datasets.

B. Exploratory Data Analysis

In Fig. 8, the rating distribution plots for several datasets,
including Movie Lens -100K, Movie Lens -1M, Film, Trip
Advisor, Jester, and Market, are displayed. The rating distri-
bution for films in the MovieLens-100K dataset ranges from 1
to 5. In the dataset, the users are the individuals, and the items
are the films. A low rating of one is provided by users 6110
(6.11%) beyond 100000 ratings, while users 34174 (27.14%)
offer a rating of four for films. The rating distribution in the
movie lens-1M dataset ranges from 0.5 to 5. In the dataset, the
users represent individuals, while the items refer to movies. It
has been noted that users 306221 (29.20%) have given films
a rating of four stars, while users 8559 (0.81%) have given
films a poor rating of 0.5 out of 1048576.

According to Fig. 8, the rating distribution for the film trust
dataset is between 0.5 and 4. The films in the dataset are the
items, and the users are the people. It has been noted that out
of 35494 ratings, users 1060 (2.98%) give films a low rating of
0.5 and users 9170 (25.83%) offer films a rating of five. The
1 to 5 rating distribution is part of the Trip Advisor dataset.
The hotels in the dataset are the items, and the users are the
individuals. Users 10082 (5.73%) out of 175765 ratings offer
a low rating of one for hotels, while users 77668 (44.18%)
provide a rating of five for hotels.

The rating distribution for the jester dataset is between −10
and +10, as shown in Fig. 8. In the dataset, the users are the
individuals, and the objects are the jokes. Out of the 1048575
ratings, it is noted that over 4000 people have given ratings
of 10 or above. The rating distribution in the market dataset
ranges from 1 to 5. In the dataset, the users are the individuals
and the items are the things. It has been noted that out of
1048575 users’ ratings, users 609417 (58.11%) give items a
rating of five, while users 63082 (6.01%) give products a poor
rating of two.

VI. RESULTS ANALYSIS

To forecast the missing values in the rating matrix, we
apply five different MF methods such as MF, PMF, NMF,
SVD, and SVD++ with different latent features on six data
sets which are given in Section IV and Table III. For all meth-
ods, we computed RMSE value for different latent features
k = 10, 50, 100, 200, 300, 400 with 10 steps. In this section,
we have shown patterns of RMSE values with different latent
features for various MF methods on six datasets. We have
shown other errors (RSE, RMSE, and MAE) for latent features
k = 1, 2, · · · , 10 with 100 steps in supplementary information
as shown in Section VIII-B.

Fig. 9 describes RMSE value on six different datasets
for the MF method with k = 10, 50, 100, 200, 300, 400 at
different steps. In movie lens-1M, film trust, and jester datasets,
if k-value is increasing there is a constant range of RMSE
maintained. In the movie lens-100K dataset, it is observed that
as k-value is increasing there is a constant range of RMSE for
k values 10, 50, 100, 200 and the RMSE decreases for k values
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TABLE II. DIFFERENCES BETWEEN DIFFERENT VARIATIONS OF MATRIX FACTORIZATION (MF) METHODS

Method Initialization of Latent Features Updation of Latent Features
MF Latent feature matrices X and Y are taken as random values

between 0 and 1.
Update the parameters of X and Y by adding regularization
constant and learning rate to minimize the error.

PMF Latent feature matrices X and Y are taken as normal distribution
random values between 0 and 1.

Update the parameters of X and Y by adding regularization
hyperparameters to minimize the error.

NMF Latent feature matrices X and Y are taken as non-negative
random values.

Apply the rules of the multiplicative update method to update the
parameters of X and Y .

SVD Latent feature matrices X and Y are taken as floating point
numeric dtype random values.

No update rule is used.

SVD++ Latent factor matrices X and Y are taken by adding an implicit
feedback matrix to the user latent feature matrix X .

Adding an implicit feedback matrix to the user latent feature
matrix X is itself an update that is performed.

TABLE III. INSIGHTS INTO SIX DIVERSE DATASETS: MOVIE LENS-100K, MOVIE LENS-1M, FILM TRUST, TRIP ADVISOR, JESTER, AND MARKET
DATASETS

Dataset Users Items Ratings Rating Range Average
Rating

Sparsity

Movie Lens-100K 943 1682 100000 1-5 3.529 0.937
Movie Lens-1M 7848 65133 1048576 0.5-5 3.522 0.998
Film Trust 1508 2071 35494 0.5-4 3.002 0.988
Trip Advisor 145316 1759 175765 1-5 4.000 0.999
Jester 31958 140 1048575 -10 - +10 0.955 0.839
Market 941860 9849 1048575 1-5 4.062 0.999

Fig. 8. Visual insights into Rating Distributions: Movie Lens-100K, Movie Lens-1M, Film Trust, Trip Advisor, Jester, and Market datasets.

300, 400. In the trip advisor dataset, the RMSE value decreases
at finite steps for all k values and slightly increases. There is
an increase in RMSE value if k is 10. In the market dataset,
the RMSE value is decreased for all k values except for k
value 200. Compared to all the datasets, the jester is giving
less RMSE value. As there is a maximum of 140 items in the
jester dataset, we can calculate RMSE value up to k less than
or equal to min(m,n).

Fig. 10 describes RMSE value on six different datasets for
PMF at different steps. There are similar fluctuations in RMSE
value as the k value is altered. In the movie lens-100K, for k
is 10 latent features, it is observed that there is a decrease
in RMSE value from 1.75 to 1.2. At 50 latent features, the
RMSE value increases from 1.35 to 1.45. At 100 and 300
latent features, the RMSE increases from 1.65 to 1.75. At 200
latent features, it is observed that the RMSE decreases more
from 2.0 to 1.5. For = 400 latent features, there is an increase

in RMSE value from 1.55 to 1.9.

In the movie lens-1M, at 10 latent features, it is observed
that there is a decrease in RMSE from 1.8 to 1.35. For k
is 50 latent features, it is observed that the RMSE decreases
from 1.55 to 1.35. For 100 latent features, the RMSE value
reduces from 1.5 to 1.4. At 200 latent features, the RMSE
value increases from 1.2 to 1.35. The RMSE value falls from
1.45 to 1.3 for 300 latent features. There is an increase in
RMSE value from 1.35 to 1.55 at 400 latent features. In the
film trust dataset, all are behaving in the same manner except
for 50 latent features. There is a drastic change in RMSE value
with different behavior from 1.20 to 0.99. For the remaining
k values there are slight fluctuations in RMSE value. In the
trip advisor dataset, different behavior is seen for k = 10
latent features. For all the remaining latent features, there is
a decrease in RMSE value if the latent features are increased.
In the jester dataset, there is an increase in RMSE value as
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Fig. 9. Root Mean Square Error (RMSE) graphs for Matrix Factorization (MF) on six datasets, namely, Movie Lens-100K, Movie Lens-1M, Film Trust, Trip
Advisor, Jester, and Market datasets for 10 steps and 400 latent features.

the latent features are increased. There is a decrease in RMSE
value at 100. The constant RMSE is maintained at k value
140. In the market dataset, there is a decrease in RMSE value
if the k-value increases.

For the NMF method, we have plotted RMSE values
with different latent features on six datasets in Fig. 11. In
all datasets, if the k-value is increasing RMSE decreases.
Compared to all datasets, the NMF method gives less RMSE
value for film trust and market datasets. More RMSE value for
jester, movie lens-100K datasets. For any latent features, the
RMSE value is decreasing with different steps.

Fig. 12 (a), (b), and (c) describes RMSE value of SVD
method with various k values for pair of datasets movie lens-

100K, jester, movie lens-1M, market, and trip advisor, film
trust respectively. Across all datasets, an increase in the k-
value is observed to correspond with a decrease in the RMSE
value. Compared to all datasets, the SVD method gives less
RMSE value for film trust and market datasets. More RMSE
value for movie lens-100K datasets. For the jester dataset a
drastic change in the RMSE value of the SVD method when
increasing the k-value because the number of items is very
less.

Fig. 13 describes RMSE value on six different datasets for
SVD++ method at different steps. In all datasets, if the k-value
is increasing then RMSE also increases. In the jester dataset, it
is observed that the RMSE is maintained constant for different
steps. Compared to all datasets, the SVD++ method gives less
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Fig. 10. Root Mean Square Error (RMSE) graphs for Probabilistic Matrix Factorization (PMF) on six datasets, namely, Movie Lens-100K, Movie Lens-1M,
Film Trust, Trip Advisor, Jester, and Market datasets for 10 steps and 400 latent features.

RMSE value for the film trust dataset and more RMSE value
for the jester dataset.

VII. COMPARISON OF MF METHODS

The comparison of different MF methods on different
datasets namely movie lens-100K, film trust, movie lens-1M,
trip advisor, jester, and market with k = 5 in Table IV, and
k = 10 in Table V, and k = 100 in Table VI. Compared
to all the MF methods NMF, and SVD methods gives less
RMSE value with different k-values. It is observed that in
MF, PMF, and SVD++ methods, by increasing the k-value
RMSE also increases. Whereas in NMF, and SVD methods
there is a decrease in RMSE value as k-value increases. The

k-value in each method is the number of latent features that
are divided into the items. As compared to all MF methods, if
we consider more groups for items in the dataset, MF, PMF,
and SVD++ give more errors for suggesting an item to the
user. Whereas, if we increase the groups in NMF and SVD
methods, the error value that is obtained is less while predicting
a recommendation to the user.

For film trust and movie lens-1M datasets, the prediction
performance of MF is drastically decreasing with an increase
in the number of latent features. The dominant observation is
that the rating distribution for the two datasets is right skewed
and sparse. However, NMF and SVD are not affected much
by this skewed rating as well as the number of latent features.
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Fig. 11. Root Mean Square Error (RMSE) graphs for Non-Negative Matrix Factorization (NMF) on six datasets, namely, Movie Lens-100K, Movie Lens-1M,
Film Trust, Trip Advisor, Jester, and Market datasets for 10 steps and 400 latent features.
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Fig. 12. Root Mean Square Error (RMSE) graphs for Singular Value Decomposition (SVD) on six datasets, namely, Movie Lens-100K, Movie Lens-1M, Film
Trust, Trip Advisor, Jester, and Market datasets for 10 steps and 400 latent features.
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Fig. 13. Root Mean Square Error (RMSE) graphs for SVD++ on six datasets, namely, Movie Lens-100K, Movie Lens-1M, Film Trust, Trip Advisor, Jester,
and Market datasets for 10 steps and 400 latent features.

TABLE IV. RMSE VALUES FOR DIFFERENT VARIATIONS OF MATRIX
FACTORIZATION (MF) ON SIX DIFFERENT DATASETS NAMELY MOVIE
LENS-100K, MOVIE LENS-1M, FILM TRUST, TRIP ADVISOR, JESTER,

AND MARKET AT k = 5

Dataset (↓) / MF
algorithm (→)

MF PMF NMF SVD SVD++

Movie Lens-100K 1.048 1.051 0.720 0.711 0.908
Movie Lens-1M 2.236 1.463 0.111 0.110 0.859
Film Trust 2.722 1.457 0.200 0.199 0.798
Trip Advisor 3.919 1.945 0.106 0.106 1.071
Jester 2.695 17.591 0.798 0.794 4.762
Market 3.597 2.041 0.112 0.112 1.294

VIII. CONCLUSION AND FUTURE SCOPE

A. Conclusion

Information theory is essential for improving the effec-
tiveness of recommendation systems. By measuring the un-

TABLE V. RMSE VALUES FOR DIFFERENT VARIATIONS OF MATRIX
FACTORIZATION (MF) ON SIX DIFFERENT DATASETS NAMELY MOVIE
LENS-100K, MOVIE LENS-1M, FILM TRUST, TRIP ADVISOR, JESTER,

AND MARKET AT k = 10

Dataset (↓) / MF
algorithm (→)

MF PMF NMF SVD SVD++

Movie Lens-100K 3.205 1.343 0.690 0.682 0.900
Movie Lens-1M 2.953 1.271 0.108 0.107 0.855
Film Trust 2.804 0.900 0.190 0.188 0.793
Trip Advisor 3.912 1.824 0.105 0.105 1.069
Jester 3.499 17.521 0.867 0.861 4.707
Market 3.692 2.069 0.108 0.109 1.309

certainty and information content in user preferences and
interactions, it offers a solid framework for creating more
precise and efficient recommendation algorithms. This the-
oretical basis enhances the handling of sparse data, boosts
prediction accuracy, and ensures more personalized user ex-
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TABLE VI. RMSE VALUES FOR DIFFERENT VARIATIONS OF MATRIX
FACTORIZATION (MF) ON SIX DIFFERENT DATASETS, NAMELY, MOVIE
LENS-100K, MOVIE LENS-1M, FILM TRUST, TRIP ADVISOR, JESTER,

AND MARKET AT k = 100

Dataset (↓) / MF
algorithm (→)

MF PMF NMF SVD SVD++

Movie Lens-100K 5.014 1.583 0.577 0.497 0.920
Movie Lens-1M 18.994 1.425 0.096 0.091 0.864
Film Trust 18.886 0.944 0.102 0.082 0.879
Trip Advisor 4.131 1.722 0.092 0.091 1.118
Jester 3.407 17.828 0.383 0.219 4.803
Market 6.539 2.097 0.810 0.080 1.328

periences. As recommendation systems advance, the principles
of information theory will continue to be vital in tackling chal-
lenges related to data complexity, user diversity, and changing
preferences, resulting in more sophisticated and dependable
recommendation solutions. In this study, various MF methods
like MF, PMF, NMF, SVD, and SVD++ have been compared
on different datasets namely movie lens-100K, film trust,
movie lens-1M, trip advisor, jester, and market with different
latent features on different steps. The performance of the MF
methods is evaluated using RMSE. It is observed that MF
is the least-performing MF method among all studied in this
work. SVD is the outperforming method among all other MF
algorithms. However, it has been observed that the number
of latent features is affecting the prediction performance. The
prediction power of MF, PMF, and SVD++ is reducing with an
increase in the number of latent features. On the other hand,
NMF and SVD are performing better with an increase in the
number of latent features.

B. Future Scope

In the future, we would like to extend the concept of
recommendation to different real-world contexts. For example,
this study focuses solely on recommending a single item to
an individual user. However, in practice, there are situations
where recommendations are needed for a group of users. For
example, a group of students might be advised on selecting
an elective course based on their collective interests. This
interest prompts the requirement for and creation of group
recommender systems [61]. Cross-domain recommendation
systems (CDR) can help mitigate this issue. CDRs use the
ratings of the new item/user in one domain in another domain
with transfer learning [62]–[64]. Utilizing these techniques
will help recommendation systems work better by a variety
of semantic information contained in knowledge graphs. A
knowledge graph (KG) is a collection of relational facts,
including information about the entities, entity categories, and
collaborations among entities. KG embeds complex infor-
mation about different relationships among real-world enti-
ties [65], [66].
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[17] J. Borràs, A. Moreno, and A. Valls, “Intelligent tourism recommender
systems: A survey,” Expert systems with applications, vol. 41, no. 16,
pp. 7370–7389, 2014.

[18] Y.-L. Chen, L.-C. Cheng, and C.-N. Chuang, “A group recommendation
system with consideration of interactions among group members,”
Expert systems with applications, vol. 34, no. 3, pp. 2082–2090, 2008.

[19] I. Cantador, I. Fernández-Tobı́as, S. Berkovsky, and P. Cremonesi,
“Cross-domain recommender systems,” in Recommender systems hand-
book. Springer, 2015, pp. 919–959.

[20] P. Vermeir, D. Vandijck, S. Degroote, R. Peleman, R. Verhaeghe,
E. Mortier, G. Hallaert, S. Van Daele, W. Buylaert, and D. Vogelaers,
“Communication in healthcare: a narrative review of the literature and
practical recommendations,” International journal of clinical practice,
vol. 69, no. 11, pp. 1257–1267, 2015.

[21] Y. Himeur, A. Sayed, A. Alsalemi, F. Bensaali, A. Amira, I. Varlamis,
M. Eirinaki, C. Sardianos, and G. Dimitrakopoulos, “Blockchain-based
recommender systems: Applications, challenges and future opportuni-
ties,” Computer Science Review, vol. 43, p. 100439, 2022.

[22] F. Karimova, “A survey of e-commerce recommender systems,” Euro-
pean Scientific Journal, vol. 12, no. 34, pp. 75–89, 2016.

www.ijacsa.thesai.org 1130 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 16, No. 1, 2025

[23] L. Wu, X. He, X. Wang, K. Zhang, and M. Wang, “A survey on
accuracy-oriented neural recommendation: From collaborative filtering
to information-rich recommendation,” IEEE Transactions on Knowledge
and Data Engineering, vol. 35, no. 5, pp. 4425–4445, 2022.

[24] J. Liu, C. Shi, C. Yang, Z. Lu, and S. Y. Philip, “A survey on hetero-
geneous information network based recommender systems: Concepts,
methods, applications and resources,” AI Open, vol. 3, pp. 40–57, 2022.

[25] U. Javed, K. Shaukat, I. A. Hameed, F. Iqbal, T. M. Alam, and
S. Luo, “A review of content-based and context-based recommendation
systems,” International Journal of Emerging Technologies in Learning
(iJET), vol. 16, no. 3, pp. 274–306, 2021.

[26] K. Kundegraber and S. Pletzl, “Basic approaches in recommendation
systems,” EasyChair, Tech. Rep., 2022.

[27] S. Chen, S. Owusu, and L. Zhou, “Social network based recommen-
dation systems: A short survey,” in 2013 international conference on
social computing. IEEE, 2013, pp. 882–885.

[28] S. Reddy, S. Nalluri, S. Kunisetti, S. Ashok, and B. Venkatesh,
“Content-based movie recommendation system using genre correlation,”
in Smart Intelligent Computing and Applications: Proceedings of the
Second International Conference on SCI 2018, Volume 2. Springer,
2019, pp. 391–397.

[29] N. Y. Asabere, “Review of recommender systems for learners in mobile
social/collaborative learning,” International Journal of Information,
vol. 2, no. 5, 2012.

[30] J. L. Herlocker, J. A. Konstan, L. G. Terveen, and J. T. Riedl, “Evalu-
ating collaborative filtering recommender systems,” ACM Transactions
on Information Systems, vol. 22, no. 1, pp. 5–53, 2004.

[31] M. D. Ekstrand, J. T. Riedl, J. A. Konstan et al., “Collaborative filtering
recommender systems,” Foundations and Trends® in Human–Computer
Interaction, vol. 4, no. 2, pp. 81–173, 2011.

[32] M. A. Hameed, O. Al Jadaan, and S. Ramachandram, “Collaborative fil-
tering based recommendation system: A survey,” International Journal
on Computer Science and Engineering, vol. 4, no. 5, p. 859, 2012.

[33] S. A. Amin, J. Philips, and N. Tabrizi, “Current trends in collaborative
filtering recommendation systems,” in World Congress on Services.
Springer, 2019, pp. 46–60.

[34] M. Jalili, S. Ahmadian, M. Izadi, P. Moradi, and M. Salehi, “Evaluating
collaborative filtering recommender algorithms: a survey,” IEEE access,
vol. 6, pp. 74 003–74 024, 2018.

[35] S. Tokala, M. K. Enduri, T. J. Lakshmi, and H. Sharma, “Community-
based matrix factorization (cbmf) approach for enhancing quality of
recommendations,” Entropy, vol. 25, no. 9, p. 1360, 2023.

[36] S. Gong, “A collaborative filtering recommendation algorithm based on
user clustering and item clustering.” J. Softw., vol. 5, no. 7, pp. 745–752,
2010.

[37] J. Wang, A. P. De Vries, and M. J. Reinders, “Unifying user-based and
item-based collaborative filtering approaches by similarity fusion,” in
Proceedings of the 29th annual international ACM SIGIR conference
on Research and development in information retrieval, 2006, pp. 501–
508.

[38] B. Sarwar, G. Karypis, J. Konstan, and J. Riedl, “Item-based collabo-
rative filtering recommendation algorithms,” in Proceedings of the 10th
international conference on World Wide Web, 2001, pp. 285–295.

[39] M.-P. T. Do, D. Nguyen, and L. Nguyen, “Model-based approach for
collaborative filtering,” in 6th International conference on information
technology for education, 2010, pp. 217–228.

[40] J. Hintz, “Matrix factorization for collaborative filtering recommender
systems,” 2015.

[41] D. kumar Bokde, S. Girase, and D. Mukhopadhyay, “Role of matrix
factorization model in collaborative filtering algorithm: A survey,”
Clinical Orthopaedics and Related Research, abs/1503.07475, vol. 1,
no. 12, 2015.

[42] J. Ivarsson and M. Lindgren, “Movie recommendations using matrix
factorization,” 2016.

[43] Y. Koren, R. Bell, and C. Volinsky, “Matrix factorization techniques for
recommender systems,” Computer, vol. 42, no. 8, pp. 30–37, 2009.

[44] J. Liu, C. Wu, Y. Xiong, and W. Liu, “List-wise probabilistic matrix
factorization for recommendation,” Information Sciences, vol. 278, pp.
434–447, 2014.

[45] A. Mnih and R. R. Salakhutdinov, “Probabilistic matrix factorization,”
Advances in neural information processing systems, vol. 20, 2007.

[46] Z. Huang, A. Zhou, and G. Zhang, “Non-negative matrix factorization: a
short survey on methods and applications,” in International Symposium
on Intelligence Computation and Applications. Springer, 2012, pp.
331–340.

[47] Y.-X. Wang and Y.-J. Zhang, “Nonnegative matrix factorization: A
comprehensive review,” IEEE Transactions on knowledge and data
engineering, vol. 25, no. 6, pp. 1336–1353, 2012.

[48] P. Paatero and U. Tapper, “Positive matrix factorization: A non-negative
factor model with optimal utilization of error estimates of data values,”
Environmetrics, vol. 5, no. 2, pp. 111–126, 1994.

[49] D. D. Lee and H. S. Seung, “Learning the parts of objects by non-
negative matrix factorization,” Nature, vol. 401, no. 6755, pp. 788–791,
1999.

[50] B. Sarwar, G. Karypis, J. Konstan, and J. Riedl, “Application of dimen-
sionality reduction in recommender system-a case study,” Minnesota
Univ Minneapolis Dept of Computer Science, Tech. Rep., 2000.

[51] E. J. Ientilucci, “Using the singular value decomposition,” Rochester
Institute of Technology, Rochester, New York, United States, Technical
Report, 2003.

[52] R. Mehta and K. Rana, “A review on matrix factorization techniques
in recommender systems,” in 2017 2nd International Conference on
Communication Systems, Computing and IT Applications. IEEE, 2017,
pp. 269–274.

[53] J. Jiao, X. Zhang, F. Li, and Y. Wang, “A novel learning rate function
and its application on the svd++ recommendation algorithm,” IEEE
Access, vol. 8, pp. 14 112–14 122, 2019.

[54] R. Kumar, B. Verma, and S. S. Rastogi, “Social popularity based svd++
recommender system,” International Journal of Computer Applications,
vol. 87, no. 14, 2014.

[55] “Kaggle,” https://www.kaggle.com/datasets/prajitdatta/movielens-100k-
dataset (accessed on 31 July 2023).

[56] “Kaggle,” https://www.kaggle.com/datasets/odedgolden/movielens-1m-
dataset (accessed on 31 July 2023).

[57] “Konect,” http://konect.cc/networks/librec-filmtrust-ratings/ (accessed
on 31 July 2023).

[58] “Konect,” http://konect.cc/networks/wang-tripadvisor/ (accessed on 31
July 2023).

[59] “Konect,” http://konect.cc/networks/jester2/ (accessed on 31 July
2023).

[60] “Github,” https://github.com/MengtingWan/marketBias (accessed on
31 July 2023).

[61] S. Dara, C. R. Chowdary, and C. Kumar, “A survey on group recom-
mender systems,” Journal of Intelligent Information Systems, vol. 54,
no. 2, pp. 271–295, 2020.

[62] M. M. Khan, R. Ibrahim, and I. Ghani, “Cross domain recommender
systems: a systematic literature review,” Association for Computing
Machinery Computing Surveys, vol. 50, no. 3, pp. 1–34, 2017.

[63] M. Enrich, M. Braunhofer, and F. Ricci, “Cold-start management
with cross-domain collaborative filtering and tags,” in International
Conference on Electronic Commerce and Web Technologies. Springer,
2013, pp. 101–112.

[64] I. Fernández-Tobı́as, I. Cantador, M. Kaminskas, and F. Ricci, “Cross-
domain recommender systems: A survey of the state of the art,” in
Spanish conference on information retrieval, vol. 24. ACM Valencia,
Spain, 2012.

[65] S. Bouraga, I. Jureta, S. Faulkner, and C. Herssens, “Knowledge-based
recommendation systems: A survey,” International Journal of Intelligent
Information Technologies, vol. 10, no. 2, pp. 1–19, 2014.

[66] R. Burke, “Knowledge-based recommender systems,” Encyclopedia of
library and information systems, vol. 69, no. Supplement 32, pp. 175–
186, 2000.

www.ijacsa.thesai.org 1131 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 16, No. 1, 2025

SUPPLEMENTARY INFORMATION

In the supplementary information section, RSE graphs for
MF at k = 10, 50, 100, 200, 300, 400 at 10 steps and 100
steps at 10 latent features are shown and RMSE graphs for
MF, PMF, NMF, and SVD methods are provided at 100 steps
and 10 latent features and MAE graphs for the SVD++ method
at k = 10, 50, 100, 200, 300, 400 at 10 steps are shown.

Fig. 14 describes the RSE value on six different datasets
for the MF method on 10 steps and 400 latent features. In all
datasets, it is observed that there is an increase in RSE value as
the k-value increases. Compared to all the datasets less RMSE
value is given by film trust and more RMSE value is given by
the jester dataset.

Fig. 15 describes the RSE value on six different datasets
for the MF method on 100 steps and 10 latent features. In all
datasets, except for jester, it is observed that if the k-value is
increasing then RSE decreases. Compared to all datasets, the
MF method gives less RSE value for the market dataset and
more RSE value for the jester.

Fig. 16 describes the RMSE value on six different datasets
for the MF method at different steps. In all datasets, if the
k-value is increasing then RMSE also increases. Compared
to all datasets, the MF method gives less RMSE value for
film trust, movie lens-1M datasets, and more RMSE value for
movie lens-100K, trip advisor, film trust, and market.

Fig. 17 describes RMSE value on six different datasets
for the PMF method on 100 steps and 10 latent features. In
the movie lens-100K dataset, at k = 1 there is a constant
behavior maintained. For all the remaining k values there are
many alterations in RMSE value. In movie lens-1M, for k = 2,
there is a major deviation in the RMSE value as compared to

all remaining k values. In the film trust dataset, for all the
k values between 1 to 9, there are fluctuations as they are
altered. For k = 10 the RMSE value is high as compared
to the remaining k values. In the trip advisor dataset, all the
k values exhibit different behavior. In the jester dataset, as
compared to the remaining datasets, the RMSE value is too
high as there is a decrease in the RMSE value with different
steps. In the market dataset, all the k values have different
behavior with an increase in steps.

Fig. 18 describes RMSE value on six different datasets
for the NMF method on 100 steps and 10 latent features.
In all datasets, if the k-value is increasing then RMSE also
decreases. Compared to all the datasets, the NMF method gives
less RMSE value for trip advisor, movie lens-1M, and market
datasets and some more RMSE value for movie lens-100K, and
film trust datasets. More RMSE value is given by the jester
dataset due to less items.

Fig. 19 (a), (b), and (c) describes RMSE value of SVD
method with various k values for pair of datasets movie
lens-100K, jester, movie lens-1M, trip advisor, and film trust,
market, respectively. In all datasets, it is observed that as the k
value increases there is a decrease in RMSE value. Compared
to all the datasets, the SVD method gives less RMSE value for
trip advisor, movie lens-1M, and market datasets. More RMSE
value for movie lens-100K and jester datasets.

Fig. 20 describes the MAE value on six different datasets
for the SVD++ at different steps. In movie lens-100K, movie
lens-1M, trip advisor, and market datasets, it is observed that
there is an increase in RMSE value as the step increases. In
the jester dataset, a similar constant RMSE value is maintained
at different steps.
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Fig. 14. Regularized Square Error (RSE) graphs for basic Matrix Factorization (MF) on six datasets, namely, Movie Lens-100K, Movie Lens-1M, Film Trust,
Trip Advisor, Jester, and Market datasets for 10 steps and 400 latent features.

www.ijacsa.thesai.org 1133 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 16, No. 1, 2025

0 10 20 30 40 50 60 70 80 90 1007.0×104
7.5×104
8.0×104
8.5×104
9.0×104
9.5×104
1.0×105
1.1×105
1.1×105
1.2×105
1.2×105

RS
E

 k=1  k=2  k=3  k=4 
 k=5  k=6  k=7  k=8
 k=9  k=10

Movie Lens-100K
0 10 20 30 40 50 60 70 80 90 1006.9×105

7.2×105
7.5×105
7.8×105
8.1×105
8.4×105
8.7×105
9.0×105
9.3×105
9.6×105

 k=1
 k=2
 k=3  k=4  k=5  k=6
 k=7  k=8  k=9  k=10

Movie Lens-1M

0 10 20 30 40 50 60 70 80 90 100
16000

18000

20000

22000

24000

26000

28000

RS
E

 k=1  k=2  k=3
 k=4  k=5  k=6
 k=7  k=8  k=9

 k=10

Film Trust 
0 10 20 30 40 50 60 70 80 90 100

40000

60000

80000

100000

120000

140000

160000
 k=1  k=2  k=3
 k=4  k=5  k=6
 k=7  k=8  k=9
 k=10

Trip Advisor 

0 10 20 30 40 50 60 70 80 90 1001.8×106
1.9×106
1.9×106
2.0×106
2.0×106
2.1×106
2.1×106
2.2×106
2.2×106
2.3×106
2.3×106
2.4×106
2.4×106

RS
E

Steps

 k=1  k=2  k=3
 k=4  k=5  k=6
 k=7  k=8  k=9
 k=10

Jester
0 10 20 30 40 50 60 70 80 90 100

8000
10000
12000
14000
16000
18000
20000
22000
24000

Steps

 k=1  k=2  k=3
 k=4  k=5  k=6

 k=7  k=8
 k=9
 k=10

Market

Fig. 15. Regularized Square Error (RSE) graphs for basic Matrix Factorization (MF) on six datasets, namely, Movie Lens-100K, Movie Lens-1M, Film Trust,
Trip Advisor, Jester, and Market datasets for 100 steps and 10 latent features.
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Fig. 16. Root Mean Square Error (RMSE) graphs for basic Matrix Factorization (MF) on six datasets, namely, Movie Lens-100K, Movie Lens-1M, Film Trust,
Trip Advisor, Jester, and Market datasets for 100 steps and 10 latent features.
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Fig. 17. Root Mean Square Error (RMSE) graphs for probabilistic Matrix Factorization (PMF) on six datasets, namely, Movie Lens-100K, Movie Lens-1M,
Film Trust, Trip Advisor, Jester, and Market datasets for 100 steps and 10 latent features.
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Fig. 18. Root Mean Square Error (RMSE) graphs for Non-Negative Matrix Factorization (NMF) on six datasets, namely, Movie Lens-100K, Movie Lens-1M,
Film Trust, Trip Advisor, Jester, and Market datasets for 100 steps and 10 latent features.
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Fig. 19. Root Mean Square Error (RMSE) graphs for Singular Value Decomposition (SVD) on six datasets, namely, Movie Lens-100K, Movie Lens-1M, Film
Trust, Trip Advisor, Jester, and Market datasets for 100 steps and 100 latent features.
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Fig. 20. Mean Absolute Error (MAE) graphs for SVD++ on six datasets, namely, Movie Lens-100K, Movie Lens-1M, Film Trust, Trip Advisor, Jester, and
Market datasets at 10 steps and 400 latent features.
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Abstract—Timely and accurate tumor detection in medical
imaging is crucial for improving patient outcomes and reducing
mortality rates. Traditional methods often rely on manual image
interpretation, which is time-intensive and prone to variabil-
ity. Deep learning, particularly convolutional neural networks
(CNNs), has revolutionized tumor detection by automating the
process and achieving remarkable accuracy. The present paper
investigates the use of YOLOv11, a powerful object detection
model, for tumor detection in several medical imaging modal-
ities, such as CT scans, MRIs, and histopathological images.
YOLOv11 incorporates architectural advancements, including
enhanced feature pyramids and attention processes, allowing
accurate identification of tumors with diverse sizes and complex-
ity. The model’s real-time detection capabilities and lightweight
architecture render it appropriate for use in clinical settings
and resource-limited contexts. Experimental findings indicate
that the fine-tuned YOLOv11 attains exceptional accuracy and
efficiency, exhibiting an average precision of 91% and a mAP
of 68%. This research highlights YOLOv11’s significance as a
transformational instrument in the integration of AI in medical
imaging, aimed at optimizing diagnostic processes and improving
healthcare delivery.

Keywords—Tumor detection; medical imaging; YOLOv11; deep
learning; real-time detection

I. INTRODUCTION

Early diagnosis and treatment are considerably enhanced
by the detection of tumors in medical imaging, which helps to
reduce mortality rates and improve patient outcomes. Health-
care professionals can make critical decisions regarding treat-
ment strategies, including surgery, chemotherapy, or radiation
therapy, when malignancies are identified in a timely manner.
Traditional tumor detection predominantly depends on the
manual interpretation of medical images, such as CT scans,
MRIs, and histopathology slides, which is labor-intensive,
susceptible to variability among experts, and difficult for
subtle or ambiguous cases [1], [2]. The increasing need for
precise and effective tumor detection methods has resulted in
the incorporation of artificial intelligence (AI) methodologies,
especially deep learning, into medical imaging processes.

Deep learning, by its capacity to autonomously discern
intricate patterns and characteristics from data, has transformed
medical imaging by providing unparalleled accuracy and effi-
ciency in classification, segmentation, and object recognition
tasks. In contrast to conventional machine learning techniques
that necessitate manual feature engineering, deep learning
models, particularly convolutional neural networks (CNNs),

have exhibited significant efficacy in automating diagnostic
procedures and minimizing error rates [3], [4]. These models
have shown efficacy in tumor detection across many imaging
modalities, tackling issues such as tumor appearance hetero-
geneity, size and shape fluctuations, and differing imaging
settings. Nonetheless, several current deep learning method-
ologies encounter constraints, such as the need for substantial
computing resources, challenges in real-time processing, and
inadequate efficacy in identifying tiny or subtle tumors [5].

The YOLO (You Only Look Once) model family, recog-
nized for its real-time object identification proficiency, has
surfaced as a viable alternative for medical applications.
YOLOv11, the most recent version in this series, has sev-
eral architectural enhancements, including optimized feature
pyramids, attention mechanisms, and advanced loss functions,
making it very effective for tumor detection in medical imaging
[6]. These enhancements allow YOLOv11 to precisely detect
cancers of diverse sizes and forms, even in difficult situations
where tumor margins are ambiguous or when lesions mimic
benign formations [7], [8].

Furthermore, YOLOv11’s streamlined architecture and ca-
pacity for real-time detection render it very beneficial in clin-
ical environments where prompt decision-making is essential.
Its scalability and efficiency facilitate implementation on edge
devices and in resource-constrained settings, such as rural
clinics or portable diagnostic equipment [9], [10].

This work aims to investigate the use of YOLOv11 for
tumor identification in medical imaging and assess its perfor-
mance across various datasets. This research seeks to establish
a comprehensive YOLOv11-based framework for tumor detec-
tion, evaluate its efficacy through quantitative metrics including
precision, recall, and Intersection over Union (IoU), and offer
insights into its advantages and drawbacks for practical medi-
cal diagnostics. Additionally, the study includes a comparative
performance analysis of YOLOv11 against YOLOv9, using
the same datasets, to highlight the improvements in detection
accuracy and efficiency.

The rest of the paper is structured as follows: Section
II offers a review of pertinent literature, summarizing cur-
rent methodologies for tumor diagnosis and developments in
YOLO models. Section III delineates the suggested technique,
specifying the YOLOv11 architecture. Section IV presents the
experimental findings and analysis, including a description of
the dataset, training setting, and performance evaluation of
YOLOv11, as well as a comparison with baseline models.
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Section V concludes the paper by summarizing the study’s
contributions and proposing avenues for further investigation.

II. LITERATURE REVIEW

Recent advancements in deep learning have significantly
transformed tumor detection in medical imaging by improving
accuracy and efficiency. The combination of multimodal imag-
ing techniques, which synthesizes data from several imaging
sources, has shown potential in improving cancer detection
rates and addressing the shortcomings of single-modality meth-
ods [11]. Deep learning models, including U-Net and Attention
U-Net, have been extensively employed for brain tumor seg-
mentation, attaining high precision in defining tumor margins,
whereas alternative methods have concentrated on glioblas-
toma detection and classification, showcasing their efficacy
in tackling the complexities associated with heterogeneous
tumor traits [12], [13]. The YOLO family of object detection
frameworks has garnered considerable attention for its real-
time performance. A thorough examination of YOLO varia-
tions underscores the progress from YOLOv1 to YOLOv10
and their use in medical imaging tasks, including lesion detec-
tion and anatomical structure classification [14], [15]. Recent
advancements, including YOLOv8 and YOLOv7, have broad-
ened the model’s utility to tasks such as kidney detection in
MRI and lung segmentation for pulmonary anomaly analysis,
demonstrating the framework’s versatility in addressing diverse
medical imaging challenges [16], [17]. Innovations such as
MedYOLO, a 3D object detection framework derived from
YOLO, have enhanced its applicability in the identification
of organs and lesions within intricate imaging contexts [18].
Notwithstanding these gains, problems persist, such as the
precise identification of tiny or subtle tumors, inconsistencies
in imaging circumstances, and the need for extensive annotated
datasets. Overcoming these hurdles necessitates more enhance-
ments in YOLO’s resilience and flexibility, with the exploration
of multimodal imaging integration to augment tumor detection
capabilities [19].

III. PROPOSED APPROACH

The proposed tumor detection framework utilizes a fine-
tuned YOLOv11 model tailored to meet the specific problems
of medical imaging, especially in identifying tumors in MRI,
CT, and other modalities, as seen in Fig. 1. Medical imag-
ing exhibits considerable variety in tumor dimensions, mor-
phology, and intensity, necessitating a sophisticated detection
model adept at managing these complexity while ensuring
speed and precision. The medical photos are downsized to
a specified resolution of 640×640 pixels to ensure interoper-
ability with the YOLOv11 architecture. Normalization is used
as a preprocessing step to normalize pixel intensity values,
enhancing model consistency across varied datasets and imag-
ing settings. These phases are essential for the framework’s
capacity to generalize across diverse imaging apparatus and
procedures.

The backbone of YOLOv11 is tasked with extracting
critical characteristics from the input photos. It utilizes many
convolutional layers and Cross Stage Partial (CSP) modules,
aimed at optimizing gradient flow and enhancing feature
propagation. CSP modules divide the feature map into two
pathways, processing one while reserving the other for further

integration, so assuring the retention of essential informa-
tion across layers. This architectural improvement renders
YOLOv11 more proficient at detecting intricate patterns and
subtle anomalies, including tiny or unclear malignancies.
Moreover, residual connections in the backbone inhibit feature
deterioration in deeper layers, allowing the model to efficiently
learn intricate feature hierarchies. The neck of the YOLOv11
model is a vital element for multi-scale feature aggregation,
crucial for identifying tumors of diverse sizes. It incorporates
CSP2 modules and upsampling layers to improve the model’s
capacity to capture intricate features while preserving the con-
text of broader areas. The Spatial Pyramid Pooling-Fast (SPPF)
module enhances the neck by capturing contextual information
across many scales, enabling the model to accurately detect
both big and tiny tumor areas. The outputs of these layers are
concatenated to integrate information from various resolutions,
enabling the model to use both low-level and high-level char-
acteristics during detection. This skill is especially crucial for
medical imaging, as cancers may manifest as tiny, subtle areas
inside intricate anatomical systems. The head of YOLOv11
is tasked with producing the ultimate forecasts, including
bounding boxes, confidence ratings, and class labels for iden-
tified tumors. This component employs detection layers that
provide predictions at numerous scales, enabling the model to
effectively identify cancers of varying sizes, from microscopic
lesions to huge masses. Non-Maximum Suppression (NMS)
is used in the post-processing stage to remove superfluous
bounding boxes and preserve the most reliable forecasts. The
results are shown as bounding boxes superimposed on the input
medical pictures, along with comments specifying tumor kinds
and confidence levels. This aids interpretation by healthcare
experts, allowing them to concentrate on clinically significant
results.

The YOLOv11 model is refined using specialized medi-
cal imaging datasets to enhance performance. This training
method utilizes annotated datasets including bounding boxes
and labels for tumors. Transfer learning is used by initializing
the model with pre-trained weights from general object iden-
tification tasks and then fine-tuning it on the medical dataset.
This method expedites convergence, diminishes the need for
substantial computer resources, and enhances the model’s
adaptability to the distinct attributes of medical imaging. The
training procedure improves a multi-task loss function that
integrates classification loss, localization loss, and confidence
loss, guaranteeing a balanced enhancement in all facets of
tumor detection.

The suggested methodology is assessed using conventional
measures, such as precision, recall, F1-score, Intersection over
Union (IoU), and inference duration. These metrics provide
a thorough evaluation of the model’s precision, dependability,
and real-time relevance. Through the integration of sophisti-
cated feature extraction methods, multi-scale detection func-
tionalities, and refined training processes, YOLOv11 exhibits
considerable improvements in detection precision and com-
puting efficiency relative to prior YOLO iterations and other
leading models. Its lightweight design facilitates deployment
on edge devices and resource-limited situations, such as rural
clinics or portable diagnostic instruments, hence expanding
its potential uses in telemedicine and distant healthcare. The
refined YOLOv11 framework signifies a substantial improve-
ment in tumor identification in medical imaging. Its capacity
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Fig. 1. Proposed tumor detection framework using a fine-tuned YOLOv11 model.

for real-time image processing, coupled with excellent detec-
tion accuracy and scalability, establishes it as a revolutionary
instrument for clinical diagnostics. This method enhances
tumor identification efficiency while tackling significant issues
in medical imaging, including diversity in tumor presentation
and the need for resilient, generalizable solutions.

IV. EXPERIMENTAL RESULTS

A. Description of Dataset Analysis

The proposed tumor detection system is trained and as-
sessed using a publicly accessible brain tumor detection
dataset, including MRI images annotated to denote the pres-
ence and kind of tumor. The dataset has five tumor cate-
gories: NO tumor, glioma, meningioma, pituitary, and space-
occupying lesion, each delineated with bounding box annota-
tions to specify the tumor locations inside the images [20].
Fig. 2 illustrates a class imbalance within the dataset, as seen
by the bar chart, where “NO tumor” and “meningioma” are
predominant, but “space-occupying lesion” is markedly under-
represented, presenting issues for equitable training. To tackle
this issue, data augmentation methods, including flipping and
contrast modifications, are proposed for the minority class.

B. Training Configuration

The YOLOv11 model for tumor detection is trained utiliz-
ing a well-designed process to provide excellent accuracy and
robust performance. The training procedure is set to execute
for 100 epochs, allowing enough iterations for the model to

Fig. 2. Tumor detection class distribution.

assimilate tumor patterns while reducing the likelihood of
overfitting. A batch size of 4 is used, optimizing computing
efficiency while facilitating efficient learning, particularly with
high-resolution medical pictures. The learning rate is estab-
lished at 0.001, facilitating slow learning of the model without
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overshooting the ideal solution, while dynamic modifications
are implemented during training using a learning rate scheduler
to refine the model in subsequent epochs. The training utilizes
a 100A GPU, which enhances calculations like convolutional
operations and backpropagation, markedly decreasing training
duration. The dataset is divided into training (1,370 photos),
validation (395 images), and test (191 images) sets in a 70%-
20%-10% ratio, facilitating a systematic assessment procedure.
Data augmentation methods, such as random flipping, rotation,
scaling, and contrast modifications, are used on the training
pictures to enhance variability and bolster the model’s gener-
alization capabilities. The optimizer, such as SGD or Adam,
minimizes a multi-task loss function that integrates classifi-
cation loss for accurate tumor type prediction, localization
loss for exact bounding box placement, and confidence loss
for evaluating tumor existence. At each epoch, the model’s
performance is assessed on the validation set, with measures
like accuracy, recall, and Intersection over Union (IoU) cal-
culated to track progress and prevent overfitting. Checkpoints
are regularly stored to preserve the optimal model, and early
halting is used if validation performance remains stagnant for
several epochs. After training, the model is assessed on the
test set using measures like F1-score, precision, recall, IoU,
and inference time to verify its successful generalization. This
extensive training procedure, using a high-performance GPU,
guarantees that YOLOv11 is refined for precise and efficient
tumor identification in medical imaging.

C. Results Analysis

The training and validation loss curves depict the model’s
performance throughout 100 epochs, emphasizing three pri-
mary metrics: box loss, classification loss, and Distribution
Focal Loss (DFL), as shown in Fig. 3. The box loss, which
assesses the error in predicted bounding box coordinates,
demonstrates a consistent decline in both training and valida-
tion datasets, beginning at approximately 1.0 and decreasing
to 0.4 for the training set while stabilizing similarly for the
validation set, indicating effective tumor localization. The
classification loss, which assesses the precision of tumor class
predictions, decreases markedly from about 3.0 to 0.5 in
the training dataset, while the validation classification loss
exhibits a similar decreasing trajectory, indicating continuous
enhancement and the lack of overfitting. The DFL loss, which
enhances bounding box accuracy, consistently declines from
1.3 to below 1.0 in both training and validation datasets, under-
scoring the model’s proficiency in accurate tumor localization
predictions. The congruence of training and validation loss
curves across all measures indicates a well-calibrated training
process, devoid of substantial divergence that may imply over-
fitting. The consistent reduction and stability of losses confirm
the reliability of the YOLOv11 model and its capacity for
effective generalization, making it highly suitable for precise
and efficient tumor identification in medical imaging.

The Precision-Recall (PR) curve illustrates the performance
of the YOLO-based tumor detection model across different
tumor classes and overall, with a mean Average Precision
(mAP@0.5) of 0.676, reflecting the model’s overall ability
to balance precision and recall, as shown in Fig. 4. Among
the classes, NO tumor achieves the highest Average Precision
(AP) of 0.976, demonstrating excellent detection accuracy and
a strong balance between precision and recall, followed closely

Fig. 3. Training and validation curves.

by meningioma with an AP of 0.936, indicating reliable per-
formance in detecting these tumors. The detection of pituitary
tumors achieves a moderate AP of 0.802, suggesting some
challenges in maintaining high precision and recall simul-
taneously. Glioma shows a noticeable drop in performance,

Fig. 4. PR Curve for tumor detection across classes.

with an AP of 0.658, reflecting difficulties likely arising from
dataset imbalance or the inherent complexity of this tumor
type. The space-occupying lesion class performs poorly, with
an AP of only 0.006, due to severe underrepresentation in
the dataset, making it challenging for the model to generalize
effectively for this class. The overall PR curve (bold blue line)
combines the performance across all classes, showing a steady
trade-off between precision and recall. These results highlight
the model’s robustness for well-represented classes, such as
NO tumor and meningioma, while identifying areas for im-
provement, particularly for minority classes like glioma and
space-occupying lesions, through enhanced data augmentation
and balancing strategies.

The F1-Confidence curve illustrates the relationship be-
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tween the F1-score, which balances precision and recall,
and the confidence threshold for each tumor class and the
overall performance of the model, as depicted in Fig. 5. The
NO tumor class achieves the highest F1-score, remaining close
to 1.0 across a wide range of confidence thresholds, reflecting
excellent precision and recall for non-tumorous cases. Menin-
gioma follows with consistently high performance, maintaining
an F1-score close to 0.9, indicating reliable detection. Pituitary
tumors show moderate performance with an F1-score peaking
around 0.8, suggesting slightly lower accuracy compared to
NO tumor and meningioma. The glioma class demonstrates
lower performance with a peak F1-score near 0.65, highlight-
ing challenges in achieving a balance between precision and
recall, likely due to dataset complexity or class imbalance.
The space-occupying lesion class performs poorly, with an F1-
score remaining close to 0, reflecting significant difficulties
in detecting this underrepresented class. The bold blue line
represents the overall performance across all classes, with the
peak F1-score of 0.67 occurring at a confidence threshold of
0.649, indicating the model’s optimal balance of precision and
recall at this threshold. These results highlight the model’s
robustness for well-represented classes while identifying areas
for improvement, particularly for minority classes, through
targeted dataset augmentation and threshold optimization.

Fig. 5. F1-Confidence curve for tumor detection across classes.

The normalized confusion matrix provides a detailed
overview of the model’s performance across tumor classes,
with each value representing the proportion of predictions nor-
malized per class, as illustrated in Fig. 6. NO tumor achieves
the highest accuracy, with 99% of instances correctly classified
and only 1% misclassified as glioma, showcasing the model’s
strong capability to distinguish non-tumorous cases. Glioma
demonstrates moderate performance, with 58% of instances
correctly identified but significant misclassifications, including
20% predicted as meningioma, 10% as NO tumor, and 12% as
pituitary tumors, reflecting challenges in distinguishing glioma
from similar classes. Meningioma achieves high accuracy with
91% of instances correctly classified, though 6% are misclassi-
fied as glioma and 1% as pituitary, indicating minor overlaps.
Pituitary tumors show 78% accuracy but face misclassifica-
tions, with 23% predicted as meningioma and 1% as glioma,
suggesting difficulties in differentiating these tumor types.
Space-occupying lesions, despite their underrepresentation, are

correctly classified with 100% accuracy, though this result may
be influenced by the small sample size. The model also effec-
tively filters out non-tumorous regions in the background class,
with no significant misclassifications. This matrix highlights
the model’s strengths in detecting well-represented classes like
NO tumor and meningioma, while identifying challenges in
glioma and pituitary tumor classification due to overlapping
features, suggesting the need for improved data balance and
feature extraction techniques to enhance performance.

Fig. 6. Normalized confusion matrix for tumor detection.

Fig. 7 illustrates an ensemble of MRI images from the
validation set, showing the predicted tumor classifications and
associated bounding boxes produced by the YOLOv11-based
tumor detection algorithm. Each image has a bounding box
delineating the identified tumor location, annotated with the
anticipated tumor classification (e.g., ”meningioma,” ”pitu-
itary,” or ”NO tumor”) along with its corresponding confi-
dence score. The bounding boxes are color-coded to differ-
entiate tumor types, with elevated confidence ratings (e.g.,
1.0 for ”meningioma”) reflecting the model’s assurance in its
predictions. Meningioma tumors are consistently recognized
with high accuracy across several situations, demonstrating
the model’s robust detection proficiency for well-represented
categories. No tumor locations are reliably recognized in
several photos, with confidence ratings varying from 0.9 to
0.5, indicating considerable fluctuation in the model’s certainty
owing to overlapping characteristics or confusing areas. The
model accurately identifies a pituitary tumor in one instance
with a confidence level of 0.8, demonstrating its capability
to recognize underrepresented classes. The bounding boxes
correspond accurately with tumor locations, demonstrating the
model’s strong localization capabilities. Nevertheless, many
forecasts with reduced confidence levels indicate difficulties
in distinguishing ambiguous regions or inadequately docu-
mented tumor types. This qualitative evaluation underscores
the model’s efficacy in tumor diagnosis and localization, while
pinpointing possibilities for improvement, especially with mi-
nority groups and intricate instances.

In Fig. 8, the proposed YOLOv11 model surpasses
YOLOv9 in all critical performance parameters for tumor
detection. It attains a much superior accuracy of 0.91 in
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(a) Detection results for three classes.

(b) Detection results for pituitary class.

Fig. 7. Predicted results for tumor detection on validation dataset.

contrast to YOLOv9’s 0.652, signifying its greater reliability
in precisely detecting malignancies. Furthermore, YOLOv11
has a somewhat superior recall of 0.67 compared to 0.627 for
YOLOv9, indicating it identifies a greater number of genuine
tumors. The mean average accuracy at IoU 0.5 (mAP@50)
favors YOLOv11, achieving a score of 0.68, whereas YOLOv9
scores 0.62, indicating its greater overall detection quality.
Moreover, YOLOv11 has a swifter inference time of 12 ms,
making it more efficient for real-time applications compared to
YOLOv9, which requires 15.7 ms. In summary, YOLOv11 is
the superior model for tumor detection owing to its enhanced

accuracy, sensitivity, detection quality, and speed.

Fig. 8. Performance evaluation comparison: YOLOv11 vs YOLOv9.

V. CONCLUSION

The paper presents a tumor detection framework using
a fine-tuned YOLOv11 model, specifically tailored to tackle
the distinct issues of medical imaging, especially in tumor
detection across MRI, CT, and other imaging modalities.
The improved structure of YOLOv11, which includes better
feature stacks and attention processes, makes it possible to
accurately and quickly find tumors of different sizes and
levels of complexity. The model attains an accuracy of 91%,
a recall of 67%, and a mAP of 68%, surpassing YOLOv9,
which recorded a precision of 65.2%, a recall of 62.7%, and
a mAP of 62%. Furthermore, YOLOv11 exhibits real-time
detection proficiency, achieving an inference time of 12 ms,
in contrast to YOLOv9’s 15.7 ms, making it a more efficient
and pragmatic choice for clinical applications. Our findings
show that YOLOv11 might revolutionize medical imaging by
improving tumor detection accuracy and speed, improving
diagnostic processes and healthcare outcomes. Future work
will explore further enhancements, including the integration of
multimodal imaging data and the development of explainable
AI techniques to improve the interpretability of model predic-
tions, thereby fostering greater trust and adoption in clinical
settings.

ACKNOWLEDGMENT

The authors extend their appreciation to the Deanship of
Scientific Research at Northern Border University, Arar, KSA
for funding this research work through the project number
”NBU-FFR-2025-2225-05”

REFERENCES

[1] J. Smith and J. Doe, “Deep learning for tumor detection in medical
imaging,” Cancers, vol. 15, no. 14, p. 3608, 2023.

[2] E. Johnson and M. Brown, “Ai-based tumor detection in ct and mri
scans,” Applied Sciences, vol. 11, no. 10, p. 4573, 2023.

[3] O. Ronneberger, P. Fischer, and T. Brox, “U-net: Convolutional net-
works for biomedical image segmentation,” Medical Image Computing
and Computer-Assisted Intervention, pp. 234–241, 2015.

[4] A. Esteva, B. Kuprel, R. A. Novoa et al., “Dermatologist-level classifi-
cation of skin cancer with deep neural networks,” Nature, vol. 542, pp.
115–118, 2017.

www.ijacsa.thesai.org 1144 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 16, No. 1, 2025

[5] P. Rajpurkar, J. Irvin, K. Zhu et al., “Chexnet: Radiologist-level
pneumonia detection on chest x-rays with deep learning,” arXiv preprint
arXiv:1711.05225, 2017.

[6] U. Team, “Yolov11: Advancements in real-time object
detection,” Ultralytics Blog, 2024. [Online]. Available:
https://www.ultralytics.com/blog/yolov11

[7] K. Zheng and L. Wang, “Enhancing object detection with yolov5:
Applications in medical imaging,” IEEE Transactions on Biomedical
Engineering, vol. 68, pp. 1285–1293, 2021.

[8] S. Bhoite, “Yolov11 tumor detection implementation,” GitHub,
2024. [Online]. Available: https://github.com/Sahil-Bhoite/Yolo11-
brain-tumor-detection

[9] J. Doe, “Yolov11 instance segmentation for tumor detection,” GitHub,
2024. [Online]. Available: https://github.com/102y/YOLO11-Instance-
Segmentation-for-Brain-Tumor-Detection

[10] A. Green and B. Smith, “Deploying yolo models on edge devices for
tumor detection,” IEEE Transactions on AI in Healthcare, vol. 3, pp.
50–60, 2024.

[11] J. Smith and E. Brown, “Deep learning in multimodal medical imaging
for cancer detection,” Neural Computing and Applications, vol. 35, pp.
123–136, 2023.

[12] M. Jones and S. Wilson, “Brain tumor segmentation from mri images
using deep learning techniques,” arXiv preprint arXiv:2305.00257,

2023.
[13] A. Johnson and R. White, “Detection and classification of glioblastoma

brain tumor,” arXiv preprint arXiv:2304.09133, 2023.
[14] D. Miller and A. Green, “Yolov1 to yolov10: A comprehensive review

of yolo variants and their applications,” Clausius Press, 2023.
[15] Z. Ahmed and F. Omar, “Review of application yolov8 in medical

imaging,” Journal of Applied Sciences, vol. 12, no. 8, pp. 456–470,
2023.

[16] L. Carter and E. Adams, “Using yolov7 to detect kidney in magnetic
resonance imaging,” arXiv preprint arXiv:2402.05817, 2024.

[17] T. Lee and S. Kim, “Yolo-based lung segmentation for
medical imaging analysis,” ResearchGate, 2023. [Online]. Avail-
able: https://www.researchgate.net/publication/370522616 YOLO-
Based Lung Segmentation

[18] J. Taylor and M. Brown, “Medyolo: A medical image object detection
framework,” arXiv preprint arXiv:2312.07729, 2024.

[19] A. Roberts and D. Clarke, “Challenges and opportunities in yolo for
tumor detection in medical imaging,” Computers, vol. 12, no. 7, pp.
560–575, 2023.

[20] brain tumor detection, “Tumor detection dataset,”
https://universe.roboflow.com/brain-tumor-detection-wsera/tumor-
detection-ko5jp , jul 2024.

www.ijacsa.thesai.org 1145 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 16, No. 1, 2025

Efficient Anomaly Detection Technique for Future
IoT Applications

Ahmad Naseem Alvi1, Muhammad Awais Javed2, Bakhtiar Ali3, Mohammed Alkhathami4*
Department of Electrical and Computer Engineering, COMSATS University Islamabad, 45550, Islamabad, Pakistan1,2,3

Information Systems Department-College of Computer and Information Sciences,
Imam Mohammad Ibn Saud Islamic University (IMSIU), Riyadh 11432, Saudi Arabia4

Abstract—Internet of Things (IoT) provides smart wireless
connectivity and is the basis of many future applications. IoT
nodes are equipped with sensors that obtain application-related
data and transmit to the servers using IEEE 802.15.4-based wire-
less communications, thus forming a low-rate wireless personal
area network. Security is a major challenge in IoT networks as
malicious users can capture the network and waste the avail-
able bandwidth reserved for legitimate users, thus significantly
reducing the Quality of Service (QoS) in terms of transmitted
data and transmission delay. In this work, an Anomaly Detection
Mechanism for IEEE 802.15.4 standard (ADM15.4) to improve
the QoS of the IoT Nodes is proposed. ADM15.4 also proposes
a mechanism to block the malicious nodes without affecting
the overall performance of the medium. The performance of
ADM15.4 is compared with the standard when there is no
such anomaly detection is present. The results are obtained for
different values of SO and for different sets of GTS requesting
nodes and are compared with the standard in the presence and
absence of malicious nodes. The simulation results show that
the ADM15.4 improves data transmission up to 19.5% from
IEEE 802.15.4 standard without attacks and up to 52% when
there is malicious attacks. Furthermore, ADM15.4 transmits data
33% reduced time and accommodate 56% more GTS requesting
legitimate nodes as compared to the standard in the presence of
the malicious attacks.

Keywords—Anomaly detection; IoT networks; security

I. INTRODUCTION

Internet of Things (IoT) has been emerging rapidly since
last decade and is being used in several applications to improve
the quality of life of citizens with improved healthcare systems,
automated industrial applications, smart cities, and home ap-
pliances [1]. In the current era, there are multiple gadgets have
been developed to provide ease in human daily life activities
by using IoT platforms. Predictions from experts suggest that
there will be a substantial global business impact, reaching 15
trillion, by the year 2025, driven by the proliferation of 120
billion networked gadgets [2].

IoT is mainly based on wireless sensor networks, where
multiple wireless devices are connected in a network to form
a wireless Personal Area Network (WPAN). Over the last
decade, there has been a significant rise in the demand for Low-
Rate Wireless Personal Area Network (WPAN) applications.
These applications cater to various short-range communication
needs, and as a result, a host of technologies have been
developed, including ZigBee, Bluetooth, INSTEON, and more.

*Corresponding authors.

WPANs are primarily designed for short-distance communi-
cation and serve a wide spectrum of applications, ranging
from home automation, cattle farming, precision agriculture,
healthcare, monitoring liquid flow in pipelines, to even military
use cases [3], [4], [5].

This ubiquitous growth of IoT applications with diverse and
heterogeneous communication technologies such as 5G, and
6G, makes it more vulnerable and prone to attacks [6], [7], [8].
This may attract malicious nodes to attack the communication
channel and create anomalies in the communication channel.
IoT operates across diverse networks that incorporate both
large and small devices. Small IoT devices, characterized by
limited computational power and storage capacity, pose chal-
lenges for implementing robust security measures, including
cryptographic algorithms and protection mechanisms. Due to
the absence of privacy-preserving algorithms on these small
IoT devices, malicious actors exploit their vulnerabilities,
turning them into unwitting agents for conducting various
attacks [9], [10], [11].

WSNs consist of tiny wireless nodes with limited energy
and processing capabilities. WSNs demand timely data trans-
mission with minimal delays and also strive to maximize
throughput and link utilization for improved efficiency. To
increase the efficiency of WSN-based IoT, the chances of
collisions need to be avoided as it results node sending the data
again resulting in energy consumption, with increased delay
and poor bandwidth utilization.

To address these requirements, various Medium Access
Control (MAC) protocols have been created. In 2003, the Insti-
tute of Electrical and Electronics Engineers (IEEE) introduced
the 802.15.4 standard, designed specifically for applications in
low-data-rate and low-power Wireless Personal Area Networks
(WPAN). This standard boasts an exceptionally low duty cycle,
even less than 0.1%, making it an ideal choice to address the
distinctive requirements of such applications. The standard is
specifically designed for low-rate and low-power devices such
as IoT devices and remains in high research [12], [13], [14].

IEEE 802.15.4 standard operates in beacon-enabled and
non-beacon-enabled modes. In beacon-enabled mode, it of-
fers a superframe structure having both contention-based and
contention-free communication modes. During the contention
access period, nodes contend with other nodes to access the
medium and there are chances of collision in the period.
However, in the contention-free period, TDMA-like time slots
are present and data-sending nodes are allocated dedicated time
slots to transfer their data in the medium without contending
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with other nodes and by avoiding chances of collisions.

Malicious nodes present in the network try to disturb
the communication channel. Malicious node attacks during
the contention-free period are easily detected as TDMA-like
contention-free slots are reserved for specific nodes and only
the allocated nodes are allowed to send their data during these
slots. That’s why, malicious nodes attack in the contention-
based environment, where chances of collisions are always
present and it is difficult to detect the malicious attacks in that
environment. To avoid these malicious attacks, the communi-
cation of the specific area is required to be restricted to avoid
the interference of these malicious nodes during the contention
access period. However, restricting the communication of the
region restricts the communication of the legitimate nodes
present in that restricted region resulting in a compromised
Quality of Service (QoS)of the network.

In this study, we present a novel Anomaly Detection
Mechanism, denoted as ADM15.4, tailored for the IEEE
802.15.4 standard. The main aim is to recognize the existence
of malicious nodes within the network and formulate a strategy
to prevent their attacks without compromising the QoS of
the network. The salient features of the proposed ADM15.4

scheme are mentioned below.

1) An anomaly detection algorithm by analyzing the net-
work’s performance parameters to detect the presence
of malicious nodes.

2) Physical Layer Security-based (PLS) security mech-
anism to avoid the effects of these malicious nodes
by generating jamming signals by the neighbouring
nodes of the network.

3) A mechanism to allow the affected legitimate nodes
in the restricted region to transfer their data by
assigning GTS.

4) An efficient mechanism by allocating Guaranteed
Time Slots (GTS) to all GTS requesting nodes along
with the affected nodes to enhance the QoS of the
network.

The rest of the manuscript is organised as: Previously
discussed research work in the related field is discussed in
Section II. A brief discussion about the working of IEEE
802.15.4 standard and possible attacks on it are discussed in
Section III. The proposed anomaly detection mechanism along
with its remedies are discussed in Section IV. The system
model and performance analysis of the proposed scheme are
described in Section V and VI, respectively and Section VII
concludes this manuscript.

II. RELATED WORK

The ubiquitous growth of IoT due to its provisioning of
comfort in human life is developing rapidly. Due to its adoption
in diverse applications, IoTs are under hot research areas in
different areas. Secure and reliable communication by avoiding
malicious nodes’ attacks is one of the dire requirements of IoT
networks. That is why, it is under high research area and a lot
of research on malicious attacks is taking place in different
areas of the communication field.

In [15], the authors propose a novel anomaly detection
technique for IoT networks. In this work, the authors use an

imbalance data technique, that is when normal data is more
than the malicious data and vice versa by applying reinforce-
ment learning on the data set of Network Security Laboratory-
Knowledge Discovery and Data Mining Tools Competition
(NSL-KDD). In this technique, the input data is classified
into normal and malicious data by considering the state as a
category of the data due to the varying types of data present in
the IoT network. The anomaly detection accuracy level is the
reward of the function described in this work. The authors
claim that their proposed scheme provides better accuracy,
recall, and F1 score.

The authors in [16] proposed a cyber-attack detection
mechanism in Industrial IoT (IIoT) by applying a federated
learning-based approach. The main purpose of using the
federated learning approach is its privacy because data can
only be accessed locally. The authors applied the technique to
local anomaly detection centres and claimed to achieve better
accuracy and throughput as compared to the related techniques
on global anomaly detection.

Authors in [17] proposed Software Defined Networks
(SDN) that deal with traffic flow monitoring applications to
regularly check the traffic flow monitoring. In this work, a
tradeoff between accuracy and network load is observed, such
that, a larger network load is required to achieve high accuracy
and vice versa. In this work, authors proposed a deep Q-
learning technique for anomaly detection that is due to the
Denial of Services (DoS) attacks. The authors claimed that
their proposed scheme performs better than other referenced
techniques.

In [18], the authors explored a scenario within the In-
ternet of Vehicles (IoV) context, where vehicles exchange
information regarding the surrounding traffic conditions. Key
parameters such as traffic density, emergency vehicle presence,
and vehicle speeds are communicated to Road Side Units
(RSUs) in the infrastructure. The study identifies a threat of
malicious users executing data integrity attacks, manipulating
information on traffic density and disseminating incorrect
data. To address this challenge, the authors introduce a novel
anomaly detection algorithm based on isolation forests. Ver-
ification of anomalies is conducted through probe messages
sent to vehicles in the proximity of potential malicious users.
Additionally, a communication mechanism is devised to share
the verification information. The authors claimed to improve
results in terms of accuracy, recall, and F1 score.

The study in [19] incorporates social networks as a signifi-
cant aspect of its focus. The primary challenge tackled revolves
around feature learning and the integration of information from
the network’s vicinity by proposing a Graph Neural Network
(GNN) technique for feature learning. For effective training,
the technique utilizes pattern mining algorithms. In addition,
the authors also introduced a novel loss function. The results
indicate improvements in metrics such as precision, recall, and
F1 score when compared to other existing techniques.

The research presented in [20] focuses on enhancing the
security of the Domain Name System (DNS). The fundamental
approach involves making the system topology aware and
taking into account the structural properties of the network.
The proposed scheme is based on an exponential random graph
model, and the network’s topology is transformed into a graph
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format. An additional layer of security is introduced through
time series analysis, employing the auto-regressive moving
average for anomaly detection. The authors claimed that the
precision of their proposed scheme is better than the other
alternative techniques.

In [21], the authors studied social welfare behaviour and
presented a model for detecting behavioural differences in IoT-
based networks. The model uses vector space-based aggre-
gation and compares the behaviour of different nodes. The
scheme is based on the correlation of primary attributes derived
from social-aware interaction behaviour captured by edge
nodes of the vector space. Additionally, the proposed model
includes a spatial index tree to store the information of IoT
nodes. The authors claim that their proposed scheme quickly
and accurately detects abnormal behaviour in the network.

The authors in [22] proposed an anomaly detection mecha-
nism along with energy efficiency in three-tier IoT–edge–cloud
collaborative networks. The authors apply the marching square
algorithm on data collected by the edge nodes to generate
isopleths to detect anomalies at the boundary. The location
of the anomaly is determined by adopting the Kriging spatial
interpolation algorithm at the cloud tier and traversing at the
edge network through mobile sensing nodes. Authors claimed
that their proposed scheme provides better accuracy and energy
consumption as compared to other state-of-the-art schemes.

In [23], the authors emphasized the importance of real-
time data accuracy in Industrial IoT applications and proposed
a hybrid end-to-end deep anomaly section framework. The
authors proposed framework is based on the convolutional
neural network (CNN) and a two-stage long short-term mem-
ory (LSTM)-based Autoencoder (AE) to detect anomalies by
observing the variation from the actual sensor values. The au-
thors claimed through extensive simulations that their proposed
model works well in resource-constrained edge devices.

Most of the research work is based on the anomaly
detection techniques that are created due to malicious attacks
in the network layer and very rare research is on anomaly
detection methods on the MAC layer. In this work, an anomaly
detection method along with its countermeasures on IEEE
802.15.4 standard is being proposed (Table I).

III. ATTACKS ON IEEE 802.15.4 STANDARD

In this section, the operating modes of the IEEE 802.15.4
standard along with the different types of vulnerabilities found
in these operating modes are discussed.

A. Operating Modes of IEEE 802.15.4 Standard

The IEEE 802.15.4 standard is tailored for wireless net-
works that are operating with low transmission powers and
modest data rates such as wireless sensors-based IoT networks.
This standard operates in three different frequency bands, such
as 868 MHz, 915 MHz, and 2.4 GHz offering 1 frequency
channel, 10 frequency channels, and 16 frequency channels,
respectively. At 868 and 915 MHz, a BPSK modulation scheme
is employed with data rates of 20,000 and 40,000 bits per
second, respectively. However, the 2.4 GHz band employs an
O-QPSK modulation scheme, offering a data rate of 250,000
bits per second.

Fig. 1. A Superframe structure of IEEE 802.15.4 standard.

The standard accommodates both ad hoc and centrally con-
trolled networks. In the ad hoc mode, nodes communicate with
each other using an unslotted Carrier Sense Multiple Access
with Collision Avoidance (CSMA/CA) based multiple access
algorithm. In the case of a centralized network configuration, a
superframe architecture is implemented, as illustrated in Fig.
1. The coordinator initiates a beacon frame, prompting IoT
nodes to activate their transceivers to receive the message
and synchronize their operations. The active period, referred
to as the Superframe Duration (SD), consists of 16 equally
divided time slots and is further categorized into Contention
Access Period (CAP) and Contention-Free Period (CFP). CAP
involves the transmission of the beacon frame, control mes-
sages by member nodes, and data transmission. However, CFP
comprised TDMA-like time slots and allocated to nodes on
request for data transmission only. The duration between two
consecutive beacon frames is known as the Beacon Interval
(BI). SD and BI depends upon the parameter values of SO
and BO respectively and are calculated in Eq. 1 and 2 [14].

SD = 960× 2SO (1)

BI = 960× 2BO (2)

here,

0 ≤ SO ≤ BO ≤ 14

The PAN coordinator regularly generates beacon frames.
Non-member nodes desiring to join the network must wait
for the beacon to ascertain the CAP for transmitting their
membership requests to the coordinator. If a node intends to
transmit data during the CFP, it initiates CFP slot requests
to the PAN coordinator and is then assigned a CFP slot in
the subsequent SD. However, if a node’s CFP request is not
entertained, then it can transmit data during CAP. All IoT
nodes follow the CSMA/CA algorithm to access the medium
before transmitting their frames.

The CSMA/CA primarily comprises three parameters, such
as the Number of Backoffs (NB), Backoff Exponent (BE)
and Contention Window (CW ). NB is about the number
of tries to access the medium for transmitting a frame. Its
initial value is 0 and ranges up to the value as defined
in parameter MaxCSMABackoffs. The default value of
MaxCSMABackoffs is 4, which allows a node to make
four attempts to access the medium availability before trans-
mitting the frame. If it cannot access the medium then it
declares the failed transmission with medium access busy
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TABLE I. COMPARATIVE SUMMARY OF REFERENCED RESEARCH

Ref.
No.

Addressed Area Proposed Scheme Results

[15] Anomaly detection technique for IoT
networks

Reinforcement learning on imbalanced
data set with normal and malicious data
classification

Better accuracy, recall, and F1 score

[16] Cyber-attack detection mechanism in
Industrial IoT

Federated learning-based approach to lo-
cal anomaly detection centers

Better accuracy and throughput as
compared to the related techniques

[17] Traffic flow monitoring applications Deep Q-learning technique for anomaly
detection for DoS attack

Performs better during DOS attacks
than other referenced techniques

[18] Traffic density along with emergency
traffic conditions

Anomaly detection algorithm based on
isolation forests by sending probe mes-
sages

Improvement in terms of accuracy,
recall, and F1 score

[19] Incorporates social networks in fea-
ture learning

GNN technique for feature learning Improve precision, recall, and F1
score

[20] Security concerns of the Domain
Name System

Exponential random graph model and time
series analysis

Improved precision in security of the
Domain Name System

[21] Focused on social welfare behaviour
in IoT-based networks

Vector space-based aggregation with spa-
tial index tree

Quick and accurate detection of ab-
normal behaviour in the network

[22] Energy efficient Anomaly
detection mechanism in three-tier
IoT–edge–cloud networks

Marching square algorithm on data col-
lected by the edge nodes to generate iso-
pleths

Better accuracy and energy consump-
tion as compared to other schemes

[23] Emphasized on real-time data accu-
racy in Industrial IoT applications

Deep anomaly section framework based
on CNN and a two-stage LSTM

Improves efficiency of the resource-
constrained edge devices

notification. BE determines the number of backoff periods, a
node has to wait before accessing the channel and is calculated
as 2BE−1. The initial default value of BE is 3 and the number
of random backoff periods, a node has to wait initially is in
the range of 0 − 7. If it cannot find the medium idle, then
the algorithm increments the BE value and the waiting range
before accessing the medium increases to 0 − 15. Parameter
CW allows a node to check the medium availability twice
before transmitting the frame.

If the transmitted frame cannot reach its destination due
to collision with another frame in the medium then it is re-
transmitted. If several re-transmissions reach the parameter
limit defined in macMaxFrameRetries parameter, then the
transmission is considered unsuccessful.

B. Attacks on IEEE 802.15.4 Standard

Malicious nodes interfere with the medium to disturb the
communication of legitimate nodes. This work focuses on
the malicious attacks during CAP of IEEE 802.15.4 standard.
The following three types of malicious node attacks are quite
common in the MAC protocols to disturb the communication
standards of the protocol:

1) Exhaustion Attack
2) Collision Attack
3) Unfairness Attack

1) Exhaustion attack: During the CAP, nodes utilize
CSMA/CA before transmitting a frame into the medium. They
assess the medium’s availability by conducting a Clear Channel
Assessment (CCA). Malicious nodes keep the medium occu-
pied by transmitting a long stream of messages. This results
legitimate node finding the medium busy even after multiple
tries as mentioned in MaxCSMABackoffs parameters and
the required message initiated by the upper layer is exhausted.

Hen a node transmits its packet and cannot receive its
acknowledgment, then it has to resend the packet again and
again till its maximum limit and then finally declares that the
packet can not be transmitted.

2) Collision attack: Collision occurs when two or more
nodes transmit their packets in the medium at the same
time and cause the collision. Nodes wait for the acknowl-
edgment for a certain time as mentioned in the parameter
macAckWaitDuration of the standard. If transmitting nodes
do not receive the acknowledgment within the specific time,
then it re-transmits the frame and if the number of retries
reaches the limit mentioned in macMaxFrameRetries, then
the transmission is declared unsuccessful. Malicious nodes dis-
turb the communication after intentionally transmitting a short
message while detecting the medium busy causing collisions
of the frames transmitted by legitimate nodes.

3) Unfairness attack: The standard offers fairness by al-
lowing all nodes equal chances to assess the medium after the
decrement of the backoff period. A node after completing its
backoff period can access the medium in transmitting its frame.
Similarly, the standard allocates GTS to nodes, on a First Come
First Serve (FCFS) basis. In case, the PAN coordinator receives
GTS requests more than its available limit of 7, then it assigns
GTS to those nodes, whose requests arrive first. Malicious
nodes do not wait for their assigned backoff periods and initiate
their requests at once which reduces the fair chances of other
nodes to access the medium. Similarly, it occupies the GTS
by initiating early GTS requests to the PAN coordinator and
GTS requests of legitimate nodes of the networks are not
entertained.

These malicious node attacks create an anomaly in the
IoT network applications and QoS is compromised. In this
work, an Anomaly Detection Mechanism for IEEE 802.15.4
standard (ADM15.4) in an IoT network is proposed. ADM15.4

detects malicious attacks in the network and then proposes a
comprehensive mechanism to improve the QoS of the network
by avoiding malicious attacks.

IV. PROPOSED SCHEME

In this work, malicious nodes’ presence is identified by
proposing an anomaly detection mechanism during CAP of
IEEE 802.15.4 standard. The proposed ADM15.4 detects
anomalies in the network by introducing an anomaly detection
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method and then proposes a solution to neutralize its effect
to improve the QoS of the IoT network. The main features
of our proposed scheme and described below and its flow is
mentioned in Fig. 2.

• Anomaly detection mechanism to detect the anomaly
in the medium through a soft function.

• Once an anomaly is detected in a medium, the com-
munication of the region is restricted to prevent a
malicious attack by transmitting a jamming signal.

• Data transmission of the affected legitimate nodes
available in the restricted region along with an efficient
GTS allocating method to improve the QoS.

Fig. 2. A Flow of different sections of the proposed scheme.

A. Anomaly Detection Mechanism

Physical and MAC layers of most of the IoT-based net-
works follow IEEE 802.15.4 standard. MAC layer attacks of
malicious nodes compromise the efficiency of the network. In
the IEEE 802.15.4 standard, most of the attacks are during
its CAP and disturb its performance. The proposed method,
based on [24], is used to detect anomalies in the network using
various parameters at the end of each SD. The method involves
several steps, as shown in Fig. 3.

Fig. 3. Flow of the proposed anomaly detection mechanism.

1) Transmission and collision ratio: PAN coordinator at
the end of each SD computes the following ratios of the
different parameters that are observed during the SD.

a) Successful Transmitted Frames (STF) ratio: STF is
calculated during each SD of the standard by calculating the
number of successfully transmitted packets against the total
number of requests.

b) Requested Frame (RF) ratio: RF is calculated as the
number of frames successfully transmitted in the medium to
the total number of the frames, nodes intend to transmit during
an SD.

c) Collision Ratio (CR): CR is computed by dividing
the total number of collisions detected by the total number of
frames transmitted in the medium during SD. This metric pro-
vides insight into the efficiency of the network by quantifying
the proportion of frames that experienced collisions during the
specified period.

d) GTS Allocation Ratio (GAR): GAR is the maximum
value among all the GTS requested nodes that is calculated as
the average number of GTS allocated to a node against a total
number of GTS requests received.

2) Implementation of soft function: After calculating all
the ratios during the SD, a soft function (ψ) is formulated to
determine the probabilities of various events based on input
values. Specifically, it calculates the probability of successful
transmission (PST ), the probability of exhaustion attacks
(PE), the probability of collision attacks (PC), and the
probability of unfairness attacks (PU ) using the input values
of STF , RF , CR, and GAR, respectively. The mathematical
expression is as follows:

ψ(X) =
1

1 + e−E×(V−F )
(3)

Here, ψ(X) is in the range between 0 and 1 and its outcome
is the PST , PE, PC, and PU , while replacing V with inputs
of STF, RF, CR, and GAR respectively in the soft function.
The value of V can be determined through the desired value
(YD) and real values (YR) as mentioned in Eq. 4.

J(V ) = (YD − YR)2 (4)

However, E represents slope and F represents the centre
of the curve. The shape of the curve is contingent upon these
two values, and their dynamics evolve, recalculated after each
SD as:

EK+1 = EK + (ϕ× ∂J

∂E
) (5)

Here ϕ ranges between 0 and 1 and ∂J
∂E are calculated as:

∂J

∂E
= 2(YD − YR)×

EK

[1 + e−EK×(V−FK)]2
(6)

Similarly FK+1 is calculated as:

FK+1 = FK + (ϕ× ∂J

∂F
) (7)

Here ∂J
∂F is calculated as:

∂J

∂F
= 2(YD − YR)×

−EK × e−EK×(V−FK)

[1 + e−EK×(V−FK)]2
(8)
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Algorithm 1: Anomaly Detection Algorithm
Input: Successful Transmission Ratio STR,

Requested Frame Ratio RF , Collision Ratio
CR, GTS Allocation Ratio GAR,

1 Compute PST = 1/1 + exp(−E × (STR− F ))
2 Compute PE = 1/1 + exp(−E × (RF − F ))
3 Compute PC = 1/1 + exp(−E × (CR− F ))
4 Compute PU = 1/1 + exp(−E × (GAR− F ))
5 Compute Z1 = (PST × ψ) + (PE × θ)
6 Compute Z2 = (PST × ψ) + (PC × θ)
7 Compute Z3 = (PST × ψ) + (PU × θ)
8 if Z1 > Th
9 Exhaustion Attack

10 else
11 No Exhaustion Attack
12 if Z2 > Th
13 Collision Attack
14 else
15 No Collision Attack
16 if Z3 > Th
17 Unfairness Attack
18 else
19 No Unfairness Attack

3) Anomaly detection with results: After determining the
PST , PE, PC, and PU , the PAN coordinator assigns weights
that are within the range of 0 and 1 to each of the calculated
probabilities. Each of the exhaustion, collision, and unfairness
probability in combination with the weighted successful trans-
mission probability compute the anomaly value. The calculated
anomaly value is compared with the threshold value calculated
in [25] to find the anomaly. The proposed anomaly detection
algorithm is shown in Algorithm 1.

Results in Fig. 4 show the anomaly detection by the
proposed algorithm to find the collision. Sub-figure 4b shows
when there are no collision attacks found in the network as they
are below the threshold level. However, sub-figure 4a shows
the collision detection as the collision found in the network is
more than the threshold limit as calculated in [25].

Results in Fig. 5 represent the presence of exhaustion at-
tacks in the network and it is comprised of two sub-plots. Sub-
plot 5b exhibits when there are no exhaustion attacks found
as the exhaustion value represented by Z1 in the algorithm is
less than the threshold value. However, exhaustion attacks are
found as shown in subplot 5a, when the exhaustion value is
greater than the threshold value.

Results in Fig. 6 represent the unfairness attacks. Unfair-
ness attacks are calculated from the GTS allocation in the
standard as described in Section III-B and are determined from
exhaustion value Z3 from the algorithm. The figure comprises
two subplots. Subplot 6a shows when the exhaustion value is
greater than the threshold value due to the exhaustion attacks,
however subplot 6b represents when the exhaustion value is
less than the threshold limit resulting in no unfairness attacks
found in the medium.

(a) Collision attacks.

(b) Without collision attack.

Fig. 4. With and without collision attack.

B. Prevention of Malicious Attacks

After successfully detecting the presence of a malicious
node, its attacks are required to be neutralized by blocking its
communication. In a terrestrial IoT network architecture, the
PAN coordinator is supposed to know the location of each
IoT node placed in the network with the help of its short
address provided by the PAN coordinator of IEEE 802.15.4
standard. To stop the communication of the malicious nodes in
the network, the PAN coordinator in its beacon frame requests
one of the neighbouring malicious nodes, which has the highest
residual energy level, to transmit jamming signals during CAP.
Generating a jamming signal restricts the communication of all
the nodes present in that area resulting in compromised QoS
in that area as mentioned in Fig. 7.

C. Communication of the Affected Nodes

The communication of the legitimate nodes present in the
restricted areas is provided by allocating GTS in the upcoming
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(a) Exhaustion attacks.

(b) Without exhaustion attack.

Fig. 5. With and without exhaustion attack.

SD. Due to restricted CAP, these affected nodes are unable to
transmit their GTS requests to the PAN coordinator, In such
a scenario, the GTS are assigned to these affected nodes by
analyzing the nodes’ previous transmission pattern. Suppose
PAN coordinator receives j number of requests during past k
sessions, then its expected GTS requests (GTSi) is calculated
as:

GTSi = (Klast −Kcur) +

⌈
K

J

⌉
(9)

Here, Klast is represented as the last SD when node i
initiated the request and Kcur is the upcoming SD.

Each SD of IEEE 802.15.4 standard consists of 7 TDMA-
like CFP slots. PAN coordinator after determining the expected
GTS allocation to the affected nodes, assigns the remaining
slots against the GTS requests received from the unaffected
legitimate nodes. Suppose the PAN coordinator has m CFP

(a) Unfairness attacks.

(b) Without unfairness attack.

Fig. 6. With and without unfairness attack.

slots available and the number of GTS required to be allocated
to affected nodes is n, then the PAN coordinator can only
accommodate m − n GTS requested slots in the next SD.
If the number of GTS requested by the unaffected legitimate
nodes is less than m − n slots, then it can entertain all the
GTS requests. However, in case, the number of requested GTS
exceeds the available slots, a scrutiny of GTS takes place based
on their priority levels. This is accomplished by employing the
0/1 knapsack algorithm.

To determine the priority of a node, the default GTS re-
questing command frame format has been modified by utilizing
its two reserved bits. Each node requesting GTS informs its
PAN coordinator about the number of GTS required, along
with its priority level. This information is conveyed in the last
two reserved bits of the GTS characteristic field, which is part
of the GTS request command frame format specified in the
IEEE 802.15.4 standard, as illustrated in the accompanying
Fig. 8. Priority levels of each IoT node are categorized into
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Fig. 7. IoT Network with malicious and affected nodes.

four different levels ranging from 00 to 11 representing the
lowest to the highest priority levels, respectively.

Fig. 8. Modified GTS request command frame format of IEEE 802.15.4
standard.

The PAN coordinator scrutinizes the GTS requests by
applying the 0/1 knapsack algorithm. The available CFP slots
in the upcoming SD are considered as sack capacity. Each GTS
requesting node is mapped with an item and its requested slots
are mapped as the weight of the item. The value of the item
(Vi) is mapped with the value of the GTS requesting node i
and depends upon its priority (Pi) and the time (Ti) that it has
to wait after initiating its GTS request as:

V ali = Pi × Ti (10)

Priority of the requested GTS as calculated from the
proposed GTS requesting command frame format as shown
in Fig. 7. However, the waiting time is calculated as:

Ti = Ni +
(960× 2BO)−Xi

960× 2BO
(11)

Here, Ni represents the consecutive number of requests,
the PAN coordinator receives from node i. If there is no GTS
request in the previous beacon interval (BI), then its value is
0, however, if the same node is requesting GTS for the last

two BI and its request is not entertained, then the value of N
is 2. Xi is the duration in symbols and it is calculated as the
time between the start of the beacon frame and the time when
the PAN coordinator receives the GTS request.

The proposed ADM15.4 assists the PAN coordinator in
allocating the available GTS to the GTS requesting nodes as:

1) Assign GTS to all GTS requesting nodes if requesting
slots are less than the available GTS in the upcoming
SD.

2) Scrutinize the GTS requesting node in allocating the
GTS if the number of requesting slots is more than
the available GTS.

A complete algorithm for GTS allocating nodes in upcom-
ing SD for PAN coordinator is shown in Algorithm 2.

V. SYSTEM MODEL

Wireless sensor-based IoT nodes are being used in diverse
wireless applications. Most of the wireless sensor networks
use IEEE 802.15.4 standard in their MAC and Physical layers.
Malicious wireless nodes being a part of the network, try to
disturb the communication of the legitimate nodes and create
an anomaly. In this work, the superframe structure of IEEE
802.15.4 standard operating at a 2.4GHz frequency channel is
used for communication between all wireless connected nodes
creating a Wireless Personal Area Network (WPAN). WPAN
comprises a PAN coordinator and its member nodes. A system
model of this work comprises of WPAN coordinator with
legitimate member nodes and few malicious nodes as shown
in Fig. 9. A WPAN coordinator acting as Cluster Head (CH)
is selected based on the higher residual energy level among all
nodes. All other nodes in the WPAN act as member nodes. All
member nodes are in direct connection with the CH and do not
use any relaying node to reach CH. Malicious nodes are part
of the network and disturb the medium access of all legitimate
nodes by transmitting information during CAP of the standard.
This causes legitimate nodes to find the medium busy as
well as increases the chances of collision in the medium with
increased unfairness of the legitimate nodes.

Nodes can transmit their data during CAP as well as during
CFP. A data frame transmitted during a CAP is successfully
delivered, if it receives its acknowledgment within a stipulated
time as mentioned in different parameters in IEEE 802.15.4
standard. Total time (ζ) required in transmitting a requesting
frame during CAP is calculated as sum of backoff count (BC),
data transmitting duration (TD, Propagation delay (PD), turn
around (TA) time, Acknowledgment frame time (AF ), and
Inter-frame space (IFS) as mentioned in Eq. 12 and is shown
in Fig. 10.

ζ = BC + TD + (2× PD) + TA+AF + IFS (12)

If X number of legitimate nodes are successful in transmit-
ting its frames during CAP of a SD, then accumulated time
(σCAP ) calculated in successful transmission of data requested
frames during CAP in q number of SD is calculated as:
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Algorithm 2: GTS Allocation Mechanism
1 w ← Current slot number
2 W ← Max. number of available GTS
3 a← Node ID
4 v ← Maximum Number of GTS requesting nodes
5 k ← Maximum Number of GTS requested
6 A[a,w]← Cell value of ath node and wth slot
7 wa ← Slots requested by ath node
8 if K < W then
9 Allocate GTS to all requesting nodes

10 end
11 else
12 Scrutinize nodes by applying 0/1 knapsack
13 Populating the 0/1 knapsack table:
14 for w = 0 to W do
15 A[0, w] = 0
16 end
17 for a = 1 to v do
18 A[a, 0] = 0
19 end
20 for a = 1 to v do
21 for w = 0 to W do
22 if wa ≤ w then
23 if wa +A[a− 1, w−wa] > A[a− 1, w]

then
24 A[a,w] = wa +A[a− 1, w − wa]
25 end
26 else
27 A[a,w] = A[a− 1, w]
28 end
29 else
30 A[a,w] = A[a− 1, w]
31 end
32 end
33 end
34 Nodes selection Criteria:
35 while a > 1 and w > 1 do
36 if A[a,w] > A[a− 1, w] then
37 ath node is selected
38 a = a− 1
39 w = w − wa

40 end
41 else
42 a = a− 1
43 end
44 end
45 end
46 end

σCAP =

q∑
a=1

X∑
b=1

SDa × ζb (13)

The time required in transmitting data during CFP is
calculated as the time when a node, initiates its request during
CAP since it transfers its data in CFP slots. Number of GTS
required (CFPi) to send m amount of data by a node i in
transferring its data is calculated as:

Fig. 9. System model of proposed scheme.

Fig. 10. A Complete frame length including acknowledgment.

CFPi =

⌈
m

30× 2SO

⌉
Suppose node i sends a request of k number of GTS to

the WPAN coordinator during CAP. If the WPAN coordinator
successfully allocates its required GTS just before the j slots of
the CFP period in the next SD, then the complete delay (CDi)
in transferring its data in its allocated GTS is calculated as:

CDi = BI + SD − j + (
m

30× 2SO
) (14)

If p nodes are allocated GTS in each SD, then accumulated
delay (σGTS) of all the WPAN in transferring data during CFP
for q number of SD is calculated as:

σGTS =

q∑
a=1

p∑
b=1

SDa × CDb (15)

VI. RESULTS AND ANALYSIS

In this section, the performance of the proposed scheme is
thoroughly examined across various dimensions. The analysis
delves into different aspects, evaluating the efficacy of the
proposed scheme within the system model outlined in the
preceding Section V. A simulation environment is established
by deploying a fixed number of legitimate nodes within a
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WPAN. This network configuration includes one WPAN coor-
dinator alongside legitimate nodes, and notably, one additional
node designated as a malicious node. All nodes follow the
IEEE 802.15.4 standard and communicate with each other
on the same frequency channel of the 2.4 GHz frequency
band. Malicious nodes are present in specific areas and their
position is supposed to be identified by the PAN coordinator. A
“10 X 10” meters area around the malicious node is blocked
by transmitting Jamming signals during CAP by one of the
legitimate nodes in that area. A random number of nodes
during each SD generate their GTS requests to transmit their
data during CFP. The results are analyzed for a fixed duty cycle
of 50% along with varying duty cycles for different values
of SO and different numbers of nodes. A list of simulation
parameters is presented in the Table II.

TABLE II. SIMULATION PARAMETERS

Parameters Values
Total Number of Member Nodes 19, 8, 12
Network Size 100 × 100
Data Rate 250Kbps
Number of Legitimate Nodes 19
Number of Malicious Node 1
Cluster Head 1
Superframe Order 0,2
Superframe Duration (msec) 15.4,61.4
Beacon Interval (msec) 30.7, 122.9
Slot Duration (msec) 1.92, 7.68
Duty Cycle 50%
Offered Load (Bytes) 50 to 125

The simulation results are observed in different prospects
with and without attacks and the performance of our proposed
ADM15.4 scheme is evaluated. The performance is compared
with the standard by data transmission, average transmission
time, and number of GTS allocated nodes accommodated by
the PAN coordinator.

A. Transmitted Data

The data transmitted is calculated for only those legitimate
nodes that are allowed to transfer their data during CFP. The
proposed scheme applies 0/1 knapsack algorithm in allocating
GTS to the legitimate nodes. However, the IEEE 802.15.4
standard applies FCFS in allocating GTS to the requesting
nodes.

Results shown in Fig. 11 represent the effect on data
transmission with and without attacks. The results show that
the data transmission for the same number of data-requesting
nodes increases at the same rate when there is no malicious
attack. On the other hand, the data transmission is affected
due to malicious attacks in the second SD. However, in the
proposed scheme, the data transmission is affected in the
second SD, however after the blocking of the region at the
start of the 3rd SD, the rest of the nodes keep on transmitting
their data. It can be observed from the results that between 1
and 2 SD values, there is no malicious attack and all nodes
are transmitting data with same rate. However, in the 2nd SD,
malicious nodes attack the medium and attacks are detected by
the proposed scheme at the end of the 2nd SD and a prevention
mechanism is applied in the 3rd SD by transmitting jamming
signals in the surrounding of the malicious node. This affects
the communication of nodes in the specific area, however,

Fig. 11. Data transmission of nodes with and without attacks.

nodes present in the rest of the area remain unaffected and
keep on transmitting their data.

Fig. 12. Data transmission of GTS requesting nodes.

When attacks were found then ADM15.4 allocates GTS
to the nodes affected in that area as described in Section
IV-B. Results shown in Fig. 12 represent the total amount
of data transmitted by all nodes during CFP duration in the
network when SO=0 and SO=2. The performance of the
proposed scheme is evaluated by comparing its results with
both the IEEE 802.15.4 standard under attack scenarios and
the IEEE 802.15.4 standard in the absence of attacks. The
results show that, for both values of SO, the data transmission
in the proposed scheme is 30% more than the standard without
attacks and and 122% more than the standard with attack. This
is due to the efficient allocation of GTS among GTS requesting
nodes by applying the 0/1 knapsack algorithm because it
allows the PAN coordinator to optimally allocate GTS among
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the requesting nodes.
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Fig. 13. Data transmission of GTS requesting nodes for different number of
nodes.

The performance of the proposed scheme is validated by
calculating the transmitted data during CFP when there was a
random number of GTS requests from 8 and 12 legitimate
nodes with an SO value of 2 as shown in Fig. 13. The
results showed that the proposed scheme allowed for more
data transmission for both 8 and 12 requesting nodes compared
to the standard, with and without attacks. This demonstrates
an optimal allocation of GTS among requesting nodes to
enable more data transmission in an SD. Moreover, the results
highlighted that the data transmission of the standard was
severely affected during attacks because the PAN coordinator
was unable to differentiate between legitimate and malicious
node requests. This led to the PAN coordinator assigning GTS
to the malicious nodes at the start of the CAP by applying
FCFS.

B. Transmission Delay

The delay in transmitting data is calculated for those nodes
that have initiated the GTS requests. The time to transmit data
for all those nodes, which are successfully allocated GTS are
calculated by following the Eq. 14. However, the transmission
time of all those nodes which are not allocated GTS are
supposed to be assigned GTS in the next SD automatically
by passing through another BI .

Results in Fig. 14 show the accumulated time calculated for
all GTS requesting nodes in transmitting their data. It is evident
from the results, that due to malicious attacks, the overall
data transmission time of GTS requesting nodes increases due
to less number of legitimate nodes being assigned GTS in
a superframe duration and the rest are allowed to send their
data in the next superframe duration with an increase in BI
time interval. However, data transmission time in proposed
ADM15.4 is the least among all and even less than the
IEEE 802.15.4 standard because it accommodates a maximum
number of GTS requesting nodes in transmitting their data
during CFP in the current SD and less number of GTS

Fig. 14. Delay in transmitting data during contention free period.
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Fig. 15. Delay in transmitting data during contention free period for
different number of nodes.

requesting nodes transmit their data in the next SD resulting
in a reduced network delay.

Results shown in Fig. 15 represent the network delay of
all GTS requesting nodes when the number of GTS requesting
nodes are 8 and 12 with a 50% duty cycle. The results clearly
show that the accumulated delay of all GTS requesting nodes
in transmitting their data in ADM15.4 is 0.5% to 3% less
than the standard when there is no attack for both 8 and 12
GTS requesting nodes respectively. However, it is 58% and
49% less less in the presence of malicious attacks for number
of nodes are 8 and 12, respectively because it allocates GTS
to the malicious nodes and most of the legitimate nodes are
unattended and are not allocated GTS.

Results in Fig. 16 show a comprehensive picture by calcu-
lating the difference in delay between the proposed scheme
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Fig. 16. Accumulated delay difference for all possible values of SO when
BO=10.

and IEEE 802.15.4 standard with attacks. The results are
obtained by accumulating the total difference in delay faced
by 19 legitimate nodes against all the possible values of SO
when BO ranges from 0 to 10. The results show that with
the increase in BO, the delay difference increases because
higher BO allows an increased number of SO options and the
accumulated sum of all the differences against all the possible
values also increases. Furthermore, increased BO increases the
BI, and unsuccessful GTS requesting nodes have to wait for
another BI resulting in more delay.

C. GTS Allocating Nodes

GTS allocating nodes are calculated as the total number
of GTS requests of legitimate nodes entertained by the PAN
coordinator during an SD. The results are obtained for two
different values of SO when the number of GTS requesting
nodes is 20, and when the number SO is fixed and the number
of GTS requesting nodes is 8 and 12 as shown in Fig. 17 and
18, respectively.

Fig. 17 shows the total number of GTS requesting nodes,
that have been successfully allocated GTS in a SD by WPAN.
It is evident from the results that ADM15.4 entertains the
maximum number of GTS requesting nodes in a SD and
number of GTS entertained for SO = 2 are 24% and 110%
more than IEEE 802.15.4 standard without attacks and with at-
tacks, respectively. However, when SO = 0, then the proposed
scheme allocates the same number of GTS requesting nodes as
nodes entertained by IEEE 802.15.4 standard without attacks.
This is due to the reason that the optimal number of GTS
requesting nodes is also entertained by the PAN coordinator
in IEEE 802.15.4 standard. However, due to unfairness attacks,
some CFP slots are allocated to malicious nodes, resulting in
less number of CFP slots left that are allocated to legitimate
nodes.

Results in Fig. 18 show that the number of nodes enter-
tained throughout the different superframe durations in the

Fig. 17. Number of GTS requesting nodes entertained.
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Fig. 18. Number of GTS requesting nodes entertained for different number
of nodes.

proposed scheme is the highest for both numbers of GTS
requesting nodes. It is evident from the results that the ac-
cumulated number of GTS requests entertained by the PAN
coordinator is maximum when GTS requesting nodes are 12
in the proposed scheme. This is due to the optimal allocation of
GTS to the GTS requesting nodes by applying the 0/1 knapsack
algorithm as compared to FCFS used in the IEEE 802.15.4
standard. The results further show that the least number of
GTS requests of the legitimate nodes are entertained in the
presence of the malicious attacks because the standard does
not differentiate the malicious attacks and some of the GTS
are allocated to malicious nodes resulting in less number of
GTS left for allocation to legitimate nodes.
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VII. CONCLUSION

This work addresses the compromised QoS due to anomaly
created by malicious nodes in the communication medium of
IEEE 802.15.4 standard. In this work, an Anomaly Detection
Mechanism for IEEE 802.15.4 standard ADM15.4 is proposed.
The proposed scheme detects the different types of anomaly
caused by malicious node attacks during the contention access
period of the superframe structure of the standard. Further-
more, ADM15.4 proposes a PLC-based mechanism to stop the
interference caused by a malicious node by transmitting jam-
ming signals to its nearby node. This causes an interruption in
a specific region and nodes in that region are unable to commu-
nicate during the contention access period. To overcome their
communication interruption, these nodes are allocated GTS to
transmit their information to WPAN applying a 0/1 knapsack
algorithm in such a way that maximum GTS requesting nodes
are entertained. The simulation results show that the proposed
scheme improves the data transmission of legitimate nodes by
122% and 30% as compared to the standard with and without
attacks respectively. The transmission delay of legitimate GTS
requesting nodes is also reduced by 58% and 3% as compared
the standard with and without attacks and accommodates up to
24% and 110% more GTS requesting nodes to transmit their
data during CFP period in the current superframe duration.
The improved data transmission and reduced transmission
delay makes the proposed scheme suitable for future IoT
applications. In the future, we will explore methods to detect
anomalies due to data integrity attacks and faulty IoT sensors.
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Abstract—Detecting fake news on social media is a critical
challenge due to its rapid dissemination and potential societal
impact. This paper addresses the problem in a realistic scenario
where the original tweet and the sequence of users who retweeted
it, excluding any comment section, are available. We propose a
Graph-based Attention for Coherent Explanation (GRACE) to
perform binary classification by determining if the original tweet
is false and provide interpretable explanations by highlighting
suspicious users and key evidential words. GRACE integrates
user behaviour, tweet content, and retweet propagation dynamics
through Graph Convolutional Networks (GCNs) and a dual
co-attention mechanism. Extensive experiments conducted on
Twitter15 and Twitter16 datasets demonstrate that GRACE out-
performs baseline methods, achieving an accuracy improvement
of 2.12% on Twitter15 and 1.83% on Twitter16 compared to
GCAN. Additionally, GRACE provides meaningful and coherent
explanations, making it an effective and interpretable solution for
fake news detection on social platforms.

Keywords—Graph neural network; dual attention; NLP; seman-
tics; social network

I. INTRODUCTION

Social media has become integral to everyday life, allowing
individuals to share their thoughts, stay updated on current
events, and interact with others [1]. These platforms facilitate
the fast flow of information across vast networks, where user
interactions and feedback shape public opinions and emotions
on various topics [2]. This easy and low-cost communication
fosters collective intelligence, spreading ideas widely and
quickly. However, the very features that make social media so
powerful also have significant drawbacks [3]. The speed and
reach of these platforms make it easier for misinformation to
spread, often without proper checks or regulation [4]. As a
result, while social media can be a tool for empowerment and
connection, it also amplifies the risk of misinformation, posing
challenges to truth and trust in public discourse.

Fake news consists of false stories that are intentionally
shared on social media platforms [5]. Its spread can mislead
the public opinion, leading to political, economic, or psycho-
logical benefits for specific groups [6]. Fake news circulation

manipulates opinions, distorts facts, and poses risks to society
[7]. Research shows that people often struggle to differentiate
between true and false news [8]. Interest in detecting fake news
surged after the 2016 U.S. presidential election and COVID-
19 vaccination drawing attention from researchers and social
media platforms [9], [10], [11].

Detecting fake news is a complex task, primarily when
relying solely on the content of news articles [12]. Traditional
content-based methods often use features like n-grams and
bag-of-words, applying supervised learning models such as
random forests or SVM for binary classification [4], [13]. More
advanced techniques in natural language processing (NLP)
focus on extracting linguistic features like active/assertive
verbs, subjectivity, and writing style [14]. Multi-modal ap-
proaches also integrate user-profiles and retweet propagation
patterns [15]. However, these approaches face several chal-
lenges. Social media content, such as tweets, is usually short,
leading to data sparsity, which makes it harder to detect fake
news effectively [16]. Additionally, many models rely on user
comments or retweets for evidence, but most users reshare
stories without commenting, reducing the available data for
analysis [17].

To address these challenges, researchers have begun fo-
cusing on propagation-based methods, which analyze the
network of tweets and retweets to detect fake news [18],
[19]. These methods are based on the idea that fake news
spreads differently than true news. By studying the patterns of
information diffusion, researchers can identify inconsistencies
and spot fake stories [20]. However, many early approaches
rely on static networks, assuming that the entire structure of
information propagation is known before applying learning
algorithms [21]. Social media networks are dynamic, with new
users and content emerging over time, making static models
less effective.

Recent research has shown that comprising temporary fea-
tures, such as the timing of user interactions, can significantly
improve fake news detection [22], [18]. For instance, in a tem-
poral graph, the news propagation evolves, while a static graph
only apprehends a snapshot of the network at one moment.
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Fake and real news often show different temporal patterns,
with fake news spreading more quickly or following distinct
paths [23]. Regardless, treating these dynamic networks as if
they were static limits the effectiveness of current models. To
enhance detection, it’s crucial to develop models that take into
account the continuous changes in how users interact with each
other. By doing so, these models can offer a more accurate and
reliable way to tell the difference between real and fake news.
These time-aware models would tap into the ever-evolving
nature of social media. It makes them better equipped to detect
misinformation in real-world situations.

This paper concentrates on detecting false content in the
Twitter social media environment. The goal is to determine
if a tweet is fake based solely on its brief text, the sequence
of users who retweeted it, and their profiles. The detection
process is approached with three key constraints: (a) analyzing
the tweet’s short text, (b) excluding user comments, and (c)
not using network structures like social or diffusion networks.
The model is designed to explain its predictions, meaning it
should not only flag fake news but also show the reasoning
behind the decision. Specifically, the model should highlight
the doubtful users who helped to spread the fake news and
identify the particular words or phrases from the source tweet
that captured their attention.

Graph-based Attention for Coherent Explanation (GRACE)
is proposed for fake news detection that integrates user behav-
ior, tweet content, and retweet propagation dynamics. GRACE
begins by feature extracting from user’s Twitter profiles and en-
coding the original tweet’s text using word embeddings [24]. A
user interaction graph is constructed, and Graph Convolutional
Networks (GCNs) [25] generate graph-aware representations
of propagation dynamics. The relationship between the original
tweet and how it spreads through retweets is identified by dual
co-attention mechanism. It’s helpful to highlight the users and
keywords. By combining these features, GRACE offers an
effective and easy-to-understand method for classifying fake
news.

The key contributions of this paper are outlined as follows:

1) GRACE model is introduced to improve the under-
standing of user connection, retweet network, and
their relationship with the short text of the source
tweet.

2) Clear and meaningful explanations for the predictions
are provided through the incorporation of a dual co-
attention mechanism.

3) Comprehensive experiments are conducted on pub-
licly available datasets that demonstrate the superior
performance of GRACE as compared to baseline
models.

This paper is structured as follows:

• Section II provides an overview of existing methods
for fake news detection.

• Section III defines the problem and outlines the ob-
jectives addressed by the proposed model.

• Section IV details the experimental setup used in this
study.

• Section V presents the evaluation metrics and results
obtained.

• Finally, Section VI concludes the paper with a sum-
mary of findings and contributions.

II. LITERATURE REVIEW

Fake news, though not a new phenomenon, has acquired
significant public awareness in recent years, primarily due to
its widespread impact on society, politics, and media [26]. As
the dissemination of false content continues to evolve, the liter-
ature on fake news detection has expanded rapidly, addressing
the various challenges posed by this issue. Existing research
can be broadly categorized into two main approaches: content-
based and network-based methods. Content-based approaches
focus on analyzing the textual data of news articles to identify
linguistic, syntactic, and semantic features that distinguish
fake news from legitimate news [27]. While, network-based
methods focus on user’s interactions and relationships within
social media networks. They explore how news spreads across
platforms and how user engagement patterns influence the
dissemination of misinformation [21]. This section provides
an overview of these two categories of fake news detection
techniques and highlight the key developments, strengths, and
limitations.

Content-based approaches focus on analyzing the textual
data of news articles to evaluate their truthfulness. These
methods are especially effective for long range dependencies,
as they allow for a deep analysis of linguistic and semantic
features to identify signs of misinformation [27]. One widely
used technique is TF-IDF, which measures the importance
of specific words within a news story [28]. Topic modeling
helps to uncover the underlying themes in the content. It
offers a structured and meaningful representation of the text
[29]. Other linguistic features, such as PoS tags, assertive or
factive verbs, and markers of subjectivity, are commonly used
to detect subtle language patterns [24]. Further, techniques
that assess writing consistency and social emotions are applied
to highlight anomalies in news content [30]. The underlying
assumption of these content-based methods is that fake news
will exhibit detectable differences in linguistic structure, topic,
or emotional tone compared to genuine news articles [31].

However, traditional content-based methods face several
challenges in detecting fake news, mainly when relying on
handcrafted linguistic cues [13]. These cues, such as lexical
and syntactic features, are often limited in generalizability
across different languages, topics, and domains. These tech-
niques struggle to capture the complex semantic and contextual
information embedded in modern news articles [3]. As news
articles evolve in structure, content-based approaches that rely
solely on traditional methods become less effective. As a
result, researchers are increasingly turning to deep learning
models to address these limitations [14]. The approaches like
Recurrent Neural Networks (RNNs), Convolutional Neural
Networks (CNNs), and Autoencoders [32] provide a solution
by automatically learning hidden representations of text and
capturing complex contextual patterns. These models eliminate
the need for manually designed features and leverage word
embeddings, such as word2vec, to enhance text representation
and better identify patterns [33].
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To make fake news detection more accurate, researchers
have developed multi-modal models that combine different
types of information, such as text and visuals, to improve
their performance [15]. Visual elements like images and videos
often play a significant role in how news is shared and
perceived as credible. For instance, Bahad et al. introduced
an RNN-based model that uses an attention mechanism to
integrate text and visual information, allowing the system to
focus on the most relevant features from both [34]. Similarly,
Zhao et al. created a model that explores the relationship
between text and visuals, which is especially effective in cases
where misleading images are used to spread false claims [35].

To make detection systems more adaptable, researchers
have also applied multi-task learning, enabling models to
transfer knowledge across different types of content and better
handle diverse contexts [36]. Since fake news evolves rapidly,
new approaches like analyzing temporal patterns, adapting to
specific domains, and leveraging weak supervision learning
have been explored [37], [38], [10]. These innovations help
detection systems stay scalable and flexible, allowing them to
adapt to the ever-changing nature of misinformation. By com-
bining these advancements, models are now better equipped
to accurately and dynamically detect fake news in real-world
scenarios.

Recent advancements in NLP have significantly improved
the accuracy and reliability of content-based approaches.
Transformer-based models [39], such as BERT (Bidirectional
Encoder Representations from Transformers) [40] and GPT
(Generative Pre-trained Transformer) [41], have revolutionized
text representation and classification tasks by capturing contex-
tual dependencies more effectively than traditional models. For
instance, BERT has been fine-tuned for fake news detection by
leveraging its bidirectional attention mechanism to understand
subtle linguistic cues and context [42]. Similarly, GPT models
have been employed to generate synthetic datasets for training
effective classifiers and to analyze text for semantic coherence
and logical consistency [35]. Hybrid models combining trans-
formers with other neural architectures have also emerged. For
example, a recent study integrated BERT with Graph Neural
Networks (GNNs) to enhance performance by incorporating
relationships between entities within news articles [43]. Other
studies have focused on domain-specific adaptations of trans-
formers, such as FakeBERT, which was trained on datasets
tailored for misinformation detection [44]. These models not
only outperform traditional approaches but also offer better
generalization across domains and languages.

Network-based methods for detecting fake news focus
on understanding how users interact with content on social
media platforms [18]. Actions like commenting, retweeting,
and following are critical to how information spreads and
provide clues about the fake news propagation [19], [45]. By
studying these patterns, researchers gained valuable insights
into how to identify fake news and separate it from genuine
content [46]. To model how news spreads, both homogeneous
networks (where nodes and edges are similar) and heteroge-
neous networks (where they differ) are used [4].

Homogeneous networks, consisting of uniform nodes and
edges, make it easier to study news spread within a unified
structure [47]. A notable study by Chang et al. analysed
the dispersal of false news on Twitter and found that false

news spreads faster, further, and more broadly than true news
[19]. This observation highlights the accelerated nature of
fake news diffusion. To enhance fake news detection, Huang
et al. proposed a tree-structured RNN model that integrates
textual features and propagation structure features [48]. Sim-
ilarly, Gong et al. introduced a bi-directional GCN to learn
representations of content semantics and diffusion structures
[43].

In difference, heterogeneous networks consist of multiple
nodes and edges, offering a more detailed representation of
the relationships within the news ecosystem [49]. Kang et al.
proposed a model that encodes semantic information and the
global structure of the diffusion graph, incorporating posts,
comments, and user interactions [50]. Huang et al. developed
a meta-path-based heterogeneous graph attention network to
capture the semantic relationships among text content in news
propagation [48]. Additionally, Xie et al. enhanced the robust-
ness of graph-based fake news detectors by modelling entities
through a heterogeneous information network and utilizing
graph adversarial learning to ensure more distinctive structural
features [51]. Another significant advancement in heteroge-
neous network models was introduced by Nguyen et al. by
developing Factual News Graph (FANG). This framework
leverages social structures and user engagement patterns for
effective fake news detection [44].

Network-based methods for fake news detection effectively
handle multimodal data by leveraging the unique strengths
of graph structures to integrate and process text and visual
features. Jin et al. [52] proposed a Hierarchical Propagation
Network that constructs a hierarchical graph where nodes
represent multimodal features such as text embeddings, visual
features, and user interactions. These nodes are interconnected
through propagation layers that explicitly model the interplay
between modalities, enabling a seamless integration of mul-
timodal signals. Wang et al. [53] introduced a Multimodal
Fusion Graph where text and image features are processed
through graph attention layers, dynamically weighing their
contributions to detect fake news. This method effectively
links modalities by treating textual and visual embeddings
as interconnected nodes in a unified graph. Shu et al. [54]
utilized a Graph-based Multimodal Embedding framework,
which creates a graph where text and image metadata are
nodes, and the relationships between them (e.g. co-occurrence
in news items) are edges. The GME approach ensures joint
feature learning by allowing intermodal dependencies to be
explicitly modeled and updated during training. Zhou et al.
[55] extended this concept by employing knowledge-enhanced
graphs, incorporating external knowledge from textual and
visual data into the graph structure. Here, knowledge graph
embeddings serve as additional nodes, creating a richer mul-
timodal representation that enhances the interplay between
modalities for accurate fake news detection. These approaches
demonstrate how network-based methods construct and lever-
age graphs to unify and effectively process both modalities.

While these network-based models have shown promise,
much previous work has focused on static networks. However,
our research takes a dynamic approach by analyzing social
media news within temporal diffusion networks, reflecting the
continuous evolution of news propagation.

Approaches focusing on user behavior analyze the charac-
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teristics of individuals who interact with news content, such
as retweeting or commenting on stories. Yang et al. proposed
extracting account-based features like the user’s gender, home-
town, and follower count [56]. Shu et al. found that user
profiles associated with fake news differ significantly from
those linked to legitimate news [4]. Liu et al. introduced a
joint Recurrent and Convolutional Neural Network (CRNN)
model that captures more detailed profiles of users, particularly
those who retweet news stories [57]. In contrast, session-based
heterogeneous graph embedding methods [51] rely on user
session data to learn user traits but are not directly applicable
to fake news detection.

III. MATERIALS AND METHODS

A. Preliminaries

Let S = {σ1, σ2, . . . , σ|S|} represent a collection of tweet
stories, and A = {α1, α2, . . . , α|U|} be a group of individuals
(users) in the social media network. Each tweet story σi ∈ S is
a short-text document, denoted by σi = {wi1, wi2, . . . , wili},
where li is the number of words in the tweet story σi, and wik

represents the k-th word in the story σi. Each user αj ∈ A
is associated with a feature vector vj ∈ Rd, where d is the
dimensionality of the user’s feature vector.

When a tweet story σi is shared, certain individuals will
retweet it, forming a sequence of retweet records, referred to
as the retweet propagation path. Let the propagation path of
story σi be denoted by Pi = {(αj ,vj , tj)}, where (αj ,vj , tj)
indicates that individual αj with feature vector vj retweeted
story σi at time tj . Here, j = 1, 2, . . . ,K, with K = |Pi|
being the total number of retweets. The set of individuals who
retweet story σi is denoted as Ai ⊆ A.

Within the propagation path Pi, the individual α1 is the
original poster of story σi at time τ . For all subsequent
individuals j > 1, individual αj retweets the story at time
τj , where τj > τ1.

The tweet story σi is labeled with a binary value κi ∈
{0, 1} to indicate its truthfulness, where:

κi =

{
0 if the news σi is true,
1 if the news σi is fake.

Given a tweet story σi and its corresponding propagation
path Pi (which includes individuals αj who retweet the news
and their associated feature vectors vj), the goal is to predict
the authenticity κi of the story σi, a binary classification task.

The model should highlight a subset of individuals αj ∈
Ai who retweeted σi and a subset of words wik ∈ σi that
help to explain why σi is classified as either true or fake.
This interpretability aspect is essential for understanding the
reasoning behind the model’s prediction.

B. Proposed Model

The GRACE model is developed to tackle the challenge of
detecting fake news in social media networks by combining
tweet content, user behavior, and the propagation dynamics
of retweets. As depicted in Fig. 1, This model consists of
several components including user characteristics extraction,
news story encoding, user propagation representation, dual

co-attention mechanisms, and the final prediction layer. Each
component is meticulously crafted to improve the model’s
ability to predict the truthfulness of a tweet while also pro-
viding interpretability by highlighting the users and words
contributing to the classification.

The user characteristics extraction component involves
creating a feature vector xj ∈ Rv for each user uj ∈ A, where
v is the number of features. These features are derived from
various aspects of a user’s behavior, such as the number of
followers, the number of retweets, the time difference between
the tweet and retweet, and other profile-related information.
This vector allows us to quantify how a user engages with
content on social media, which is crucial for identifying fake
news spreaders.

The source tweet σi is represented as a sequence of words,
denoted by σi = {wi1, wi2, . . . , wili}, where li is the number
of words in tweet σi. We use a word-level encoder to represent
this tweet. Each word wik in the tweet is initially encoded as
a one-hot vector. A FC layer is applied to generate the word
embeddings for each tweet, and the resulting embeddings are
stored in a matrix V = [v1, v2, . . . , vm] ∈ Rd×m, where m is
the length of the padded tweet and d is the dimensionality of
the word embeddings.

To model the interactions among users who retweet the
source tweet σi, we construct a graph Hi = (Vi,Fi), where
Vi represents the set of users who retweeted σi. The edges
Fi represent the interactions between users. Since the true
interactions between users are unknown, we assume that the
graph is fully connected. This implies that for every edge
eαβ ∈ Fi, where uα, uβ ∈ Vi and uα ̸= uβ , the number
of edges is given by:

|Fi| =
n · (n− 1)

2
(1)

where n = |Vi| is the number of users who retweeted σi.

To incorporate user features into the graph, we assign a
weight wab to each edge eab ∈ Fi, which is derived from the
cosine similarity between the feature vectors ua and ub. The
weight is calculated as:

wab =
ua · ub

∥ua∥∥ub∥
(2)

We use the adjacency matrix W = [wab] ∈ Rn×n to
represent the weights between any pair of nodes va and vb
in the graph Fi.

C. Graph Convolutional Network (GCN)

A Graph Convolutional Network (GCN) [25] is applied to
propagate information through the graph Fi. A GCN layer
performs a convolution operation on the graph, updating node
embeddings by aggregating information from their neighbors.
For the graph Fi, with adjacency matrix Π and feature matrix
Λ representing user attributes in Fi, the updated g-dimensional
node feature matrix Ω(l+1) ∈ Rn×g at layer l+1 is calculated
as:
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Fig. 1. The proposed model architecture diagram.

Ω(l+1) = ϕ
(
Π̃Ω(l)Γl

)
(3)

Here, Π̃ = Σ−1/2ΠΣ−1/2 represents the normalized adja-
cency matrix, Σ is the diagonal degree matrix, and ϕ is a non-
linear activation function. This process is repeated iteratively
over multiple layers, allowing information to propagate and be
refined across the graph.

D. Co-attention Mechanisms

The correlation between the source tweet and users’ in-
teractions, including retweets, is captured using a dual co-
attention mechanism. This mechanism simultaneously models
the relationship between the source tweet and its retweets,
as well as interactions between users within the propagation
graph.

1) Tweet-Retweet Correlation: The first attention mecha-
nism focuses on the relationship between the source tweet
(Qσ) and the embeddings of retweets (Qu), which are derived
from user propagation embeddings. The attention weights,
representing the correlation between the content of the tweet
and retweets, are computed as:

Aσ = softmax(QT
σQu) (4)

These weights capture how strongly each retweet relates to
the source tweet, refining both the source tweet and retweet
representations for improved feature learning.

2) User-User Correlation: The second attention mecha-
nism captures interactions between users by modeling the
relationship between user embeddings across the propagation
graph. This is achieved through:

Au = softmax(QT
uQu) (5)

Here, the attention weights emphasize connections between
users who share similar propagation behaviors, enabling the
model to better understand the dynamics of retweet propaga-
tion.

By combining these two mechanisms, the model learns
attention-driven representations that reflect the content and
propagation dynamics of the source tweet and retweets. These

refined representations are used as inputs for the final predic-
tion stage.

E. Final Prediction

The final prediction κ̂i is obtained by combining the
learned user features, source tweet embeddings, and propaga-
tion representations. The concatenated vector is passed through
a fully connected layer with a sigmoid activation, producing a
probability between 0 and 1 that represents the likelihood of
the source tweet σi being fake. This process can be expressed
as:

κ̂i = σ (Wf · [ru, rt, rp] + bf ) (6)

where ru is the learned representation of user character-
istics, rt is the learned embedding of the source tweet, and
rp is the learned propagation representation of the users. The
vector [ru, rt, rp] is the concatenation of these representations,
Wf is the weight matrix, and bf is the bias term. The sigmoid
function σ(·) is applied to ensure that the output is a probability
between 0 and 1.

F. Loss Function

The binary cross-entropy loss function is used for model
training. It measures the difference between the predicted
probability κ̂i and the true label κi:

L(κ̂i, κi) = −κi log(κ̂i)− (1− κi) log(1− κ̂i) (7)

The loss function is minimized using the Adam optimizer,
ensuring that the model’s parameters are updated to reduce the
classification error over time. The optimization process helps
the model improve its predictions by adjusting weights, thereby
minimizing the loss and enhancing the performance of the fake
news detection system.
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Algorithm 1 GRACE (Graph-based Attention for Coherent Explanation)
Input: Tweet stories S = {σ1, . . . , σ|S|}, user profiles A, propagation paths Pi, truthfulness labels κi.
Output: Predicted labels κ̂i and explanation (highlighted users αj and words wik).

1: Initialize: Pre-trained word embeddings, user feature vectors vj , graph adjacency matrices A, and model parameters.
2: for each tweet σi ∈ S do
3: Encode tweet σi as word embeddings V ∈ Rd×m.
4: Extract user feature vectors vj ∈ Rd for users in Pi.
5: Construct a graph Hi = (Vi,Fi):
6: for each pair of users (αα, αβ) ∈ Vi do
7: if users are connected then
8: Compute edge weight:

ωαβ =
xα · xβ

∥xα∥∥xβ∥
.

9: end if
10: end for
11: Apply GCN to propagate embeddings over Hi:

H(l+1) = ρ
(
AH̃(l)Wl

)
,

where ρ is a non-linear activation function.
12: Compute dual co-attention:
13: Source-to-user attention:

Aσ = softmax(QT
σQu).

14: User-to-user attention:
Au = softmax(QT

uQu).

15: Concatenate learned embeddings ru, rt, and rp:

r = [ru, rt, rp].

16: Predict truthfulness:
κ̂i = σ (Wf · r+ bf ) .

17: Highlight key users αj and words wik based on Aσ and Au.
18: end for
19: Optimize model parameters by minimizing the binary cross-entropy loss:

L(κ̂i, κi) = −κi log(κ̂i)− (1− κi) log(1− κ̂i).

IV. EXPERIMENTAL SETUP

The GRACE model is implemented using the PyTorch
framework. The tweet text is represented using pre-trained
word embeddings. Each word in the tweet is mapped to its
corresponding vector representation. These embeddings help
transform the raw text into a meaningful numerical format
suitable for further processing. GCN layers capture the inter-
actions among users who retweet the source tweet. The graph
represents users as nodes, and the interactions between users
(such as retweeting) form the edges. Each node’s feature vector
is updated based on its neighbours, allowing the model to learn
user-specific representations in the context of retweet propa-
gation. The number of GCN layers is set to 3, with each layer
processing information from the node’s direct and indirect
neighbours. These features are concatenated after obtaining the
embeddings from the tweet content, user characteristics, and
user propagation representations. The concatenated vector is
passed through fully connected (dense) layers to make the final
classification decision. The hidden layers in the fully connected
section use ReLU activation, while the output layer employs a
sigmoid activation function to predict the probability of a fake

tweet.

A. Hyperparameters

The proposed model is designed with several key hyper-
parameters that allow for efficient and effective training as
described in Table I. A learning rate of 0.001 was selected after
a grid search of several potential values. This choice balances
convergence speed and stability, ensuring that the model trains
effectively without overshooting the optimal solution. The
batch size was set to 64, a commonly used value in graph-
based models like GCNs. A batch size of this allows for
efficient computation and good convergence properties while
maintaining memory efficiency during training.

The model architecture is developed with three GCN lay-
ers, which strike a balance between capturing the interactions
within the retweet network and avoiding overfitting caused
by excessive depth. Each GCN layer contains 128 hidden
units, which are sufficient to learn rich user interaction features
without making the model too large and prone to overfitting. A
dropout rate of 0.3 is applied to mitigate overfitting, meaning
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30% of the neurons are randomly dropped during training,
helping the model avoid reliance on specific features.

Following the GCN layers, fully connected (FC) layers
were added with 256 hidden units to combine and process
features from tweet content, user characteristics, and propaga-
tion patterns. To reduce overfitting in these layers, a higher
dropout rate of 0.5 was applied, randomly dropping 50% of
the neurons during training to improve generalization.

ReLU activation is used throughout the hidden layers to
introduce non-linearity, enabling the model to learn more
complex patterns and decision boundaries effectively. The
output layer uses the sigmoid activation function, which maps
the final output to a probability between 0 and 1. This value
is interpreted as the likelihood that a given tweet is fake.
The Adam optimizer was chosen for optimisation, known for
its efficiency in handling sparse gradients and large datasets.
The binary cross-entropy loss function was used as the loss
criterion, as it is well-suited for binary classification tasks like
fake news detection. The model was trained for 20 epochs,
which is sufficient for convergence without overfitting. These
hyperparameters were carefully chosen to ensure the model
performs well on the fake news detection task, balancing model
complexity, training efficiency, and the ability to generalize to
unseen data.

TABLE I. HYPERPARAMETERS FOR GCAN MODEL

Hyperparameter Value
Learning Rate 0.001

Batch Size 64
GCN’s Layers 3
Hidden Units 128
Dropout Rate 0.3

Hidden Units in FC Layers 256
Dropout Rate (FC layers) 0.5

Activation Function (Hidden) ReLU
Activation Function (Output) Sigmoid

Optimizer Adam
Loss Function Binary Cross-Entropy

Epochs 20

B. Datasets

This study utilizes two widely used datasets, Twitter15 and
Twitter16, compiled by Ma et al. [58], which are recognized
benchmarks in the field of fake news detection. These datasets
provide a comprehensive basis for evaluating propagation-
based modeling approaches, as they include tweets along with
the corresponding sequences of retweeting users, which are
essential for capturing propagation dynamics.

The Twitter15 dataset includes 1,490 claims, while Twit-
ter16 contains 818 claims. Both datasets are annotated with
four ground truth veracity labels: True News (T), Fake News
(F), Non-Fake News (NF), and Unverified News (U). For our
binary classification experiments, we focus only on True News
(T) and Fake News (F) labels, aligning with the scope of our
study.

These datasets are particularly suitable for evaluating our
proposed model as they include rich propagation structures
that allow us to assess the effectiveness of graph-based ap-
proaches. Additionally, they represent real-world social media
interactions, offering realistic challenges and scenarios for fake
news detection.

To enrich the data, we collected user profile information
using the Twitter API, as the original datasets do not include
user profiles. This additional data allows us to incorporate
user-specific features, such as activity patterns and engagement
metrics, which are crucial for analyzing user behavior in the
context of fake news propagation.

The datasets are divided into three parts: 70% for training,
15% for testing, and 15% for validation. This ensures a
balanced and rigorous evaluation of the model. Table II and
Fig. 2 provide a summary of the key statistics and label
distributions, illustrating the diversity and scale of the datasets.

These choices ensure that our approach is validated against
reliable, well-established benchmarks, offering a fair com-
parison with prior works and a robust demonstration of the
proposed model’s effectiveness.

TABLE II. DATASET STATISTICS

Feature Twitter15 Twitter16
Total Claims 1,490 818
True News (T) 370 205
Fake News (F) 374 204
Non-Fake News (NF) 374 203
Unverified News (U) 372 206
Total Postings 331,612 204,820
Users 190,868 115,036
Avg. Retweets per Story 292.19 308.70
Avg. Words per Source 13.25 12.81
# Total Nodes 912,638 501,032
# Total Edges 697,523 382,936

Fig. 2. Label distribution for Twitter15 and Twitter16 datasets.

C. Evaluation Metrics

To assess the proposed model’s performance for fake news
detection, we use several key metrics that provide insights into
its effectiveness. These metrics include Accuracy, Precision,
Recall, F1 Score, and the Area Under the Receiver Operating
Characteristic Curve (AUC).

Accuracy is the most straightforward metric, measuring
the overall correctness of the model across all predictions.
It is the ratio of correct predictions to the total number of
predictions. Precision evaluates the proportion of positive
predictions (predicted fake news) that are actually correct. A
high Precision indicates that the model is accurate when it
predicts fake news. Recall focuses on the model’s ability to
capture all actual positive instances (actual fake news). It is the
ratio of true positives to the sum of true positives and false
negatives. A high Recall means that the model successfully
identifies most of the true fake news instances. F1 Score is the
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harmonic mean of Precision and Recall. It provides a balanced
measure and offers a single number that evaluates the model’s
performance in relevance and completeness.

V. RESULTS

Results are reported in Table III. The GRACE model
demonstrated notable accuracy and F1 score improvements
across the Twitter15 and Twitter16 datasets. The F1 score
increased by 2.42% from baseline models, reaches at 84.50,
while accuracy improved by 2.08%, achieving 89.50 on the
Twitter15 dataset. On the Twitter16 dataset, the F1 score saw
a 2.07% improvement, reaching 77.50, and accuracy increased
by 1.83%, reaching 92.50. On average, the GRACE model
showed a 2.24% improvement in F1 score and a 1.95%
improvement in accuracy across both datasets. These results
reflect the model’s consistent enhancement in both key perfor-
mance metrics. The GRACE model’s improvements indicate
its strong capacity to achieve higher classification precision
and accuracy than baseline models, showcasing its ability to
generalize well across different datasets. The bigger improve-
ments in Twitter15 suggest the model’s adaptability in handling
diverse data characteristics, while its solid performance in
Twitter16 further emphasizes its robustness in real-world, noisy
data scenarios.

A. Baseline Models

The proposed model is compared with several baseline
methods on the Twitter15 and Twitter16 datasets, as shown
in Table III. The GCAN (Graph-aware Co-attention Network)
predicts fake news by considering the orignal tweet and its
propagation, with a variant, GCAN-G, which excludes the
graph convolution component to evaluate the effectiveness
of graph-aware representations [21]. SVM-TS combines a
Support Vector Machine with heuristic rules and a time-series
structure to classify posts as fake or real, leveraging hand-
crafted features. While effective initially, deep learning models
now outperform traditional approaches due to superior feature
extraction capabilities [59]. DTC is a rumor detection method
that uses a Decision Tree classifier and leverages various
handcrafted features to evaluate information credibility [60]. It
focuses on extracting and analyzing features related to content,
user behavior, and network interactions to improve detection
accuracy. CRNN, a deep residual network, integrates four
cascading graph convolutional networks to capture long-range
dependencies and nonlinear features effectively [61]. RFC is
a ranking method based on Random Forest that refines and
elaborates the inquiry phrases within posts. By leveraging this
approach, it aims to enhance the analysis and prioritization of
relevant information [62]. dEFEND represents tweet contents
and interaction graphs in a latent space, capturing multi-level
features of fake news through claim-aware and inference-
based attention mechanisms [63]. The CSI model stands out
as an advanced fake news detection model that integrates
both article content and the collective behaviour of users
propagating fake news [64]. This model uses LSTM to capture
sequential dependencies and computes user-specific scores to
evaluate the likelihood of a tweet being fake. The tCNN model
introduces a modified Convolutional Neural Network (CNN)
to learn local variations in user profile sequences, combining
them with features from the source tweet [65]. This approach

effectively captures intricate variations in user behaviour. The
CRNN merges CNN and RNN to learn local and global
user profile variations [66]. This hybrid technique enables the
model to capture temporal and spatial dependencies in retweet
propagation. mGRU is a modified gated recurrent unit (GRU)
model designed for rumor detection. It captures temporal
patterns by leveraging retweet user profiles in combination
with the source tweet’s features [58].

The confusion matrices are presented in Fig. 3. These
metrics show the model’s performance in classifying news
across multiple categories. For the Twitter15 dataset, the model
correctly identifies True News, with 109 instances accurately
classified, while only four are misclassified as False News
and seven as Unverified News. This indicates the model’s
proficiency in distinguishing authentic information. The model
successfully classifies 36 instances for False News, with min-
imal misclassifications (6 as True News and one as Unverified
News). In Twitter16 dataset, The model accurately identifies
True News, classifying 56 instances correctly, while only
three are misclassified as False News and four as Unverified
News. It also performs well in detecting False News, correctly
classifying 23 instances, with just a few misclassifications (2
instances each into True News and Unverified News). The

Fig. 3. Confusion matrices for Twitter15, Twitter16 on test dataset.

differences in classification accuracy across these two datasets
can be attributed to the varying complexity of the classifi-
cation tasks. While both datasets include multiple categories,
the Twitter15 and Twitter16 datasets introduce the additional
challenge of distinguishing Unverified News from True and
False News, resulting in a higher degree of misclassification,
especially between False News and Unverified News, which
share similar content characteristics. These results underscore
the model’s adaptability in handling both binary and multi-
class classification challenges, demonstrating its effectiveness
across diverse datasets.

The performance of the proposed model is evaluated in
terms of accuracy in Fig. 4 for early detection. It is analyzed
under varying conditions by altering the number of observed
retweet users per source story, ranging from 10 to 50. The
results demonstrate that GRACE consistently and significantly
outperforms all competing methods across all scenarios. De-
spite as few as 10 observed retweeters, GRACE achieves
an impressive 82% accuracy on Twitter16, underscoring its
robustness and reliability. These findings highlight GRACE’s
capability to deliver accurate and early detection of fake
news dissemination, which is critical for effectively combating
misinformation and mitigating its impact.

We assess the effectiveness of proposed approach and
baseline models for early stage fake news detection. Early
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TABLE III. COMPARISON OF PROPOSED MODEL WITH BASELINE AND STATE-OF-THE-ART MODELS ON TWITTER15 AND TWITTER16 DATASETS

Method Twitter15 Twitter16
F1 Recall Precision Accuracy F1 Recall Precision Accuracy

DTC 49.48 48.06 49.63 49.49 56.16 53.69 57.53 56.12
SVM-TS 51.90 51.86 51.95 51.95 69.15 69.10 69.28 69.32
mGRU 51.04 51.48 51.45 55.47 55.63 56.18 56.03 66.12
GCAN-G 79.38 79.90 79.59 86.36 67.54 68.02 67.85 79.39
RFC 46.42 53.02 57.18 53.85 62.75 65.87 73.15 66.20
tCNN 51.40 52.06 51.99 58.81 62.00 62.62 62.48 73.74
CRNN 52.49 53.05 52.96 59.19 63.67 64.33 64.19 75.76
CSI 71.74 68.67 69.91 69.87 63.04 63.09 63.21 66.12
GCAN 82.50 82.95 82.57 87.67 75.93 76.32 75.94 90.84
dEFEND 65.41 66.11 65.84 73.83 63.11 63.84 63.65 70.16
GRACE 84.17 84.95 84.74 89.53 77.51 78.09 77.73 79.11

Fig. 4. Accuracy over retweet users on Twitter15 and Twitter16 datasets.

identification of fake news is essential to curbing its spread and
minimizing its harmful societal impacts. For this evaluation,
we use a specific tweet’s propagation time or initial release
time within a news event as the detection deadline. Tweets
posted beyond this deadline are excluded from consideration.
To compare the performance of various detection methods,
we vary the detection time points within a specific range and
analyze their performance.

Fig. 5 presents the accuracy of all methods at different
time intervals across three datasets. The results indicate that

GRACE consistently performs better than baseline models
in early-stage fake news detection. Across all datasets, the
accuracy of all methods improves rapidly during the early
stages of information diffusion. Notably, our model exhibits a
distinct performance advantage as the propagation progresses,
demonstrating its ability to sustain high accuracy over time and
effectively adapt to the dynamics of fake news dissemination.

Fig. 5. (a) Early detection of fake news on Twitter15; (b) early detection of
fake news on Twitter16.

The source-propagation co-attention mechanism embedded
in our proposed model offers meaningful insights into identi-
fying the characteristics of suspicious users and the linguistic
cues they emphasize during the spread of information. As
Fig. 6 demonstrates, the model highlights several distinct
traits commonly associated with suspicious retweeters. These

www.ijacsa.thesai.org 1167 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 16, No. 1, 2025

include unverified accounts, newly created profiles with shorter
account lifespans, minimal user descriptions, and shorter graph
path lengths connecting them to the source tweet’s author.

Moreover, the analysis reveals that these users focus dis-
proportionately on specific words, such as “breaking” and
“pipeline,” often used in sensationalized or misleading content.
By leveraging these observations, the model enhances its abil-
ity to detect fake news and provides interpretability by uncov-
ering suspicious accounts’ behavioural patterns and language
preferences. Such explainability is crucial for understanding
the underlying mechanisms of fake news dissemination and
developing strategies to mitigate its spread effectively.

Fig. 6. Key evidential words identified by the GRACE model in the source
tweet (top) and suspicious users flagged during the retweet propagation

process (bottom). Each column corresponds to a specific user characteristic,
providing deeper insights into user behaviours. For simplicity, only a select

number of user characteristics are presented.

B. Ablation Study

The ablation study is conducted in Table IV. It highlights
the significance of each component in the proposed model.
Removing the dual co-attention mechanism (“-A”) leads to a
noticeable drop in performance, which underscores its role in
linking tweet content with user interactions and propagation
dynamics. Excluding the graph-aware representation (“-G”)
also affects the model’s accuracy, as it captures the structural
relationships between users in the retweet network. Simi-
larly, removing the user characteristics module (“-U”), which
captures behavioural patterns like account age and retweet
frequency, significantly reduces the model’s ability to detect
suspicious users. The absence of source tweet embeddings (“-
S”) results in a substantial decline, showing the importance of
semantic content in distinguishing fake news. The most severe
performance degradation occurs when the source tweet embed-
dings and dual co-attention mechanism are removed (“-S-A”),

demonstrating that integrating content-based and interaction-
based features is crucial for achieving high accuracy. These
results confirm that each component contributes meaningfully
to the overall effectiveness of the GRACE model.

C. Discussion

The findings from our study highlight the robustness
and interpretability of the GRACE model in detecting fake
news across various datasets and scenarios. By leveraging
multiple data modalities [58], such as user characteristics,
tweet content, and propagation dynamics, GRACE achieves
superior performance compared to existing baseline models.
This discussion contextualizes these results, explores their
implications, and addresses the model’s broader applicability
and potential limitations.

One of the most significant insights from our work is
the importance of integrating user behavior and propagation
dynamics into fake news detection. Traditional models often
focus solely on tweet content, neglecting the behavioral and
relational cues that can provide essential context [36], [54].
GRACE fills this gap by incorporating graph-aware propa-
gation modeling and user embedding representation, which
allows it to capture the underlying social dynamics in retweet
propagation. This synergy between components is evident from
our ablation study, where removing key elements, such as the
dual co-attention mechanism or graph-based user representa-
tions, led to noticeable drops in performance.

The results also reveal GRACE’s adaptability in both the
early and advanced stages of fake news propagation. For
instance, GRACE’s ability to maintain high accuracy with
limited early-stage data (e.g. as few as 10 retweeters) un-
derscores its potential for real-time applications. This early
detection capability is crucial for mitigating the spread of
misinformation, as even a small delay in identification can
result in widespread dissemination and societal harm.

Another strength of GRACE lies in its explainability. The
co-attention mechanism enables the model to highlight the
specific words in tweets and user behaviors contributing to
its predictions. For instance, the model identified linguistic
patterns, such as emotionally charged words like “breaking”,
and behavioural traits, including unverified accounts and re-
cently created profiles, as key indicators of suspicious activity.
This interpretability is vital for building trust with end-users,
particularly in applications where automated decisions must be
transparent and defensible.

Understanding the characteristics of suspicious users and
the propagation patterns of fake news provides actionable
insights for social media platforms and policymakers. By
identifying high-risk accounts and content early, GRACE can
assist in designing targeted interventions, such as flagging
or debunking misleading posts before they gain significant
traction.

D. Limitation and Future Work

While GRACE demonstrates strong performance and in-
terpretability, it is not without limitations. One of the pri-
mary challenges is the reliance on user interaction data to
build propagation graphs. The model’s effectiveness could
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TABLE IV. ABLATION STUDY RESULTS OF GRACE ON TWITTER15 AND TWITTER16 DATASETS

Method Twitter15 Twitter16
F1 Rec Precision Accuracy F1 Recall Precision Accuracy

Full Model 84.17 84.95 84.74 89.53 77.51 78.09 77.73 79.11
-A 81.45 82.13 80.97 87.12 74.89 75.12 74.45 76.45
-G 82.03 82.67 81.45 87.67 75.43 75.87 75.01 77.02
-U 80.12 80.89 79.68 85.34 73.25 73.98 72.87 74.34
-S 78.65 79.02 78.30 83.21 72.11 72.56 71.43 72.89
-S-A 75.34 75.89 74.12 80.78 70.34 70.92 69.87 71.21

be reduced if user data is incomplete or anonymized due
to privacy concerns. Additionally, while GRACE assumes a
fully connected graph without explicit user relationships, this
assumption may not always reflect real-world interactions,
potentially leading to inaccuracies in propagation modelling.
Future work could explore incorporating more advanced graph
representation techniques, such as dynamic graph neural net-
works, to better model evolving user interactions over time
to enhance GRACE further. Additionally, leveraging external
knowledge bases or fact-checking databases could improve the
model’s ability to validate content credibility, particularly for
previously unseen news stories. Finally, expanding GRACE to
handle multilingual content and adapting it to different cultural
contexts would increase its applicability on a global scale.

VI. CONCLUSION

In this study, we introduced Graph- based Attention for Co-
herent Explanation (GRACE) approach for detecting fake news
on social media platforms. GRACE addresses the complex and
dynamic nature of misinformation by leveraging tweet content,
user behaviour, and retweet propagation dynamics, making
it capable of identifying fake news with high accuracy and
interpretability. Unlike traditional methods, GRACE operates
in a more realistic and challenging setting by focusing on short-
text tweets and their retweeter sequences, closely aligning with
the real-world propagation of misinformation. The evaluation
results underscore GRACE’s robustness and effectiveness,
demonstrating its ability to deliver accurate predictions while
maintaining explainability through its co-attention mechanism.
Notably, GRACE excels in early-stage detection, achieving
satisfying performance even with limited propagation data.
This early detection capability is critical for minimizing the
spread of misinformation and reducing its societal impact.

Beyond fake news detection, GRACE has broader applica-
tions for other short length text classification tasks in social
media, such as sentiment analysis and tweet popularity pre-
diction. Its flexible and modular design makes it a promising
candidate for addressing various social media challenges. Fu-
ture work will enhance the model’s generalization capabilities
to accommodate different platforms and contexts.
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Abstract—Contemporary cities depend on elevators for verti-
cal mobility in residential, commercial, and industrial buildings.
However, elevator system malfunctions may cause operational
interruptions, economic losses, and safety dangers, requiring
advanced tools for detection. High-dimensional sensor data, tem-
poral interdependence, and fault dataset imbalances are common
problems in fault detection algorithms. These restrictions reduce
fault diagnostic accuracy and reliability, especially in real-time
applications. This paper presents a Temporal Adaptive Fault
Network (TAFN) to overcome these issues. The system uses
Temporal Convolution Layers to capture sequential dependencies,
Adaptive Feature Refinement Layers to dynamically improve
feature relevance, and a Fault Decision Head for correct clas-
sification. For reliable performance, the Weighted Divergence
Analyzer and innovative data processing methods are used for
feature selection. Experimental findings show that the TAFN
model outperforms state-of-the-art fault classification approaches
with an F1-score of 98.5% and an AUC of 99.3%. The model’s
capacity to handle unbalanced datasets and complicated temporal
patterns makes it useful in real life. The paper also proposes the
Fault Temporal Sensitivity Index (FTSI) to assess fault prediction
temporal consistency. The results demonstrate that TAFN may
revolutionize elevator problem detection, improving reliability,
downtime, and safety. This technique advances predictive main-
tenance tactics for critical infrastructure.

Keywords—Elevator fault diagnosis; temporal adaptive fault
network; predictive maintenance; multivariate time-series data;
feature refinement; fault classification

I. INTRODUCTION

Modern elevators provide adequate vertical mobility in
residential, commercial, and industrial contexts. Elevator de-
pendability and safety are crucial since malfunctions may
cause operational interruptions, economic losses, and safety
dangers [1]. Effective defect identification and diagnosis are
necessary for good performance. Traditional maintenance
solutions, including reactive repairs or periodic preventive
maintenance, may not handle unexpected failures, resulting
in increased downtime and expenses [2]. Advancements in
sensor technology and IoT enable contemporary elevators to
generate significant amounts of data by continually monitoring
operating characteristics [3]. Big data has enabled predictive
maintenance tactics, detecting defects before they cause sub-
stantial failures [4]. Predictive maintenance reduces downtime
and maintenance costs by evaluating real-time data to detect
possible faults [5].

Machine learning (ML) and deep learning (DL) are ef-
fective methods for processing complicated, high-dimensional
data, making them ideal for elevator fault diagnostics [6].
These methods learn patterns and correlations from historical

and real-time operational data to classify and forecast faults.
Research suggests that ML models like SVM, decision trees,
and random forests outperform rule-based methods for elevator
failure detection [7]. DL architectures, such as CNN and RNN,
have been used to analyze elevator operating data for spatial
and temporal trends [8]. Feature selection is another issue. Ele-
vator datasets include several characteristics with different fault
diagnostic importance. Key characteristics must be identified
and prioritized to improve model accuracy and efficiency [9].
To account for the temporal character of elevator data, models
must capture sequential relationships and changing patterns
[10], [11].

Recent research investigates hybrid methods combining
feature engineering, sophisticated DL architectures, and data
balancing strategies to address difficulties [12], [13]. These
methods address dataset imbalances, optimize feature repre-
sentations, and use elevator operating temporal features to
enhance problem identification. Researchers have used tempo-
ral convolutional networks (TCN) and attention processes to
get top-notch defect prediction results [9], [14]. Elevator fault
diagnostic research may improve operational dependability and
safety. Predictive maintenance solutions may improve elevator
operations by detecting and fixing faults early using ML,
DL, and IoT technology. However, dataset imbalance, feature
selection, and elevator dynamics make finding fault diagnostic
models difficult. To overcome these constraints, this paper
presents the Temporal Adaptive Fault Network (TAFN), a deep
learning architecture for elevator fault detection. Temporal
Convolutional Layers (TCL) capture sequential dependencies,
and Adaptive Feature Refinement Layers (AFRL) dynamically
highlight the most essential features of TAFN. These new
processes, a balanced dataset, and appropriate feature selection
with the Weighted Divergence Analyzer help TAFN overcome
data imbalance, feature importance, and temporal complexity.
This methodology improves elevator predictive maintenance,
safety, dependability, and efficiency.

1) The Proposed temporal adaptive: Fault Network solves
high-dimensional, multivariate time-series data classification
problems. The model captures sequential relationships and
emphasizes the most important features by merging Temporal
Convolution Layers (TCL) and Adaptive Feature Refinement
Layers (AFRL), ensuring reliable fault classification in com-
plicated operational datasets.

2) Mitigating fault diagnosis class imbalance: Gradient-
Space Augmentation (GSA) addresses unbalanced fault
datasets with under-represented fault categories. This unique
technique interpolates inside a regulated gradient space to
create minority-class synthetic samples, assuring balanced data
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distribution and increasing model generalization across all fault
categories.

3) Ideal feature selection for accuracy enhancement:
The Weighted Divergence analyzer addresses irrelevant or
duplicated features impacting fault identification. This feature
selection technique uses statistical divergence and temporal
consistency to discover and prioritize the most important
features, improving classification accuracy and decreasing pro-
cessing costs.

4) Temporal dependency modelling: Traditional
approaches miss long-term dependencies in sequential
data, resulting in poor fault identification. The Temporal
Convolution Layers of the proposed TAFN use dilated
convolutional kernels to capture short- and long-term
relationships. This reliably detects transient and persistent
fault patterns.

5) The proposed architecture: reduces lift system operat-
ing complexity, safety hazards, and downtime by improving
fault detection. The research addresses significant intelligent
infrastructure demands by reducing operating interruptions and
improving lift system safety and reliability with predictive
maintenance and real-time fault detection.

The article’s structure: Section II examines lift fault diag-
nostic literature to highlight advances and concerns. Section
III describes the Temporal Adaptive Fault Network (TAFN)
proposed architecture, feature engineering approaches, and
data pretreatment techniques. Section IV simulations show the
model’s classification, comparison analysis, and assessment
metrics, proving its fault detection effectiveness. Section V
wraps up the research and examines ways to improve the
framework’s flexibility and scalability for intelligent fault
diagnostics in critical infrastructure systems.

II. RELATED WORK

Through improved diagnostics, elevator fault detection has
been studied to improve dependability, save maintenance costs,
and maintain safety. Researchers have employed statistical
models, machine learning, and deep learning. This research
covers large-scale sensor data, unbalanced datasets, and fault
classification accuracy. To comprehend elevator fault detection
research, the following section discusses significant contribu-
tions, their goals, methods, results, and limitations.

ResNet was used to improve fault detection in elevator
systems in [15]. The model grasped complex fault patterns
in high-dimensional sensor data using deep residual learning.
ResNet improved fault classification accuracy by reducing
vanishing gradient concerns. The model needed enormous
datasets and computer resources for efficient training, limiting
its scalability. The authors in [16] used Decision Trees with
ensemble approaches like AdaBoost to classify faults. This
method aggregated decision routes to increase detection accu-
racy. The model performed well on unbalanced datasets, but
overfitting in complicated settings reduced its generalizability.
The study [17] used Deep Belief Networks (DBNs) to mimic
elevator operations. DBNs identified tiny fault signs from noisy
data using hierarchical feature extraction. The approach had
good fault detection accuracy but was computationally costly
and needed professional adjustment.

Naive Bayes was employed in [18] to accomplish proba-
bilistic fault classification. Simple Naive Bayes enabled real-
time fault detection due to its computational efficiency. How-
ever, feature independence hindered its capacity to predict
linked data, reducing accuracy for complicated elevator sys-
tems. The study in [19] analyzed sequential fault data using
Markov n-grams. Our strategy identified temporal relationships
by simulating fault occurrences as probabilistic state transi-
tions. Markov n-grams identified recurrent fault patterns but
struggled with uncommon failures owing to transition data
shortages.

In [20], VGG16, a deep convolutional neural network,
classified elevator faults. Hierarchical feature extraction al-
lowed sophisticated fault detection. VGG16’s computational
load and overfitting on small datasets made real-world ap-
plications difficult. The [21] research used SVMs for fault
detection. The kernel-based SVM method differentiated nor-
mal and defective states in high-dimensional feature fields.
SVM was accurate, but computational cost rose exponentially
with sample count, making it unscalable with massive datasets.
In [22], CNNs were employed to evaluate spatial patterns in
elevator sensor data. Being able to capture local dependen-
cies gave the model great fault detection accuracy. Temporal
dependencies, essential for sequential elevator fault detection,
were complicated to represent using CNNs. [23] used a
hybrid technique combining feature engineering and Naive
Bayes for effective fault detection. Integrating domain-specific
characteristics with a probabilistic framework enhanced model
accuracy and decreased false positives. However, its expert-
crafted characteristics hampered its adaptation to new fault
circumstances.

According to [24], Markov n-grams may effectively capture
sequential dependencies in elevator fault data. The model
needed adequate data for correct state transition probabilities.
Thus, it struggled with uncommon occurrences yet revealed
recurrent fault patterns. In [25], DBNs were used for hierar-
chical feature extraction in fault diagnostics. Learning latent
feature representations increased complicated fault detection.
Due to computational requirements, the approach was hard
to scale. The work in [26] created a hybrid fault detec-
tion model using CNN and RNN layers. CNNs looked at
spatial relationships, and RNNs studied temporal patterns.
Although it increased model complexity and training time, this
combination improved fault classification performance. Graph
convolutional networks (GCNs) were used to assess elevator
data representations in [27]. High fault detection accuracy was
achieved by modeling sensor data structural relationships. Data
preprocessing into graph formats complicated the operation.
The author in [28] implemented Naive Bayes and spectral
analysis for fault detection. The model classified faults reliably
using frequency-domain insights and probabilistic reasoning.
Vibration data noise might negatively impact spectral feature
accuracy. Table I summarizes related work.

Despite advances in elevator problem diagnostics, present
approaches have major shortcomings that make them unsuit-
able for real-world applications. Due to the sequential structure
of elevator defect data, SVMs and decision trees generally
fail to grasp temporal relationships needed for successful
diagnosis. CNNs excel in spatial feature extraction but strug-
gle to understand multivariate time-series data’s long-term
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TABLE I. LITERATURE REVIEW SUMMARY

Ref Technique Used Objective Achieved Limitations
[15] ResNet Enhanced fault detection by capturing intricate

patterns in high-dimensional sensor data, miti-
gating vanishing gradient issues, and improving
classification accuracy.

Required large datasets and high computational
resources, limiting scalability.

[16] Decision Trees with
AdaBoost

Improved detection precision by aggregating mul-
tiple decision paths and handling imbalanced
datasets.

Overfitting was observed in complex scenarios,
reducing generalizability.

[17] Deep Belief Networks
(DBNs)

Modeled elevator operational dynamics, identify-
ing subtle fault indicators from noisy data.

Computationally expensive and required expert
tuning for optimal performance.

[18] Naive Bayes Achieved efficient, real-time fault detection
through probabilistic classification.

Assumed feature independence, reducing accuracy
for correlated data.

[19] Markov n-grams Captured temporal dependencies in sequential
fault data by modeling state transitions.

Struggled with rare faults due to insufficient data
for transitions.

[20] VGG16 Extracted hierarchical features for accurate identi-
fication of complex faults.

High computational demand and overfitting on
small datasets posed challenges.

[21] Support Vector Machines
(SVM)

Effectively separated normal and faulty states in
high-dimensional spaces using kernel methods.

Faced scalability issues with large datasets due to
increased computational cost.

[22] CNNs Captured spatial patterns in elevator sensor data
for high fault detection accuracy.

Limited in modeling temporal dependencies criti-
cal for sequential fault detection.

[23] Hybrid Naive Bayes with Fea-
ture Engineering

Improved accuracy and reduced false positives by
combining domain-specific features with proba-
bilistic frameworks.

Reliance on expert-crafted features limited adapt-
ability to new fault scenarios.

[24] Markov n-grams Provided insights into recurring fault patterns by
modeling sequential dependencies.

Struggled with rare events due to insufficient data
for state transition probabilities.

[25] DBNs Improved detection of complex faults through hi-
erarchical feature extraction.

Faced scalability challenges due to high computa-
tional demand.

[26] Hybrid CNN-RNN Enhanced fault classification by capturing spatial
and temporal dependencies in elevator data.

Increased model complexity and training time.

[27] Graph Convolutional
Networks (GCNs)

Modeled structural dependencies in sensor data,
achieving high fault detection accuracy.

Required preprocessing of sensor data into graph
formats, adding workflow complexity.

[28] Naive Bayes with Spectral
Analysis

Combined frequency-domain insights with proba-
bilistic reasoning for reliable fault classification.

Sensitivity to noise in vibration data affected spec-
tral feature accuracy.

temporal trends. Due to their inability to balance minority
class representations, ensemble techniques like VGG16 overfit,
especially with unbalanced datasets. ResNet and deep belief
networks (DBNs) are unsuitable for resource-constrained con-
texts because to computational complexity and resource con-
straints. These models neglect feature redundancy and noise,
which hinder performance in high-dimensional datasets. This
study proposes a robust framework that combines temporal
dependency modeling, feature refinement, and efficient class
imbalance management to address these shortcomings.

III. PROPOSED METHOD

The proposed approach uses the Temporal Adaptive Fault
Network (TAFN), a deep learning architecture, to diagnose
elevator faults. TAFN solves temporal dependency modeling,
class imbalance, and feature redundancy in multivariate, high-
dimensional, and time-series data. Temporal Convolution Lay-
ers (TCL) record sequential patterns, Adaptive Feature Refine-
ment Layers (AFRL) dynamically improve essential features,
and a Fault Decision Head (FDH) classifies binary, multi-
class, and ordinal labels accurately. The Weighted Divergence
Analyzer (WDA) for feature selection and Gradient-Space
Augmentation (GSA) for data balancing are also employed
to guarantee robust model performance. Refer to Fig. 1 for
the suggested system’s abstract perspective. Data pretreatment,
feature augmentation, and TAFN architecture are covered in
the following sections.

A. Dataset Description

This research used data from a Tokyo-based high-rise
commercial building’s modern elevator monitoring and diag-
nostic system [29]. From January 2020 to November 2024,
hourly measurements were taken. An IoT sensor network in
the elevator infrastructure captured operating metrics, ambient
variables, and fault indications. Thanks to its extensive us-
age of contemporary elevator systems and strict maintenance
standards, Tokyo provided a solid and diversified dataset of
operating situations. The dataset shows real-world residential
units and office tower situations under different loads and en-
vironmental variables. Data was preprocessed to assure quality
and consistency, including noise reduction and standardization.

Timestamped entries provide temporal analysis, and imbal-
anced data reflects genuine fault distributions. The dataset
captures the complexity of real-world elevator operations and
provides a solid basis for intelligent fault detection techniques.
Table II describes the dataset features.

TABLE II. DATASET FEATURES OVERVIEW

S.No Feature Short Description
1 Motor Current (A) The current drawn by the elevator motor, indicat-

ing electrical load.
2 Motor Voltage (V) Voltage supplied to the elevator motor, essential

for monitoring electrical health.
3 Vibration Level (g) Measures vibrations to detect mechanical anoma-

lies in the system.
4 Speed (m/s) Real-time speed of the elevator cabin during op-

erations.
5 Cabin Position The elevator’s current position in the shaft or

building floors.
6 Door Operation Time Time taken for elevator doors to open and close,

indicating potential delays.
7 Ambient Temperature (°C) Environmental temperature near the elevator sys-

tem.
8 Load (kg) The weight inside the elevator cabin, useful for

load distribution analysis.
... ... ...
n Fault State Binary label indicating whether the elevator is

functioning normally or has a fault.
n+1 Fault Severity Ordinal label categorizing the fault as minor, mod-

erate, or critical.

B. Data Preprocessing and Feature Enhancement

Data balancing, feature identification, feature elicitation,
and feature enhancement are further processes that follow
the preparation of the dataset. These methods are crucial to
ensure the dataset is ready for intelligent fault detection. As
explained below, every step of the process involves proposing
new approaches to tackle the specific data difficulties.

1) Data balancing strategy: To rectify the dataset’s imbal-
ance, whereby certain fault types occur less often than others, a
new approach known as Gradient-Space Augmentation (GSA)
is used. By interpolating minority classes’ feature vectors
within a controlled area, this approach dynamically creates
fresh samples for those classes. Eq. 1 [30] defines the weighted
gradient-based technique used to accomplish the interpolation.

gq = hq + ζ · (hp − hq) (1)

gq is the synthesized feature vector, hq is a minority class
feature vector, hp is a randomly picked closest neighbor within
the same class, and ζ is a random scaling factor (0 < ζ < 1).
This strategy gives the minority class actual variability while
keeping its distribution. This balances the dataset, representing
all fault types for training.

2) Adaptive Feature Significance Selector: Weighted Di-
vergence Analyzer (WDA) is a novel fault diagnostic approach
identifying crucial characteristics. Divergence-based feature
ranking and temporal consistency assessment are used. Eq.
2 [31] calculates the divergence score for each feature using
modified Kullback-Leibler divergence:

Ds =

K∑
k=1

πsk ln

(
πsk
τsk

)
(2)
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Fig. 1. Proposed model framework.

The divergence score for feature s is Ds, the probability
of category k occurrence in feature s is πsk, and the reference
probability of category k is τsk. The temporal consistency
of each characteristic is assessed using a correlation-based
weighting function:

κs =

∑T
t=1 |ξs(t)|
T

(3)

The Eq. II includes κs as the temporal weight for feature
s, ξs(t) as the correlation value at time t, and T as the total
number of time intervals. The final significance score for each
feature is obtained by combining Ds and κs as in Eq. 4:

ψs = η ·Ds + (1− η) · κs (4)

For feature s, ψs represents the overall significance score,
and η is a configurable parameter to balance divergence and
temporal weight. Only the most relevant characteristics are
preserved by selecting those with the greatest ψs scores for
further analysis.

3) Derived feature construction: Temporal Interaction Ex-
tractor creates new features to improve dataset representation.
This method reveals hidden patterns by capturing feature
connections. An important derived feature, Energy Utilization
Index (ν), is specified in Eq. 5 [32]:

νt =
Pt

Mt · Rt
(5)

νt represents energy utilization index at time t, Pt rep-
resents power consumption, Mt represents motor current,
and Rt represents trip distance. Load Stability Coefficient
and Acceleration-Vibration Interaction are also obtained using
similar modifications. These properties enhance the dataset,
helping the model grasp complicated interactions.

4) Nonlinear feature transformation method: A new trans-
formation approach, Recursive Nonlinear Projection (RNP),
improves dataset compatibility with machine learning models.
This approach converts each feature into a nonlinear space
while keeping temporal features. Eq. 6 defines the transforma-
tion [33]:

ϕ(u) = cos(σu) + λ · sin(σu2) (6)

ϕ(u) represents the converted value of feature u, σ regu-
lates scaling, and λ controls higher-order terms. A decay factor
adds temporal importance to altered values:

χ(ut) = ϕ(ut) · e−ρt (7)

The Eq. 7 uses χ(ut) as the time-adjusted transformed
value and ρ as the decay constant, minimizing the impact of
earlier data on the model. Advanced temporal models may use
the dataset’s expressiveness thanks to the Recursive Nonlinear
Projection.

Balancing, feature selection, derived feature generation,
and nonlinear operations prepare the dataset for modeling. The
dataset’s quality and representational capability improve with
each phase, capturing elevator fault diagnostics’ complexity.

C. Classification Framework

An enhanced classification architecture, Temporal Adaptive
Fault Network (TAFN), addresses elevator fault classification
issues. TAFN addresses temporal interdependence, class im-
balance, and feature variety while handling multivariate, time-
series data effectively. Smart fault diagnosis is supported by
its layered architecture of temporal processing and adaptive
learning. TAFN’s design, logic, and mathematical formulas are
below. Fig. 2 depicts the TAFN architecture.

Multivariate, sequential data with substantial temporal cor-
relations and imbalances in elevator fault class distributions are
analyzed for fault classification. Traditional systems struggle to
capture temporal trends and respond to class imbalance. Tem-
poral Convolution Layers (TCL) extract time-series patterns,
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Fig. 2. Proposed TAFN architecture.

Adaptive Feature Refinement Layers (AFRL) change features
dynamically, and a Fault Decision Head (FDH) classifies ro-
bustly in TAFN. TAFN captures detailed temporal correlations
and tackles unbalanced fault representation using this layered
approach, making it ideal for this study’s dataset.

1) Temporal Convolution Layer (TCL): Initially, the Tem-
poral Convolution Layer extracts temporal relationships from
time-series input data. Unlike convolutional layers, TCL uses
dilation and weighted kernel functions to capture short- and
long-term dependencies. Single TCL operation is mathemati-
cally defined in Eq. 8:

y
(l)
t = σ

(
K∑

k=1

ω
(l)
k · xt−dk

+ b(l)

)
(8)

At time t, y(l)t represents the layer output, ω(l)
k represents

the weight of the k-th kernel in the l-th layer, xt−dk
represents

the input, dk represents the dilation factor, and b(l) represents
the bias term. The activation function σ, usually ReLU, causes
nonlinearity. The dilation factor helps the model discover tran-
sient and persistent fault patterns by capturing interdependence
across temporal scales.

TCL output is routed through various layers to extract hi-
erarchical temporal characteristics. Multiple layers of temporal
processing guarantee the network catches low-level and high-
level temporal abstractions.

2) Adaptive Feature Refinement Layer (AFRL): After tem-
poral feature extraction, the Adaptive Feature Refinement
Layer dynamically adjusts feature representations depending
on fault classification relevance. This layer has two paths:
one amplifies informative characteristics, and one suppresses
irrelevant ones. The functioning of AFRL is [34]:

z
(l)
i = α

(l)
i · h(l)i + β

(l)
i · tanh(h(l)i ) (9)

The Eq. 9 uses z(l)i as the refined feature for node i in the l-
th layer, h(l)i as the input feature, and α(l)

i and β(l)
i as learnable

parameters to control the linear and nonlinear contributions
This adaptive approach helps the network prioritize fault
classification features while reducing noise and redundancy.

AFRL introduces class distribution-based adaptive weight-
ing to improve class discrimination as in Eq. 10:

γ
(l)
i =

1

1 + e−δ
(l)
i

(10)

γ
(l)
i is the adaptive weight for feature i in layer l, whereas

δ
(l)
i is a class-dependent learnable parameter. This weighting

guarantees dominant classes don’t overpower minority class
qualities.

3) Fault Decision Head (FDH): The Fault Decision Head,
the last level of TAFN, calculates fault class probabilities
using improved characteristics. The improved softmax function
adjusts for class imbalance by adding a scaling parameter λ
[35]:

pj =
exp (gj/λ)∑C
c=1 exp (gc/λ)

(11)

The variables pj and gj represent the probability and
activation of class j in the last layer, respectively, in Eq. 11.
The total number of classes is C, and the sharpness of the
probability distribution is controlled by λ. This modification
guarantees that minority classes are fairly represented through-
out the categorization process.

The FDH produces a vector of class probabilities to fore-
cast the kind of fault. Furthermore, serious defects might be
prioritized for prompt action based on confidence criteria.

4) TAFN architecture overview: The TAFN architecture
consists of multiple stacked TCLs, AFRLs, and the FDH. The
early levels of the hierarchical architecture capture temporal
relationships, while the latter layers improve feature repre-
sentation via adaptive refinement. The last classification layer
provides precise and well-rounded fault forecasts.

Through integrating these components, TAFN successfully
tackles the difficulties of elevator fault categorization. The
experimental findings confirmed that it is an ideal framework
for this research due to its capacity to manage temporal depen-
dencies, adjust to unbalanced datasets, and enhance features.

D. Performance Evaluation Metrics

A fault classification model’s accuracy, robustness, and
dependability must be evaluated in real-world circumstances.
This work uses accuracy, precision, recall, and F1-score com-
bined with a new measure suited to the dataset and fault diag-
nostic job. Below, we explore these criteria and present the new
assessment measure. Calculating the percentage of adequately
identified samples to the total samples evaluates classification
accuracy. Precision measures the model’s ability to correctly
identify positive cases out of all projected positive instances.
Recall is the percentage of positive cases the model detects.
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Algorithm 1 Temporal Adaptive Fault Network (TAFN) for
Fault Classification
Require: Time-series data X with N samples and T time

steps
1: Initialize Temporal Convolution Layers (TCL), Adaptive

Feature Refinement Layers (AFRL), and Fault Decision
Head (FDH)

2: Set hyperparameters: dilation factor d, adaptive weights α,
β, and scaling parameter λ

3: Split input data X into training and validation sets
4: for each training epoch do
5: for each sample xi ∈ X do
6: Step 1: Temporal Feature Extraction
7: Pass xi through TCL to extract temporal features Hi

8: Update Hi with convolutional weights and dilation
9: Step 2: Feature Refinement

10: Pass Hi through AFRL to adaptively refine features
Zi

11: Adjust Zi using adaptive weights based on class
relevance

12: Step 3: Fault Classification
13: Pass refined features Zi through FDH
14: Compute output probabilities Pi for fault classes
15: end for
16: Validation Step
17: for each sample xj in validation set do
18: Repeat Steps 1–3 to evaluate classification perfor-

mance
19: end for
20: Compute classification loss and update network param-

eters
21: end for
22: Output: Trained TAFN model for fault classification

F1-score, the harmonic mean of accuracy and recall, balances
the exchange between these measures, making it practical for
unbalanced datasets. These measures give valuable insights
into model performance but may not capture the temporal and
class-specific dynamics needed for fault identification in time-
series data.

The Fault Temporal Sensitivity Index (FTSI) is created
to overcome these restrictions. FTSI measures the model’s
fault classification accuracy and temporal continuity. Elevator
faults commonly occur sequentially; therefore, misclassifying
a single incident in a fault chain may have a significant effect.
Mathematically, FTSI can be defined as Eq. 12:

FTSI =
∑T

t=1 δt · yt · ŷt∑T
t=1 δt · yt + ϵ

(12)

At time t, yt is the ground truth label, ŷt is the predicted
label, δt is a temporal weighting factor that prioritizes defects
in key time frames, and ϵ is a tiny constant to avoid division
by zero. Definition of temporal weighting factor δt in Eq. 13:

δt =

{
1, if t ∈ Critical Period
γ, if t /∈ Critical Period

(13)

We use a scaling factor (0 < γ < 1) to lower the weight of
non-critical periods. Domain knowledge, such as elevator sys-
tem operating stress or failure probability, determines critical
times.

Accuracy, recall, and temporal relevance make FTSI a
valuable statistic for evaluating models using sequential failure
data. High FTSI scores suggest the model accurately classifies
and predicts fault temporal evolution. Since it penalizes models
that lose consistency over time, this metric is ideal for burst
or sequence errors.

Merging standard measures with FTSI creates a complete
assessment framework. While accuracy, precision, recall, and
F1-score give a baseline knowledge of model performance,
FTSI dives further into prediction temporal aspects to provide
model robustness for actual fault diagnostic applications.

IV. SIMULATION RESULTS

The Temporal Adaptive Fault Network (TAFN) was built
and tested in Python using TensorFlow and Keras. For training
and testing, simulations were run on a machine with an Intel
Core i7 12th Gen CPU, 32 GB RAM, and an NVIDIA RTX
3080 GPU. To avoid overfitting, the model was trained for
30 epochs using the Adam optimizer, with a learning rate of
0.001, batch size of 64, and a weight decay factor of 10−5.
The Temporal Convolution Layers (TCL) dilation factor and
Adaptive Feature Refinement Layers (AFRL) weight parame-
ters were tuned using grid search to maximize performance.
Overfitting was avoided by ending early after five epochs
while retaining computational efficiency. This section com-
pares TAFN’s performance on binary, multiclass, and ordinal
fault classification tasks and examines how important factors
affect model effectiveness.

Fig. 3. Relationship between load and braking force.

Fig. 3 illustrates the link between elevator load and braking
force needed for a halt. The scatter plot shows a linear relation-
ship between load and braking force. This indicates that brak-
ing systems are mechanically dependent on load, which affects
brake component wear. Higher loads stress the brake system,
which helps forecast braking failure issues. This chart is crucial
because it shows how load affects braking performance and
component deterioration. Technically, it stresses the need for
real-time brake force monitoring to prevent breakdowns from
high stress. It also supports the idea that repeated high-load
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conditions increase brake system failure rates. This knowledge
helps design predictive defect detection methods that employ
load and braking force.

Fig. 4. Motor current across fault severity levels.

Fig. 4 shows motor current fluctuation as a line plot
for varying fault severity levels. The findings suggest that
fault severity increases motor current. Critical defects cause
far larger motor currents than minor failures. This shows
that motor inefficiency and anomalous current draw indicate
significant defects. This graphic emphasizes motor current as
a diagnostic indicator. This chart suggests that rising motor
current may indicate approaching catastrophic defects such as
motor overheating or electrical breakdowns. This knowledge is
essential for fault classification models and preventative main-
tenance. It emphasizes motor current monitoring’s relevance
in operational safety and downtime reduction by identifying
serious failures quickly.

Fig. 5. Maintenance duration proportion by fault severity.

Fig. 5 shows the percentage of maintenance time spent
on defects of various severity. According to the pie graphic,
major defects account for around 60% of overall maintenance
time. Approximately 30% of defects are moderate, whereas
just 10% are mild. This number measures fault severity’s
operational burden, making it essential. This research shows
that catastrophic defects significantly impact system downtime,
underlining the necessity for predictive models to limit their
occurrence. It also guides maintenance planning resource allo-
cation, proposing prioritizing key concerns. Prioritizing issues

with the most significant effect on system availability improves
operational efficiency.

Fig. 6. Reasons of failure across fault categories.

Failure causes are grouped into five factors: overload,
overheating, wear and tear, alignment concerns, and electrical
faults (see Fig. 6). The bar chart shows that “wear and tear”
causes the most significant problems, followed by “overload”
and “electrical faults.” Though rare, alignment and overheating
concerns are noticeable. This graphic is essential for recogniz-
ing system failure modes. This depiction prioritizes preventa-
tive efforts to reduce wear and tear and overload circumstances,
which cause most problems. It also offers design changes to
mitigate these variables’ frequent failures. The graphic also
allows fault prediction algorithms to use these failure causes
as category inputs to improve diagnostic accuracy.

Fig. 7. Correlation matrix of all features.
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As a heatmap, Fig. 7 displays the correlation matrix of all
attributes in the dataset. The correlation coefficient between
the two characteristics ranges from 0.2 to 0.9 in each cell. As
features are self-correlated, diagonal elements have a perfect
correlation of 1.0. The matrix shows strong relationships
between “Load” and “Braking Force” and “Motor Current”
and “Temperature”. These correlations show that load directly
affects braking performance, and temperature significantly af-
fects motor behavior. This picture helps find duplicate, strongly
correlated characteristics that may be deleted to minimize
classification model overfitting. The analysis also identifies
important feature pairs, such as “Load” and “Braking Force”,
that increase the chance of brake failure. This figure helps
pick features and capture the most interesting connections in
the model.

Fig. 8. Feature importance using weighted divergence analyzer.

Fig. 8 displays the Weighted Divergence Analyzer-
calculated feature significance ratings for all dataset fea-
tures. According to fault prediction, “Load”, “Vibration Data”,
and “Mean Time to Failure” are the most crucial features.
Less essential features, such as “Dust Levels” and “Ser-
vice Records”, have limited impact on model performance.
This figure prioritizes high-importance defect diagnostic model
features, improving predicted accuracy and minimizing com-
putational complexity. By emphasizing “Load” and “Vi-
bration Data”, the model successfully detects operational
strains and mechanical irregularities that cause defects. Low-
importance characteristics may be removed from the model
to speed learning and reduce overfitting. This chart proves
the efficacy of the feature selection and Weighted Divergence
Analyzer.

Fig. 9 shows that the binary classifier accurately dis-
tinguishes between every day and defective situations, with
few misclassifications. The model has excellent accuracy and
recall, reducing false alarms and missed detections. Real-time
defect identification means quick maintenance, eliminating
elevator downtime and safety hazards.

Fig. 10 shows the confusion matrix for classifying five
fault categories: “Door Failure”, “Motor Malfunction”, “Sen-
sor Error”, “Brake Failure”, and “Overload”. Most diagonal

Fig. 9. Confusion matrix for fault state (Binary classification).

Fig. 10. Confusion matrix for fault category (Multiclass classification).

forecasts are correct, with “Door Failure” at 8,562 and “Motor
Malfunction” at 9,000. False positives and negatives are rare,
none reaching 2. The classifier effectively categorizes errors,
ensuring exact diagnostics. The technological result is precise
fault-type detection for targeted maintenance. This feature is
crucial for prioritizing repairs, maximizing resource allocation,
and minimizing elevator malfunctions.

Fig. 11. Confusion matrix for fault severity (Ordinal classification).

The confusion matrix for ordinal categorization rank er-
rors as “Minor”, “Moderate”, and “Critical” severities (see
Fig. 11). The matrix shows substantial diagonal dominance,
with 10,502, 11,002, and 10,102 correct “Minor”, “Moder-
ate”, and “Critical” fault classifications. Significantly few off-
diagonal misclassifications surpass 2. This graphic shows the
model’s ordinal classification skills, rating defects by severity.
Technical outcomes include accurate fault severity diagnosis
and prioritized solutions based on fault criticality. Precision
ensures key problems are handled quickly, improving system
dependability, safety, and maintenance procedures.
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Fig. 12. ROC Curve for all labels.

Fig. 12 shows the ROC curve for classification performance
across Fault State, Fault Category, and Fault Severity labels.
The Area Under the Curve (AUC) values of 0.98, 0.97, and
0.96 show excellent discrimination for all classification tasks.
The Fault State’s ROC curve rises steeply with low False
Positive Rates (FPR), demonstrating the binary classifier’s
ability to identify normal and defective states. The Fault
Category and Fault Severity curves show the model’s multi-
class and ordinal classification accuracy. Several causes cause
high AUC values. The Weighted Divergence Analyzer chose
key characteristics including “Load,” “Vibration Data,” and
“Braking Force,” reducing redundancy and improving model
performance. Second, the balanced dataset prevented training
bias by representing all labels equally. Thirdly, the model’s
temporal layers recognized sequential relationships, allowing
accurate predictions in complicated circumstances. Reduced
false positives and negatives were achieved by fine-tuning
thresholds to balance sensitivity and specificity.

TABLE III. CLASSIFICATION RESULTS OF DIFFERENT TECHNIQUES

Techniques F1-Score
(%)

Log Loss FTSI (%) Accuracy
(%)

AUC (%) Recall
(%)

Precision
(%)

ResNet [21] 90.1 0.220 83.1 91.4 90.7 89.8 90.2
Decision Trees [9] 86.3 0.280 78.0 87.6 86.0 86.2 86.5
Markov n-gram [10] 87.5 0.260 80.1 89.2 87.6 87.1 87.2
KNN [13] 87.0 0.270 79.2 88.4 86.4 86.8 87.1
DBN [19] 89.4 0.230 82.0 90.4 89.8 88.9 89.3
SVM [11] 88.5 0.240 81.2 89.9 89.5 88.1 88.6
VGG16 [17] 92.8 0.190 86.0 93.6 93.0 92.5 92.8
CNN [7] 91.2 0.210 84.5 92.8 91.9 90.9 91.3
Proposed TAFN 98.5 0.060 97.5 98.9 99.3 98.4 98.7

Table III analyses the proposed TAFN model’s classifica-
tion performance against top approaches, including ResNet,
CNN, and Decision Trees, using multiple assessment mea-
sures. The TAFN model provides superior results to other
techniques, with an F1-Score of 98.5%, accuracy of 98.9%,
and AUC of 99.3%. The novel Temporal Convolutional Layers
(TCL) is designed to capture sequential dependencies and
Adaptive Feature Refinement Layers (AFRL) to dynamically
highlight the most significant features, giving TAFN excellent
performance. The Weighted Divergence Analyzer also opti-
mizes feature selection to reduce noise and improve classifica-
tion accuracy. These characteristics reduce misclassifications
and improve model generalization across fault circumstances.
Traditional approaches like SVM and KNN have limited fea-
ture interaction modeling, whereas deep networks like VGG16
are computationally heavier. TAFN performs better while being

efficient. This table shows how well TAFN handles difficult
fault diagnosis categorization jobs.

Fig. 13. Training and testing accuracy of TAFN model.

Fig. 14. Training and testing loss of TAFN model.

The suggested TAFN model’s training and testing accuracy
is shown in Fig. 13 across 30 epochs. The model improves
incrementally, reaching convergence at Epoch 24 with a testing
accuracy of 98%. The training-testing accuracy curve over-
lap shows the model’s resilience and low overfitting. The
excellent accuracy is due to numerous variables. Temporal
Convolution Layers (TCL) of the TAFN architecture capture
sequential dependencies, improving the model’s fault-detection
capabilities. The Adaptive Feature Refinement Layer (AFRL)
optimizes feature representations to highlight the most critical
aspects. Third, the balanced dataset avoids fault-type bias,
enabling the model to generalize. Precise threshold adjustment
balances sensitivity and specificity. See Fig. 14 for the TAFN
model’s training and testing loss curves across 30 epochs. At
Epoch 24, the loss stabilizes, showing model convergence.
Both curves drop smoothly. The minimal final testing loss
confirmed optimization. The TAFN architecture’s misclassifi-
cation reduction reduces loss values. The Weighted Divergence
Analyzer selects only the most discriminative features, elimi-
nating noise and redundancy. Additionally, the temporal layers
adequately capture fault patterns throughout sequential data,
and the learning rate schedule enables smooth convergence
without sudden oscillations. The model avoids overfitting and
maintains accuracy and recall with a small training-testing loss
gap.
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TABLE IV. COMPARATIVE STATISTICAL ANALYSIS OF CLASSIFICATION
METHODS (F-STATISTIC & P-VALUE)

Statistical Method ANOVA Student’s t-test Spearman Correlation (ρ) Pearson Correlation (r) Kendall’s Tau (τ ) Chi-Square (χ2)
ResNet [21] 7.48 0.015 0.82 0.83 0.71 8.58
Decision Trees [9] 5.01 0.040 0.60 0.63 0.56 6.15
Deep Belief Network [19] 6.38 0.018 0.75 0.77 0.69 7.35
Naive Bayes [23] 5.32 0.038 0.59 0.61 0.55 6.20
Markov n-gram [10] 5.12 0.033 0.62 0.64 0.58 6.42
SVM [11] 5.76 0.028 0.69 0.71 0.63 6.82
VGG16 [17] 7.95 0.011 0.88 0.89 0.75 9.12
CNN [7] 7.02 0.019 0.86 0.87 0.74 7.89
Proposed TAFN 8.58 0.007 0.91 0.93 0.78 9.95

In Table IV, we compare classification approaches like
ResNet, CNN, Decision Trees, and the proposed TAFN model
using metrics like ANOVA, Student’s t-test, Spearman Correla-
tion, Pearson Correlation, Kendall’s Tau, and Chi-Square. With
an ANOVA F-statistic of 8.58 and a very significant p-value of
0.007, the suggested TAFN model exceeds all other techniques
in classification reliability. TAFN has the strongest Spearman
Correlation (ρ = 0.91) and Pearson Correlation (r = 0.93),
indicating its ability to identify fault patterns and correlations.
Due to its innovative design, Temporal Convolutional Layers
(TCL) identify sequential dependencies, and Adaptive Feature
Refinement Layers (AFRL) dynamically optimize features;
TAFN performs better. These components accurately detect
faults with little noise. The Weighted Divergence Analyzer
improves feature selection, helping the model concentrate on
statistically essential inputs. Due to restricted modeling capa-
bilities, conventional approaches have lower correlations and
more significant p-values, whereas TAFN continuously shows
superior statistical reliability, making it the best elevator fault
diagnostic option. This table shows that TAFN is statistically
substantial for state-of-the-art performance.

A. Relevance of Our Findings to Identified Problems and
Objectives

1) Class imbalance and feature relevance: Critical issues
in fault detection systems, as mentioned in the literature (e.g.
ResNet in [15], CNN in [22]), include class imbalance and du-
plicate features. Table III shows that the Gradient-Space Aug-
mentation (GSA) approach and Weighted Divergence Analyzer
(WDA) reduced these difficulties, as shown by the model’s
high F1-score (98.5%) and AUC (99.3%). Our methodology
is more resilient to minority class misclassification and noise
in high-dimensional data compared to previous methods like
VGG16 [20].

2) Temporal dependency modeling: Existing models, such
CNN and Decision Trees [16], fail to capture temporal depen-
dencies crucial for elevator fault diagnosis (see to Table I).
Our Temporal Convolution Layers (TCL) extract short- and
long-term temporal patterns to overcome this constraint. Fig.
7, 8, and 9 (binary, multiclass, and ordinal confusion matrices)
show decreased false positives and negatives across all fault
categories, proving the model’s fault categorization superiority.

3) Comparison with state-of-the-art techniques: Table III
provides a detailed comparison of our model to ResNet [15],
DBN [17], and VGG16 [20]. TAFN outperforms all criteria,
including FTSI (97.5%), demonstrating its ability to maintain
temporal consistency, a challenge for other approaches.

4) Practical implications: Fig. 1 to 6 give useful insights
into our model’s real-world implementation.

• Fig. 1 shows the linear connection between load and

braking force, proving the model’s capacity to forecast
mechanical breakdowns under operating stress.

• Fig. 6 displays WDA-derived feature significance
rankings, confirming the relevance of “Load” and
“Vibration Data,” as found in [19] and [26].

These findings demonstrate that TAFN may reduce ele-
vator downtime and improve system dependability, achieving
predictive maintenance and real-time problem detection goals.

V. CONCLUSION

The intricate interconnections between operational, envi-
ronmental, and mechanical components make lift fault diagno-
sis difficult. Class imbalance, feature relevance, and multivari-
ate time-series data limited fault classification model accuracy
and dependability. Work addressed these. TAFN uses TCL
to record sequential relationships and AFRL to boost feature
relevance dynamically. In binary, multiclass, and ordinal classi-
fication, TAFN ruled. The model surpasses existing approaches
with a 98.5% F1 score and 99.3% AUC. The model was
improved using Gradient-Space Augmentation for data balance
and a Weighted Divergence Analyzer for feature selection. The
enhancements allow TAFN to prioritize significant failures,
improving lift safety and dependability. This study results
from critical infrastructure predictive maintenance planning,
downtime reduction, and streamlined maintenance operations.
The work provides scalable and flexible defect diagnostic
algorithms for additional industrial applications using real-
world data’s temporal and operational complexity.

Future studies intend to improve TAFN’s flexibility and
scalability. Integrating real-time data streams into the TAFN
model enhances dynamic learning and problem detection un-
der changing operating settings. The model can effectively
generalize to diverse elevator systems and surroundings via
transfer learning. Adding contextual data like user behaviour,
building architecture, and operating schedules might improve
failure prediction. Hybrid architectures integrating TAFN with
other deep learning frameworks might be used for smart
manufacturing and autonomous cars.

Although strong, the present TAFN model has limitations.
The computational burden of training and deploying the model
can be onerous in resource-constrained contexts. The need
for high-quality labelled datasets limits their application in
circumstances with little annotated data. The model needs
further validation on varied datasets to verify its resilience
across elevator systems and environmental conditions. Future
research can address these constraints to enhance the model’s
dependability and usefulness.
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Abstract—The widespread adoption of airborne vehicles, in-
cluding drones and UAVs, has brought significant advancements
to fields such as surveillance, logistics, and disaster response.
Despite these benefits, their increasing use poses substantial chal-
lenges for real-time detection and classification, particularly in
multi-class scenarios where precision and scalability are essential.
This paper proposes a high-performance detection framework
based on YOLOv11, specifically tailored for identifying airborne
vehicles. YOLOv11 integrates innovative features, such as anchor-
free detection and enhanced attention mechanisms, to deliver
superior accuracy and speed. The proposed framework is tested
on a comprehensive airborne vehicle dataset featuring diverse
conditions, including variations in altitude, occlusion, and en-
vironmental factors. Experimental results demonstrate that the
fine-tuned YOLOv11 model exceeds the performance of existing
models. Additionally, its ability to operate in real-time makes
it ideal for critical applications like air traffic management and
security monitoring.

Keywords—Airborne vehicles; YOLOv11; object detection;
surveillance

I. INTRODUCTION

The rapid expansion of aerial vehicles, such as drones, un-
manned aerial vehicles (UAVs), and airplanes, has transformed
several sectors, including logistics, agriculture, surveillance,
disaster response, and military activities. These vehicles have
implemented novel methods for aerial mapping, real-time
surveillance, and cargo delivery. Drones are widely used in
precision agriculture for effective crop monitoring and pest
management, while UAVs have become essential instruments
in defense for reconnaissance and surveillance. Aircraft remain
essential for freight transportation, firefighting, and search-
and-rescue operations. Notwithstanding these breakthroughs,
the increasing utilization of aerial vehicles has introduced
considerable obstacles, especially concerning airspace safety
and security [1], [2], [3], [4], [5].

Unauthorized drone operations, including illicit surveil-
lance, smuggling, and disturbances in restricted zones such
as airports, military installations, and essential infrastructure,
have generated significant security apprehensions. These ac-
tions underscore the pressing need for dependable systems
that can identify and categorize airborne vehicles in real-time.
The intricacy of airborne vehicle identification is intensified by
elements like occlusions from buildings or other objects, fluc-
tuating altitudes and speeds, diminutive item sizes at elevated
altitudes, and the variety of airborne vehicle classifications.
Conventional detection techniques, including radar, acoustic

sensors, and optical systems, often encounter constraints re-
garding precision and scalability. Radar systems, while pro-
ficient in monitoring bigger aircraft, may have difficulties
with tiny drones because to their reduced radar cross-sections.
Acoustic sensors are vulnerable to noise interference, whereas
optical devices need unobstructed sight, which is not always
achievable in severe weather conditions or at night [6], [7].

Overcoming these issues requires sophisticated computer
vision and machine learning methodologies that provide both
high accuracy and real-time efficacy. Deep learning has be-
come a revolutionary technology in object identification, far
surpassing conventional techniques in precision and scalability.
The YOLO (You Only Look Once) family of deep learning
models has garnered considerable interest for its real-time
detection capabilities and strong performance across many
datasets. The YOLO system is designed to concurrently an-
ticipate object classes and bounding boxes, making it very
efficient for low-latency workloads. YOLOv11 presents several
advancements, such as anchor-free detection, refined feature
extraction using attention methods, and increased scalabil-
ity for high-resolution pictures. These enhancements render
YOLOv11 very adept in multi-class airborne vehicle recogni-
tion, tackling significant problems such as diminutive object
dimensions and intricate backdrops [8], [9].

In multi-class detection contexts, differentiating among
numerous aerial vehicles—such as drones, helicopters, and
airplanes—necessitates models capable of managing heteroge-
neous datasets and fluctuating settings. YOLOv11’s capability
to analyze high-resolution photos and accurately identify tiny
objects directly fulfills these criteria. Furthermore, its enhanced
design guarantees optimal performance even under adverse
settings, including fluctuating illumination and weather sce-
narios. This study utilizes YOLOv11 to improve the detection
and classification of airborne vehicles, emphasizing its use in
practical situations where precision and rapidity are crucial for
mission-critical tasks [2], [10].

This study presents many significant contributions:

• Adaptation and fine-tuning of YOLOv11 for multi-
class aerial vehicle identification, including task-
specific optimizations to improve efficiency.

• Assessment of the model using a comprehensive
dataset including a variety of aerial vehicle types, such
as drones, helicopters, and airplanes, across different
environmental conditions.
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• Comparative study with leading object detection mod-
els, demonstrating YOLOv11’s advantage in precision,
recall, and mean Average precision (mAP).

The remainder of the paper is structured as follows: Section
II offers an extensive analysis of pertinent literature, including
current progress in the detection and categorization of airborne
vehicles. Section III delineates the suggested technique, in-
cluding the YOLOv11 architecture, dataset preparation, and
training procedure. Section IV examines the experimental data
and analysis, contrasting the performance of YOLOv11 with
other models and emphasizing its benefits. Section V finishes
the report by summarizing the results and suggesting future
research.

II. RELATED WORK

Object detection has progressed substantially, transitioning
from conventional techniques to sophisticated deep learn-
ing methodologies. Initial methodologies, such Haar cascades
and Histogram of Oriented Gradients (HOG), depended on
manually created features and traditional machine learning
methods. These approaches were computationally economical
but deficient in robustness, rendering them inappropriate for
intricate detection situations [11], [12]. The emergence of deep
learning brought out advanced techniques, like Region-based
Convolutional Neural Networks (R-CNN) and its derivatives,
Fast R-CNN and Faster R-CNN, which used region proposal
networks for object localization and classification [13], [14].
Nonetheless, while precise, these models were computationally
demanding and inappropriate for real-time applications.

Single-shot detection models, including SSD (Single Shot
Multibox Detector) and the YOLO (You Only Look Once)
family, transformed object recognition by integrating local-
ization and classification inside a unified framework. SSD
used a multi-scale feature methodology to address objects of
diverse dimensions, whilst YOLO models emphasized rapidity
and efficacy by executing detection in a singular forward
pass over the network [15], [16]. These improvements es-
tablished the groundwork for resilient and scalable object
identification systems. Recent models, including YOLOv4 and
YOLOv5, have used advanced feature extraction methods and
data augmentation approaches, therefore augmenting detection
precision and velocity [7], [17].

The detection of airborne objects, particularly drones and
UAVs, has distinct issues. These include the identification
of diminutive objects at elevated elevations, the management
of occlusions induced by environmental elements, and the
differentiation among various aerial vehicles. Conventional
methods inadequately tackle these challenges owing to their
dependence on static anchor boxes and constraints in feature
extraction proficiency. RetinaNet added focal loss to rectify
the imbalance between background and foreground classes,
enhancing tiny object recognition; nonetheless, it continued to
be computationally intensive for real-time applications [18].
Likewise, transformer-based models, like Vision Transformers
(ViT), shown robust efficacy in capturing long-range depen-
dencies, although proved to be computationally demanding for
edge devices [19].

Recent studies have investigated domain-specific enhance-
ments for UAV identification. Ma et al. [20] introduced a hy-

brid methodology that integrates radar and image data, show-
casing enhanced classification precision for drones in low-
visibility environments. Zhang et al. [21] used a streamlined
CNN architecture tailored for real-time drone identification in
surveillance systems. Furthermore, Hossain et al. [22] used
transfer learning to modify pre-trained object detection models
for UAV classification, demonstrating the efficacy of using
established networks. Notwithstanding these advancements,
attaining equilibrium among accuracy, speed, and scalability
continues to be a significant problem.

YOLOv11 enhances the achievements of prior versions
while rectifying the shortcomings of current models. A key
breakthrough is anchor-free detection, which removes the need
for preset anchor boxes, allowing the model to accommodate
objects of all sizes and forms. The improved attention pro-
cesses in YOLOv11 augment the model’s capacity to concen-
trate on pertinent characteristics, making it especially proficient
at identifying tiny objects inside chaotic environments. More-
over, its lightweight design guarantees rapid inference, even
on resource-limited devices, making it a formidable contender
for real-time airborne object detection [23], [9].

Through the integration of these developments, YOLOv11
exceeds both classic and modern models, providing a complete
solution for high-precision, multi-class detection in aerial
contexts. Its capacity to address the distinct issues of airborne
vehicle identification makes it an optimal framework for ap-
plications in surveillance, air traffic management, and military
systems.

III. METHODOLOGY

The proposed methodology for drone detection starts with
the Drone Detection Dataset, which is subjected to a pre-
processing and augmentation phase to improve data quality
and variability, hence assuring the model’s resilience, as seen
in Fig. 1. This phase includes procedures such as scaling,
normalization, and data augmentation methods like rotation
and flipping, customized for the particular requirements of
drone identification. The preprocessed data is then divided into
training, validation, and testing subsets, facilitating effective
model training, hyperparameter optimization, and performance
assessment. The approach centers on the finely calibrated
YOLOv11 model, comprising three principal components: the
Backbone, which extracts critical features through convolu-
tional layers; the Neck, which consolidates features across
multiple scales to identify drones of differing sizes; and the
Head, which produces detection outcomes, including bound-
ing boxes and confidence scores. The fine-tuning procedure
enhances the YOLOv11 model particularly for drone detection,
optimizing both accuracy and efficiency. The Performance
Evaluation phase assesses the system using metrics like pre-
cision, recall, F1-score, and mean Average Precision (mAP),
with findings shown and analyzed to illustrate the system’s
capacity for high accuracy and dependable drone identification.

A. Fine-Tuned YOLOv11 Architecture

The Drone Detection Dataset was used to optimize
YOLOv11’s performance for the particular purpose of aerial
vehicle detection. Fine-tuning is modifying a pre-trained model
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Fig. 1. Proposed approach-based fine-tuned YOLOv11.

to accommodate a new dataset by further training with task-
specific modifications. The model, started with COCO pre-
trained weights, used generic feature representations acquired
during its initial training to adjust to the three-class frame-
work (Airplane, Drone, and Helicopter) of the Drone De-
tection Dataset. The YOLOv11 architecture, optimized for
aerial vehicle identification, has three essential components,
as shown in Fig. 2: the Backbone, the Neck, and the Head,
each contributing significantly to precise and efficient object
recognition. The Backbone (highlighted in green) is tasked
with feature extraction from input photos. It utilizes a sequence
of convolutional layers (Conv) and C3 blocks (designated as
C3K2) to acquire spatial and contextual information across
various resolutions. As the data traverses these layers, its
dimensions systematically diminish, facilitating the effective
depiction of essential properties. The characteristics, obtained
at different scales, are then sent for aggregate in the Neck.
The Neck (highlighted in purple) augments the model’s abil-
ity to identify objects of varying sizes by the aggregation
of multi-scale data. This is accomplished by processes like
concatenation (Concat), upsampling, and the incorporation of
supplementary C3K2 blocks. The use of sophisticated elements
such as SPFF (Spatial Pyramid Feature Fusion) and C2PSA

(Cross-Scale Pairwise Self-Attention) enhances feature fusion
across scales, hence augmenting localization and detection
precision, especially for little objects such as drones. The
Head (highlighted in red) concludes the detection process by
producing bounding box predictions and confidence ratings.
This component consolidates outputs from many scales, al-
lowing the reliable recognition of flying vehicles of differing
sizes and positions within the input picture. By using multi-
scale information, the Head guarantees the model accurately
identifies and categorizes items in various contexts.

The combination of these components enables YOLOv11
to analyze incoming photos effectively, identifying essential
elements and executing accurate detection. This optimized
design, together with a strong data pipeline, allows the model
to attain high accuracy and reliable performance in recognizing
drones, helicopters, and airplane across diverse environmental
circumstances. The architecture improvements and targeted
optimizations provide YOLOv11 an effective solution for real-
time detection and classification of aerial vehicles.
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Fig. 2. Fine-tuned YOLOv11 architecture.

Fig. 3. Visualization of the Dataset. (a) Number of annotations per class. (b)
Visualization of the location and size of each bounding box. (c) Statistical

distribution of the positions of the bounding boxes. (d) Statistical
distribution of the sizes of the bounding boxes.

B. Dataset Preparation

This work uses the Drone Detection Dataset obtained from
Roboflow, which contains 11,998 images tagged with bounding
boxes for three categories: Airplane, Drone, and Helicopter,

as seen in Fig. 3. For a comprehensive evaluation process, the
dataset was divided into three subsets: a training set comprising
10,799 images (90%) for model development, a validation
set containing 603 images (5%) for performance monitoring
during training and hyperparameter optimization, and a test set
with 596 images (5%) for the final evaluation and benchmark-
ing of the trained model. This dataset is diversified, including
a broad spectrum of events, including three unique classes
of aerial vehicles (Airplane, Drone, and Helicopter) recorded
under variable environmental circumstances such as differing
illumination (day and night), weather (clear and overcast), and
heights. Preprocessing procedures were used to enhance the
dataset for YOLOv11. All photos were downsized to 640×640
pixels with a stretch transformation to conform to YOLOv11’s
input specifications. Pixel intensity values were standardized to
the interval [0,1] to enhance the training process and facilitate
convergence. Furthermore, data augmentation methods such as
random horizontal flipping, rotation, scaling, brightness mod-
ification, and color jittering were used to enhance variability
and mitigate overfitting. The meticulously crafted processes
guaranteed that the dataset was extensive and appropriately
tailored for training a high-performance YOLOv11 model
proficient in precise and resilient aerial vehicle identification.

C. Model Training and Optimization

The fine-tuned YOLOv11 model was trained on the drone
detection dataset with a meticulously crafted configuration to
guarantee optimal performance. A learning rate of 0.01 was
established and then reduced during training using a cosine
annealing schedule, successfully averting overshooting and en-
hancing convergence. A batch size of 32 was used to improve
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computational efficiency and ensure stable convergence, while
the AdamW optimizer was utilized to integrate adaptive learn-
ing rate modifications with weight decay, hence improving
generalization and training stability. Regularization methods
were used to alleviate overfitting and enhance robustness.
Dropout layers were included in fully connected layers to ran-
domly deactivate neurons during training, and a weight decay
ratio of 1e − 4 was adopted to punish excessive weights and
promote simpler model representations. The model underwent
training for 50 epochs, allowing enough iterations for effective
learning while preventing overfitting. Transfer learning was
used by initializing the YOLOv11 model with pre-trained
weights derived from the COCO dataset. This method enabled
the model to use universal feature representations while fine-
tuning on the drone detection dataset, therefore adapting to the
specialized goal of aerial vehicle identification and efficiently
balancing domain-specific learning with pre-existing informa-
tion. These methodologies facilitated a rigorous and effective
training procedure, yielding a high-performance model profi-
cient in precise multi-class detection and classification.

D. Evaluation Metrics

To analyze the effectiveness of YOLOv11, a complete array
of metrics was used to provide an exhaustive evaluation of its
detection and classification proficiencies, as delineated in Eq.
1, 2, 3, 4, and 5. The mean Average Precision (mAP) served
as a crucial metric, with mAP@50 assessing the model’s
object detection capability at an Intersection over Union (IoU)
threshold of 50%, whereas mAP@50:95 delivered a more
nuanced evaluation by computing the average precision across
a spectrum of IoU thresholds from 50% to 95%, thereby
providing an extensive performance assessment. Precision was
used to assess the ratio of genuine positive predictions to all
positive predictions, indicating the model’s efficacy in accu-
rately detecting objects. Recall quantified the ratio of genuine
positive detections to all real positives, reflecting the model’s
sensitivity and efficacy in object detection. The F1 Score,
the harmonic mean of precision and recall, was computed
to provide a balanced statistic that represents the model’s
overall performance. Collectively, these parameters allowed
a comprehensive assessment of YOLOv11’s proficiency in
reliably detecting and classifying aerial vehicles across several
settings, including both precision and resilience in practical
applications.

IoU =
Area of Overlap
Area of Union

(1)

mAP =
1

n

n∑
i=1

APi (2)

Precision =
True Positives (TP)

True Positives (TP) + False Positives (FP)
(3)

Recall =
True Positives (TP)

True Positives (TP) + False Negatives (FN)
(4)

F1 Score = 2× Precision × Recall
Precision + Recall

(5)

IV. EXPERIMENTAL RESULTS

The results of the experiment illustrate the effectiveness
of the proposed fine-tuned YOLOv11 model in detecting
and classifying aerial vehicles, such as airplanes, drones, and
helicopters, inside the Drone Detection Dataset.

Fig. 4 presents the performance of the fine-tuned YOLOv11
model during training and validation on the Drone Detec-
tion Dataset. In the top row, the training losses—box loss,
classification loss, and distribution focal loss (DFL)—show
a consistent decline, indicating the model’s enhanced accu-
racy in predicting bounding boxes, classifying objects, and
refining bounding box quality. Similarly, the bottom row
illustrates the validation losses, which also decrease steadily,
demonstrating the model’s ability to generalize effectively to
unseen data. Metrics such as precision, recall, and mAP@50
and mAP@50:95 increase throughout training and validation,
highlighting the model’s improved ability to detect and classify
airborne objects, including airplanes, drones, and helicopters.
The parallel trends observed between training and validation
indicate the stability and reliability of the fine-tuned YOLOv11
model across different data splits.

Fig. 5 shows the Precision-Recall (PR) curve for the
YOLOv11 model across three classes: Airplane, Drone, and
Helicopter. Each curve represents the balance between pre-
cision and recall for a specific class, with the mAP@0.5
(mean Average Precision at IoU 0.5) values annotated in the
legend. The Airplane class achieves a high mAP of 0.982,
while the Helicopter class also performs excellently with
an mAP of 0.983. The Drone class shows a slightly lower
performance with an mAP of 0.933. The bold blue curve
aggregates all classes, demonstrating an overall mAP@0.5 of
0.966. The near-perfect precision and recall values across most
classes indicate the robustness of the model in detecting and
classifying aerial vehicles within the dataset.

Fig. 6 displays the F1-Confidence curve for the YOLOv11
model across three object classes: Airplane, Drone, and Heli-
copter. Each curve illustrates the F1 score (the harmonic mean
of precision and recall) at various confidence thresholds. The
Airplane and Helicopter classes achieve high F1 scores close to
0.93, indicating balanced precision and recall at optimal con-
fidence levels. The Drone class, while performing well, shows
slightly lower F1 values compared to the other classes. The
thick blue line represents the combined performance across
all classes, achieving a peak F1 score of 0.93 at a confidence
threshold of 0.340. This curve highlights the effectiveness of
the model in achieving a high degree of accuracy and reliability
for object detection at an optimal confidence setting.

Fig. 7 presents the normalized confusion matrix for the
YOLOv11 model, illustrating its performance across the four
categories: Airplane, Drone, Helicopter, and Background. Each
cell in the matrix represents the proportion of predictions
for a given class relative to its true instances. The diagonal
cells indicate correct predictions, with high values of 0.97 for
Airplane, 0.94 for Drone, and 0.99 for Helicopter, showcasing
the model’s strong accuracy in these categories. Off-diagonal
values highlight misclassifications, such as a notable confusion
of 0.19 where some Airplanes are misclassified as Drones and
0.10 where some Helicopters are misclassified as Background.
The matrix underscores the model’s overall reliability while
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Fig. 4. Training and validation performance metrics.

Fig. 5. PR Curve for YOLOv11 on drone detection dataset.

Fig. 6. F1-Confidence curve for YOLOv11 on drone detection dataset.

also pointing out areas for potential improvement, particularly
in differentiating Drones from other categories.

Fig. 7. Normalized confusion matrix for YOLOv11 on drone detection
dataset.

Fig. 8 showcases detection results for the Airplane and
Helicopter classes on a batch of images from the validation
dataset. Each image includes bounding boxes drawn around
detected objects, labeled as “Airplane” along with the associ-
ated confidence scores. The confidence values range from 0.6
to 0.9, reflecting the model’s confidence in the accuracy of its
predictions. The consistent and precise localization of airplanes
across diverse backgrounds demonstrates the effectiveness of
the fine-tuned YOLOv11 model in detecting the Airplane class
with high reliability. These visualizations highlight the model’s
robust performance in identifying and classifying objects even
under varying environmental and positional conditions.

A. Comparative Study

Table I presents a comparative analysis of detection mod-
els used on the drone dataset, emphasizing the performance
parameters of accuracy, recall, mAP@50, and inference time.
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(a) Detection results for airplane class on validation dataset.

(b) Detection results for helicopter class on validation dataset.

Fig. 8. Prediction results on validation dataset.

The findings from [24] indicate a precision of 0.91, a recall of
0.89, and a mAP@50 of 0.93; nevertheless, the inference time
remains unreported. Likewise, the model shown in [25] attains
marginally superior metrics, exhibiting a precision of 0.94, a
recall of 0.92, and a mAP@50 of 0.94. The proposed approach
surpasses the evaluated models, attaining an accuracy of 0.94,
a recall of 0.943, and a mAP@50 of 0.966. Moreover, it has
an inference time of about 1.5 ms, making it the most efficient
and appropriate for real-time drone detection applications.
These results emphasize the efficacy and feasibility of the
suggested method, integrating high detection accuracy with

rapid processing speed.

TABLE I. COMPARISON OF DETECTION MODELS

Model Precision Recall mAP@50 Inference Time (ms)

YOLOv4 [24] 0.91 0.89 0.93 —
YOLOv5 [25] 0.94 0.92 0.94 —
Proposed Approach 0.94 0.943 0.966 1.5

V. CONCLUSION

This paper presents an optimal detection model for airborne
vehicles, a fine-tuned YOLOv11 architecture. The experimen-
tal results demonstrate that the proposed method surpasses
existing models, achieving a precision of 0.94, a recall of
0.943, and an mAP@50 of 0.966, with an inference time
of only 1.5 ms. These results highlight how well the model
strikes a balance between real-time performance and excellent
detection accuracy. The proposed technique utilizes sophis-
ticated feature extraction and efficient processing to tackle
the issues of aerial object recognition in complicated settings,
rendering it appropriate for applications such as surveillance,
airspace monitoring, and threat detection. Further work will
concentrate on improving the model’s efficacy for diminutive
or overlapping objects and broadening its application to other
datasets characterized by varied environmental circumstances.
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Abstract—Integrating artificial intelligence (AI) and computer
vision in sports analytics has transformed decision-making pro-
cesses, enhancing fairness and efficiency. This paper proposes
a novel AI-driven image recognition system for automatically
detecting offside and foul events in football matches. Unlike
conventional methods, which rely heavily on manual intervention
or traditional image processing techniques, our approach utilizes
a hybrid deep learning model that combines advanced object
tracking with motion analysis to deliver real-time, precise event
detection. The system employs a robust, self-learning algorithm
that leverages spatiotemporal features from match footage to
track player movements and ball dynamics. By analyzing the
continuous flow of video data, the model detects offside positions
and identifies foul types such as tackles, handballs, and dangerous
play—through a dynamic pattern recognition process. This multi-
tiered approach overcomes traditional methods’ limitations by
accurately identifying critical events with minimal latency, even
in complex, high-speed scenarios. In experiments conducted on
diverse datasets of live match footage, the system achieved an
overall accuracy of 99.85% for offside detection and 98.56%
for foul identification, with precision rates of 98.32% and
97.12%, respectively. The system’s recall rates of 97.45% for
offside detection and 96.85% for foul recognition demonstrate
its reliability in real-world applications. It’s clear from these
results that the proposed framework can automate and greatly
enhance the accuracy of match analysis, making it a useful tool for
both referees and broadcasters. The system’s low computational
overhead and growing ability make connecting to existing match
broadcasting infrastructure easy. This establishes an immediate
feedback loop for use during live games. This work marks a
significant step forward in applying AI and computer vision for
sports, introducing a powerful method to enhance the objectivity
and precision of officiating in football.

Keywords—Artificial intelligence; image recognition; automa-
tion; foul detection; deep learning; computer vision

I. INTRODUCTION

Multiple football formats exist, ranging from the inter-
nationally popular sport of the same name to various other
games with their rulesets [1] [2]. Despite their experience
and training, human referees have long been responsible for
making crucial calls on things like offsides and fouls [3].
However, they can still make mistakes, particularly when speed
is vital. For instance, making an offside decision typically
necessitates pinpointing the precise moment of ball passing
and determining if the player is offside concerning the final
defender [4]. Similarly granular is foul detection, particularly
tackling and handball, which relies on a swift, frequently

subjective determination. These decisions can have a signif-
icant effect and often affect the match’s outcome, leaving
players, coaches, and fans unsatisfied [5]. Automating these
processes has become more feasible with the advancement of
artificial intelligence (AI) and computer vision [6]. Artificial
intelligence, which allows for the replication of human intel-
ligence using algorithms, can analyze large amounts of data
and make decisions based on patterns that would take time for
humans to detect in real-time [7]. Simultaneously, remarkable
advancements in AI have led to machines comprehending
visual information, also known as computer vision. Industries
such as security, healthcare, automotive, and sports have found
these technologies useful in ensuring operational efficiency and
accuracy [8].

In sports, some AI and computer vision applications have
been detected in training to track players’ movements and
analyze the techniques used to advance performance rates [9].
Both broadcast systems and training environments are already
employing these technologies. Using offside and foul detection
systems to automate decision-making during match violations
is one area where they could be very useful [10]. Today, there
are technologies like Video Assistant Referee (VAR), which
are not independent of human referees but instead depend on
them with certain delays and biases [11] [12]. Therefore, the
need for a continual automated system that makes real-time
decisions without man’s intervention increases [13].

A. The Role of AI and Computer Vision in Sports

Artificial intelligence and computer vision have greatly
advanced the sports industry within the last decade [14]. AI
use cases are spreading widely in sports, from identifying and
analyzing individual athletes to preventing possible injuries
and improving strategies [15]. For instance, evaluating player
behavior, game results, and team strategy productivity has
incorporated AI techniques. Computer vision performs the
same function by tracking the ball and players in a dynamic
environment [16]. With these tools, it is also possible to
analyze visuals and get real-time solutions [17]. In football,
AI has been somewhat confined to video analysis, which
coaches or analysts use to analyze a match. These systems are
capable of producing heat maps, player directions, and even the
formation of tactics. Nevertheless, for referees, the major use
of AI and computer vision is still in decision support, focusing
on offside and foul identification [18]. Despite the technology
providing effective assistance to referees, the effectiveness of
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VAR still heavily relies on human input, and the decision-
making process is time-consuming. Therefore, further artificial
intelligence and computer vision development are necessary to
automate the process fully [19]. At present, almost all football
officiating systems use a combination of static image analysis
or simple object recognition based on shapes to follow the
players and the ball. Such methods fail to explain factors like
off-side decisions, as the timing of passes and the position of
players with defenders are highly dynamic and require instant
determination. Similarly, pinpointing a foul is challenging as
any action, ranging from a tackle to a handball, can constitute
a foul, necessitating distinct analysis [20].

B. Research Gaps

For all the advances AI and computer vision have made
in other areas of sports analytics, there are still deep gaps in
their application to football officiating.

• Manual Dependence in Current Systems: This is
where solutions like Video Assistant Referee (VAR)
fail—they still need human involvement and judgment
when deciding fouls or in close-offside situations.
While AI can help with the analysis, human referees
must ultimately make the call and introduce delays
and potential biases. Such reliance on human judgment
suggests that decisions remain partially automated de-
spite AI’s support, significantly impacting the overall
system’s efficiency [21].

• Inadequate Real-Time Performance: Most of the cur-
rent systems are slow and unable to offer a precise
decision-making process for live, high-speed football
matches. Instantaneous detection of offside and foul
is crucial, with no second-by-second delay, a feature
that some conventional methods may struggle with.
Given the frequently occurring high-motion events in
a match, the image-processing algorithms face limita-
tions in detecting multiple players and the ball within
a single frame [22].

• Limited Scalability: Some of these systems are com-
putationally expensive to implement; they employ
many resources to analyze video feeds. This makes
them unsuitable for a live broadcasting environment,
which is normally an entirely real-time affair. Fur-
thermore, these systems may not be harmonized in
other match conditions, including camera specifica-
tions, core area, and lighting provisions [23].

• Overuse of Traditional Methodologies: Most exist-
ing solutions rely on standard approaches concerning
some well-developed techniques like CNN for de-
tecting players and the ball. Although these methods
have proven effective in some situations, they do not
utilize many of the characteristics of football matches,
such as spatiotemporal parameters and high speed,
repeated interactions between players and the ball. Ad-
ditionally, these methods do not integrate multiple AI
approaches, such as spatiotemporal pattern recognition
for offsides and real-time foul identification [24].

C. Problem Statement

The first important issue considered in this research is
that there is no optimal technology solution to automatically
and accurately detect offside and foul in football in real-time.
Previous work has been inefficient in detecting offside and
foul in live matches, primarily due to a heavy reliance on hu-
man operator supervision methods, overly complex hardware
processing, or outdated calculations that fail to account for
the intricacies of the football game environment. During live
matches, it is crucial to have an image recognition system
that can minimise human intervention and make decisions
and judgments based on the statistics captured by sensors. So
achieving high accuracy and minimal delay may be observed
and is suitable for live match scenarios.

D. Objective and Scope

This paper aims to develop a robust AI-driven image
recognition system that can automatically detect offside and
foul events in football matches using advanced computer vision
techniques. This system aims to address the following goals:

• Real-Time Decision-Making: To enable instantaneous
offside and foul detection during live matches, ensur-
ing the system can make decisions faster than human
referees without compromising accuracy.

• High Accuracy: To achieve high detection accuracy
for both offside positions and foul actions, ensuring
that the system can identify these events with minimal
errors, even in complex, high-speed scenarios.

• Scalability and Efficiency: To create a computationally
efficient system, allowing it to be deployed on existing
broadcasting infrastructure without requiring extensive
hardware upgrades. The system must handle high-
resolution video feeds and analyze them in real-time
with low latency.

• Real-World Applicability: To test and validate the
system on live match footage, ensuring its ability
to generalize across various football matches with
different teams, field conditions, and camera setups.

E. Contributions and Novelty

This paper introduces several novel contributions to the
fields of AI, computer vision, and sports analytics:

• Hybrid Deep Learning Architecture: A hybrid deep
learning model that combines advanced object track-
ing and motion analysis to detect offside and foul
events accurately. The system leverages spatiotempo-
ral data, incorporating spatial and temporal features
for more precise decision-making.

• Dynamic Pattern Recognition: The proposed system
incorporates a dynamic pattern recognition process
that adapts to the game’s flow, ensuring the system can
identify offside positions and fouls in various match
scenarios.

• High Performance and Scalability: The system is opti-
mized for real-time performance with minimal compu-
tational resources, ensuring seamless integration with
existing broadcasting infrastructure.
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• Real-World Validation: The system has been tested
on diverse datasets of live football matches, demon-
strating its practical utility in real-world scenarios.
The results show that the system can achieve 99.85%
accuracy for offside detection and 98.11% accuracy
for foul identification, with real-time performance
metrics suitable for live use.

The proposed ideas for developing an AI-driven system
relate well to football officiating. It presents itself as a pos-
sible solution to the current problems of offside and foul
identification since it will minimize the use of referees and
completely cut out mistakes when making offside and foul
reviews. Through these elements of football match officiating,
the system guarantees accuracy, fairness, and accountability
to the game. Furthermore, the connection to the broadcasting
system ensures that fans witness the decision-making process
in near real-time [25]. Beyond football, basketball, and rugby,
the methods presented in this work may be helpful in do-
mains requiring high-accuracy detection of events in fields,
other sports, and even some industrial domains, where object
detection and motion tracking are crucial.

The remainder of the paper is organized as follows: Section
II outlines the proposed AI-driven image recognition system’s
methodology, including the model architecture and the data
processing pipeline. Section III demonstrates the setup of the
experiments, the measurement of the proposed system’s per-
formance, and the outcomes obtained from real-world football
match datasets. Finally, Section IV concludes the paper and
outlines potential avenues for future research in AI-driven
sports officiating systems.

II. METHODOLOGY

This section compiles the general procedure for developing
an AI offside and foul detection system using computer vision
in football matches. The method includes several important
parts that deal with collecting data, cleaning it up, designing
the model, learning algorithms, testing how well the model
works, and fine-tuning how it runs in real-time. The approach
combines state-of-the-art AI models with computer vision to
accurately determine off-side positions and fouls in real-life
football games. The methodology also pinpoints the challenges
encountered during the work and the locations and methods for
resolving these issues. This Fig. 1 illustrates the key steps of
the methodology, helping visualize the entire system pipeline.

A. Data Collection and Preprocessing

In this study, data was collected from real football match
videos and also synthetic videos created using state-of-the-art
motion graphics simulations [14] [26]. This is done to ensure
that data is gathered from a stable environment that meets a
variety of situations encountered in real match sequences, such
as different camera perspectives, players and game actions, and
varying dynamics of a real game.

1) Data Sources: The training of the model was done using
football match datasets that are available to the public and
consist of videos of the match and those obtained from sports
channels, as well as other videos recorded by individuals.
Other methodologies used in motion capture also created
virtual data that allowed the reproduction of specific game

Fig. 1. Methodology workflow.

conditions, including situations like off-sides and fouls, among
other activities [27].

2) Preprocessing Pipeline: The preprocessing stage in-
volves several crucial steps, each designed to convert raw video
footage into structured data that can be used to train the model
effectively. These steps include:

• Frame Extraction: Video frames were extracted at a
rate of 30 frames per second (FPS) to ensure that
each frame contains enough detail for accurate object
recognition and motion analysis.

• Normalization: Pixel values of the frames were nor-
malized to a scale of 0 to 1, ensuring consistent input
for the model.

• Object Annotation: Manual annotation of player posi-
tions, ball locations, and event markers (e.g. offside,
foul) was performed using software tools to annotate
sports videos.

• Data Augmentation: Data augmentation techniques
such as rotation, flipping, and scaling were applied to
increase the variability of the training data, ensuring
better generalization of the model.

The resulting preprocessed data was split into training,
validation, and testing sets. 70 per cent of the data was used
for training, 15 per cent for validation, and 15 per cent for
testing.

B. Model Architecture

The proposed AI system is built using a mix of convo-
lutional neural networks (CNNs), recurrent neural networks
(RNNs), and advanced object detection frameworks such as
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YOLO (You Only Look Once). The system aims to detect
objects (players, balls), track their movement across frames,
and perform offside and foul detection in real-time.

1) Choice of Model: The effectiveness of CNNs in image
classification problems led to their selection. This type distin-
guishes features from the spatial data and proves to be effective
in identifying offside positions and fouls. However, to track
moving objects in the video sequences, CNNs by themselves
are inadequate. Hence, RNNs were applied to capture temporal
dependence to make the system have a point in time analysis
of the movement of the players and the ball.

That is why the YOLO framework was chosen for object
detection because of its speed and less computational overhead.
YOLO identifies objects directly from images in real-time
simply by estimating the location of the bounding boxes
alongside the labels of the images. This way, it makes it
possible for the system to actually identify the players and
the ball and their positions in every frame taken.

2) Object Detection and Tracking: The object detection
and tracking mechanism works in two primary stages:

1) Object Detection: Using the YOLO model, each
frame is processed to detect players and the ball. The
model outputs bounding boxes and class labels for
each object detected.

2) Object Tracking: Once objects are detected, tracking
algorithms, such as Kalman filters or SORT (Simple
Online and Realtime Tracking), are used to maintain
consistent identification of objects (players, balls)
across subsequent frames. This step ensures that the
system correctly follows the trajectory of objects and
can detect movements such as offside positioning and
fouls.

3) Pose Estimation for Player and Ball Tracking: The pose
estimation task is required for improving player localization
and their interactions with the ball. A human pose estimation
model named OpenPose was used to track various body joints
of a player, such as the position of legs and the torso area.
This kind of information is paramount in defining player
motility and particularly when deciding on offside and possibly
infringements.

C. Training the Model

Training the model involved several key components, in-
cluding data augmentation, loss function selection, and opti-
mization strategies.

1) Data Augmentation: Several preprocessing strategies
were applied as methods of data augmentation in order to im-
prove the model’s resiliency. Such practices included random
rotations, flipping, and scaling in the frames so as to make
the model have a better probe into unseen data. Further, to get
more realistic data, motion capture data was combined with
different changes in environment, like changes in lighting and
occlusion.

2) Loss Function and Optimization: The loss function used
for training combined the categorical cross-entropy loss for

classification tasks and the mean squared error (MSE) for
object localization. The final loss function is defined as:

L = α · CrossEntropy(ytrue, ypred) + β · MSE(xtrue, xpred) (1)

Where α and β are weights that balance the two loss compo-
nents, ytrue and ypred are the true and predicted labels, and xtrue
and xpred are the true and predicted bounding box coordinates.

Optimization was performed using the Adam optimizer,
which had an initial learning rate of 0.001. This rate gradually
decayed during training to ensure stable convergence.

3) Hyperparameter Tuning: Hyperparameters such as
learning rate, batch size, and number of epochs were tuned
using grid search and cross-validation. A learning rate of 0.001,
batch size 32 and 50 epochs provided the best balance between
training time and model performance.

D. Real-Time Performance and Latency Optimization

Performance optimization techniques were applied to en-
sure the system operated efficiently in real-time. These include:

• Model Pruning: Reducing the model size by elim-
inating less significant weights helped reduce the
computational load and improve inference time.

• Quantization: Converting the model to use lower
precision (e.g. float16 instead of float32) for faster
computations, especially on embedded devices.

• GPU Acceleration: Using GPUs to accelerate train-
ing and inference processes, allowing the system to
process video frames at high speed.

The final system processed 30 frames per second (FPS)
with an average latency of 150 milliseconds per frame, making
it suitable for real-time deployment during live matches.

E. Evaluation Metrics

Several evaluation metrics, including accuracy, precision,
recall, F1-score, and latency, were used to assess the perfor-
mance of the AI-driven image recognition system.

1) Accuracy: Accuracy was calculated as the ratio of
correct detections (both offside and foul) to the total number
of detections made by the model. The system’s accuracy was
found to be 99.85% in detecting offside situations and 98.56%
in identifying fouls.

2) Precision and Recall: Precision and recall were cal-
culated to evaluate the system’s ability to correctly identify
offside situations and fouls while minimizing false positives
and false negatives. The precision and recall scores for offside
detection were 98.32% and 97.45%, respectively.

Testing revealed an average latency of 150 milliseconds
per frame for the system, guaranteeing real-time performance
during matches.
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III. EXPERIMENTAL RESULTS

In this section, we describe We can observe high accu-
racy and minimal delay, making it suitable for live match
scenarios.proposed AI-driven image recognition system for
automated offside and foul detection in football matches. The
evaluation is based on real-world football match datasets, pro-
viding insight into the model’s accuracy, robustness, and ability
to perform in diverse match scenarios. Performance is assessed
using various metrics, including accuracy, precision, recall, F1-
score, and system latency, and the results are compared with
existing methods in football event detection.

A. Experimental Setup

The system was tested on a large number of real football
match scenarios taken live from different sports events. These
videos were downloaded from datasets published in the public
domain as well as from datasets uniquely developed from
simulation software. Both hardware and software options were
used in the experiment that was designed to test the system’s
ability to identify specific play scenarios, such as an offside
and foil online.

1) Hardware Configuration: The experiments were con-
ducted on a system equipped with the following hardware:

• Processor: Intel Core i7-11700K, 8 cores, 16 threads

• GPU: NVIDIA GeForce RTX 3090 with 24GB
GDDR6X memory

• RAM: 32GB DDR4

• Storage: 1TB SSD for faster data processing and
model storage

The GPU was leveraged for model training and inference,
enabling real-time video processing and detection of offside
and foul events with minimal latency.

2) Software Configuration: The software environment in-
cluded the following tools and frameworks:

• Deep Learning Framework: TensorFlow 2.0, Keras for
model development and training

• Computer Vision Library: OpenCV for image process-
ing and video handling

• Object Detection Framework: YOLOv4 for real-time
object detection

• Pose Estimation Library: OpenPose for player pose
tracking

• Tracking Algorithm: SORT (Simple Online and Real-
time Tracking) for maintaining object consistency

The software configuration allowed for both the training
and deployment of the model, providing an environment con-
ducive to efficient performance evaluation.

B. Performance Evaluation Metrics

To evaluate the performance of the proposed system, we
used the following metrics:

1) Accuracy: Accuracy is the most basic performance
metric, measuring the overall rate of correct offside and foul
detections relative to the total number of detections. It is
defined as:

Accuracy =
True Positives + True Negatives

Total Number of Predictions
(2)

2) Precision, Recall, and F1-Score: Precision and recall
were calculated to assess the model’s ability to identify positive
instances (offside and foul situations). Precision measures
the number of true positive detections relative to the total
number of positive predictions. In contrast, recall measures
the number of true positives relative to the total number of
positive instances. F1-score is the harmonic mean of precision
and recall, providing a balanced measure of both:

Precision =
True Positives

True Positives + False Positives
(3)

Recall =
True Positives

True Positives + False Negatives
(4)

F1-Score = 2× Precision × Recall
Precision + Recall

(5)

3) Latency: Latency was measured as the time taken to pro-
cess one video frame and produce a prediction. The system’s
ability to perform real-time analysis was tested by calculating
the time taken for each frame processed during the football
match. Latency is crucial in ensuring the system can operate
live during actual matches without noticeable delays.

The results of the experiments are presented below. The
system was evaluated using a set of real-world football match
videos from various leagues, covering different match scenar-
ios, camera angles, and lighting conditions.

4) Offside Detection Performance: The model’s perfor-
mance in detecting offside situations was evaluated based on
accuracy, precision, recall, and F1-score. The results showed
that the system achieved an accuracy of 99.85% for offside
detection, with precision and recall scores of 98.32% and
97.45%, respectively. The F1-score for offside detection was
97.88%. Table I shows the performance of the model in offside
detection.

TABLE I. PERFORMANCE OF THE MODEL IN OFFSIDE DETECTION

Metric Offside Detection
Accuracy 99.85%
Precision 98.32%

Recall 97.45%
F1-Score 97.88%

5) Foul Detection Performance: The performance of the
system in detecting fouls was similarly evaluated. The system
demonstrated a slightly lower accuracy of 98.56% for foul
detection, with a precision of 97.12%, recall of 96.85%, and
an F1-score of 96.98%. These results may also be viewed in
Fig. 2 and Table II.

Fig. 3 also provides a graphic display of the players’ off-
side and foul detection performance.

www.ijacsa.thesai.org 1195 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 16, No. 1, 2025

Fig. 2. Evaluation metrics results.

TABLE II. PERFORMANCE OF THE MODEL IN FOUL DETECTION

Metric Foul Detection
Accuracy 98.56%
Precision 97.12%

Recall 96.85%
F1-Score 96.98%

Fig. 3. Players’ off-side and foul detection performance.

6) Latency and Real-Time Performance: The system’s real-
time performance was tested on a standard GPU setup. The
average frame processing time was 150 milliseconds per frame,
corresponding to a processing rate of 6.67 frames per second
(FPS). This performance meets the requirements for real-time
analysis in live football matches and these results may be
viewed in Fig. 4.

7) Comparison with Existing Methods: The proposed sys-
tem was compared to several existing football event detection
methods, including traditional computer vision-based tech-

Fig. 4. Latency performance of the proposed system.

niques and previous deep learning models. The results demon-
strate that the AI-driven system outperforms these methods in
both accuracy and speed. Table III summarizes the comparison.

TABLE III. COMPARISON OF THE PROPOSED SYSTEM WITH EXISTING
METHODS

Method Accuracy Latency (ms/frame)
Traditional CV Methods 85% 300

Previous DL Models 92.5% 200
Proposed System 99.85% 150

Similarly, training and validation accuracy, as well as loss,
may also be viewed in Fig. 5, and systems learning rate with
accuracy may also be viewed in Fig. 6.

Fig. 5. (a) Training & Validation Accuracy (b) Training & Validation Loss

8) Evaluation of Pose Estimation Accuracy: The accuracy
of pose estimation was evaluated using the OpenPose model.
The system achieved an average pose estimation accuracy
of 98.5% for player tracking, which is critical for analyzing
offside positions and detecting fouls and these estimations may
also be viewed in Fig. 7.
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Fig. 6. Learning rate vs. Accuracy.

Fig. 7. Pose estimation results for player tracking.

C. Challenges and Limitations

Despite the system’s high accuracy and efficiency, the
development process encountered several challenges:

• Occlusion: In certain match scenarios, players were
occluded by other players, making object detection
and tracking more difficult. This challenge was ad-

dressed by enhancing the object detection model and
multi-frame tracking techniques.

• Motion Blur: High-speed player movements and cam-
era motion led to motion blur, affecting object detec-
tion accuracy. Frame stabilization and motion com-
pensation were employed to mitigate this issue.

The system’s limitations include its dependency on video
quality and camera angles. The model performs best with clear,
high-quality footage and may experience challenges with low-
resolution videos or extreme camera angles.

IV. CONCLUSION

The AI approach to offside and foul detection using
computer vision and deep learning in football matches shows
the AI method can be applied successfully to analyze real-
time, action-based sports data for real-time decision-making.
By employing the most sophisticated techniques used in object
detection, pose estimation, and classification, the proposed
system provides high offside and foul determination accuracy,
having a 99.85% accuracy for the offside and 98.56% for foul
demonstration. These were tested using independent football
match datasets to demonstrate that the developed system was
reliable and efficient, even under different settings. With its low
latency and high efficiency, the introduced system can enhance
the quality of referees’ decisions in real-time applications like
live match support. Furthermore, this method can revolutionize
football match analysis and refereeing by providing procedural
choices. Eliminating human bias in decision-making processes
simultaneously offers crucial information for match analysis,
tactical, and training applications. This system shall be further
enhanced by increasing its applicability to detect other events
like penalties or goal lines and to work with more than one
camera and new learning algorithms. As AI and computer
vision advance, this investigation will pave the way for more
advanced systems to increase the precision and effectiveness
of sports management and, more particularly, refereeing in
football and other sports disciplines.
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Abstract—Optimizing path planning and control in robotic
arms is a critical challenge in achieving high-precision and effi-
cient operations in various industrial and research applications.
This study proposes a novel approach leveraging deep Q-learning
(DQL) to enhance robotic arm movements’ computational effi-
ciency and precision. The proposed framework effectively ad-
dresses key challenges such as collision avoidance, path smooth-
ness, and dynamic control by integrating reinforcement learning
techniques with advanced kinematic modelling. To validate the
effectiveness of the proposed method, a simulated environment
was developed using a 6-degree-of-freedom robotic arm, where
the DQL model was trained and tested. Results demonstrated
a significant performance improvement, achieving an average
path optimization accuracy of 98.76% and reducing computa-
tional overhead by 22.4% compared to traditional optimization
methods. Additionally, the proposed approach achieved real-time
response capabilities, with an average decision-making latency of
0.45 seconds, ensuring its applicability in time-critical scenarios.
This research highlights the potential of deep Q-learning in
revolutionizing robotic arm control by combining precision and
computational efficiency. The findings bridge gaps in robotic
path planning and pave the way for future advancements in
autonomous robotics and industrial automation. Further studies
can explore the scalability of this approach to more complex
and real-world environments, solidifying its relevance in emerging
technological domains.

Keywords—Optimization; deep Q-learning; path planning;
robotic arms; precision; computational efficiency; kinematic

I. INTRODUCTION

Robotic arms are image-sensitive designs widely used in
the production, medical, and conveyancing industries. In the
case of low-level control of robotic arms, path planning and
control issues still prove ongoing difficulties because they
greatly involve kinematic equations, dynamic scenarios, and
real-time constraints. Although more conventional methods of
such inverse kinematics and model-based control exist, the
work done using these methods fails to meet the requirements
of flexibility and speed in today’s environment [1]. The new
trends and emergence of artificial intelligence, specifically
reinforcement learning, show potential as solutions to these
issues. Of these, deep Q-learning (DQL) remains one of the
most promising methods, allowing robots to learn the best poli-
cies based on the results of interaction with the environment
[2].

Robotic arm interventions are more frequently applied
due to their ability to perform operations demanding precise

tactile identification and iterative mechanical action [3]. In the
automobile industry, car manufacturing companies use robotic
arms to assemble cars, whereas in the medical field, these
systems are useful for surgeries like robotic surgeries [4]. But
realizing smooth path planning and control in such applications
requires overcoming some of the abovementioned obstacles
[5]. For instance, with only five degrees of freedom, as in
robotic systems, joint limits, obstacles, and power consumption
must be integrated into the problem. The former classical
approaches are deterministic and include PID control and in-
verse kinematics but do not include mechanisms for continuous
adaptation to the changing environment. In addition, these
approaches often involve very precise modelling of the robotic
system and the environment and, therefore, do not scale well
to situations where such modelling and analysis is difficult
or exceedingly costly [6]. Although the optimization-based
approach is useful when the environment is fixed and cannot
be changed, it is less useful when the positions of the obstacles
and/or targets vary arbitrarily [7].

Now, with such advances in AI techniques, the switchover
of the area of robotic control has changed. Reinforcement
learning is a type of artificial intelligence that allows agents to
obtain experience with burgeoning techniques that cannot be
easily programmed. Specifically, in the field of RL, DQL is
one of the most important algorithms due to its capability of
managing large space state-action by using neural networks to
approximate the optimum policy [8]. This capability becomes
useful, particularly when applied to robotic arms with many
degree-of-freedoms (DOFs), because the space to look for
optimal actions is astronomical [9].

The inclusion of DQL in robotic arm control gives several
benefits. Therefore, DQL eliminates dependency on model up-
dates with direct learning from environmental stimuli or forces
and provides a better adaptation capability to unexplained
variation [10]. Furthermore, the DQL can learn regarding
multiple objectives that may be relevant in a specific task,
like using less energy as well as acquiring higher accuracy.
These features make it a promising candidate for addressing
the limitation of using traditional methods [11]. However, DQL
has its limitations and issues when applied to actual robotic
systems, which are that a large amount of training data is
required, and there is an urge to overfit the system for specific
environments and high computation during the learning phase.
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A. Research Gap and Limitations of Previous Studies

Despite significant progress, existing path planning and
control methodologies in robotic arms face several limitations.
Several approaches are used in coverage path planning, and
most consider a fixed environment, while environments con-
taining moving obstacles are natural. High cost in computa-
tion, as induced by optimization algorithms such as genetic
algorithms and particle swarm optimization, reduces their
applicability in real-time systems [12]. Furthermore, several
methods designed for particular robotic architectures can be
incompatible with other systems and problems in different
fields, thus making them non-transferable [13]. Despite various
advantages, reinforcement learning techniques are often char-
acterized by slow convergence and low precision, especially
in applications involving large degrees of freedom [14]. In
addition, the methods mentioned above cannot handle multi-
objective optimization issues, such as minimizing energy con-
sumption and improving trajectory accuracy, which is essential
for most industrial applications [15]. The impossibility of
adjusting decisions there immediately, if necessary, also limits
their applicability concerning very volatile and unpredictable
circumstances. Such limitations justify the need for fresh
thinking to develop new methods that can meet demands of
computational effectiveness, flexible designs, and high accu-
racy, which must also achieve high levels of functionality
across numerous real-life conditions [16].

B. Challenges of the Study

This research addresses critical challenges in robotic arm
control. Achieving computational efficiency without com-
promising precision is a fundamental requirement for high-
accuracy tasks. Another challenge relates to the fact that
a business operates in an unpredictable environment, which
requires the company to respond without much delay to
dynamic changes within its operations environment [17]. In
addition, there are other factors that complicate the path
planning problem, for instance, optimizing for minimal path
length while at the same time trying to avoid collisions with
obstacles and trying to find the path that will consume the
least amount of energy. In terms of the latter, scalability is
still important here since we deal with robotic arms that can
have different degrees of freedom, and the object our proposed
solution addresses must work equally well with robotic arms
of different types and in various application domains.

C. Motivations and Novel Contributions

This study is motivated by the need for robust, scalable, and
computationally efficient robotic arm path planning and control
solutions. The novelty of this research lies in the following
contributions:

1) Integration of DQL for Robotic Arm Control: A
novel integration of DQL is proposed to address the
complexities of path planning and dynamic control in
robotic arms, emphasizing computational efficiency
and real-time adaptability.

2) Comprehensive Performance Evaluation: The pro-
posed approach is rigorously tested in both simulated
and dynamic environments, showcasing its generaliz-
ability and robustness.

3) Enhanced Precision with Reduced Latency: The de-
veloped framework achieves high precision (e.g.
98.76% path optimization accuracy) while reducing
average decision-making latency to 0.45 seconds,
outperforming state-of-the-art techniques.

4) Framework Scalability: The study demonstrates the
scalability of the proposed approach across robotic
arms with varying degrees of freedom, paving the
way for broader industrial adoption.

The remaining paper is well organized, as Section II covers
the relevant literature based on our study. Section III elaborates
on the proposed methodology, including the integration of
DQL for path planning and control. Section IV discusses the
experimental setup, including the robotic arm model, training
environment, and evaluation metrics. Section V presents the
results and analysis, including a comparison with baseline
methods. Finally, Section VI concludes the paper and outlines
future research directions.

II. LITERATURE REVIEW

Sumanas et al. [18] discussed the application of a deep
Q-learning approach to improve not only the precision but
also the reliability of robotic systems for positioning, tak-
ing into consideration the positioning errors that occur in
industrial processes. They pointed out problems arising from
multifactor sources of positioning inaccuracies that cannot
be balanced by conventional techniques. To overcome these
disadvantages, they have outlined a methodology in their study
using an ML approach that aims at determining required robot
position changes in real-world settings, including production
adjustments or redesigns. Importantly, they do not incorporate
large external data or require high computational power but
can be applied in situ. With the help of the DQL algorithm,
the improvements in positioning accuracy were noted in the
purpose-built KUKA YouBot robot, and considerable improve-
ments were observed after about 260 iterations in online mode.
The study also brings into focus that reinforcement learning
can increase the further application of industrial robots of
increasing capability by proving that ML-based solutions can
solve complex problems of the real applications of robotic
systems with great efficiency without necessarily demanding
a broad computational network. According to their work, they
reduce the gap between the high level of sophistication in the
methods of applying ML and real-life use in industrial robotics.

Bi et al. [19] suggested the RL method for planning the
intercostal robotic ultrasound imaging to avoid the problem
of detecting the acoustic shadows from the rib cage. Normal
thoracic applications of ultrasound imaging can be a problem
in that limited acoustic access due to the rib cage, intercostal
scanning paths are usually the only paths that can be used
to achieve a comprehensive amount of diagnostic information.
Their RL-based method solves this by training the agent in
a simulated environment created using templates of CT scans
involving randomly initialized tumours of arbitrary size and
position. The RL framework uses task-specific state repre-
sentation and rewards to improve training convergence and
eliminate acoustic bleed effects during scanning [20]. The
herein presented approach was effectively tested and validated
on unseen CT datasets, providing proof of concept on gen-
erating non-shadowed scanning trajectories for the purpose of
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ultrasound imaging. The findings demonstrate the effectiveness
of the system in planning scanning paths flexible to the
anatomy and providing accurate recognition of internal organ
lesions found in the liver and even the heart. This work
presents a new approach to the application of robotics in
ultrasound imaging with a focus on the gaps within traditional
use in thoracic applications and enhanced opportunities for
diagnosis in the future. Cheng et al. [21] provided a new
theoretical foundation for IBVS innovation in sustainable
and smart manufacturing systems for complicated high-speed,
high-precision robotic applications. Their strategy presents a
fuzzy control system with a specific use of the Mamdani
fuzzy inference technique to daily regulate variations in serving
gains to improve speed and effectiveness of the convergence
rate. This is in line with the intelligent manufacturing concept,
where accuracy and flexibility are the key necessities. One new
development in their strategy is the advent of generating OG-
VFVRs to navigate around FOV limitations within the image
space on the fly. By completing comparative experiments, their
method achieved significant improvements by minimizing the
convergence iterations and the initial velocities being only 59%
and 12% of the initial velocities in the conventional equivalent
methods, respectively. Moreover, the optimization provided
better continuity regarding the initial speed, as a result of
which the operation became more and more efficient. This
vertical coordinate reached a maximum value of 1011 pixels
for the image, and it showcased superior security performance.
In achieving this, this study is greatly beneficial for the im-
provement of precision and speed in robotic operations, besides
improving on sustainable and technology-based manufacturing
systems. Consequently, the study emphasizes the importance
and likelihood of intelligent control systems to transform
robotics in current complex manufacturing surroundings.

Sivamayil et al. [22] reviewed 127 publications to synthe-
size and discuss the various RL applications in the areas of
robotics and automation, gaming, self-driving cars, NLP, IoT
security, recommendation systems, finance, and EMS. Another
strongly stressed aspect of RL was that it is more flexible
than other structured rule-dependent systems that may not
easily respond to the novel, emergent behaviour encountered in
real-life situations. The authors especially dedicated a number
of pages on how RL can be applied in energy systems, for
instance in smart buildings, HEVs, and renewable energy
systems. In smart buildings, RL has been used in modelling
the heating, ventilation, and air conditioning (HVAC), where
energy use is minimized to provide comfort to the users.
In the case of HEVs, slack variable modelling, in detailed
RL methods, has shown its ability to determine optimal
battery longevity and enhanced fuel economy adaptive control
policies. Additionally, incorporation of the RL in renewable
energy systems helps to reach net-zero carbon emissions,
supporting worldwide sustainability goals. Apart from energy,
the applicability of RL in gaming, robotics, and automated cars
has attracted interest due to the learning of better policies by
mere exploration of experience. In addition, the study pointed
out that RL is important for security applications since the
simulated environment is effective in building better systems.
The present SR therefore can be seen as a source of reference
on the fundamental concepts and numerous uses of RL while
offering insights on the Areas of Growth of the system.

Chen et al. [23] introduced a deep reinforcement learn-

ing (DRL) framework for autonomous robotic grasping and
assembly skill learning, where DQL is used for grasping
and PPO for assembly tasks. It combines prior knowledge to
improve the approach used in modelling the grasping actions to
reduce the training time and interaction data needed in learning
the assembly strategy. To improve the system’s output even
more, they developed special reward functions based on tasks
such as grasping and assembly constraint rewards as means
to determine the quality of the operations. Its effectiveness
was confirmed in mock and actual practice conditions. For
grasping tasks, in both scenarios, the success rate on average
was 90%. In assembly tasks, under a peg-in-hole tolerance
of 3 mm, the success rate of this framework was 86.7%
in simulation and 73.3% in a physical environment, which
indicated this framework can be well applied to real-world
conditions [24]. This research shows the possibility of using
DRL combined methods for solving the complex robotic tasks
via minimising the training load and improving the task-
solving effectivity. The combination of the DQL and PPO
algorithms and the method of constraint-based learning of the
reward function provide a real leap forward in increasing the
accuracy and productivity of robots in industrial environments.
This study lays down a strong framework upon which further
developments in autonomous robotic systems may build on.

He et al. [25] designed a self-adaptive trajectory tracking
control strategy for mobile robots by employing backstepping
control associated with Double Q-learning in an effort to
rectify drawbacks that may be observed in backstepping.
Depending on more traditional approaches, trajectory precision
cannot be relied upon in complex indoor inspection, leading
to problems like image misalignment or focus when at high
zoom. They have some limitations in their work, and to
overcome these limitations, the proposed framework presents
an incremental, model-free Double Q-learning algorithm that
adapts the gains of the trajectory tracking controller in real-
time. For further optimization of the non-uniform state space
search, the approach is designed to have the incremental active
learning exploration algorithm with memory and experience re-
play involved. This design allows for enhanced controller gain
reduction and fast online learning, thus increasing adaptability.
This method was further confirmed in simulation scenarios
in Gazebo; this was followed by tests on physical platforms
using different trajectories. Two figures were presented to
show that the Double Q-backstepping algorithm was more
robust, generalized better in real-time, and was more immune
to disturbances than the other three algorithms. It was also
observed that the proposed approach showed better trajectory
tracking and stability than that observed with the conventional
Backstepping-Fractional-Older PID and Fuzzy-Backstepping
control methodologies. This research reveals that RL can be
used to significantly improve mobile robot trajectory tracking
control and present a reliable approach for its application in
dynamic and complex working environments. The findings
have set up further development opportunities for the adaptive
robot control system.

Okafor et al. [2] developed a DRL for sorting objects
by a robot in complex environments with high clutter lev-
els [26]. Their approach involves light-weight vision models
built from Pixel-wise Q-valued Critic Networks, or PQCN,
combined with backbone architectures such as DenseNet121,
DenseNet169, MobileNetV3, and SqueezeNet. Correspond-

www.ijacsa.thesai.org 1201 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 16, No. 1, 2025

ingly, these models in conjunction with fully convolutional
neural networks (FCN) enable affordance mapping to trans-
form visual percepts into action plans for how to push, grasp,
and place objects. To improve the training throughput, the
framework uses dual and single transfer learning and gradient-
based replenishment methods. The outcomes of the study
establish that the PQCN-DenseNet121 model, trained with
DTL, worked as expected in sorting images with impressive
success rates in several object classes.

III. METHODOLOGY

The presented approach uses DQL as the theoretical frame-
work for path planning and control of the robotic arms,
which addresses the major issues including real-time adapt-
ability, precision, and computational efficiency. The above
approach incorporates reinformation learning algorithms fused
with modern kinematics modelling to optimize robotic systems
in unpredictable conditions.

A. Problem Formulation

Path planning and control for robotic arms are modeled
as a Markov Decision Process (MDP), where the environment
is defined by a state space S, an action space A, a reward
function R(s, a), and a transition probability P (s′|s, a). The
goal is to determine an optimal policy π∗ that maximizes the
expected cumulative reward, defined as:

J(π) = Eπ

[ ∞∑
t=0

γtR(st, at)

]
, (1)

where γ is the discount factor ensuring the balance between
immediate and future rewards. This formulation enables the
robot to make sequential decisions under uncertainty by evalu-
ating the long-term rewards associated with a given state-action
pair. The problem becomes particularly challenging in high-
dimensional state-action spaces, which necessitates efficient
computational techniques for policy optimization.

To manage high-dimensional state-action spaces, the
robotic arm’s problem is broken down into discrete steps,
where each step corresponds to a specific joint configuration
and its associated action. The kinematic model of the robotic
arm provides the essential mapping from joint angles to end-
effector position and orientation. This relationship is governed
by the forward kinematics equation:

T =

n∏
i=1

Ti, (2)

where Ti represents the transformation matrix for the i-
th joint, encapsulating rotation and translation. These matrices
are derived using Denavit-Hartenberg (DH) parameters, which
define the spatial relationship between consecutive joints.
The forward kinematics allows the determination of the end-
effector’s pose in Cartesian coordinates given a set of joint
angles.

Nevertheless, inverse kinematics is also used to calculate
joint angles needed to achieve a specific end-effector position.

On the other hand, the inverse kinematics problem is not trivial
because there might be multiple solutions, or even no solution
at all, in some cases when the robot is placed in a constrained
environment. It is whether these challenges are compounded
by dynamic constraints and imposing demands for real-time
strategic adaptation that substantiate the integration of machine
decision-making modalities such as reinforcement learning.

To address these complexities, the MDP formulation incor-
porates task-specific constraints, such as collision avoidance,
energy efficiency, and precision in reaching target positions.
These constraints are encoded within the reward function
R(s, a), ensuring that the policy optimizes both task perfor-
mance and operational safety. For example, penalizing prox-
imity to obstacles or inefficient movements guides the robot
toward optimal behaviors.

Furthermore, the state space S includes not only the joint
angles but also joint velocities, accelerations, and sensory
data from the environment. This enriched representation will
facilitate a better understanding of the robotic control problem.
It captures the dynamic interplay between the robot and its
environment, making control strategies more resilient.

The transition probabilities P (s′|s, a) reflect the stochastic
nature of the robotic system, including uncertainties in actua-
tion and environmental changes. These probabilities are esti-
mated using a combination of empirical data and probabilistic
models, ensuring accurate predictions of future states. This
aspect is crucial for enabling the robot to operate effectively
in dynamic and uncertain environments.

Using the defined MDP framework, this formulation offers
a systematic way to solve the intricate challenge of path
planning and control of robotic arms. Adding reinforcement
learning algorithms also allows the robot to update the opti-
mal policy based on trial-and-error interaction environments,
increasing its versatility in practical application.

B. Deep Q-Learning Framework

The Deep Q-Learning (DQL) approach approximates the
Q-value function Q(s, a) using a neural network, enabling
efficient learning in high-dimensional state-action spaces. The
Q-network predicts the expected reward for each action in a
given state, iteratively updated using the Bellman equation:

Q(s, a)← Q(s, a)+α
[
R(s, a) + γmax

a′
Q(s′, a′)−Q(s, a)

]
,

(3)

where α denotes the learning rate, s′ is the next state, and
a′ is the action in the next state. This iterative update ensures
that the Q-values converge to the optimal values over time,
balancing immediate and future rewards through the discount
factor γ.

To stabilize training and avoid divergence in Q-value esti-
mation, a target network is employed. The target network is a
copy of the Q-network that is periodically updated to maintain
a consistent target for updates. The soft update mechanism is
defined as:

θtarget ← τθonline + (1− τ)θtarget, (4)
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where τ is the soft update rate, controlling the degree
of change in the target network. This mechanism reduces
instability by decoupling the target generation from the Q-
network updates, ensuring smoother learning.

An integral component of the DQL framework is the
experience replay buffer, which stores transitions (s, a,R, s′)
observed during training. By sampling minibatches of past
experiences uniformly, the replay buffer breaks temporal cor-
relations between consecutive samples, improving training
efficiency and reducing overfitting. The sampling process also
allows the model to revisit rare but informative experiences,
enhancing learning robustness.

To accelerate convergence and improve exploration, an ϵ-
greedy policy is employed. This policy selects random actions
with probability ϵ, encouraging exploration of the state-action
space, while exploiting the learned Q-values for the remaining
1− ϵ fraction of the time. The value of ϵ is decayed over time
to transition from exploration to exploitation as the training
progresses.

The Q-network itself is a deep neural network consisting
of multiple layers, including input, hidden, and output layers.
The input layer processes the state representation, which may
include joint positions, velocities, and sensory data. The hidden
layers extract high-level features, while the output layer pre-
dicts Q-values for all possible actions. The network is trained
using stochastic gradient descent to minimize the temporal
difference (TD) error:

L(θ) = E(s,a,R,s′)

[(
R(s, a) + γmax

a′
Q(s′, a′; θtarget)

−Q(s, a; θ)
)2]

, (5)

where θ represents the Q-network parameters. This loss
function penalizes discrepancies between predicted Q-values
and target Q-values, driving the network toward optimal pre-
dictions.

The DQL framework also integrates advanced techniques
such as prioritized experience replay and double Q-learning
to enhance performance. Prioritized experience replay assigns
higher sampling probabilities to transitions with larger TD
errors, focusing learning on challenging samples. Double Q-
learning mitigates overestimation bias by decoupling action
selection and evaluation during the Q-value updates.

Overall, the DQL framework provides a robust and scalable
solution for learning optimal policies in complex robotic
environments. By combining neural network function approx-
imation, experience replay, and target network stabilization, it
effectively addresses the challenges of high-dimensionality and
instability in reinforcement learning.

C. Reward Function Design

The reward function R(s, a) balances competing objectives
such as precision, efficiency, and safety. It is designed as:

R(s, a) = w1Rprecision +w2Refficiency +w3Rcollision, (6)

Fig. 1. Deep Q-Learning framework for robotic arm control.

where w1, w2, w3 are weights tuned for specific tasks.
Precision is defined as the Euclidean distance between the end-
effector and the target:

Rprecision = −||pend − ptarget||, (7)

where pend is the end-effector position and ptarget is the
target position. Efficiency is measured as the inverse of the
path length:

Refficiency = −
T∑

t=0

||at||2, (8)

Collision avoidance penalizes proximity to obstacles using
a Gaussian penalty function:

Rcollision = exp

(
−||pend − pobs||2

2σ2

)
, (9)

where pobs is the obstacle position and σ controls the
penalty’s spread.

D. Algorithm for Path Planning and Control

Algorithm 1 DQL-Based Path Planning

1: Initialize Q-network, target network, and replay buffer
2: Set hyperparameters: learning rate α, discount factor γ,

and batch size
3: for each episode do
4: Observe the initial state s
5: for each time step do
6: Select an action a using ϵ-greedy policy
7: Execute a, observe reward R and next state s′

8: Store (s, a,R, s′) in the replay buffer
9: Sample minibatches and update Q-network using

Equation (3)
10: Periodically update target network
11: end for
12: end for

E. Simulation Environment and Model Setup

The robotic arm model was implemented in PyBullet, with
the simulation environment configured to emulate real-world
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Fig. 2. Workflow of the DQL-Based path planning algorithm.

constraints such as dynamic obstacles and varying payloads.
The robotic arm has six degrees of freedom, defined by:

q = [q1, q2, . . . , q6], (10)

where qi represents the joint angles. The state space S
includes joint angles, velocities, and end-effector positions.
The action space A comprises discrete angular changes per
joint.

Fig. 3. Simulation environment in PyBullet.

F. Convergence Analysis

The convergence of the DQL algorithm is ensured through
iterative Bellman updates, with the Q-values approaching
optimality as iterations progress:

lim
t→∞

||Qt −Q∗|| = 0. (11)

G. Evaluation Metrics

Performance was evaluated using path accuracy, compu-
tational efficiency, and success rate metrics. Fig. 1, 2, and 3

provide visual insights into the framework, algorithm work-
flow, and simulation setup.

IV. EXPERIMENTAL SETUP

The experimental setup was designed to validate the pro-
posed Deep Q-Learning (DQL) framework for path planning
and control of robotic arms. This section describes the robotic
arm model, the simulation environment, and the training con-
figuration used to develop and test the proposed approach.

The robotic arm utilized in the experiments was modeled
with precise kinematic and dynamic properties. Each joint
was parameterized using Denavit-Hartenberg (DH) parameters,
enabling accurate computation of the end-effector’s position
and orientation. The robotic arm had six revolute joints, pro-
viding sufficient flexibility to perform complex maneuvers in
a three-dimensional workspace. Forward kinematics, governed
by Eq. (2), and inverse kinematics techniques were used to
compute joint configurations for target end-effector positions
while adhering to joint limits and workspace constraints. The
actuation model allowed discrete angular movements within
predefined limits to simulate realistic operational conditions.

The simulation environment was implemented in PyBullet,
a robust physics simulation platform. The environment was
configured to include dynamic obstacles that moved randomly
within the workspace to emulate realistic industrial scenarios.
Target configurations were both predefined and randomly gen-
erated to test the robustness and generalizability of the frame-
work. The setup also included variations in payload weights,
ensuring the robotic arm’s adaptability to different operational
requirements. The reward function, as described in Section III,
balanced objectives such as precision, efficiency, and collision
avoidance during training. The state space S consisted of
joint angles, velocities, accelerations, and sensory inputs from
the environment, while the action space A included discrete
angular changes per joint. Transition probabilities P (s′|s, a)
captured the stochastic nature of the robotic system, including
uncertainties in actuation and environmental interactions.

The training configuration was carefully selected to ensure
stability and convergence of the DQL model. The learning
rate α was set to 0.001, facilitating efficient updates to the Q-
network. The discount factor γ was chosen as 0.95, balancing
immediate and future rewards. A replay buffer was used to
store up to 100,000 transitions, allowing diverse experience
sampling during training. Minibatches of size 64 were sampled
from the replay buffer for gradient updates. An ϵ-greedy
exploration policy was employed, where ϵ decayed linearly
from 1.0 to 0.1 over 100,000 steps. The training process
involved 10,000 episodes, with each episode terminating after
200 timesteps or upon successful task completion. A soft
update mechanism with a rate τ of 0.01 was used to main-
tain synchronization between the Q-network and the target
network. The training process leveraged GPU acceleration to
handle the computational demands of the high-dimensional
state-action space (Table I).

The overall experimental setup provided a robust founda-
tion to test the proposed DQL framework, ensuring that the
robotic arm could effectively navigate complex environments,
adapt to dynamic conditions, and optimize path planning and
control in various scenarios.
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TABLE I. EXPERIMENTAL SETUP PARAMETERS

Parameter Value
Robotic Arm DOF 6
Environment Simulation Tool PyBullet
Dynamic Obstacles Included Yes
Payload Variations Light to Heavy
Replay Buffer Size 100,000 transitions
Batch Size 64
Learning Rate (α) 0.001
Discount Factor (γ) 0.95
Episodes 10,000
Soft Update Rate (τ ) 0.01
Exploration Policy ϵ-Greedy
GPU Acceleration Used Yes

V. RESULTS AND ANALYSIS

This section presents the results obtained from the exper-
imental evaluation of the proposed Deep Q-Learning (DQL)
framework for robotic arm path planning and control. The re-
sults demonstrate how the framework effectively addresses the
novel contributions, including computational efficiency, real-
time adaptability, enhanced precision, and scalability across
various scenarios. Key metrics such as path optimization ac-
curacy, decision-making latency, and computational overhead
reduction are highlighted, supported by tables, graphs, and
visualizations.

A. Integration of DQL for Robotic Arm Control

The proposed framework achieved significant improve-
ments in computational efficiency and real-time adaptability.
The computational time required to determine optimal actions
was compared against baseline methods, including genetic al-
gorithms and particle swarm optimization. Fig. 4 illustrates the
computational time comparison, showing a 22.4% reduction in
overhead for the proposed method.

Fig. 4. Comparison of computational efficiency across methods.

The real-time adaptability of the system was validated by
testing under dynamic environments with moving obstacles.
The system maintained a decision-making latency of 0.45
seconds, ensuring responsiveness in time-critical scenarios.

B. Comprehensive Performance Evaluation

The framework was evaluated across various metrics to
ensure robustness and generalizability. Table II summarizes the
key metrics, including path optimization accuracy, collision
avoidance success rate, and energy efficiency.

TABLE II. PERFORMANCE METRICS OF THE PROPOSED FRAMEWORK

Metric Value
Path Optimization Accuracy (%) 98.76
Collision Avoidance Success Rate (%) 100
Energy Efficiency Improvement (%) 18.5
Decision-Making Latency (s) 0.45

The collision avoidance success rate was measured by
evaluating episodes where the robotic arm successfully avoided
all obstacles. The system achieved a perfect success rate of
100% in simulated environments.

C. Enhanced Precision with Reduced Latency

Precision in path optimization was demonstrated by eval-
uating the Euclidean distance between the end-effector and
the target. The average path optimization accuracy of 98.76%
highlights the system’s ability to achieve precise movements.
Fig. 5 provides a graphical representation of the precision
across different scenarios.

Fig. 5. Path optimization precision across scenarios.

The reduced decision-making latency was analyzed by
measuring the time taken to compute actions during the
episodes. The system’s average latency of 0.45 seconds was
significantly lower than traditional methods, as shown in Fig.
6.

D. Framework Scalability

The scalability of the framework was tested by varying the
degrees of freedom of the robotic arm and the complexity of
the environment. The framework consistently maintained high
performance, as summarized in Table III.

The reliability of the system was further analyzed using
a confusion matrix. Fig. 7 depicts the confusion matrix,
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Fig. 6. Decision-Making latency comparison.

TABLE III. SCALABILITY EVALUATION OF THE FRAMEWORK

DOF / Scenario Accuracy (%) Latency (s)
6 DOF - Static 99.2 0.42
6 DOF - Dynamic 98.5 0.48
7 DOF - Static 98.7 0.43
7 DOF - Dynamic 97.9 0.50

showing the classification accuracy of the system in predicting
successful and failed tasks.

The results presented in this section validate the effec-
tiveness of the proposed DQL framework in achieving the
novel contributions outlined in the study. The framework
demonstrated superior computational efficiency, precision, and
adaptability while maintaining scalability across varying sce-
narios. These findings highlight the potential of the proposed
approach for real-world applications in autonomous robotics
and industrial automation.

VI. CONCLUSION

This study presented a novel approach leveraging Deep
Q-Learning (DQL) to optimize path planning and control
for robotic arms. Therefore, by integrating the reinforcement
learning methods in the context of the developed advanced
kinematic model, the key problems that appeared during the
framework development have been formulated and solved,
turning into critical issues such as real-time adaptability,
accuracy, computational costs, and scalability. These results
indicate that the proposed method can provide higher accuracy
for path optimization, faster decision-making time, and better
collision avoidance than the traditional approach. The experi-
mental evaluation affirmed the DQL framework’s resilience in
the conditions’ heterogeneity. The framework also performed
consistently better than the existing methods for different
degrees of freedom and payload load configurations. It showed
great promise for addressing a range of industrial and research
problems. These results effectively revealed a significant cut
in computational complexity, enabling the framework to be
implemented in real-time, which is paramount in robotics
and automation. Furthermore, the study underscored the im-
portance of incorporating task-specific constraints into the

Fig. 7. Confusion matrix for task prediction.

reward function. This would enable the robotic arm to learn
optimal policies that balance precision, energy efficiency, and
safety. Features like prioritized experience replay and the target
network stabilization we introduced earlier helped enhance the
framework’s stability and convergence. This research bridges
gaps in robotic path planning and control by providing a scal-
able and efficient solution with real-world applicability. Future
work may focus on extending this framework to multi-agent
robotic systems, integrating additional sensory modalities, and
testing in real-world industrial environments to further validate
its utility and adaptability. The findings serve as a foundation
for advancing autonomous robotics and industrial automation
technologies.
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Abstract—With Android’s widespread adoption as the leading
mobile operating system, it has become a prominent target
for malware attacks. Many of these attacks employ advanced
obfuscation techniques, rendering traditional detection methods,
such as static and dynamic analysis, less effective. Image-based
approaches provide an alternative for effective detection that
addresses some limitations of conventional methods. This re-
search introduces a novel image-based framework for Android
malware detection. Using the CICMalDroid 2020 dataset, Dalvik
Executable (DEX) files from Android Package (APK) files are
extracted and converted into grayscale images, with dimensions
scaled according to file size to preserve structural characteris-
tics. Various Convolutional Neural Network (CNN) models are
then employed to classify benign and malicious applications,
with performance further enhanced through a weighted voting
ensemble optimized by Bayesian Optimization to balance the
contribution of each model. An ablation study was conducted to
demonstrate the effectiveness of the six-model ensemble, showing
consistent improvements in accuracy as models were added
incrementally, culminating in the highest accuracy of 99.3%.
This result surpasses previous research benchmarks in Android
malware detection, validating the robustness and efficiency of the
proposed methodology.

Keywords—Android malware detection; image-based analysis;
Convolutional Neural Networks (CNN); grayscale image transfor-
mation; weighted voting ensemble; Bayesian optimization

I. INTRODUCTION

Android, as an open-source mobile operating system, has
become the most popular OS in the world, offering flexibility
and a vast ecosystem of applications to meet diverse user
needs. In 2024, Android commands 71.74% of the mobile OS
market and has a user base of more than 3.3 billion [1], [2].
The Google Play Store, Android’s official app marketplace,
hosts more than 1.68 million applications in Q2 2024, and
the numbers continue to increase [3]. However, because of
this rapid expansion, there are now serious security risks, as
hackers are creating malware to compromise Android users’
devices, steal personal information, or track user activity.

Effective malware detection is crucial to protect users from
these threats. Traditional detection methods, such as signature-
based and heuristic approaches, have been foundational in
identifying malicious software but often struggle against ad-
vanced threats, including zero-day exploits and polymorphic
malware, which adapt to evade detection [4]. While static and
dynamic analysis methods are essential in malware detection,
they face challenges in addressing sophisticated obfuscation
techniques that are frequently used in Android malware [5].

Artificial Intelligence (AI) has emerged as a promising
solution to these challenges. AI, through machine learning

(ML) and deep learning (DL) models, enables the analysis
of extensive datasets to identify complex patterns indicative of
malware, even in obfuscated applications [6]. Using algorithms
such as neural networks and decision trees, AI improves both
static and dynamic analysis. AI-based static analysis inspects
the code structure of an app without execution, allowing
scalable and efficient examination [7], while dynamic analysis
provides real-time insights by monitoring app behavior and
identifying suspicious patterns [8].

Image-based analysis offers a distinct advantage over both
static and dynamic methods. By transforming code into im-
ages, it captures structural and visual patterns that are resistant
to obfuscation, as these patterns remain consistent even when
the underlying code is modified [9]. This enables deep learning
models to recognize subtle differences between benign and
malicious applications that might be overlooked in traditional
analysis [10]. Additionally, image-based methods are less
computationally demanding than dynamic analysis and offer a
faster alternative for detecting malware in large datasets. As a
result, image-based analysis provides a resilient, efficient, and
robust method for Android malware detection, combining the
speed of static analysis with the depth of pattern recognition
typically seen in dynamic approaches.

This paper introduces an image-based approach to An-
droid malware detection leveraging deep learning. We con-
vert extracted DEX files from APKs into image formats,
allowing structural features to be captured and analyzed by
convolutional neural networks (CNNs). Several CNN models
are employed to classify benign and malicious applications,
with accuracy further enhanced by a weighted ensemble tech-
nique.This approach not only increases detection accuracy
but also demonstrates resilience against sophisticated mal-
ware, emphasizing the potential of image-based techniques to
strengthen Android security in an evolving threat landscape.

The main contributions of this study are structured as
follows:

• Section II: Previous Work: Reviews existing research
employing image-based approaches for Android mal-
ware detection.

• Section III: Background: Provides foundational
knowledge on Android APK files, focusing on the
structure and role of DEX files. Also includes an
overview of CNN models and ensemble learning
strategies used in this study.

• Section IV: Methodology: Details the data prepro-
cessing pipeline, including the transformation of DEX
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files into grayscale images, and describes the ensemble
learning framework.

• Section V: Experiments and Results: Presents the ex-
perimental setup, evaluation metrics, and performance
analysis. Includes an ablation study demonstrating
incremental improvements and a comparative analysis
with prior benchmarks.

• Section VI: Discussion and Challenges: Discusses the
results, highlighting contributions and challenges.

• Section VII: Conclusion and Future Work: Summa-
rizes the findings, emphasizing the study’s signifi-
cance, and proposes future directions.

II. PREVIOUS WORK

Different studies have demonstrated that visualizing An-
droid malware through image-based analysis using deep learn-
ing offers resilience beyond what static and dynamic analyses
can sometimes achieve, effectively distinguishing between
malicious and benign applications.

In 2019, Shao Yang [11] proposed an image-based Android
malware detection method using CNNs. This approach con-
verts Dalvik bytecode files (‘classes.dex‘) into RGB images,
capturing code patterns by mapping byte sequences to pixel
values. The model, a CNN with eight hidden layers, detects
malware directly from these RGB images, bypassing complex
feature extraction. Tested on a dataset containing 10,540 sam-
ples, the method achieved an accuracy of 93%, with an average
detection time of 0.22 seconds.

In 2020, Ding et al. [12] proposed an Android malware
detection method based on bytecode images. Their approach
involves extracting the ‘classes.dex‘ file from APKs and con-
verting it into grayscale images by transforming the byte
stream into a two-dimensional matrix. Using convolutional
neural networks (CNNs), their method automatically learns
features without requiring complex decompiling or manual
feature extraction. Tested on the Drebin dataset, it achieved
an accuracy of 95.1%.

In 2020, Rahali et al. [13] proposed DIDroid, an image-
based deep learning system for Android malware classification
and characterization. By extracting features from APK files and
transforming them into grayscale images, the system employs
a convolutional neural network (CNN) to classify samples
into 12 malware categories and 191 families. Tested on a
large dataset of 400,000 apps (200,000 malware and 200,000
benign), achieving an accuracy of 93.36%.

In 2021, Zhang et al. [14] introduced an Android mal-
ware detection method that leverages temporal convolution
networks (TCNs) and bytecode images. This approach com-
bines the ‘AndroidManifest.xml‘ file with the data section of
the ‘classes.dex‘ file to create grayscale images, capturing
both structural and sequential bytecode features. By using
TCN instead of traditional CNN, the model efficiently detects
malware while reducing computational demands, achieving an
accuracy of 95.44%.

In 2021, Bakour and Ünver [15] introduced DeepVisDroid,
a hybrid Android malware detection model that combines
image-based features with deep learning techniques. They

created four grayscale image datasets by converting different
files from APKs and extracted both local (e.g. SIFT, SURF,
ORB) and global (e.g. color histogram, Hu moments) features
for training. Using a 1D convolutional neural network model,
DeepVisDroid achieved over 98% accuracy, outperforming
traditional 2D CNN models and state-of-the-art methods in
terms of accuracy and computational efficiency.

In 2022, Mitsuhashi and Shinagawa [16] conducted an
extensive study on image-based malware variant classification,
evaluating 24 CNN models with various fine-tuning levels on
datasets like Malimg and Drebin. Their highest accuracy on
Android malware classification was achieved with Efficient-
NetB4, reaching 93.65% on the Drebin dataset.

In 2022, Ullah et al. [17] developed a hybrid Android
malware detection system using a combination of transfer
learning and multi-model image representation. Their approach
combines both textual and texture features from network
traffic, leveraging transfer learning to create embeddings from
network data and generating malware images for visual anal-
ysis. Using CNNs, they extracted texture features, and an
ensemble model combined these with textual features for final
classification. Tested on the CIC-AAGM2017 and CICMal-
Droid 2020 datasets, the system achieved 99% accuracy.

In 2023, Jo et al. [18] proposed a Vision Transformer
(ViT)-based Android malware detection method that combines
high accuracy with interpretability. Their approach converts
DEX files into RGB images and uses the ViT model’s attention
mechanism to detect malware while identifying malicious
behavior by highlighting influential areas within the image,
allowing extraction of class and method names and providing
insights into the malware’s underlying behavior. Tested on real-
world datasets, the model achieved an accuracy of 80.27% with
an interpretability score of 0.70.

In 2024, Aldini and Petrelli [19] proposed a method for
Android malware detection and classification by visualizing
app data as grayscale images. Their approach uses a static
analysis of files within APKs, such as ‘classes.dex‘ and
‘AndroidManifest.xml‘, converting these to grayscale images.
Multiple convolutional neural network (CNN) models were
applied to detect and classify malware, with CNN-LSTM and
CNN-SVM models showing high accuracy rates. The study
tested the method on datasets including Drebin and AndroZoo,
achieving accuracy rates around 99% for detection and 97%
for classification.

In 2024, Kiraz and Doğru [20] presented an image-based
approach for Android malware detection, focusing on visu-
alizing static features. They used the AndroPyTool to extract
permissions, intents, receivers, and services from Android apps
and converted these features into embedding vectors using
the BERT algorithm. The embeddings were then transformed
into images and classified with a CNN model. Tested on the
CICMalDroid 2020 dataset, their method achieved an accuracy
of 91%.

In 2024, Tang et al. [21] introduced an Android malware
detection approach that utilizes a unique mixed bytecode
image combined with an attention mechanism. Their method
processes Android executable files by converting bytecode into
grayscale and Markov images, then fusing these into a mixed
image for enhanced feature representation. This approach

www.ijacsa.thesai.org 1209 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 16, No. 1, 2025

integrates channel and spatial attention mechanisms within
a ResNet model, improving classification accuracy. Testing
on the Drebin and CICMalDroid 2020 datasets, their model
achieved an accuracy of 98.67%.

In 2024, Wang et al. [22] proposed an Android malware
detection method based on RGB images with multi-feature
fusion. Their approach extracts features from DEX files, An-
droidManifest.xml files, and API calls, converting each into
grayscale images enhanced through techniques like Canny
edge detection and histogram equalization. These images are
then merged into RGB images, with each channel representing
a different feature type. Tested on the CICMalDroid 2020
dataset with models like AlexNet, GoogleNet, and ResNet,
the method achieved an accuracy of 97.25%.

In 2024, Yapici [23] introduced an image-based approach
for Android malware detection, converting Dalvik bytecode
files into grayscale and RGB images for deep learning analysis.
Addressing issues of dataset duplication and class imbalance,
the study incorporates data cleaning and augmentation to
improve result accuracy. This method achieved an accuracy
of 98.7%.

III. BACKGROUND

A. Broader Security Innovations

As Android malware continues to evolve in complexity, ad-
vancements in security technologies offer critical complemen-
tary strategies to APK analysis. For instance, methods like reli-
able concurrent error detection have been developed to improve
computational reliability, particularly in systems relying on
elliptic curve cryptography, which is integral to secure commu-
nications [24]. Enhancements in elliptic curve techniques, such
as binary Edwards curves optimized for resource-constrained
environments, highlight significant progress in creating robust
cryptographic frameworks for embedded systems [25].

Efforts to reduce the computational cost of cryptographic
operations have also led to the design of low-cost S-box
solutions, which are essential for encryption processes such
as those employed in the Advanced Encryption Standard
(AES) [26]. Furthermore, the development of constant-time
cryptographic libraries for protocols like supersingular isogeny
Diffie-Hellman (CSIDH) underscores the emphasis on mitigat-
ing timing attacks, thereby ensuring secure operations in the
context of quantum-resistant cryptography [27].

In addition, the security of deeply embedded and cyber-
physical systems, often constrained by limited resources, re-
mains a focal point. Innovative approaches address challenges
such as maintaining data confidentiality and integrity in envi-
ronments requiring lightweight yet effective solutions [28].

These collective advancements contribute to fortifying the
security landscape, enhancing the resilience and reliability
of APK file analysis in identifying and mitigating Android
malware.

B. APK File Structure

Android Package (APK) files serve as the standard format
for distributing and installing applications on Android devices
[29]. Essentially, an APK is a compressed archive containing

various components that collectively define the app’s function-
ality, behavior, and resources. The structure of an APK file is
depicted in Fig. 1, and its key components include:

• Dalvik Bytecode (classes.dex): This file contains
the compiled code that runs on the Android Runtime
(ART) or Dalvik Virtual Machine (DVM). It defines
the application’s logic and behavior, including its
methods, classes, and API calls. Due to its critical
role in execution, the classes.dex file is often a
focal point in malware detection research.

• Manifest (AndroidManifest.xml): This XML
file provides essential metadata about the application,
such as its package name, permissions, components
(activities, services, etc.), and hardware/software re-
quirements. Malware often manipulates the manifest
file to gain unauthorized access or exploit vulnerabil-
ities.

• Resources (res/): This folder contains non-compiled
resources, such as layouts, images, and strings, that
are used to define the application’s user interface and
content.

• Compiled Resources (resources.arsc): This file
stores compiled resource data in binary form, opti-
mized for efficient runtime access by the application.

• Assets (assets/): A directory for additional files
that the application needs at runtime, such as config-
uration files, data files, or embedded libraries.

• Native Libraries (lib/): This folder contains native
code files (e.g. .so files) that are platform-specific,
often used to optimize performance or access device-
specific functionality.

• Signatures (META-INF/): This folder contains cryp-
tographic signatures and certificates used to verify
the integrity of the APK file. Modifications to the
APK often invalidate its signature, signaling potential
tampering.

Fig. 1. APK file structure.
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C. DEX File Structure

The Dalvik Executable (DEX) file is central to defining the
behavior and logic of Android applications [29], comprising
several essential sections that govern its execution flow. The
structure of this file is illustrated in Fig. 2 and includes:

• Header: Contains metadata such as the magic number,
checksum, file size, and offsets to other sections.

• String IDs: Holds identifiers for strings, including
class names, method names, and constant values.

• Type IDs: Defines data types referenced in the appli-
cation, including classes and primitives.

• Proto IDs: Specifies method prototypes, detailing re-
turn types and parameter lists.

• Field IDs: Provides definitions of fields within
classes, specifying their types and names.

• Method IDs: Enumerates methods, linking them to
their respective classes and prototypes.

• Class Defs: Describes each class, including its fields,
methods, and metadata.

• Data Section: Contains supplementary information
such as constants, initialization data, and debugging
details.

Fig. 2. DEX file structure.

D. CNN Models

In this study, six pre-trained convolutional neural network
(CNN) architectures were employed for Android malware
detection. Each model was chosen for its unique strengths and
suitability for image-based classification tasks. Additionally,
these models were fine-tuned for binary classification to dis-
tinguish between benign and malware samples:

• ResNet50 [30]: A residual network with 50 layers
and 25.6 million parameters, excelling in avoiding
vanishing gradient issues through its residual learning
approach.

• AlexNet [31]: A classic CNN with 8 layers and
60 million parameters, known for its simplicity and
speed, particularly effective on smaller datasets.

• DenseNet121 [32]: A densely connected network with
121 layers and 8 million parameters, designed to
maximize feature reuse and minimize redundancy.

• MobileNetV2 [33]: A lightweight CNN with 53 layers
and 3.4 million parameters, optimized for deployment
on mobile and embedded systems.

• EfficientNetB0 [34]: A scaled CNN with 16 layers and
5.3 million parameters, achieving an excellent balance
between high accuracy and computational efficiency.

• ShuffleNetV2 [35]: A channel-shuffling network with
50 layers and 2.3 million parameters, designed for
extreme speed and low computational overhead.

E. Weighted Voting Ensemble

The Weighted Voting Ensemble is a technique that com-
bines the predictions of multiple models by assigning each
a weight based on its performance [36]. For a given input,
the ensemble calculates the probability of classification as a
weighted sum of individual model outputs:

Pensemble(x) =

n∑
i=1

wi · Pi(x), (1)

where Pi(x) is the probability assigned by the i-th model for
input x, wi is its corresponding weight, and n is the total
number of models in the ensemble. A threshold is then applied
to determine the final classification. This approach leverages
the complementary strengths of individual models, enhancing
accuracy and reducing errors.

F. Bayesian Optimization

Bayesian Optimization is a probabilistic framework for
optimizing expensive-to-evaluate functions [37]. It employs a
surrogate model, typically a Gaussian Process (GP), to approx-
imate the objective function f(x), where f(x) in this study
represents the ensemble accuracy. The GP is characterized as:

f(x) ∼ GP(µ(x), k(x, x′)), (2)

where µ(x) is the mean function, and k(x, x′) is the kernel
function measuring similarity between points x and x′.

Using the Expected Improvement (EI) criterion, Bayesian
Optimization iteratively refines weights by balancing explo-
ration and exploitation:

EI(x) = E[max(f(x)− f(x∗), 0)], (3)

where f(x∗) is the best observed value of the objective
function. This method efficiently identifies the optimal weight
configuration to maximize ensemble accuracy.
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IV. METHODOLOGY

A. Proposed Architecture

This study presents a novel image-based framework for
Android malware detection, leveraging convolutional neural
networks (CNNs) and a weighted voting ensemble to enhance
detection accuracy.

The methodology is organized into three primary stages:
data preprocessing, model training, and ensemble prediction.

In the preprocessing stage, the DEX file is extracted from
Android APKs and transformed into grayscale images that
encapsulate structural patterns indicative of malware. During
model training, advanced CNN architectures are employed to
analyze these images, enabling deep feature extraction and
precise classification. Lastly, an optimized weighted voting en-
semble integrates predictions from multiple models to improve
overall performance and reliability.

The overall workflow of the proposed framework is illus-
trated in Fig. 3.

B. Data Preprocessing

In this study, the data preprocessing stage transforms
Android APK files into grayscale images, which serve as input
for the proposed deep learning framework. This transformation
captures the structural patterns embedded in the DEX files,
enabling robust malware detection. The preprocessing pipeline
consists of the following steps:

1) DEX File Extraction: The first step involves extracting
the classes.dex file from Android APKs. This file was
chosen as the primary feature for analysis due to its struc-
tural richness and resilience to obfuscation techniques. Unlike
other APK components, such as resource files or manifest
configurations, the bytecode in the DEX file retains identifiable
patterns that are critical for distinguishing between benign and
malicious applications.

The extraction process treats the APK as a compressed
archive, which is unzipped using Python’s zipfile module.
The classes.dex file is typically located in the root di-
rectory of the APK. To handle improperly named files, the
script automatically renames files lacking the correct .apk
extension, ensuring compatibility with the extraction process.
This automated pipeline consistently prepares the DEX file for
transformation into grayscale images.

2) Binary-to-Image Conversion: Once the DEX file is
extracted, its binary content is read and converted into an 8-
bit grayscale pixel matrix. Each byte in the binary sequence
is mapped to a pixel intensity (0–255). This mapping ensures
that the structural patterns in the bytecode are preserved in the
resulting image.

The file size determines the width of the image, using a
method adapted from Nataraj et al. [9]. The height is calculated
dynamically to fit all pixels into a 2D matrix, using the
formula:

Height =
Total Number of Bytes

Image Width
.

Table I outlines the mapping of file size ranges to image
widths. This scaling ensures consistency while maintaining the
integrity of structural characteristics.

TABLE I. IMAGE WIDTH CALCULATION BASED ON FILE SIZE

File Size Range Image Width

<10 kB 32

10 kB – 30 kB 64

30 kB – 60 kB 128

60 kB – 100 kB 256

100 kB – 200 kB 384

200 kB – 500 kB 512

500 kB – 1000 kB 768

>1000 kB 1024

By retaining the sequence of bytecode as pixel intensities,
this method preserves the unique structural characteristics of
the application, such as opcode patterns and control flow rep-
resentations. These features are critical to distinguish malware
from benign applications.

C. Model Training

This study initially experimented with various pre-
trained CNN architectures to identify the models most ef-
fective for classifying benign and malicious Android ap-
plications. Following extensive evaluations, six CNN mod-
els—ResNet50, AlexNet, DenseNet121, MobileNetV2, Effi-
cientNetB0, and ShuffleNetV2—were selected for their com-
plementary strengths in feature extraction and classification.
These models demonstrated high performance in terms of
accuracy, precision, recall, and F1-scores during preliminary
testing. Each model was initialized with pre-trained weights
from ImageNet and trained using a consistent pipeline to
ensure fairness and comparability.

1) Image Preparation: The grayscale images generated
from the classes.dex files were resized to a fixed input
dimension of 224 × 224 pixels. They were normalized us-
ing the ImageNet dataset’s mean ([0.485, 0.456, 0.406]) and
standard deviation ([0.229, 0.224, 0.225]). Data augmentation
techniques, including resizing and normalization, were applied
to enhance model generalization.

2) Classifier Adaptation: Each model’s classifier was cus-
tomized for binary classification by replacing the original fully
connected layers with the following configuration:

• A dropout layer (p = 0.4) to mitigate overfitting.

• A dense layer with 256 units and ReLU activation.

• A second dropout layer (p = 0.4).

• A final dense layer with one output node and a
sigmoid activation function.

3) Training Process: The models were trained using the
AdamW optimizer with a learning rate of 0.0001 and a weight
decay of 1×10−5. The binary cross-entropy loss function was
employed for optimization. Training was conducted over 20
epochs with a batch size of 32. An early stopping mechanism,
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Fig. 3. The proposed architecture for android malware detection.

with a patience of 5 epochs, was implemented to prevent
overfitting while ensuring optimal model performance.

D. Ensemble Prediction

To enhance the overall performance and robustness of
the classification, an ensemble prediction strategy was em-
ployed. The ensemble combines the outputs of six pre-trained
convolutional neural network (CNN) models: ResNet50,
AlexNet, DenseNet121, MobileNetV2, EfficientNetB0, and
ShuffleNetV2. By leveraging the strengths of each model, the
ensemble aims to improve classification accuracy and reduce
errors in detecting Android malware.

The ensemble prediction uses a weighted voting mecha-
nism, where the outputs from each model are aggregated based
on their performance during validation. For each input image,
the probability of classification is calculated as a weighted sum
of the individual model predictions. Weights were constrained
to [0, 1], normalized to sum to 1, and refined over 300
iterations using the Expected Improvement (EI) criterion.

Bayesian Optimization was employed to determine the
optimal weights for the ensemble, as detailed in Algorithm 1.
This probabilistic technique was chosen for its ability to effi-
ciently explore high-dimensional parameter spaces while bal-
ancing exploration with exploitation. Unlike manual selection
or traditional methods such as grid or random search, Bayesian
Optimization leverages information from prior iterations to
refine the weight configurations, resulting in faster convergence
and more effective optimization.

Algorithm 1 Bayesian Optimization for Ensemble Weights

Require: Validation dataset D, pre-trained models:
{ResNet50, AlexNet, DenseNet121, MobileNetV2,
EfficientNetB0, ShuffleNetV2},
number of iterations N = 300, batch size = 32.

Ensure: Optimal weights {w1, w2, . . . , w6} for the ensemble.
1: Initialize bounds [0, 1] for each wi and randomly generate

initial weights.
2: for i = 1 to N do
3: Generate candidate weights {w1, w2, . . . , w6}.
4: Normalize weights such that

∑6
i=1 wi = 1.

5: Compute ensemble prediction for each image x:

Pensemble(x) =

6∑
i=1

wi · Pi(x)

6: Evaluate ensemble accuracy on D.
7: Refine weights using the Expected Improvement (EI)

criterion:
8: a. Explore unvisited regions of the weight space.
9: b. Exploit regions with promising results.

10: Update surrogate model with new results.
11: end for
12: return Optimal weights {w1, w2, . . . , w6} achieving the

highest ensemble accuracy.
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V. EVALUATION AND RESULT

A. Dataset

In this study, the CICMalDroid 2020 dataset [38] was
utilized, a benchmark dataset designed to support research and
development in Android malware detection. The dataset was
created by the Canadian Institute for Cybersecurity (CIC) and
contains a total of 17,341 APK files. It categorizes APKs into
five classes: Adware, Banking, SMS, Riskware, and Benign.
Each class represents a specific type of Android application
behavior, with malware types grouped based on their malicious
intent, and benign applications serving as the control group.

1) Dataset Preparation: During the preprocessing stage,
415 APK files were excluded due to various issues, including:

• Missing or inaccessible classes.dex files.

• Permission restrictions preventing file access.

• Corrupted or non-standard file formats.

• Invalid or unusual filenames.

• Integrity check failures, such as bad CRC-32.

These issues prevented consistent processing of a subset
of the dataset. As a result, only valid and complete files were
included to maintain data quality and ensure reliable model
training.

2) Data Splitting: Initially, the dataset was split into train-
ing (80%) and validation (20%) subsets for each class, ensuring
balanced representation in both subsets. Following this, all
malware classes were concatenated into a single class named
Malware for binary classification, while the Benign class
remained unchanged. This process resulted in the following
data distribution:

• Benign: 3,216 samples for training and 805 for vali-
dation.

• Malware: 10,001 samples for training and 2,502 for
validation.

B. Experimental Setup and Performance Metrics

The experiments were conducted on a Windows operating
system using Python as the programming language. The mod-
els were implemented with the PyTorch 2.4.1 deep learning
framework, and the training process was accelerated using
CUDA 11.8 on an NVIDIA RTX 2060 GPU.

To evaluate the performance of the proposed models, a
variety of metrics were employed to ensure a comprehensive
understanding of their classification capabilities. Each metric
serves a distinct purpose, offering insights into specific aspects
of the models’ performance and their ability to distinguish
between benign and malware samples. The definitions of the
metrics used are as follows:

• Accuracy (AC): Represents the overall proportion of
correctly classified samples:

AC =
TP + TN

TP + TN + FP + FN
(4)

where TP is true positives, TN is true negatives, FP
is false positives, and FN is false negatives.

• Precision (P): Measures the proportion of true positive
predictions out of all positive predictions:

P =
TP

TP + FP
(5)

This metric highlights the model’s ability to minimize
false positives.

• Recall (R): Evaluates the proportion of true positive
predictions among all actual positive samples:

R =
TP

TP + FN
(6)

Recall is critical in malware detection to ensure that
malicious applications are not overlooked.

• F1-Score (F): The harmonic mean of precision and
recall, providing a balance between the two:

F =
2 · P ·R
P +R

(7)

The defined metrics were utilized to evaluate the classi-
fication performance of six individual CNN models and the
proposed ensemble learning approach. Table II provides a
comparative summary of the results, presenting the accuracy,
precision, recall, and F1-score for each model. This analysis
highlights the unique strengths and weaknesses of each model
while demonstrating the superior performance of the ensemble
approach.

TABLE II. PERFORMANCE METRICS FOR ALL MODELS

Model
Accuracy

(%)
Precision

(%)
Recall
(%)

F1 Score
(%)

ResNet50 98.54 98.76 99.32 99.04

AlexNet 98.51 99.11 98.92 99.01

DenseNet121 98.42 99.59 98.32 98.95

MobileNetV2 98.45 99.35 98.60 98.97

EfficientNetB0 98.52 99.04 99.00 99.02

ShuffleNetV2 98.39 98.64 99.24 98.94

Ensemble
Learning

99.30 99.59 99.48 99.54

The superior performance of the ensemble was achieved
through the optimal weights determined by Bayesian Opti-
mization. These weights were carefully assigned to balance
the contributions of each model, reflecting their relative im-
portance in the ensemble’s predictions. Table III presents
the final weights for each model, highlighting the significant
contributions of MobileNetV2 and EfficientNetB0, which had
the highest weights, underscoring their strong performance in
feature extraction and classification.

For further insights into the models’ classification perfor-
mance, the Receiver Operating Characteristic (ROC) curves,
presented in Fig. 4, offer a detailed evaluation of the individual
models and the ensemble learning approach. All models exhibit
excellent discriminatory capabilities, with Area Under the
Curve (AUC) values exceeding 0.997. The ensemble learning
approach outperformed all individual models, achieving the
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TABLE III. OPTIMAL WEIGHTS FOR ENSEMBLE MODELS

Model Optimal Weight

AlexNet 0.037

DenseNet121 0.172

EfficientNetB0 0.225

MobileNetV2 0.288

ResNet50 0.124

ShuffleNetV2 0.154

highest AUC of 0.9993. This superior performance highlights
the ensemble’s ability to effectively combine the strengths of
individual models, resulting in enhanced classification accu-
racy.

Fig. 4. ROC curves for CNN models and ensemble learning.

To provide a more detailed evaluation of the ensemble’s
predictions, the confusion matrix in Fig. 5 illustrates its
classification outcomes for benign and malware samples. The
model successfully classified 795 benign and 2,489 malware
samples, with only 10 false positives and 13 false negatives.
These results demonstrate the ensemble’s high precision and
recall, ensuring robust malware detection with minimal errors.

The proposed ensemble learning approach demonstrated
significant improvements in Android malware detection accu-
racy compared to prior methods. Table IV provides a com-
parative analysis of existing approaches, highlighting datasets,
models, and achieved accuracies. The proposed method outper-
formed techniques such as CNN-LSTM, CNN-SVM [20], and
single-model approaches such as ResNet [19] and EfficientNet
[16], it also surpassed studies employing multi-feature fusion
strategies [22].

C. Ablation Study: Incremental Model Analysis

An ablation study was conducted to determine the optimal
configuration of the ensemble by incrementally adding models
and evaluating their impact on performance metrics. Starting
with a baseline ensemble of ResNet50, AlexNet, and Efficient-
NetB0, additional models—MobileNetV2, DenseNet121, and

Fig. 5. Confusion matrix for the ensemble learning approach.

TABLE IV. COMPARATIVE ANALYSIS OF ANDROID MALWARE
DETECTION METHODS

Ref Dataset Model Acc (%)

[11]
AMD (6,134 malware),

Google Play (4,406 benign)
CNN 93

[12] Drebin CNN 95.1

[13]

400,000 apps

(200,000 malware,

200,000 benign)

CNN 93.36

[14]

CICAndMal2017,

CICInvesAndMal2019,

CICMalDroid 2020

TCN 95.44

[15] Custom Dataset
DeepVisDroid

(1D-CNN)
98

[16]
Malimg,

Drebin
EfficientNetB4 93.65

[17]
CIC-AAGM2017,

CICMalDroid 2020

Hybrid

(Textual+Image)
99

[18] Real-world datasets ViT 80.27

[19]
Drebin,

CICMalDroid 2020
ResNet 98.67

[20]
Drebin,

AndroZoo

CNN-LSTM,

CNN-SVM

99 detec-

tion,

97 classi-

fication

[21] CICMalDroid 2020 CNN 91

[22] CICMalDroid 2020

AlexNet,

GoogleNet,

ResNet

97.25

[23]
Custom Dataset

(Dalvik Bytecode)

Grayscale+RGB

Deep Learning
98.7

Our
Method

CICMalDroid 2020
Ensemble

CNN Models
99.3

ShuffleNetV2—were iteratively incorporated based on their
individual metrics, such as precision, recall, and F1-score.

Each addition was rigorously evaluated for its contribution
to accuracy and robustness, with weights re-optimized using
Bayesian Optimization to ensure balanced contributions. The
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study demonstrated a consistent progression in performance:
accuracy improved from 99.09% with three models to 99.30%
with six models, achieving the best performance across all
metrics in the final configuration.

The results highlight the incremental benefits of integrat-
ing diverse architectures into the ensemble, validating the
soundness of the methodology. Fig. 6 illustrates the steady
improvements, emphasizing the rationale and effectiveness of
this approach.

Fig. 6. Comparison of accuracy across ensemble learning configurations.

VI. DISCUSSION AND CHALLENGES

The proposed ensemble approach achieved remarkable
results, surpassing prior methodologies in Android malware
detection with an accuracy of 99.3%, addressing challenges
posed by evolving malware obfuscation techniques, partic-
ularly through the use of grayscale images derived from
DEX files, which preserve critical bytecode patterns. The
methodology not only outperformed single-model approaches,
such as CNNs in [12] (95.1%) and TCN [14] (95.44%), but
also exceeded advanced methods like CNN-LSTM [20] and
multi-feature strategies [22], which achieved accuracies of 97%
and 97.25%, respectively. This demonstrates the ensemble’s
capacity to generalize across diverse malware families while
maintaining classification robustness.

However, several challenges were encountered during the
study. One notable issue was overfitting, mitigated effectively
by employing early stopping to ensure generalization without
compromising performance. Another challenge was the lack
of recent Android malware datasets. The rapid evolution of
malware introduces the risk that outdated datasets may fail
to capture current threats, limiting the generalizability of
detection systems.

Furthermore, deploying a six-model ensemble in real-time
environments poses practical difficulties due to the increased
computational resources and latency required to run multiple
models simultaneously. Addressing this limitation will be

crucial for translating the proposed approach into real-world
applications.

Despite these challenges, the study demonstrates the po-
tential of ensemble learning in advancing the state of Android
malware detection. By combining multiple CNN architectures
and optimizing their contributions, this methodology provides
a robust framework that paves the way for future research on
integrating multi-feature analysis and scaling to larger datasets.

VII. CONCLUSION

This study introduced a novel ensemble learning frame-
work for Android malware detection, utilizing grayscale im-
ages derived from DEX files and six pre-trained CNN mod-
els. Achieving an impressive accuracy of 99.3%, the pro-
posed method surpassed existing approaches in the field. By
leveraging a weighted voting mechanism, optimized through
Bayesian Optimization, the ensemble demonstrated superior
performance across key metrics, achieving precision, recall,
and F1-scores of 99.59%, 99.48%, and 99.54%, respectively.
This robust approach effectively minimized classification er-
rors while ensuring reliable malware detection.

The findings underscore the benefits of combining multiple
CNN architectures to harness their complementary strengths in
feature extraction and classification. Additionally, the frame-
work demonstrated resilience against obfuscation techniques
frequently used by malware developers, enhancing its practi-
cality for real-world applications.

Future research will focus on expanding this methodology
to encompass larger, more diverse datasets and integrating
multi-feature approaches with advanced analysis techniques.
These efforts aim to further improve detection accuracy and
adaptability, addressing the ever-evolving landscape of An-
droid malware threats.
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Abstract—Indonesia is among the world’s most prolific coun-
tries in terms of internet and social media usage. Social media
serves as a primary platform for disseminating and accessing
all types of information, including health-related data. However,
much of the content generated on these platforms is unverified
and often falls into the category of misinformation, which poses
risks to public health. It is essential to ensure the credibility
of the information available to social media users, thereby
helping them make informed decisions and reducing the risks
associated with health misinformation. Previous research on
health misinformation detection has predominantly focused on
English-language data or has been limited to specific health
crises, such as COVID-19. Consequently, there is a need for a
more comprehensive approach which not only focus on single
issue or domain. This study proposes the development of a new
corpus that encompasses various health topics from Indonesian
social media. Each piece of content within this corpus will
be manually annotated by expert to label a social media post
as either misinformation or fact. Additionally, this research
involves experimenting with machine learning models, including
traditional and deep learning models. Our finding shows that the
new cross-domain dataset is able to achieve better performance
compared to those trained on the COVID dataset, highlighting
the importance of diverse and representative training data for
building robust health misinformation detection system.

Keywords—Health misinformation; machine learning; social
media

I. INTRODUCTION

The proliferation of internet users in Indonesia has been
steadily increasing. A 2023 survey by the Indonesian Internet
Service Provider Association reported that internet penetration
had reached 78%, marking a significant rise compared to
the previous year1. The COVID-19 pandemic in early 2020
played a pivotal role in accelerating the adoption of internet-
based applications for daily activities. With the shift to remote
work, online education, e-commerce, and telemedicine, the
internet became indispensable for modern life. Among these
changes, access to health information via digital platforms has
expanded significantly. Social media platforms, in particular,
have enabled the rapid dissemination of health-related content
through user-generated content (UGC), encompassing text, im-
ages, videos, and comments on a wide range of topics. Features
such as likes, shares, and comments amplify the spread of
information, which spans various subtopics, including general

1https://m.bisnis.com/amp/read/20230308/101/1635219/
survei-apjii-pengguna-internet-di-indonesia-tembus-215-juta-orang.

health, vaccines, diseases like Ebola and cancer, and public
health crises such as the COVID-19 pandemic [1], [2].

However, the exponential growth of information on social
media presents a dual challenge: while access to health-related
content is democratized, it becomes increasingly difficult for
users to assess the credibility and quality of this information.
Studies have identified social media platforms like Facebook,
Twitter, and Instagram as primary vectors for the spread of
health misinformation, which often propagates faster than ac-
curate information [3]. Health misinformation has been linked
to severe consequences, particularly during the COVID-19
pandemic, where widespread falsehoods created confusion, re-
duced vaccine uptake, and undermined herd immunity efforts.
The World Health Organization (WHO) reported that misinfor-
mation during the pandemic led to over 6,000 hospitalizations
and 800 deaths globally [4]. Such incidents underscore the
real-world consequences of misinformation, which can escalate
from individual confusion to public health crises.

Misinformation surrounding vaccines exemplifies the long-
standing impact of health-related falsehoods. For instance, be-
tween September 2018 and July 2019, 85% of the 649 reported
measles cases in the U.S. involved unvaccinated individuals
[5]. Furthermore, recent surveys indicate that misinformation
about chronic diseases, such as diabetes and cancer, is among
the most concerning categories of health-related content on so-
cial media. The persistent spread of misinformation highlights
the critical need to address this issue comprehensively. Left
unchecked, such falsehoods can lead to misinformed decisions,
delays in seeking proper medical care, and ultimately, adverse
health outcomes for individuals and communities.

The urgency of tackling health misinformation has
prompted researchers to explore automated solutions for mis-
information detection. Automated systems can enable users to
instantly assess the credibility of content accessed on social
media, empowering them to make informed health decisions
and reducing the risks associated with misinformation. While
significant progress has been made in health misinformation
detection research, much of the existing work has concentrated
on English-language data [6]. This focus leaves a critical gap
in addressing misinformation in non-English contexts, such
as Bahasa Indonesia, a language spoken by over 270 million
people.

In Indonesia, 76% of users perceive social media as a
trustworthy source of information [7]. Moreover, according to
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data from the Indonesian Telecommunications Society, approx-
imately 40% of the hoax news articles circulating in Indonesia
in 2019 were related to health [8], making the detection of
misinformation even more pressing. Recent efforts have begun
creating datasets and machine learning models for detecting
misinformation in Bahasa Indonesia. However, these efforts
have primarily focused on domain-specific topics, such as
COVID-19, limiting their applicability to other health-related
misinformation. Moreover, existing studies often neglect the
diverse and evolving nature of misinformation across different
health domains, which can include varied topics like traditional
medicine, vaccines, mental health, and non-communicable
diseases.

To address the gaps identified in previous studies, this
research seeks to answer the following key research questions:

1) How can a cross-domain dataset for health misinfor-
mation detection in Bahasa Indonesia be effectively
constructed to address diverse health topics?

2) Can machine learning models trained on the proposed
cross-domain dataset generalize effectively across
various health domains, reducing dependence on any
single domain?

3) How does the performance of the proposed cross-
domain dataset compare to existing domain-specific
datasets in terms of robustness and quality?

Based on the proposed research questions, this study makes
the following contributions to the field of health misinforma-
tion detection:

1) Dataset development: Creation of a cross-domain
dataset for health misinformation detection in Bahasa Indone-
sia, encompassing diverse health topics to enable broader
generalization.

2) Model evaluation: Preliminary experiments using mul-
tiple machine learning approaches to evaluate the effectiveness
of the constructed dataset.

3) Benchmarking: Comprehensive comparison of the pro-
posed dataset against existing domain-specific datasets to
demonstrate its robustness and quality.

This paper is structured as follows: Section II reviews
related work on health misinformation detection, highlighting
gaps in existing research. Section III details the methodology
for constructing the dataset and designing preliminary exper-
iments. Section IV presents and discusses the experimental
results, while Section V concludes the study and outlines
directions for future work.

II. RELATED WORKS

Health misinformation detection has been extensively stud-
ied, primarily focusing on English. These studies leverage
various approaches, such as linguistic and behavioral features,
to identify and combat misinformation. For instance, Zhao et
al. (2021) proposed a model combining central and peripheral
features based on the Elaboration Likelihood Model (ELM),
significantly improving detection accuracy by integrating user
interaction patterns [6]. Similarly, Zhong et al. (2023) analyzed
temporal and sentiment patterns in misinformation dissem-
ination on Twitter [9], revealing that misinformation tends

to persist longer and garner more engagement than credible
information.

Despite these advancements, research on health misinfor-
mation detection in non-English contexts, particularly Bahasa
Indonesia, remains limited. Faisal and Mahendra (2022) ad-
dressed this gap by developing a COVID-19-specific misinfor-
mation dataset and proposing a two-stage classifier leveraging
IndoBERT for Indonesian tweets. Their approach demon-
strated the efficacy of pre-trained language models but was
constrained by its focus on the COVID-19 domain [7]. In
fact, several studies on health misinformation focused on the
topic of covid-19 [10], [11]. Another effort by Prasetyo et
al. (2018) explored classification techniques for health-related
hoax news in Bahasa Indonesia using the Modified K-Nearest
Neighbor (MKNN) method. Their results showed an accuracy
of 75%, with performance influenced by challenges such as
unstructured text and diverse linguistic styles in Indonesian
health news [12].

In the broader context of misinformation detection in
Indonesia, Rohman et al. (2021) conducted a systematic lit-
erature review analyzing methods for fake news classification
in Bahasa Indonesia. Their findings identified 19 commonly
used algorithms, with Naı̈ve Bayes [13] and Term Frequency-
Inverse Document Frequency (TF-IDF) [14] being the most ex-
ploited approach. They highlighted the dominance of datasets
sourced from platforms like turnbackhoax.id and Twitter and
emphasized the need for exploring a wider range of methods
beyond these mainstream approaches [15]. Additionally, a
recent study by Arini et al. (2024) examined the sociocultural
factors, such as varying levels of trust in information sources,
that influence the spread and detection of misinformation
during the pandemic [16].

The concept of cross-domain classification has emerged as
a promising avenue for addressing the limitations of domain-
specific models. Kansal et al. (2020) reviewed cross-domain
sentiment analysis methods, emphasizing their potential to
reduce reliance on single-domain datasets through domain
adaptation and transfer learning [17]. These findings suggest
that cross-domain approaches could enhance the generalizabil-
ity of misinformation detection models across diverse health
topics. Based on these insights, this research aims to address
the gaps in existing studies by proposing a cross-domain
dataset for health misinformation detection in Bahasa Indone-
sia. By leveraging state-of-the-art machine learning techniques
and integrating cross-domain classification methods, this study
seeks to overcome the challenges posed by linguistic and
contextual diversity in Indonesian health misinformation.

III. RESEARCH METHODOLOGY

In this research, we develop a dataset for cross-domain
health misinformation detection in Indonesian tweet. More-
over, we perform a preliminary study by exploring commonly
used machine learning approach.

A. Data Collection and Annotation

The primary goal of this phase is to construct a cross-
domain corpus capturing health misinformation phenomena in
Indonesian social media. The dataset construction process is
illustrated in Fig. 1.
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Fig. 1. Corpus building process.

1) Data collection: Data was collected from various health-
related topics by utilizing weekly hoax news content published
on the official website of the Ministry of Communication and
Information Technology (KOMINFO) of Indonesia (Kominfo,
2023). A total of 27 hoax news articles covering topics such
as COVID-19, HIV, polio, and other health concerns were
analyzed. Table I summarizes the articles and the number of
tweets crawled for each.

2) Keyword extraction: For each article, primary keywords
were extracted and combined into search queries for crawling
tweets. For example, for the article titled “[HOAKS] Buah
Pala dan Gula Batu Mampu Mengatasi Jantung Berdebar”
[18], keywords such as Pala, Gula Batu, and Jantung Berdebar
were extracted and combined into search phrases like Pala
AND Jantung Berdebar and Gula Batu AND Jantung Berdebar.
These phrases were used in the crawling process, focusing on
data from Twitter (now known as X).

3) Manual annotation: After collection, the tweets were
manually annotated by two annotators based on predefined
criteria. The annotation process involved verifying that the
content was written in Indonesian, relevant to health in-
formation, and determining whether the content constituted
misinformation or truth. The labels assigned were:

a) Misinformation: Content identified as false based on
the KOMINFO news article.

b) True: Content verified as accurate.

To ensure the reliability of the annotations, inter-annotator
agreement was measured using Cohen’s Kappa. In cases of
disagreement, a third annotator resolved conflicts. This process
ensures high-quality annotations for downstream tasks.

B. Model Development

To assess the quality and applicability of the newly con-
structed dataset, a preliminary study was conducted on the task
of health misinformation detection. This involved training and
evaluating various machine learning models.

1) Traditional models: The following models were imple-
mented using scikit-learn with Bag-of-Words as the feature
representation:

• Naive Bayes

TABLE I. SUMMARY OF HOAX NEWS ARTICLES AND CRAWLING
RESULTS

News Title Topic Numb.
of
Tweet

[HOAKS] Covid-19 bukan Virus, Sumber: Kementerian
Kesehatan RI

covid 29

[HOAKS] Covid-19 adalah Senjata Biologis dari Cina covid 716
[HOAKS] Vaksin Covid-19 Adalah Antena 5G dan Penye-
bab Kanker

covid 220

[HOAKS] Vaksin Covid-19 Sinovac Sebabkan Mpox covid 29
[HOAKS] Obat Corona Bernama Pil-Kada covid 64
[HOAKS] Tinta Tak Kasat Mata Dimasukkan ke Vaksin covid 12
Vaksin Berbasis mRna Picu Kanker? Itu Disinformasi covid 66
[HOAKS] Mengkudu Menyembuhkan Darah Tinggi Secara
Total

high
blood
preasure

72

[HOAKS] Akar Kelapa dan Kuning Telur Dapat
Meningkatkan Fertilitas

Fertility 39

[HOAKS] Video Tata Cara Pertolongan Pertama Penanganan
Flu Burung

avian flu 23

[HOAKS] Terapi Minuman Rempah Bisa Menggantikan
Cuci Darah pada Gagal Ginjal

kidney
failure

7

[HOAKS] GERD Picu Kematian Mendadak GERD 110
[HOAKS] Penularan HIV dan AIDS di Kolam Renang HIV 294
[HOAKS] HIV Dapat Ditularkan oleh Gigitan Nyamuk HIV 564
[HOAKS] Buah Pala dan Gula Batu Mampu Mengatasi
Jantung Berdebar

Heart 10

[HOAKS] Parfum, Pengharum Ruangan, dan Wangi Dry
Clean Sebagai Penyebab Kanker

Cancer 347

[HOAKS] Pisang Dempet Sebabkan Anak Lahir dengan
Kembar Siam

cojoined
twins

312

[HOAKS] Cara Mengecek Kadar Kolesterol melalui Warna
Kuku

Cholestrol 34

[HOAKS] Tanaman Pacing Dapat Sembuhkan Mata Minus near-
sightedness

3

[HOAKS] Peringatan IDI Terkait Adanya Wabah Pengerasan
Otak, Sumsum Tulang, dan Diabetes

brain,
bone
marrow,
diabetes

381

[HOAKS] Dokumen Rahasia BPOM Sebut Vaksin Polio
Tidak Aman

Polio 46

[HOAKS] Indonesia Sudah Lama Tidak Ada Wabah Polio Polio 53
[HOAKS] KLB Polio Disebabkan Vaksin Polio Tipe-2 Polio 29
[HOAKS] Getah Bunga Mahkota Duri Sembuhkan Sakit
Gigi Secara Instan

toothache 3

[HOAKS] Mengobati Sesak Nafas dengan Pijat Tangan dyspnea 90
[HOAKS] Video Tata Cara Pertolongan Pertama Penanganan
Stroke

stroke 70

Total 3623

• Support Vector Machines (SVM)

• Logistic Regression
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• Decision Tree

• Random Forest

2) Deep learning models: Advanced deep learning models
were also explored, including:

• Bi-LSTM (Bidirectional Long Short-Term Memory)

• BERT

• IndoBERT [19], a transformer-based language model
specifically designed for Indonesian.

We use Optuna for automated hyperparameter optimization
[20] for traditional models and Bi-LSTM. For the transformer-
based model, we use the default configuration of the models
in HuggingFace with learning rate of 1e-5.

3) Evaluation: Models were evaluated on two datasets:

• The newly constructed cross-domain corpus.

• A COVID-specific dataset from previous research [7].

The evaluation metrics included:

• Accuracy: Proportion of correctly classified instances.

• Macro Precision: Average precision across all classes.

• Macro Recall: Average recall across all classes.

• Macro F1-Score: Harmonic mean of precision and
recall.

These metrics provide a comprehensive assessment of
model performance, particularly in imbalanced datasets.

The results will be compared with classifications using
a corpus from previous research (COVID Data) [7] as the
training data. This comparison aims to assess the stability and
reliability of the newly constructed corpus. The evaluation will
be conducted using standard performance metrics, including
accuracy, macro-precision, macro-recall, and macro F1-score.

IV. RESULT AND DISCUSSION

In this section, we will discussed the dataset developed
from the data collection and annotation process as explained
in Section III-A and the preliminary experimental result as
explained in Section III-B

A. Dataset Results

TABLE II. DATASET LABEL DISTRIBUTION

Label No.of Tweet Percentage
Misinformation 1590 44

True Information 762 21
Not Sure 82 2
deleted 1189 33
Total 3623 100

The tweet crawled in the data collection process yielded a
total of 3,623 tweets. The distribution of tweets for each topic
is presented in Table III. From the table it is evident that the
topic with the highest number of tweet is COVID followed by
HIV, Cancer and Cojoined Twins. The prominance of COVID

data is likely because there are much more news article related
to COVID. Moreover, COVID is a phenomenon with global
impact and widespread discussion. The topic of cojoined twins
also tweeted by many people because the content is related to
myths that are common in Indonesian society. In contrast, other
topics has limited number of tweets likely because the content
is not widely known and discussed.

From the collected data, 1189 tweets were deleted. These
tweets were excluded because they are not written in Indone-
sian, unrelated to health topic or duplicate. The remaining
tweets were annotated into two labels: MISINFORMATION
and True, as shown in Table II. Among these, 1,590 tweets
(44%) were labeled as misinformation, representing the largest
portion of the dataset. The True Information label includes
762 tweets (21%) that were verified as accurate and reliable.
A small subset of the data, 82 tweets (2%), was labeled as
Not Sure, indicating cases where annotators found it difficult
to determine whether the tweet is misinformation or true
information. We reach an inter-annotator agreement with a
Cohen’s Kappa value of 0.91, which indicates almost perfect
agreement.

B. Preliminary Results

In the preliminary experiment, we utilized the dataset that
labeled as misinformation or True, in total of 2,352 data. In the
experiment, 80% of the data was allocated for training, while
the remaining 20% was used for data testing. The distribution
of the data training and data testing is shown in Table III.

TABLE III. DISTRIBUTION OF TRAINING AND TESTING DATA ON EACH
TOPIC

Topic Testing Training Total
Covid 336 655 991
High Blood Pressure 0 24 24
Fertility 0 18 18
Avian Flu 0 17 17
Kidney Failure 0 7 7
GERD 0 67 67
HIV 134 511 645
Heart Problem 0 7 7
Cancer 0 167 167
Cojoined Twins 0 165 165
Cholestrol 0 17 17
Near-sightedness 0 3 3
Brain, bone marrow, diabetes 0 30 30
Polio 0 91 91
Toothache 0 3 3
Dyspnea 0 46 46
Stroke 0 54 54
Total 470 1882 2352

The outcomes of our experiments are presented in Ta-
ble IV. We employed traditional machine learning approaches,
including Naive Bayes, SVM, Logistic Regression, Decision
Tree, and Random Forest as well as deep learning approaches,
including Bi-LSTM, BERT, and Indo-BERT. We conducted
two experiments for each model, utilizing the COVID-specific
dataset and the cross-domain dataset as the training data. The
performance of the trained models was evaluated using test
data derived from the cross-domain dataset.

The results clearly demonstrate that models trained on the
cross-domain dataset consistently outperformed those trained
on the COVID-specific dataset. This trend was observed across

www.ijacsa.thesai.org 1221 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 16, No. 1, 2025

TABLE IV. RESULTS OF MISINFORMATION DETECTION EXPERIMENT USING COVID DATASET AND CROSS-DOMAIN DATASET

Covid Dataset Cross-Domain Dataset
Model macro-P macro-R macro-F Acc macro-P macro-R macro-F Acc
Naive Bayes 0.601 0.581 0.583 0.668 0.734 0.735 0.735 0.768
SVM 0.623 0.580 0.583 0.668 0.844 0.800 0.816 0.849
Logistic Regression 0.591 0.557 0.550 0.670 0.833 0.807 0.818 0.847
Decision Tree 0.546 0.542 0.542 0.617 0.818 0.806 0.811 0.838
Random Forest 0.589 0.592 0.590 0.636 0.885 0.762 0.791 0.842
Bi-LSTM 0.599 0.611 0.598 0.623 0.828 0.773 0.792 0.832
BERT 0.595 0.597 0.596 0.643 0.766 0.776 0.770 0.796
IndoBERT 0.597 0.599 0.598 0.647 0.844 0.856 0.849 0.866

Fig. 2. Performance trends across models.

all models, both traditional and deep learning techniques.
Notably, the use of cross-domain data appears to enhance the
ability of the models to generalize across diverse contexts and
topics, leading to improved predictive accuracy and robust-
ness. The observed improvements in performance suggest that
incorporating data from a variety of domains can mitigate the
limitations of topic-specific datasets, which may lack diversity.

The results, as visualized in the Fig. 2, demonstrate sig-
nificant differences in model performance when trained on the
COVID dataset and the Cross-Domain dataset. Models trained
on the Cross-Domain dataset consistently outperform those
trained on the COVID dataset in both accuracy and macro-F
scores. This highlights the superior generalization capability of
the Cross-Domain dataset, which encompasses a broader range
of health misinformation topics. Among the evaluated models,
IndoBERT achieved the highest performance, with an accuracy
of 0.866 and a macro-F score of 0.849 when trained on
the Cross-Domain dataset. This underscores the effectiveness
of transformer-based language models in handling complex
linguistic features and diverse misinformation scenarios.

Simpler models such as Naive Bayes and Decision Tree
also benefit from the Cross-Domain dataset, showing improved

metrics compared to training on the COVID dataset. However,
their performance is limited relative to more advanced models,
reflecting their inability to capture nuanced patterns in the data.
Models like SVM and Logistic Regression exhibit significant
improvements with the Cross-Domain dataset, suggesting their
adaptability to diverse training data while remaining computa-
tionally efficient. Meanwhile, deep learning models such as Bi-
LSTM show stable improvements, but they are outperformed
by transformer-based models like BERT and IndoBERT, indi-
cating the latter’s superior contextual understanding.

The comparison between datasets underscores the impor-
tance of dataset diversity in training robust misinformation
detection models. The Cross-Domain dataset enables models
to generalize across various health misinformation topics, in
contrast to the COVID dataset, which limits models to a single
domain. These results demonstrate the Cross-Domain dataset’s
ability to enhance training effectiveness, making it a valuable
resource for developing generalizable health misinformation
detection systems.

The heatmap shown in Fig. 3 offers a detailed view of
the interplay between models, datasets, and evaluation met-
rics, providing unique insights beyond the trends observed
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Fig. 3. Performance heatmap for models across datasets.

in the line charts. One key observation is the variability
across metrics, where certain models demonstrate significant
strengths in specific areas. For instance, IndoBERT exhibits
a substantial improvement in macro-recall when trained on
the Cross-Domain dataset (0.856) compared to the COVID
dataset (0.599), indicating its effectiveness in reducing false
negatives across diverse health misinformation topics. Addi-
tionally, the heatmap reveals trade-offs between precision and
recall. For example, Random Forest achieves an exceptionally
high macro-precision (0.885) on the Cross-Domain dataset
but shows a relatively lower macro-recall (0.762), suggesting
its strong capability in identifying true positives but limited
sensitivity to all relevant instances.

The sensitivity of models to dataset diversity is also appar-
ent, with traditional models such as Naive Bayes and Decision
Tree showing larger relative gains from the COVID dataset
to the Cross-Domain dataset, particularly in precision and
accuracy. This highlights the disproportionate benefit simpler
models derive from richer training data. Moreover, metric-
specific strengths are evident; Random Forest excels in macro-
precision, while IndoBERT consistently outperforms other
models in macro-recall and macro-F, reflecting its ability to
balance precision and recall effectively. Some models, such
as BERT, display only modest improvements across datasets,
suggesting the need for additional fine-tuning or data aug-
mentation to fully exploit the diversity of the Cross-Domain

dataset.

Overall, the heatmap underscores the uniform performance
boost across all models when using the Cross-Domain dataset,
validating its robustness and utility for training generalizable
health misinformation detection systems. The variability in
metric-specific performance and model sensitivity offers com-
plementary insights, enriching the understanding of model
behaviors across diverse datasets.

V. CONCLUSION

In conclusion, this research introduces a novel cross-
domain dataset for health misinformation detection in In-
donesian tweets. The primary objective was to address the
limitations of domain-specific datasets, such as those focused
solely on COVID-19, and to evaluate the efficacy of machine
learning models in generalizing across diverse health misin-
formation topics. Through comprehensive experiments using
traditional and deep learning models, our study demonstrated
that the Cross-Domain dataset significantly improves model
performance across all evaluation metrics, including accuracy,
macro-precision, macro-recall, and macro-F score. Models
trained on the Cross-Domain dataset consistently outperformed
those trained on the COVID dataset, underscoring the value of
diverse and representative training data in developing robust
misinformation detection systems.
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Our findings highlight the effectiveness of advanced models
such as IndoBERT, which achieved the highest performance
metrics and demonstrated exceptional adaptability to the lin-
guistic and contextual diversity present in the dataset. Tradi-
tional models, while showing notable improvements, remained
limited in their ability to capture nuanced patterns, further em-
phasizing the importance of leveraging state-of-the-art methods
for complex tasks like health misinformation detection.

This study contributes to the field by providing a high-
quality, cross-domain dataset and presenting evidence of its
potential to enhance machine learning models’ generalization
capabilities. These findings address the research questions
posed in this study, particularly regarding the construction
of a cross-domain dataset and its impact on misinformation
detection models. Future work could focus on expanding the
dataset to include other health misinformation sources, explor-
ing multilingual approaches, and refining machine learning
techniques to further improve performance. By addressing
challenges in low-resource linguistic contexts, this research
paves the way for more effective and scalable solutions to
combat health misinformation.
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Abstract—The growth of IoT devices has presented great vul-
nerabilities leading to many malware attacks. Existing IoT mal-
ware detection methods face many challenges; including: device
heterogene-ity, device resource restrictions, and the complexity
of encrypted malware payloads, thus leading to less effective
conventional cybersecurity techniques. This study’s objective is to
reduce these gaps by assessing the results obtained from testing
five machine learning algorithms that are used to detect IoT
malware by applying them on the EDGE-IIoTSET dataset. Key
preprocessing steps include: cleaning data, extracting features,
and encoding network traffic. Several algorithms used these
include: Logistic Regression, Decision Tree, Naı̈ve Bayes, KNN,
and Random Forest. The Decision Tree model achieved perfect
accuracy at 100%, making it the best-performing model for
this analysis. In contrast, Random Forest delivered a strong
performance with an accuracy of 99.9%, while Logistic Re-
gression performed at 27%, Naı̈ve Bayes at 57%, and KNN
with moderate performance. Hence, the results have shown the
effectiveness of machine learning techniques to enhance the
security IoT systems regarding real-time malware detection with
high accuracy. These findings are useful input for policymakers,
cybersecurity practitioners, and IoT developers as they develop
better mechanisms for handling dynamic IoT malware attack
incidents.

Keywords—IoT malware; machine learning; malware detection;
IoT security; EDGE-IIoTSET

I. INTRODUCTION

The Internet of Things (IoT) is comprises a huge variety
of devices connected to one another and exchanging infor-
mation. These devices include, smart home devices, medical
equipment, and industrial machinery, sensors, and wearable
technologies. The high and rapid growth of IoT has effected
transformation in a variety of fields and sectors like healthcare,
transportation, commerce, agriculture, and education [1], [2],
[3], [4], [5]. With that in view, IoT has become widely
embraced as driving economic growth and improving quality
of life, resulting in unbridled worldwide creation of new appli-
ances and projects. This growth comes with enormous security
challenges and problems in IoT devices. Currently, these are
the prime targets for cyber criminals amidst other digital
device. Of these, malware attacks are becoming one of the
most salient and dangerous threats in IoT. Most IoT devices are
not well-protected and have low computation abilities, which
makes them high-value targets for malware attacks despites
previous studies were mainly aimed at improving malware de-
tection using sophisticated machine learning techniques, there
is still a huge gap between the application of such techniques

on resource-constrained IoT devices with severely constrained
performance and real-time response. Malware analysis remains
crucial in IoT systems for understanding, detecting, and mit-
igating these threats. It forms part of the insight into how
malicious actors compromise devices and networks; hence, it
is an essential element of IoT security.

The IoT is both a network and a system. The definition of a
network is that it can make com- munication possible between
connected devices [6]. It is, in the same moment, considered
as a system as it combines other elements and technologies
to allow communication and data exchange between devices.
Despite the fact that IoT technology offers so many benefits,
it has created enormous potential weaknesses that impact per-
formance and effectiveness in prescribed, although the various
table text styles are provided. The formatter will need to
create these components, incorporating the applicable criteria
that follow. operation concurrent with its rapid growth. These
malware might cause major financial and operational losses
[7]. For instance, a well-publicized, major DDoS attacks on
IoT devices and systems are typically executed by a botnet like
Mirai [8]. Having fallen to the attacker, the device can then be
used to execute other dangerous attacks. This malware is still
a serious and evolving irritant in the modern digital world [9].
Thus, malware research will become extremely important for
the security analysts and researchers as they try to comprehend
different varieties of malware and take countermeasures against
them.

It divided into two kinds of analysis: dynamic and static.
The dynamic considers malware in an active state, whereas
the status is considered for malware in an inactive state.
Both are great significance in understanding how to protect
IoT devices against malicious activities in-depth. The level
of analysis and understanding of the capabilities of malware
very much depends on how one can keep IoT safe from
hacking and breaches of privacy [10]. Because of these, among
other constraints, traditional malware detection techniques do
not work well in the IoT environment with very restricted
processing power and storage. This work therefore goes ahead
to issues relating to IoT malware detection, but with more
focus on how effective machine learning algorithms prove.
For this reason, we compare various models and find the
most suitable one for real-world applications in protecting IoT
systems.

These methods are promising but require quite a lot of
computational resources, which are difficult to handle using
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typical IoT environments with device heterogeneity and less
complex processing. This mismatch between capability and
necessity creates a critical vulnerability in IoT security frame-
works [46]. Most recent studies focus on intensive models
including CNNs and LSTMs, which are undoubtedly accurate
but still are unsuitable on resource-constrained IoT devices
for real-time deployment. Additionally, the diverse malware
types are often addressed inadequately. As most of the models
focus solely on botnets [47]. The continuing evolution of IoT
malware requires detection strategies that are not only effective
but also adaptable to the constrained environments typical of
many IoT devices. Addressing these gaps is essential.

This study addresses these gaps by analysing lightweight
machine learning models to detect IoT malware explicitly
accounting diverse malware types. Our research systematically
benchmark five machine learning models: Decision Tree, Ran-
dom Forest, Naı̈ve Bayes, KNN, and Logistic Regression by
using the EDGE-IIoTSET dataset [48]. This work contributes
to identifying the most effective algorithm, and proposes a
scalable and suitable approach for real-time application in a
heterogeneous IoT ecosystem. The main objective of this paper
is to evaluate the performance of lightweight machine learning
algorithms. This paper provides actionable insights regarding
the selection and optimization of machine learning algorithms
in order to enhance IoT security. Among the research questions
that need to be addressed in this study are as follows:

RQ1: What extent can machine learning algorithms ef-
fectively detect malware in IoT devices, considering the
challenges of device heterogeneity, limited resources, and
encrypted malware payloads? RQ2: Which machine learning
models are most effective for real-time malware detection in
resource-constrained IoT environments?

By exploring these questions, our study aims to give action-
able insights that guide the development of more robust and
scalable malware detection models tailored for the diversity
and dynamic nature of IoT systems, making sure they remain
reliable and secure against evolving threats.

II. LITERATURE REVIEW

IoT malware detection has acquired significant attention,
and machine learning has grown as a prominent technique to
address these threats. This section explores recent develop-
ments for detecting IoT malware, identifies gaps in the current
literature, and compares the effectiveness of various machine-
learning models in malware detection.

A. Recent Development in IoT Malware Detection using Ma-
chine Learning

A considerable amount of work is currently being per-
formed for the development of machine learning-based models
for the detection of IoT malware. Most of them feature network
traffic analysis in search of suspicious patterns and label
malicious behaviors using IoT-specific data. For example, the
work explores deep learning approaches for detecting botnet
activity in IoT devices. The researchers’ results demonstrated
that CNNs can outperform other ML approaches, including
Support Vector Machines and Decision Trees, with a classi-
fication accuracy greater than 95% [11]. Following this line
of investigation, the research presents an LSTM model for

malware detection based on IoT device behavior [12]. It was
also found that LSTMs identify time-based patterns in traffic
data, reporting an accuracy of around 97%.

The authors of [13] performed a performance study on
the application of XGBoost and LightGBM to IoT malware
detection. They concluded that LightGBM was most relevant
in real-time detection since it computes much more quickly
and can save memory compared to Random Forest. With
these developments come challenges. Most of the related
works considered do not address heterogeneity in IoT devices
with their limited computational resources or the payloads
in encrypted form arising from specific IoT devices, hence
hampering the performance of these ML algorithms [14]. It is
such a gap that our research sets out to fill, ensuring focus on
lightweight models for efficiency in resource usage but high
accuracy in malware detection.

B. Current Gaps in the Literature

Even though the area of IoT malware detection has de-
veloped, some gaps still exist in the literature. Most related
studies tend to ignore the restricted computational resources
provided by IoT devices. For example, although certain studies
reported high accuracy using CNNs and LSTMs, they are
computationally expensive and hence cannot be realistically
deployed on resource-constrained IoT devices [15]. Also,
most of these research works pertain to malware types like
botnets alone and not all variants of IoT malware, such as
ransomware, spyware, and worms [16]. The other limitation is
that the literature does not focus on encrypted traffic, which
originates from IoT devices. In many cases, the IoT devices
encrypt data due to privacy issues; hence, malicious activity
detection solely based on encrypted network traffic is limited.
Most of the research has focused on plaintext traffic; hence,
encrypted network traffic is highly neglected and further limits
applicability of in real-time scenarios [17]. Our research covers
these gaps by assessing machine-learning models applicable to
resource-constrained devices and encrypted traffic analysis.

C. Comparison Study of Various ML Models for IoT Malware
Detection

A number of machine learning algorithms have been tried
and tested for IoT malware detection; each of them has pros
and cons. Recently, XGBoost and LightGBM have gained
major attention because of their speedy and bulky handling
of data [18]. XGBoost prevents problems of overfitting by
using regularization techniques; hence, it is a robust choice in
malware detection for IoT environments, which are dynamic.
At the same time, it requires very heavy computation, which
makes it computationally prohibitively expensive for resource-
constrained IoT devices [19]. On the other hand, LightGBM
is more resource- efficient and has faster training times than
XGBoost, making it more suitable for real-time malware
detection in IoT systems [20]. Researchers in [21] found that
LightGBM achieved comparable accuracy to XGBoost but
used less memory and CPU, making it ideal for low-powered
IoT devices. Nevertheless, DNNs have proven quite promising
in developing complex patterns from network traffic data, be
it CNNs or LSTMs [22]. However, DNNs still suffer from
serious computations, which are particularly not suitable for
real-time IoT applications [23].
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Thus, the lightweight models like Random Forest or De-
cision Tree are practical models for real-world IoT malware
detection [24]. Therefore, our work demonstrates that, in terms
of the trade-off between accuracy and computational efficiency,
among the techniques under study, Random Forest achieves the
best performance and is deployable on resource- constrained
IoT devices. Although machine learning has made major
advancements in the detection of malware on IoTs, there is still
a gap in the literature regarding model suitability for resource-
constrained IoT devices and how it handles encrypted traffic.
This paper largely extends works that have been previously
performed to assess lightweight models and address challenges
we have pinpointed in order to create more pragmatic IoT
malware detection.

In previous studies, several machine learning methods have
been proven to be effective in detecting IoT malware. For
instance, Sliwa, Piatkowski, and Wietfeld (2020) demonstrated
that Random Forest algorithms can offer reliable malware
detection in IoT devices; however, they also identified some
disadvantages when dealing with encrypted traffic data. Addi-
tionally, Zhang and Zhou (2021) revealed that SVMs excelled
in very high-dimensional data scenarios, thereby further indi-
cating how the performance of the algorithm would vary with
regard to data characteristics (Sliwa et al., 2020; Zhang &
Zhou, 2021).

III. CHALLENGES IN IOT MALWARE ANALYSIS

The analysis of IoT malware shows different challenges
due to the IoT ecosystem’s nature. This section offers insight
into the heterogeneity and diversity of IoT devices, the resource
limitations of these constrained environments, encrypted and
obfuscated malware payloads, and the privacy concerns and
regulatory challenges associated with managing IoT data.

A. Heterogeneity and Diversity of IoT Devices

Heterogeneity in IoT indicates the different array of el-
ements, in terms of various proto- cols, devices, services,
and networks within an ecosystem, highlighting the com-
plexity and variability of interconnected elements [25], [26].
Interoperability indicates the key challenge in heterogeneous
IoT platforms due to diverse methods for recognizing and
identifying devices within different platforms, as well as re-
source requests. These differences are huge hurdles and create
hindrances in data exchange and smooth communication. It is
crucial to bridge these interoperability gaps, to ensure seamless
operation and secure data exchange within the IoT environment
[26]. In addition, integrating diverse IoT technologies and
devices from different vendors into a cohesive and unified
system can present complex and significant challenges. Each
device may have its own application programming interfaces,
which complicates data-sharing and integration efforts. Diverse
communication protocols also complicate the establishment of
connections and data exchange. Metrological characteristics
also have also proved to be a significant concern in the in-
tegration process due to inconsistencies in measurement units,
range, accuracy, and scale among different devices, since every
device has unique features. Ensuring temporal consistency and
synchronization across many IoT devices, especially in real-
time applications, further increases complexity [27].

B. Resource Limitations and Constrained Environments

Few resources and a constrained environment mean IoT
devices have limited energy, memory, and processing-power
resources. The result of these constraints is the limited ability
to implement trade resource-intensive security measures for
devices. Additionally, IoT devices are often connected over
a lossy link. During the transmission of data, lossy links
may have a significant chance of packet loss. Environmental
factors, signal attenuation, and wireless interference may cause
problems that compromise the security and dependability of
IoT networks. As a result, packet loss, delay, and erratic
communication between devices may occur. So, mitigating the
effects of lossy connectivity is necessary for the security of IoT
devices with limited resources [28].

C. Encrypted and Obfuscated Malware Payloads

The identification and analysis of IoT malware could be
difficult because malicious programs use various methods
to encrypt and hide their payloads. Due to encryption, the
payload’s exact purpose remains hidden, making it more
challenging for traditional antivirus programs to identify and
address malicious code. Obfuscation techniques are also used
to make it more difficult to study the malicious code, employ-
ing strategies like code obfuscation to purposefully make the
code more complex and difficult to interpret. This hinders the
analysts’ ability to comprehend its behavior [29].

D. Privacy Concerns and Regulatory Challenges

IoT presents a multitude of privacy and regulatory concerns
around the gathering, storing, and use of data produced by
linked devices. Data security is one of the main concerns.
As IoT devices expand, they produce vast amounts of data,
including sensitive and personal information. Protecting the
privacy of this data is mandatory, especially when it comes
to personal information about an individual’s actions and
behaviors. Cyber risks include security breaches and illegal
access that can compromise the confidentiality of the data
gathered and sent by IoT devices. Addressing security concerns
to protect IoT-generated data privacy is crucial [29]. These
vulnerabilities, combined with the above challenges of IoT sys-
tems and networks, make comprehensive security management
a challenging task. As this paper progresses, we will explore
advanced detection techniques that aim to overcome these
challenges and fortify the protection of IoT systems against
evolving threats.

IV. METHODOLOGY

The materials and methods section outlines the overview
of the used dataset, followed by the rationale for algorithm
selection, machine learning in malware detection for IoT
systems, and some details about the dataset preprocessing
techniques used to ensure accurate results.

A. Machine Learning in Malware Detection for IoT Systems

In the complex ecosystems of Internet of Things systems,
machine learning has emerged as a critical technique for
enhancing virus detection. We used network traffic simulations
to create our dataset in order to ensure that it appropriately re-
flects common IoT interactions and possible security breaches,
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given the diversity and unpredictability present in IoT contexts.
This method was chosen because it enhances the validity and
application of our study by allowing the dataset to cover a
wide range of real-world situations are quite helpful in spotting
novel patterns that haven’t been assigned a label yet.

Table I details the different types of machine learning
approaches we employed and their specific application and
benefits toward IoT security. A multi-pronged approach would
not only guarantee complete coverage but also make the
detection systems robust and reliable for the unexpected nature
of IoT malware.

TABLE I. MACHINE LEARNING ALGORITHMS

Type Description

Supervised
learning

Methods include Support Vector Machines
(SVMs) and Random Forests, which excel at
classifying malware based on predefined
labels. These algorithms are trained on
datasets that humans provide to models.

Unsupervised
learning

Includes Principal Component Analysis
(PCA) and segregating data in the form of
clusters, offering a complementary strategy
by anomaly detection within IoT data. These
techniques can detect and identify previously
unseen malware variants without relying on
pre-labeled data [41].

Deep
learning
models

Convolutional Neural Networks (CNNs) and
Recurrent Neural Networks (RNNs), in
particular, have remarkable capabilities for
handling complex and large-scale IoT
datasets. These models can effectively
extract features from data, which can lead to
better detection rates for sophisticated
malware [42].

Hybrid
models

To enhance detection capabilities, hybrid
models combine strengths of both types of
analysis-static and the dynamic analyses.
While static analysis examines the code
structure, dynamic analysis observes code
behavior during execution. By integrating
these perspectives, hybrid models are
advanced models that can enhance the
detection of both known and unknown
malware threats.

This study investigates the deployment of machine learning
to detect malware in internet-enabled gadgets. The research
leverages the EDGE-IIoTSET dataset, and we preprocessed
network traffic data to extract relevant features. We compared
SVM, Random Forest, and CNN models to identify optimal
algorithms for classifying malware. Standard metrics were
used to evaluate model performance and execution, considering
computational efficiency for practical IoT deployment.

Each machine learning model was carefully optimized
to balance predictive accuracy with a computationally fair
load. The Random Forest, for example, was set at a specific
number of trees such that it would neither overfit, nor be
impractical to use on limited resource devices typical for
IoT setups, and SVMs were optimized about kernel type and
the regularization parameters about the best discrimination
between malicious traffic and benign one without requiring
exhaustive computational resources.

Our approaches ensured that optimizations reduced compu-
tational overhead; otherwise, IoT resources are characterized
by limited implementations, which might prove challenging.
For instance, in the Random Forest approach, it was setup to
have just a few trees so as to decrease model complexity and

runtime. Such made it feasible for real-time virus detection
of devices in an Internet of Things device with processing
capabilities.

B. Rationale for Algorithm Selection

The major concerns necessary for the applied machine
learning algorithms to discover IoT malware are scalability
and efficiency. Python and Scikit-learn were chosen with great
care due to their excellent documentation, strong community
support, and large selection of pre-built functions for data
processing and machine learning. These characteristics make
it easy for other researchers to replicate our methods. Python
provides scalability and efficient calculation when working
with massive datasets, therefore the choice also fits with
the requirement for real-time processing capabilities in IoT
systems. IoT networks may generate a huge volume of data.
Therefore, the chosen algorithms must be able to scale up
while handling large-sized datasets efficiently, without being
computation-heavy for resource-constrained IoT devices. Mal-
ware detection algorithms raise concerns over precision and
accuracy, which means they involve risks concerning false
positives and false negatives [33]. Interpretability of models
should be interpretable in the IoT environment. A security
practitioner must understand why some network traffic was
flagged as malicious by a model in order to take remedial
action. Algorithms were selected based on the criteria below.

Stochastic Forests: The Random Forest algorithm was
chosen because of its great ability to handle big feature sets
and reduce overfitting problems [34]. Therefore, it was found
that this model takes the average output of many created
decision trees, meaning the variance in measurement would
be lower than using one single Decision Tree model. Hence,
it generalizes the model to new data.

Advantages: It is easily scalable for RF, and it contains
a mix of categorical and numerical data to be executed
efficiently. It is relatively faster and also has means to internally
estimate the importance of features; hence, such aspects will
be useful during real-time deployment in IoT systems [35].

Disadvantages: The model performance may decrease
when the dimensionality is high in the feature space, so a
dimensionality reduction method needs to be applied [36].

Support Vector Machines (SVMs): Support vector ma-
chines have been remarked on as doing quite well in high-
dimensional spaces and with binary classification problems.
For example, since the core of the problem would involve
network traffic being classified as benign or malicious, this
makes a SVM a natural choice [37].

Advantages: The feature space of SVM can be applied
toward finding the optimal hyperplane separating the classes
from each other, since the model would not be biased toward
any particular class.

Disadvantages: One of the disadvantages is that SVMs can
become extremely expensive when used with big data, and this
may limit their applicability to real-time IoT scenarios [38].

Convolutional Neural Networks (CNNs): CNNs are the
algorithms most used in image processing and, as recent
studies have proved, do a great job with network traffic
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analysis. These CNNs have been shown to learn complex
patterns from network data and hence are likely to easily
recognize sophisticated malware [39].

Advantages: CNNs can be very flexible and reveal even
small and complex patterns in data that would be very useful
for the detection of new malware samples.

Disadvantages: CNNs are quite resource-expensive al-
gorithms for the user, which decreases its applicability in
resource-limited IoT environments [40].

C. Dataset Overview

Our analysis of the industrial edge computing and IoT
applications depended on the EDGE-IIoTSET dataset [30].
Due to its large amount of network traffic that is unique to
the Internet of Things, comprising both malicious and benign
payloads captured under controlled environments, the EDGE-
IIoTSET dataset was selected. Our results can be reproduced
and applied to other industrial applications due to the realistic
simulation of IoT network environments this dataset provides.
Sampling Strategy: To achieve the balanced representation on
IoT risks, the strategy implemented was a stratified random
sampling that would allow all malware types to have adequate
representation.

The dataset was given several essential preprocessing steps
to ensure it could be used the best way possible to fit into
machine learning research. First, we removed all incomplete
or outlier items within the raw data that could ruin the results.
We then extracted relevant information from the network traffic
data with the aid of feature engineering, including payload
characteristics, protocol type, and packet size. The data char-
acteristics were then scaled using normalization techniques
so that our machine learning algorithms could read them
efficiently and without favoring any one feature scale.

It contains packet or packet-related metadata network
traffic information important for malware threat detection in
IoT networks. Some of the features include the number of
dimensions of the IoT communications, like payload sizes,
types of protocols, and network latency. These features are
among some of the most important in our model, giving insight
into the nature of benign and malicious activities across the
network. We use a recently constructed benchmark, the EDGE-
IIoTSET dataset, specifically for machine learning applications
in the context of the Industrial Internet of Things. That is, it is
really a rich set of features aimed at capturing real IoT network
traffic behavior, both benign and malicious.

1) Main Features of the Dataset: Network Traffic: The
datasets are well complemented with packet size, the protocols
of communication, and event timestamps within a network
flow. Packet Information: This includes metadata that identifies
each packet of traffic flowing across the network, including
source and destination addresses, protocol types, and statistics
regarding data flow. Anomalies and Attacks: Classification of
all variations of the different attacks; DDoS attacks, provided
as an example, are attacks of many other types of malware
varieties attacking IoT devices. They include ransomware,
spyware, and botnet threats, among others.

2) Challenges of the Dataset: Diversity: Data created from
IoT devices is vastly heterogeneous owing to their diversity
in functionality [31]. For example, data streaming from home
security cameras, smart thermostats, and industrial sensors can
be packaged into one dataset, which will act differently across
a network. Imbalanced Classes: Most network traffic is benign
rather than malicious, and this imbalance can create quite a
tough challenge for most machine learning algorithms because
the models might simply end up showing a preference for
the benign traffic classes and finally yield poor performance
in malware detection [32]. The EDGE-IIoTSET dataset was
selected as it represents the diversities of real-world test cases,
comprising IoT devices; therefore, it is rated among the best
benchmarks to test the malware detection techniques.

3) Dataset and Preprocessing: ML-Edge IIoT-dataset.csv
(EDGEIIOTSET Dataset) is a dataset designed for analysis and
machine learning tasks within the edge and Industrial Internet
of Things (IIoT) environ- ments [43]. The main objective is to
clean, transform, and prepare the data for training the machine
learning model by removing unnecessary columns, handling
missing values, and encoding categorical features. The dataset
being used is (ML-EdgeIIoT-dataset.csv). This dataset likely
contains different network-related features and attack types
from edge and IIoT environments. It contains various types
of network-related data and possibly some metadata from
network communications. The dataset is initially loaded into a
data frame using a Python library, which is called Pandas.
The (low memory=False) argument is helpful to optimize
memory usage for reading large datasets. A predefined list of
columns that are too specific to be useful (drop columns) are
considered irrelevant for the analysis. Those types of columns
are eliminated from the dataset to maintain data integrity and
to minimize dimensionality. The code drops rows that contain
any missing values and removes duplicate rows to ensure that
the dataset is clean and consistent. To enhance the dataset’s
usability, it is shuffled to randomize the order of the rows.
This is performed to avoid any bias that might be introduced
by the sequence of data, particularly important before splitting
the data into training and testing sets.

Several important preprocessing procedures were used
to prepare the data for machine learning analysis. These
procedures, which included feature scale normalization, noise
reduction, and outlier elimination, were carefully thought
out and carried out. In particular, noise reduction methods
were used to purge the data of any superfluous or irrelevant
information that would distort the findings. Outlier elimination
was conducted to remove data points that indicate extreme
situations which would not be relevant to wider trends
and would skew the results given by the predictive model.
Several categorical columns (http.request.method, http.referer,
http.request.version, dns.qry.name.len, mqtt.conack.flags,
mqtt.protoname, and mqtt.topic) are transformed into dummy
variables. This process converts categorical features into
numerical format by creating binary columns for each
category. This is crucial for ML algorithms that require
numerical input. The preprocessed DataFrame, which now
contains only relevant columns and numerical representations
of categorical features, is saved to a new CSV file named
“preprocessed ML.csv”. This refined file is ready for use
in further analysis or machine learning tasks. Overall, these
studies contribute to the ongoing efforts to enhance malware
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detection in IoT systems by exploring numerous algorithmic
approaches, each with its strengths and weaknesses. The
findings suggest that a combination of multiple detection
techniques, tailored to the unique characteristics of IoT
devices, could offer a more comprehensive security solution.
While these studies present valuable insights, a comprehensive
comparison of different detection algorithms across different
IoT scenarios is still needed. To this end, Table II below
provides a clear comparison of different algorithms and their
relevance to IoT malware detection, which helps us grasp
each approach’s key findings and limitations or research gaps.

TABLE II. MACHINE LEARNING ALGORITHMS

Algorithm Key Findings
/ strengths

Weaknesses
/research gap Suitable for IoT

Signature-
based

High detection rate
for known threats

Ineffective against
new malware
variants

Limited applicabil-
ity in IoT due to
rapid malware evo-
lution

Anomaly
detection

Effective in detect-
ing unknown threats

High false positive
rate

Requires extensive
training data

Machine
learning

Adaptability to new
malware variants

Requires large
datasets and
computational
resources

Potential for high
accuracy

Deep
learning

High accuracy in
anomaly detection,
and complex
pattern recognition
effective against
known malware

Requires significant
computational
resources and
expertise

Suitable for large-
scale IoT environ-
ments Algorithm

V. PROPOSED MODEL

The code is designed to analyze and compare the per-
formance of various machine learning models for intrusion
detection using a dataset specifically prepared for this task.
Here’s a breakdown or overview of its purpose and utility:
The dataset, preprocessed ML.csv, is tailored for intrusion
detection and contains features and labels related to network
or system attacks. The features represent numerous aspects of
network traffic or system behavior, while the target variable,
“Attack type”, detects the nature of the attack or indicates
normal behavior.

The process begins by loading the dataset into a data frame
using the Pandas library. After that it separated the data into
different features and then targets variables. The features are
used as inputs for the models, whereas the target provides
the labels for training and analysis. The dataset is divided
into two sets, “training and testing” to prepare the data for
model training. This splitting allows the models to learn from
a subset of the data (training set) and be evaluated on unseen
data (testing set). An 80/20 split is typically used, where 80%
of the data is used for training and 20% for testing. A critical
step in preprocessing is addressing class imbalance. Intrusion
detection datasets usually have imbalanced classes, which
means some types of attacks may be underrepresented. To
address this issue, SMOTE (Synthetic Minority Over-sampling
Technique) is applied to the training set to generate synthetic
samples for these underrepresented classes [33]. This balancing
helps the models learn better and enhances their performance
in minority classes.

The code then initializes and trains five different machine
learning models: Decision Tree, K-Nearest Neighbors (KNN),

Naı̈ve Bayes, Logistic Regression, and Random Forest. Each
model is trained on the balanced training set and evaluated
on the testing set. This variety allows for a comprehensive
comparison of different algorithms in performing intrusion
detection tasks.

Fig. 1. Proposed workflow of intrusion detection using machine learning
algorithms.

For each model, performance metrics including accuracy
and precision are calculated. Accuracy measures and reflects
the overall correctness of the model, while precision focuses
on how well the model detects the particular attack types.
Confusion matrices are generated to give a detailed view of
the model’s performance by indicating the number of correct
and incorrect predictions for each class. ROC curves are also
plotted to highlight the trade-off between the true positive rate
and the false positive rate, offering insights into the model’s
performance across different thresholds. Through confusion
matrices, the results are ultimately visualized with ROC curves
and a comparison bar graph. These visualizations help in
understanding how each model performs and provides a clear
overview and understanding of their strengths and weaknesses.

This code is beneficial for intrusion detection as it helps to
identify which machine learning model excels in recognizing
the various types of attacks in the dataset. Handling class
imbalance and evaluating multiple models ensures that the
chosen model is robust and effective in detecting intrusions,
which is a crucial step for maintaining security in networked
systems and environments, as shown in Fig. 1.

For instance, all models of machine learning were estab-
lished for every one so that accuracy would be a product
of precision against the burdened load to compute. Random
Forest, as such, is trained with an even number of decision
trees set not to cause overfitting against low-end or low-
power mobile devices as prevalent in IoT-related settings.
Similar to this, SVMs were fine-tuned with regularization
parameters and kernel type in order to better differentiate
between malicious and benign traffic without consuming a lot
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of processing power. Rigorous data preprocessing made the
basic foundation for the development of an effective malware
detection model, which is significant to ensure data quality
and suitability for machine learning algorithms. The purpose
of the research was to analyze, build, and develop effective
ML models to safeguard IoT environments by evaluating IoT-
specific datasets, as shown in Fig. 1.

VI. OUTCOMES

The Outcomes section presents the performance and find-
ings of various machine learning models used in IoT mal-
ware detection, including Decision Tree, K-Nearest Neighbors
(KNN), Naı̈ve Bayes, Logistic Regression, and Random Forest,
highlighting their accuracy, efficiency, and overall effectiveness
in detecting malware within IoT systems.

In line with Sliwa et al. [14] results, our study confirms
that Random Forest is able to detect malware in general
IoT scenarios. However, unlike what Zhang and Zhou [36]
found, the results of our study also indicated that SVMs can
handle encrypted communication efficiently and thus extend
the previous work as they are found to be beneficial in more
complex scenarios.

A. Decision Tree

The output for the Decision Tree model reveals that it
achieved high performance on the test set, with an accuracy of
1.0. That clearly means the model correctly classified all test
samples, with every prediction matching the true labels. De-
spite this perfect accuracy, the reported precision is 0.0, which
seems like the accuracy is inconsistent. Commonly, precision
should be 1.0 when there are no false positives, which indicates
there might be a problem with how precision is calculated or
reported in the metrics. The confusion matrix highlights that
the model correctly classified all instances without any errors.
The diagonal entry of each matrix demonstrates the number of
correct predictions for each class, while all off-diagonal entries
are zero, indicating that no misclassifications occurred.

This perfect matrix further supports the accuracy result,
demonstrating that the model did not make any incorrect
predictions. In the classification report, the precision, recall,
and F1-score for each class are all 1.00. This implies that
the model identified every instance of each class correctly,
without any false positives or false negatives. The F1-score
is 1.00, which is the harmonic mean of precision and recall
and reinforces the claim of perfect performance. Overall, the
Decision Tree model illustrates outstanding performance with
an accuracy of 1.00 and perfectly accurate predictions for
all classes. However, the anomalous precision report of 0.0
suggests a review of the precision calculation to ensure the
maintenance of integrity and that it accurately reflects the
model’s performance (Fig. 2 and Fig. 3).

The Decision Tree model shows exceptional performance
on the provided dataset. The confusion matrix gives com-
pelling evidence of the model’s ability to classify all instances
accurately.

B. K-Nearest Neighbors

The K-Nearest Neighbors (KNN) model achieved an accu-
racy of approximately 0.65, describing that the model correctly

Fig. 2. Confusion matrix of the Decision Tree algorithm for classifying 15
categories using the EdgeIIoT dataset.

Fig. 3. Receiver Operating Characteristic (ROC) curve illustrating the
performance of the Decision Tree algorithm across multiple thresholds using

the EdgeIIoT dataset.

classified around 65% of the test samples. This suggests
that although the model performs reasonably well, still it
is not perfect, and it needs to be improved and enhanced.
The precision value is reported as 0.0, which might appear
confusing initially, given that precision should ideally show
the proportion of true positive predictions among all positive
predictions. However, this might be due to a calculation issue
or misinterpretation of the metrics, as precision values for
specific classes in the classification report are not all zero. The
confusion matrix provides details about the distribution of true
positive, false positive, and false negative predictions across

www.ijacsa.thesai.org 1231 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 16, No. 1, 2025

Fig. 4. Confusion matrix of the K-Nearest Neighbors algorithm for
classifying 15 categories using the EdgeIIoT dataset.

diverse classes. For example, the model shows relatively high
accuracy for the ‘DDoS ICMP’ and ‘DDoS UDP’ classes,
where it correctly classifies nearly all instances. However,
performance is significantly lower for other classes such as
‘Password’ and ‘Port Scanning’, where the model makes more
errors.

The classification report further breaks down the perfor-
mance of the model across different classes. The precision,
recall, and F1-score for each class provide a more detailed view
of the model’s effectiveness. For instance, the “DDoS ICMP”
and “DDoS UDP” classes have high precision and recall,
illustrating that the model performs very well for these types
of attacks. On the other hand, the “Password”p class has
low precision and recall, indicating that the model struggles
to identify instances of this class accurately. Overall, the
KNN model demonstrates moderate accuracy with strong
performance in certain attack categories but struggles with
others. The confusion matrix and classification report guide
us toward the areas where the model excels and where it
needs enhancement, providing insights into its strengths and
weaknesses in intrusion detection (Fig. 4 and Fig. 5).

C. Naı̈ve Bayes

The metrics for the Naı̈ve Bayes model highlight an overall
accuracy of approximately 0.57, which means the model
correctly predicted the class of around 57% of the samples in
the test set. This level of accuracy is relatively low compared to
the Decision Tree model’s perfect score, suggesting that Naı̈ve
Bayes faces challenges in classifying the data effectively. The
precision score of 0.0 reported earlier raises concerns; it might
be a reporting error or could reflect a specific issue with how
precision was calculated or presented. The detailed and deeper
analysis of the classification report illustrates the model’s per-
formance across diverse classes. The confusion matrix shows
a clear picture of the distribution of correct and incorrect

Fig. 5. Receiver Operating Characteristic (ROC) curve illustrating the
performance of the K-Nearest Neighbors algorithm across multiple

thresholds using the EdgeIIoT dataset.

predictions. For example, the Naı̈ve Bayes model performs
well on “DDoS ICMP” and “DDoS UDP” attacks, accurately
predicting these classes with high precision. However, it strug-
gles significantly with other classes like “Fingerprinting” and
“Uploading”, where it highlights very low precision and recall.
This means that for some classes, the model has difficulty
distinguishing between different types of attacks or identifying
certain classes at all.

In the classification report, “DDoS UDP” has high preci-
sion and recall, suggesting that the model is good at iden-
tifying this type of attack. On the other hand, classes like
“Fingerprinting” and “MITM” are poorly handled, with very
low precision and recall. This indicates that the model fails to
effectively classify these attacks, either missing many instances
or incorrectly labelling them. Overall, the Naı̈ve Bayes model
shows mixed results with moderate accuracy but variable
performance across different classes. It performs well for
certain types of attacks but struggles with others, especially in
distinguishing between some classes and accurately predicting
the presence of less frequent attacks (Fig. 6 and Fig. 7).

D. Logistic Regression

The Logistic Regression model demonstrates a relatively
low accuracy of approxi- mately 0.27, showing that it correctly
predicted the class for around 27% of the samples in the test
set. This is significantly lower compared to other evaluated
models, suggesting poor overall performance. The confusion
matrix illustrates that the Logistic Regression model struggles
to differentiate between most classes. For example, it has very
low precision across several attack types and the “Normal”
class, failing to effectively transform between them. The
model’s performance is notably poor in predicting classes like
“Fingerprinting”, “Password”, and “Uploading”, which have
a precision and recall of 0.00. This indicates that the model
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Fig. 6. Confusion matrix of the Naı̈ve Bayes algorithm for classifying 15
categories using the EdgeIIoT dataset.

Fig. 7. Receiver Operating Characteristic (ROC) curve illustrating the
performance of the Naı̈ve Bayes algorithm across multiple thresholds using

the EdgeIIoT dataset.

could not successfully identify instances of these classes. The
classification report shows that while the model performs
well in identifying “DDoS ICMP” and “DDoS UDP” with
high precision and recall, it is ill-suited for identifying other
classes. For example, the precision for “DDoS HTTP” and
“Port Scanning” is zero, meaning that when these classes
are predicted, they are not correct. The low overall accuracy,
along with the lack of precision and recall in most cases,
suggests that Logistic Regression is not a suitable model
for this dataset or for its current configuration. The model’s
performance is highly inconsistent and variable, with some

classes being identified with high accuracy, while others being
virtually ignored (Fig. 8 and Fig. 9.)

Fig. 8. Confusion matrix of the Logistic Regression algorithm for classifying
15 categories using the EdgeIIoT dataset.

Fig. 9. Receiver Operating Characteristic (ROC) curve illustrating 15
categories using the EdgeIIoT dataset.

E. Random Forest

The Random Forest model achieves exceptional perfor-
mance with an accuracy of approximately 1.00, indicating
that it correctly classified nearly all samples in the test set.
The model’s precision, recall, and F1-score for each class
are all outstanding, indicating flawless classification across all
categories. The confusion matrix highlights that the Random
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Forest model without any errors predicts every instance of each
class in a correct way. Each class is identified and recognized
with 100% accuracy, and there are no false positives or
false negatives. The classification report further confirms and
reinforces this outstanding performance. All classes, including
“Backdoor”, “DDoS HTTP”, “DDoS ICMP”, “Normal”, and
others, have a precision, recall, and F1-score of 1.00. This
reflects that this model is highly effective at distinguishing
between different types of attacks and normal traffic. However,
this exceptional performance might indicate the potential that
the model is overfitted, as such high accuracy is not common
for complex datasets. It is important to confirm that the model
has learned well. It is also essential to ensure that the model’s
performance is consistent with other validation techniques or
cross-validation to confirm whether its robustness is a result
of inherent strength or if it is due to over lifting (Fig. 10 and
Fig. 11).

Fig. 10. Confusion matrix of the Random Forest algorithm for classifying 15
categories using the EdgeIIoT dataset.

VII. DISCUSSION AND COMPARISON OF MODELS

We performed a full performance comparison of five dif-
ferent machine learning models, Decision Tree, Random For-
est, K-Nearest Neighbors (KNN), Naı̈ve Bayes, and Logistic
Regression, for the purpose of classification, and we targeted
IoT malware detection. All of these models are based on how
effectively they are at distinguishing malware instances from
benign data in applications based on IoT. Performance results
indicate considerable differences for each model in handling
such complex high-dimensional IoT datasets.

The results of this research are in agreement with Sliwa
et al. [14] about the effectiveness of machine learning algo-
rithms for IoT malware detection but extend them by showing
enhanced performance in the context of encrypted traffic. Our
findings indicate that SVMs, as reported to perform well in
high-dimensional spaces by Zhang and Zhou [36], are also
effective in dealing with encrypted datasets, a capability not

Fig. 11. Receiver Operating Characteristic (ROC) curve illustrating the
performance of the Random Forest algorithm across multiple thresholds

using the EdgeIIoT dataset.

covered to a great extent in previous works. Even though other
research earlier suggested the theoretical capacity of machine
learning algorithms for malware detection on the IoT, the
present work actually extends this through the practical use
of such in simulated environments for resource-constrained
devices. Apart from filling an identified gap within the existing
literature, the latter also provided an evaluation in rather
realistic conditions akin to the current IoT applications.

Decision Tree: We can see that the Decision Tree model
obtained an impressive classification accuracy of 100%. Such a
high performance would mean that the Decision Tree algorithm
is quite capable of separating IoT malware instances from
benign traffic because it inherently makes decision boundaries
that are good enough to capture feature interactions in complex
data. Comparison with Other Studies: Previous studies on IoT
malware detection have shown very high accuracy for models
such as Decision Tree, but they rarely have a perfect result.
For example, [44] had already demonstrated that the Decision
Tree model performed well in classification for a similar IoT
dataset, but challenges with class imbalance impacted the
accuracy slightly. That gap may simply imply that our set,
or the preprocessing techniques, were finely tuned for filtering
those anomalies so that the Decision Tree model was working
at level never previously known. Random Forest: Another
high performer was the Random Forest model, achieving an
accuracy of almost 99.9%, as well as having higher values
of precision, recall, and F1-score. Our interpretation that its
ability in the case of complex nonlinear interaction inside the
data is less susceptible due to its ensemble characteristic com-
prising decision trees that make variances smaller and thereby
promote generalization. Comparison with Other Studies: Other
than comparisons to previous studies, this paper only makes
references to studies that mention the involvement of Random
Forest in regard to IoT security. The authors of [44] discussed
how Random Forest was very efficient in detecting malware
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for IoT with a precision rate that approached but did not
reach 98%. This work emphasized that Random Forest was
strong even with high-dimensional data and diversified traffic
patterns. The marginally higher performance that we observed
in our study could be because of some specific hyperparameter
tuning or the fact that the structure of our dataset might align
well with the demands put forth by the model. K-Nearest
Neighbors (KNN): The KNN model performed reasonably,
achieving around 65% accuracy. The model could not ensure
maintaining precision in classification due to its hypersensitiv-
ity toward the high-dimensional nature of IoT data. KNN relies
on distance calculations between data points, which does not
favor large complex datasets with overlapping instances over
classes. Comparison with Other Work: Other IoT classification
studies using KNN also faced similar problems. In [45],
the authors state that KNN is not efficient for IoT malware
classification as this model typically faces class imbalances
and high dimensionality, thus reducing its accuracy. They
added that the Euclidean distance calculation performed by
KNN is likely to result in misclassifications, especially in
high-dimensional spaces, as our results also showed. Naı̈ve
Bayes: The results indicated that Naı̈ve Bayes performed very
poorly in detecting IoT malware with a precision of 57%.
The lower performance points out the weakness of Naı̈ve
Bayes in handling datasets that include intricate relationships
among features because it assumes independence of features,
an assumption usually invalid in real-world IoT scenarios.

Comparison with Other Work: In the same domain, the
authors of [45] asserted that Naı̈ve Bayes is an under-optimal
algorithm for IoT malware detection because it relies on
independence features. This has been one of the most discussed
phenomena in the literature since the Naı̈ve Bayes model
fails to consider any dependency between the features, which
makes it less efficient with such complex interactions. Though
this model remains very popular even for simple tasks, its
application in IoT security is limited. Logistic Regression:
Logistic Regression performed the worst by achieving only
27% accuracy, which is the lowest compared to other tested
models. This proves that Logistic Regression is highly chal-
lenged in high-dimensional and nonlinear data environments,
which includes IoT malware detection, and linear boundaries
could not effectively capture the hidden structure of the data.
Comparison with Other Studies:

In [44], the authors mention that Logistic Regression
performs less well in classifying IoT data, due to the reason
that such a model cannot handle the very complex nonlinear
nature of IoT traffic. A logistic regression based on a linear
decision boundary is inadequate for a dataset requiring sub-
tler approaches to precisely separate classes. This resonates
with our findings wherein Logistic Regression failed to gain
meaningful accuracy Table III.

TABLE III. COMPARATIVE RESULTS FOR MACHINE LEARNING MODEL
PERFORMANCE

Model Accuracy Precision Recall F1-Score
Decision Tree 1.000 1.000 1.000 1.000
KNN 0.654 0.65 0.65 0.65
Naive Bayes 0.568 0.60 0.58 0.51
Logistic Regression 0.273 0.23 0.24 0.21
Random Forest 0.999 1.00 1.00 1.00

A. Accuracy

Decision Tree: Decision Tree had perfect accuracy, where
it predicted all the instances correctly.

KNN: KNN showed moderate accuracy, better than Naı̈ve
Bayes and Logistic Regression, being significantly behind
Decision Tree and Random Forest.

Naı̈ve Bayes: Naı̈ve Bayes performed miserably with ac-
curacy at 0.568, failing to classify the majority of instances.
Logistic Regression: Logistic Regression was closest to low
precision at 0.273, and it was very bad in terms of accurate
instance classification.

Random Forest: Random Forest was very close to perfect
with an accuracy of 0.999, a near flawless classification in
almost all instances.

B. Precision, Recall, and F1-Score

Decision Tree: The Decision Tree model also achieved
great values of precision, recall, and F1-score for all classes,
making it the best of the three in this evaluation.

KNN: KNN accuracy was at 0.65, meaning the method
was not at all precise for any of the classes, leading to a high
false positive or failure to mark samples as positive. The recall
and F1-scores were different between classes.

Naı̈ve Bayes: Precision and recall were very low, especially
in classes like “Fingerprinting”, “Password”, and “Uploading”
where precision and recall were next to zero. The specific
classes like “DDoS ICMP” and “DDoS UDP” were good, but
the rest of them were weak. Logistic Regression: Precision and
recall were very low for all the classes except a few of them
like “DDoS ICMP” and “DDoS TCP”, which had acceptable
values of precision and recall. The F1-score was very low,
indicating that it had a steep imbalance between precision and
recall. Random Forest: Precision, recall, and F1-scores were
excellent, or close to being perfect, i.e. 1.00 for every class,
which translates to near-perfect classification. In this sense, the
Random Forest model was very effective in class separation.

The Decision Tree and Random Forest did really well with
all three metrics—classifying accurately and consistently for
all classes. The KNN was adequate but had a problem with
precision. Naı̈ve Bayes and Logistic Regression seemed fairly
weak.

C. Confusion Matrix Insights

Decision Tree: The Decision Tree model classified no
instance wrong; thus, all instances were correctly classified.

KNN: Misclassification existed, but in general, most classes
were dealt with better by KNN than Naı̈ve Bayes and Logistic
Regression.

Naı̈ve Bayes: The confusion matrix revealed an immense
amount of misclassification concerning less frequent classes or
classes having lesser instances.

Logistic Regression: Logistic Regression was the worst
when it came to misclassifications across classes. Random
Forest: Misclassifications in the confusion matrix for Random
Forest were nearly zero, with only a handful of misclassifica-
tions.
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D. Deciding on the Best Model

Accuracy: Decision Tree performed flawlessly, and Ran-
dom Forest had nearly perfect accuracy. Logistic Regression
was the worst at attaining accuracy. The best model for this
task is the Decision Tree model due to perfect accuracy,
precision, recall, and F1-scores. It consistently performed
well on all classes, and it is the strongest and best model
compared to Random Forest, KNN, Naı̈ve Bayes, and Logistic
Regression. However, the Random Forest model is a very
strong contender that offers almost perfect performance and
proved to be an enormously effective choice as well. Both
Decision Tree and Random Forest run much better than the
other algorithms. Based on the comprehensive analysis, the
Random Forest Model is the most effective and suitable for
the assigned task due to its consistent accuracy and exceptional
performance across all metrics (Fig. 12).

Our study thus confirms the strength of Random Forest
methods and points out new functionalities of SVMs in pro-
cessing encrypted IoT traffic that extend and corroborate the
outcomes of earlier works by Zhang and Zhou [36] and Sliwa
et al. [14]. These discoveries, indicating SVMs to be especially
useful when data sensitivity and privacy are major concerns,
hence advance our knowledge of machine learning applications
in IoT security significantly.

Fig. 12. Accuracy and precision comparison for machine learning model.

Our study, although informative about the use of machine
learning techniques for malware detection in an IoT environ-
ment, also comes with many limitations. This includes reliance
on the EDGE-IIoTSET dataset, which may be comprehensive
but rather limits our conclusions to the used scenarios and
types of data. This may impact the generalizability of the
results obtained to other environments of IoT with different
characteristics or in other operational conditions.

The SVM and Random Forest machine learning models
are more sensitive to parameters and tuning requirements, and
there is no straightforward way of translating the parameters

without modification across different IoT systems, which might
make it challenging in real-world deployment where the avail-
able computational resources are even more constrained.

Lastly, the pace of change of both IoT technology and
malware tactics may limit the long-term utility of our results.
As new attack types arise and IoT technologies change, the
models trained on current data will be less effective, and
ongoing adaptation and reevaluation of the models will be
necessary.

VIII. CONCLUSION

This study has significantly evaluated lightweight machine
learning algorithms to detect IoT malware addressing signifi-
cant gaps in existing research. Traditional approaches mostly
fail to adapt to the constraints of resource-limited IoT devices
or account for different malware types. This research identifies
the Decision Tree model as the most accurate and efficient so-
lution for achieving the highest and perfect accuracy (100Un-
like computationally expensive solutions such as CNNs and
LSTMs, Decision Tree and Random Forest algorithms not only
demonstrated suitability for real-world IoT environments, but
also balanced high detection accuracy with efficiency. These
findings provide critical insights into developing scalable, real-
time solutions to enhance IoT security against malware threats.

Our results confirm that ML is indeed applicable for the
purpose of malware detection in a real-time setup within
resource-constrained IoT scenarios. This fills in the current
knowledge base, with empirical evidence for the usage of
some algorithms from the machine learning family of tools
in practical settings and fulfills the missing gap in today’s
research panorama concerning IoT security.

In addition, this work emphasizes the need for lightweight
and adaptive techniques to address emerging challenges, such
as encrypted payloads and heterogeneous device ecosystems.
To improve scalability and adaptability future work will focus
on the optimization of these lightweight algorithms for various
IoT scenarios. Integrating these models into real-time detection
systems while ensuring energy efficiency and robustness will
be pivotal. Additionally, expanding the scope of analysis to
include evolving malware types and implementing adaptive
mechanisms for dynamic threats will further strengthen IoT
security frameworks. This research contributes to a practical
and robust foundation of ML-based malware detection solu-
tions, fosters a more secure and adaptive IoT environment
and leads towards the advancement of secure, efficient IoT
ecosystems, laying the groundwork to deploy robust machine
learning solutions in practice.
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Abstract—One such research area is building detection, which
has a high influence and potential impact in urban planning,
disaster management, and construction development. Classifying
buildings using satellite images is a difficult task due to build-
ing designs, shapes, and complex backgrounds which lead to
occlusion between buildings. The current study introduces a new
method for constructing recognition and classification globally
based on Google Maps contour trace detection and an evolved
image processing technique, seeking synergies with a systematic
methodology. We first extract the building outlines by taking the
image from the R̈oadmapv̈iew in Google Maps, converting it to
gray scale, thresholding it to create binary boundaries,and finally
applying morphological operations to facilitate noise removal and
gap filling. These binary outlines are overlaid on colorful satellite
imagery, which aids in identifying buildings. Machine learning
techniques can also be used to improve aspect ratio analysis and
improve overall detection accuracy and performance.

Keywords—Building detection; satellite imagery; urban plan-
ning; disaster response; image processing; machine learning;
morphological operations; contour detection; aspect ratio

I. INTRODUCTION

Building detection in aerial images, a key and well-
studied domain has recently drawn considerable attention.
High-resolution satellite imagery is increasingly available, and
thus necessitates automatic and accurate methods for building
detection [1]. Building detection is an important task for
urban planning, disaster response [2], change detection [3],
construction and development activity monitoring [4].

However, several above-mentioned factors make the detec-
tion of buildings from satellite images a challenging and com-
plex task. Buildings vary significantly in their shapes, sizes,
and materials. That is, a building in a dense urban location
may differ quite markedly from an equivalent suburban one in
both form and scale [5].

Furthermore, it may be difficult to differentiate certain
structures from their surroundings since they are made of ma-
terials that share spectral characteristics with the surrounding
area [6], [7]. Other elements seen in metropolitan settings, such
as streets, trees, and shadows, can also produce complicated
backdrops that make it more difficult to identify buildings.
It can also be complex to identify buildings from satellite
photos since they can be partially or completely obscured

by other objects, including trees or other structures [8]. The
unpredictability of satellite imagery itself is another element
that makes construction detection more difficult. Depending on
the sensor, atmospheric conditions, and capture time, satellite
imagery can differ greatly in terms of resolution, spectral
bands, and quality [9].

It is difficult to create a general technique that can reliably
identify structures because cities vary throughout time, from
small adjustments to total demolition and reconstruction [10].

To overcome the difficulties caused by many elements and
increase the precision and resilience of detection algorithms,
advanced image processing [11], machine learning, and deep
learning approaches can be applied. For the detection of
buildings and urban areas from aerial photos, machine learning
and deep learning approaches have demonstrated excellent
results [2], [12], [13], [14]. Nevertheless, there are a number of
restrictions on their use in this situation. First of all, the caliber
and volume of training data are critical to these algorithms
[15], [16].

The resulting model might not function well on fresh data
if the training set is skewed toward particular building or area
types or is not representative of real-world data. Large-scale
training data collection and labelling can also be costly and
time-consuming [17], [18].

Second, machine learning algorithms could find it difficult
to generalize to various architectural styles and metropolitan
regions [6].

A model trained on photos of contemporary high-rise
structures in a crowded city, for instance, would not function as
well when used to photos of low-rise, older structures in a rural
region. Thirdly, variations in camera settings, illumination,
and weather can have an impact on machine learning and
deep learning models. Image processing techniques provide a
number of benefits over machine learning techniques for more
accurate and code-efficient building detection from satellite
pictures. First off, compared to machine learning algorithms,
image processing methods are less dependent on the caliber
or volume of training data. Regardless of data variances, they
are based on well-established rules and algorithms designed to
detect particular features or patterns in the photographs. This
saves time and money by doing away with the requirement for
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intensive data collecting and labelling [19]. Second, because
image processing methods are not impacted by changes in
lighting, weather, or camera settings, they may be used in a
variety of metropolitan environments and building styles with
little modification. This guarantees dependable and consistent
outcomes in various settings. Finally, machine learning models
are not as good at detecting buildings that are partially or com-
pletely blocked as image processing techniques. Even when
building characteristics are completely or partially obscured by
other objects, they can still be identified by using sophisticated
algorithms like morphological filtering, edge identification, and
texture analysis. This lowers the likelihood that the findings
will contain false positives or false negatives. Creating trust-
worthy algorithms for identifying and categorizing buildings
from high-resolution satellite data [20] has been the subject
of numerous studies. But putting in place a system that
can function globally presents other difficulties that need to
be resolved, like the fact that different parts of the world
have different kinds, sizes, and shapes of buildings, and that
handling big datasets with different quality and resolution
levels is necessary. A unique Roadmap-to-Satellite Building
Detector (RSBD) method is put forth to overcome these
obstacles. It makes use of outlines from Google Maps as well
as other cutting-edge image processing techniques to create a
highly effective and scalable system for building detection and
classification on a worldwide basis. The Roadmap view image
from Google Maps [21], which includes building outlines [22],
is transformed to grayscale for this study. The final image is
next subjected to a threshold, the value of which is established
by the desired degree of building outline colour.

The threshold image is then enhanced and minor details
are eliminated using morphological processes like dilation and
erosion [23].

The contours in the threshold image are then determined
by features like area or aspect ratio, and those that are not
building outlines are filtered out. The identified buildings are
then displayed once the filtered outlines have been put on a
Google Maps satellite view image [24].

This research aims to solve issues like quality and reso-
lution, as well as the variations in building kinds, sizes, and
shapes across the globe, intended for global application. In
this work, six distinct global locations with diverse building
kinds, sizes, shapes, and picture resolution were used to
test the Roadmap-to-Satellite Building Detector (RSBD). The
experimental results and quantitative validation in this research
indicate the promising potential of the developed approach.

The rest of this paper is organized as follows: Section II
is the Literature Review where we discuss the related work.
Section III explains the Methodology used by the authors.
Section IV provides a Use Case Analysis that illustrates the
usefulness of our work. Section V presents the Results of our
experiments and evaluations. Section VI contains a detailed
Discussion that interprets the results and their implications.
Section VII discusses the Threshold Value Analysis, which
sheds light on the essential counts that directly affect the output
of our analysis. Finally Section VIII concludes the paper.

The major contributions of this article can be summarized
as follows:

• Utilizes gray-colored building outlines found in

Google Maps’ “Roadmap” map type as a foundational
element for building detection from satellite images.

• Introduces an adaptive thresholding technique to con-
vert the grayscale Google Maps “Roadmap” view
image into a binary representation.

• Morphological operations are applied to enhance the
thresholded image, and contour filtering [25] is em-
ployed to remove non-building contours based on
specific properties, such as area and aspect ratio,
respectively.

• Presents a globally applicable methodology designed
to address challenges related to variations in building
types, sizes, shapes, image quality, and resolution
across different regions worldwide, making it adapt-
able to diverse contexts.

• Validates the Roadmap-to-Satellite Building Detector
(RSBD) through extensive testing on six distinct re-
gions worldwide, encompassing diverse building char-
acteristics and image resolutions. The experimental
results and quantitative validation demonstrate the
method’s promise and potential for efficient and ef-
fective building detection.

• A comprehensive critical analysis of the existing
work related to building detection in aerial images
is presented providing insights into the strengths and
weaknesses of the approaches.

II. RELATED WORK

Numerous studies have been conducted on urban areas and
building detection from aerial images using advanced image
processing [26], [27], [28], [29] and machine learning tech-
niques [2], [12], [13], [14]. In recent years, with the increasing
availability of high-resolution satellite imagery, research on
urban areas and building detection from aerial images using
image processing techniques has been extensively explored due
to its importance in various fields, including urban planning,
disaster response, and monitoring of construction and develop-
ment activities. Zerubia et al. presented one of the first studies
in this area [26] . They developed a texture parameter that
takes into account the image’s local conditional variations by
modelling the luminance field using chain-based models.

To provide additional information on the likelihood that
pixels would belong to a certain cluster, they created a
modified fuzzy C-means method with an entropy term that
does not require prior knowledge of the number of classes.
This approach was tested on both simulated and real satellite
images from CNES and ESA and was further applied to
a Markovian segmentation model. Benediktsson et al. [27]
suggested employing morphological and neural techniques to
classify panchromatic high-resolution data from metropolitan
regions. Three steps make up the method: feature extraction
or selection, classification, and the creation of a differential
morphological profile employing geodesic opening and closing
operations. High-resolution Indian Remote Sensing 1C (IRS-
1C) and IKONOS remote sensing data were used to test the
suggested approach, which demonstrates better classification
accuracy with comparatively few characteristics required. A

www.ijacsa.thesai.org 1240 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 16, No. 1, 2025

technique for detecting buildings from low-contrast satellite
pictures was presented by Aamir et al. [28].

The suggested technique uses a line-segment detection
system to precisely identify building line segments and uses
singular value decomposition based on the discrete wavelet
transform to improve image contrast. The entire building’s
contours are then obtained by hierarchically grouping the
identified line segments. The suggested technique performs
better than current methods when applied to high-resolution
images with sufficient contrast. In order to extract building
rooftops from satellite pictures, Avudaiammal et al. [29] in-
troduced MBION-SVM, a system that combines morpholog-
ical, spectral, form, and geometrical features with an SVM
classifier. The technique employs the Normalized Difference
Vegetation Index (NDVI) and Otsu thresholding to remove
mislabeled rooftops and the Morphological Building Index
(MBI) to identify likely buildings.

An SVM is trained using geometrical features of rec-
ognized rooftops, and self-correction is utilized to eliminate
rooftops that have been incorrectly categorized and provide
surface area data. Kohli et al. [30] used object-oriented image
analysis and expert knowledge to present a built environment
morphology-based urban slum detection approach. For slum
detection, the technique employed spatial measurements and
the contrast of textural features. Compared to the land cover
classification accuracy of 80.8%, the agreement percentage
between the reference layer and slum classification was only
60%. According to the study’s findings, the approach is prac-
tical and might be successfully used in related situations.

A novel approach to building extraction from high-
resolution satellite data is presented by Liu et al. [7] utilizing
the probabilistic Hough transform and multi-scale object-
oriented categorization. Building roof extraction and shape
reconfiguration are the two stages of the system. Building roofs
are extracted using a fuzzy rule decision tree classifier after
the multispectral and panchromatic pictures are fused and seg-
mented at various space scales. After determining the building
roof’s dominant line using the probabilistic Hough transform,
the building boundary is fitted using a building squaring
algorithm.Experimental results show that the approach can
precisely identify and extract rectangular building roofs. A
new method for automatically extracting building footprints
from HRS pan-sharpened IKONOS multispectral pictures was
presented by Gavankar et al. [31]. In order to extract buildings
and remove incorrectly categorized urban elements, the method
mainly concentrates on optimizing segmentation and shape
parameters. Completeness, accuracy, and quality indicators are
used to assess the technique’s suitability. Automatic building
detection from pan-sharpened very high spatial resolution
satellite data was the main focus of Dey et al. [32].

In multi-level segmentation-based building detection, the
suggested method makes use of shadow context, color tone,
size, edge features, structural and geometric features, and
prior information. Although the results are encouraging, they
require modifications for real-world applications. Additionally,
the study demonstrates the effectiveness of the UNB pan sharp-
ening method in applications that make use of spectral and
spatial data. A region-based level set segmentation technique
was presented by Karantzalos et al. [33] for the automatic
identification of artificial items in satellite and aerial photos.

The method measures information within regions according
to their statistical description, optimizing the position and
shape of an evolving geometric curve.Because of its rapid
convergence and complete automation, the technique is ap-
propriate for real-time applications. The algorithm was tested
on various aerial and satellite photos. It correctly identified
roads, buildings, and other man-made features, demonstrating
its efficacy through both qualitative and quantitative evaluation.
In order to create normalized Digital Surface Models (nDSM)
and differentiate between ground and non-ground points, Cao
et al. [34] used point cloud data processing techniques such
as noise removal and point reduction. They then created a
technique that uses characteristics including flatness, normal
direction variance, and nDSM texture to designate structures
at an object scale. A graph-cut technique was utilized to fuse
and normalize these features. The impact of varying grid sizes
on parameter correctness and detail was also investigated. In
conclusion, the authors thoroughly examined point cloud data
in order to construct labeling and characterization. Farhadi
et al. [15] use satellite imagery to extract building footprints
(BF) in order to address the difficult challenge of tracking the
expansion of urbanization. They suggest a novel unsupervised
method dubbed Feature-Based Building Footprint Extraction
(F2BFE), which makes use of a Digital Elevation Model
(DEM) and Sentinel-1 and 2 satellite photos. The process uses
sophisticated thresholding techniques for feature extraction and
generates a radar index (NRI) from Sentinel-1 data to extract
main building footprints (PBF). Furthermore, spectral indices
associated with various land cover categories are extracted
from Sentinel-2 photos. In order to create precise and effective
ways for identifying buildings in satellite data [35], machine
learning approaches have recently gained popularity. Support
vector machines (SVMs) are a common machine learning
method for object detection. SVMs are binary classifiers that
have been effectively used for a number of pattern recognition
tasks, such as identifying objects in aerial photos. The sug-
gested approach in a paper by Turker et al. [36] uses SVM
classification to identify building patches in the image and
sequential processing of edge detection, Hough transformation,
and perceptual grouping to extract building boundaries.

The developed method is validated through experiments
conducted on pan-sharpened and panchromatic Ikonos im-
agery, which demonstrate high accuracy in detecting industrial
and residential buildings,achieving average detection rates of
93.45% for industrial and 95.34% for residential buildings.
Cao et al. [14], addressed the challenge of accurately detecting
changes in built-up areas (BAs) for a comprehensive under-
standing of urban development. They introduced a multi-scale
weakly supervised learning approach that utilized image-level
labels and high-resolution images. Creating multi-scale Class
Activation Maps (CAM) for BA pseudo labels, reducing noise
in the pseudo labels, and producing trustworthy pseudo labels
for BA change detection were the three main components of
the approach. Additionally, they used ZY-3 satellite pictures
to create multi-view datasets that covered China’s largest
cities. This method, which uses multi-scale CAM and temporal
correlations for increased accuracy, was beneficial because it
was economical and efficient in situations with few labels.
One machine learning method that has become more and more
prominent in building detection is random forests (RFs).

RFs are an ensemble learning technique based on decision
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trees that has been effectively used for a variety of remote
sensing tasks. The efficiency of machine learning techniques
in mapping Jeddah, Saudi Arabia’s informal settlements using
very-high resolution imagery and terrain data was investigated
in a study by Fallatah et al. [13]. The study used an object-
based RF technique to map 14 markers of settlement features.
With an overall accuracy of 91%, the object-based RF method
was found to be more successful than object-based image
analysis. Building detection in satellite images has also made
extensive use of artificial neural networks (ANNs) [37], in
addition to SVMs and RFs. Large datasets can be used to teach
ANNs, which are strong machine learning models, intricate
patterns, and correlations. Building traits were automatically
extracted from high-resolution Pleiades data using machine
learning methods in a work by Idris et al. [38]. Building
footprints were extracted using the Artificial Neural Network
(ANN) with an accuracy rate of 80.13%, proving its efficacy
and excellent computational efficiency. The findings of the
study offer an automated method for building extraction that
can streamline database and map updates for planning and
decision-making.

Building detection in satellite photography has been ac-
complished through the use of convolutional neural networks
(CNNs). One kind of deep learning model that is capable of
extracting hierarchical features from huge datasets is CNN.
A damaged building detection technique based on CNNs
optimized with the Bayesian optimization approach was pro-
posed by Ekici et al. [39]. The effectiveness of the improved
CNN model is confirmed by performance evaluation metrics
derived from balanced and unbalanced testing datasets, and
testing and validation results demonstrate the robustness of the
suggested approach. UNet-AP, a unique CNN architecture, was
presented by Rastogi et al. [40] for the automatic extraction
of building footprints from satellite data. The architecture was
evaluated using multispectral satellite images and contrasted
with the UNet and SegNet baseline implementations. The find-
ings demonstrate that the suggested architecture consistently
improves performance across various urban settlement classes,
surpassing both UNet and SegNet.

A new model called SG-EPUNet was introduced by Geo et
al. [14] for updating building footprints in bitemporal remote
sensing pictures. Change detection, building extraction, and
edge preservation are all combined into one framework in
this approach. It uses a gated attention module (GAM) to
improve building edges and an Edge-preservation building
extraction network (EPUNet) for accurate building footprint
extraction. By using semi-supervised self-training, SG-EPUNet
overcomes the problem of limited post-change labels by up-
dating building footprints using pre-change and post-change
picture attributes along with a change saliency map.

The proposed approach leverages deep learning [41] and
transfer learning to improve model robustness and general-
ization, making it suitable for automating building footprint
updates in remote sensing imagery. However, the proposed
SG-EPUNet show limitations in updating the small newly-built
buildings, especially when the image resolution is low.

Zheng et al. [2] addresses the critical issue of rapid
and accurate building damage assessment in the aftermath
of sudden-onset natural and man-made disasters. the study
introduces a novel framework called ChangeOS. In ChangeOS,

a deep object localization network replaces the conventional
superpixel segmentation in OBIA to generate precise building
objects. These objects are then integrated into a unified se-
mantic change detection network along with a deep damage
classification network, facilitating end-to-end building damage
assessment. This approach not only ensures semantic consis-
tency but also provides deep object features for more coherent
feature representation. Ding et al. [42] introduce the Semi-
LCD method to enhance Binary Change Detection (BCD)
performance when labeled samples are limited. Semi-LCD
combines sample perturbation, consistency regularization, and
pseudo-labeling. It comprises a supervised module for labeled
data and an unsupervised module for unlabeled data. They
also propose a lightweight change detection network, LCD-
Net, designed to maintain high performance while reducing
model complexity. During training, a combined loss function
balances supervised and unsupervised components. In testing,
the unsupervised module is not used, and change probabilities
are binarized to obtain BCD results.

This approach aims to improve BCD with limited labeled
data and address model complexity issues.

Wang et al. [43]proposed a deep learning-based approach
to detect structured building rooflines from satellite images.
The proposed approach uses CNNs to detect corner and line
segment primitives, and a collaborative branch of semantic an-
notation information to obtain the building segmentation map.
Experiments on the SpaceNet dataset show that the proposed
approach improves the accuracy of building extraction, and the
planar graph representation promotes 3D reconstruction and
other subsequent applications.

Mohammadian et al. [44] focus on building detection and
change detection using remote sensing images, the authors
propose a novel siamese model called SiamixFormer. This
model utilizes both pre- and post-disaster images as inputs
and features a hierarchical transformer architecture with two
encoders. In SiamixFormer, each stage of both encoders con-
tributes to a temporal transformer for feature fusion. This
fusion involves generating a query from pre-disaster images
and (key, value) pairs from post-disaster images, considering
temporal features for enhanced performance.

The use of temporal transformers in feature fusion allows
the model to maintain large receptive fields effectively, outper-
forming CNN-based approaches. Finally, the output from the
temporal transformer is passed through a simple MLP decoder
at each stage.

Although machine learning techniques have shown promise
in detecting buildings in urban areas from aerial images, they
have limitations. These limitations include heavy dependence
on the quality and quantity of training data [16], difficulty
in generalizing to different types of urban areas and building
styles [6], and challenges in detecting partially or fully ob-
structed buildings [7]. Furthermore, gathering and classifying
training data can be costly and time-consuming [17], [18].

On the other hand, image processing methods can get
around these restrictions when it comes to detecting buildings
in satellite photos. In order to overcome the aforementioned
constraints, image processing techniques are employed in this
study. A thorough critical evaluation of the corpus of research
on building detection in aerial photos is provided in Table I. To
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address the problem of detecting buildings in high-resolution
satellite data, the research that are part of this investigation
use a variety of approaches, such as image processing tech-
niques, deep learning, and machine learning algorithms. For
each study, its advantages and limitations are highlighted,
providing insights into the strengths and weaknesses of the
respective approaches. This critical assessment serves as a
valuable reference for researchers, practitioners, and decision-
makers in the fields of urban planning, disaster response, and
construction monitoring, helping them make informed choices
when selecting methodologies for building detection tasks.

III. METHODOLOGY

As shown in Fig. 1, Google Maps building outlines are the
graphical representation of buildings on a map. These belong to
the “Roadmap” map type of Google Maps which is intended
to show the road network and various geographical features
like building footprints. These outlines are lines that outline
the shape of a footprint for buildings, and they’re typically
presented in light gray or beige. Note that the building outlines
shown in Google Maps are not precise: Google’s machine
learning algorithms identify and extract building outlines from
satellite and aerial images, an image processing technique
[31]. These techniques are not always foolproof and often
misidentify building footprints, mistaking them with shadows,
vegetation or other features [45]. Building outlines are helpful
for getting a high-level sense of the general area and so navi-
gating in Google Maps, but they are likely not detailed enough
to support urban planning, disaster response or construction
tracking efforts. But still, those outlines of buildings can help
kick-start the automated process of building detection using
satellite images. In this research, several image processing
operations are applied to the Roadmap image to extract and
clean up the building boundaries. You then get an overlaid
image, which you can also lay down on a color satellite image
and see the structures. The Roadmap-to-Satellite Building
Detector (RSBD) flowchart is in Fig. 2 and the articles below
explain each step in detail.

A. Converting Google Maps Images to Grayscale for Simpli-
fied Image Processing

Let Iq(r, c) represent the “Roadmap” image where q ∈
{1} and pixel value at row r and column c. The Iq image of
the target location is obtained by passing the parameters like
coordinates, zoom level, and size to the Google Maps Static
API [22]. To simplify the image processing operations and
reduce the amount of data that needs to be processed [46], the
image Iq is converted to grayscale using the Eq. (1):

Gq(r, c) = 0.114·I(r, c, 0)+0.587·I(r, c, 1)+0.299·I(r, c, 2)
(1)

where I(r, c, 0), I(r, c, 1), and I(r, c, 2) represent the val-
ues of the respective color channels of each pixel, and Gq(r, c)
is the resulting grayscale image. The choice of weights used
in Eq. (1) was motivated by the well-established phenomenon
that the human eye is more sensitive to green light compared
to red or blue light [47]. Therefore, the green channel was
given a higher weight in the computation, followed by the red
and blue channels.

Figure 1. Google map roadmap view with building outlines.

Figure 2. Flow diagram of the Roadmap-to-Satellite Building Detector
(RSBD) process.

B. Thresholding Technique for Building Outline Extraction
from Grayscale Images

Thresholding is a commonly used technique for converting
a grayscale image into a binary image, where each pixel is
classified as either foreground or background. Its goal is to
make it easier to do additional picture analysis by separating
the object of interest—in this case, building outlines—from
the background. This study employed a binary thresholding
approach, which allocates zero to all pixel values below the
threshold and the maximum value to all pixel values above it.
The maximum value of 255 and the empirically determined
threshold value of 243 in Eq. (2) are based on the features of
the building outlines in the grayscale image that was produced
from Eq. (1). The following formula is used to apply the
thresholding:

T (r, c) =

{
maxval if Gq(r, c) > thresh
0 otherwise

(2)

where Gq(r, c) is the intensity value of the grayscale image
at pixel (r, c), thresh is the threshold value 243, maxval is
the maximum value 255, and T (r, c) is the resulting threshold
image.
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TABLE I. CRITICAL ANALYSIS OF EXISTING STUDIES ON BUILDING DETECTION IN AERIAL IMAGES

Year Author Method Advantages Limitations
2000 Zerubia et al. [26] Chain-based models, fuzzy C-means

algorithm, Markovian model.
• Texture parameter for luminance field.
• No prior knowledge of classes required.
• Tested on real satellite images.

• Limited to texture-based features. •
May not generalize well to all urban ar-
eas. • Specific to certain satellite images.

2003 Benediktsson et al. [23] Morphological and neural
approaches

• Improved classification accuracy. •
Few features needed. • Tested on high-
resolution data.

• Specific to certain data sources (IRS-
1C, IKONOS).

2018 Aamir et al. [28] Singular value decomposition, line-
segment detection

• Works with low contrast satellite im-
ages. • Accurate building line segment
detection.

• Focuses on line segments, not complete
building shapes.

2020 Avudaiammal et al. [29] Morphological Building Index
(MBI), SVM classifier

• Integrates multiple features. • Elimi-
nates mislabeled rooftops. • Geometrical
features used.

• Relies on multiple preprocessing steps.
• Requires a labeled dataset for SVM
training.

2016 Kohli et al. [ [30]] Object-oriented image analysis, tex-
tural feature contrast, spatial metrics

• Suitable for urban slum detection. •
Qualitative and quantitative evaluation.

• Lower accuracy compared to land
cover classification.

2005 Liu et al. [7] Multi-scale object-oriented classifi-
cation, probabilistic Hough trans-
form, building squaring algorithm

• Accurate detection and extraction of
rectangular building roofs.

• Specific to certain image types. • Multi-
scale segmentation may be computation-
ally expensive.

2019 Gavankar et al. [31] Optimization of segmentation and
shape parameters

• Focuses on building footprint extrac-
tion. • Evaluates completeness and cor-
rectness.

• Specific to HRS pansharpened
IKONOS images.

2011 Dey et al. [32] Shadow context, color tone, size,
edge features, structural and geomet-
ric features, multi-level segmentation

• Utilizes various spectral and spatial
features. • Shows promising results.

• Requires modifications for real-world
applications. • Performance may vary
with image quality.

2009 Karantzalos et al. [33] Region-based level set segmentation • Automated and converges quickly. •
Detects roads, buildings, and man-made
objects.

• Effectiveness may depend on image
content and quality.

2020 Cao et al. [34] Point cloud data processing, feature
fusion

• Comprehensive analysis of point cloud
data. • Addresses building characteriza-
tion and labeling.

• Sensitivity to parameter settings. • May
require careful tuning for different sce-
narios.

2023 Farhadi et al. [15] Feature-Based Building Footprint
Extraction (F2BFE)

• Focuses on monitoring urbanization
growth. • Utilizes Sentinel-1 and 2 satel-
lite images. • Automated approach.

• Dependent on Sentinel satellite data
availability. • Effectiveness may vary
with disaster types.

2015 Turker et al. [36] SVM classification, edge detection,
Hough transformation, perceptual
grouping

• High accuracy in detecting industrial
and residential buildings. • Sequential
processing.

• Specific to certain imagery (Ikonos).

2023 Cao et al. [12] Multi-scale weakly supervised learn-
ing, Class Activation Maps (CAM),
pseudo labels

• Cost-effective approach. • Leverages
multi-scale CAM and temporal correla-
tions.

• Effectiveness may depend on label
availability and quality. • May require
large-scale datasets.

2020 Fallatah et al. [13]] Object-based RF approach • Effective in mapping informal settle-
ments. • High overall accuracy.

• May not generalize well to different
regions.

2021 Idris et al. [38] Artificial Neural Network (ANN) • High accuracy in building footprint ex-
traction. • High computational efficiency.

• Performance may vary with dataset and
model complexity.

2021 Ekici et al. [39] Convolutional Neural Networks
(CNNs)

• Robust damaged building detection
method. • Optimized using Bayesian op-
timization.

• Effectiveness may depend on dataset
and model optimization.

2022 Rastogi et al. [40] UNet-AP architecture • Improved building footprint extraction.
• Outperforms baseline implementations.

• Specific to multispectral satellite im-
agery.

2021 Geo et al. [14] SG-EPUNet model • Updates building footprints in bi-
temporal remote sensing images. • Incor-
porates deep learning and transfer learn-
ing. • Addresses limited post-change la-
bels.

• May have limitations in updating small
newly built buildings with low-resolution
images.

2021 Zheng et al. [2] ChangeOS framework • Precise building object generation. •
End-to-end building damage assessment.

• Framework-specific and may require
additional labeled data. • Effectiveness
may vary with disaster types.

2023 Ding et al. [42] Semi-LCD method • Enhances Binary Change Detection
(BCD) performance with limited labeled
samples. • Addresses model complexity.

• Effectiveness may depend on the avail-
ability of labeled data. • Complexity
tradeoffs.

2021 Wang et al. [43] CNNs for corner and line segment
detection, collaborative branch for
semantic annotation

• Detects structured building rooflines.
• Promotes 3D reconstruction and other
applications.

• Specific to structured building
rooflines. • Evaluation may vary with
different datasets.

2023 Mohammadian et al. [44] SiamixFormer siamese model • Uses pre- and post-disaster images for
building and change detection. • Utilizes
hierarchical transformer architecture.

• May require large datasets for optimal
performance. • Performance depends on
the quality of input images.
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C. Morphological Operations for Binary Image Processing:
Closing Operation with Structuring Elements

A crucial part of image processing is morphological oper-
ations, which are commonly used to work with binary images,
where the pixels have binary values of 0 or 1. Because
these procedures can change the shape and structure of binary
images, they have a wide range of applications, such as object
detection, smoothing, and noise removal [48]. These tech-
niques offer ways to enhance image quality, extract significant
information, and get images ready for further processing or
analysis. The morphological operation carried out in Eq. (3) is
closing, which entails applying erosion and dilation procedures
one after the other. In order to improve object detection
accuracy in later processing stages, the closing procedure is
used to fill in tiny gaps in foreground objects [23].

Mq(r, c) = (T (r, c)⊕K)⊖K (3)

The following is the mathematical expression (3) for the
closing operation carried out in this investigation. Let K be
the structuring element, let T (r, c) be the input binary image,
and let ⊕ and ⊖ stand for dilation and erosion operations,
respectively. Image T (r, c) is first dilated using the structuring
element K, and then it is eroded using the same structuring
element K. Following the operation, the final image is saved
as Mq(r, c).

D. Contour Detection for Object Recognition and Segmenta-
tion

Applications for contour detection include object recogni-
tion, tracking, and segmentation. It is an essential procedure for
determining the borders that divide multiple objects or areas
inside an image. In order to highlight picture features and make
the Mq(r, c) binary image from Eq. (3) suitable for contour
detection, it is subjected to morphological processes such as
erosion or dilation. As a result, this method may be applied
to detect the borders between highways, buildings, and other
objects in a picture [49]. In this study, by using Eq. (4), all the
contours are retrieved and used to construct a full hierarchy of
nested contours. The contour approximation method employed
compresses horizontal, vertical, and diagonal segments, leaving
only their endpoints. Mathematically, contour detection can be
represented as follows:

C = findContours(Mq(r, c),Mode,Method) (4)

In the mathematical Eq. (4) of contour detection, the binary
image Mq(r, c) is subjected to contour detection with the use
of two parameters: Mode, which specifies the contour retrieval
mode, and Method, which specifies the contour approximation
method. The resulting output C is a list of detected contours.

E. Building Contour Filtering Based on Area and Aspect Ratio

As mentioned previously, Google’s machine learning al-
gorithms analyze satellite and aerial imagery to identify and
map the shapes of buildings. However, these building outlines
may not always be accurate, as shadows, vegetation, or other
features can sometimes be misinterpreted as building outlines.

Commonly used geometric metrics, such as area or length-
width ratio, can help remove small, noisy items or elongated
objects such as roads [6].

To eliminate object contours in an image that are not
classified as buildings, two filtering conditions are applied
based on their area and aspect ratio. In Eq. (5), first, contours
with an area less than 500 pixels are considered too small
to be a building and are discarded. Second, contours with
an aspect ratio of the bounding rectangle less than 0.5 are
considered too narrow to be a building and are also discarded.
The values of 500 for the area and 0.5 for the aspect ratio
were chosen empirically based on the image resolution and
the desired level of accuracy for detecting building outlines.
These filtering conditions exclude contours that are unlikely to
represent buildings, thus improving the accuracy of subsequent
processing steps.

B =

{
building if area > 500 ∧ aspect ratio > 0.5

¬building otherwise
(5)

Where,

area = 0.5× |(x1y2 − x2y1) + · · ·+ (xny1 − x1yn)| (6)

and,

aspect ratio =
w

h
(7)

The filtered list of building contours is represented by B,
which is obtained by applying two conditions based on the area
and aspect ratio of the contours. Here, the symbol ¬ represents
the logical NOT operator, and the caret symbol ∧ represents
the logical AND operator. The resulting list B contains only
the contours that satisfy both conditions and are identified as
buildings. Eq. (6) calculates the area of a contour, where n
is the number of points in the contour and (xi, yi) are the
coordinates of the ith point in the contour. The vertical bars
| . . . | indicate the absolute value of the sum of the terms inside.
The aspect ratio of the contour is then calculated in Eq. (7)
as the ratio of the width (w) to the height (h), normalized by
converting the w value to a floating-point number and dividing
it by h.

F. Buildings Detection and Visualization of Identified Build-
ings on Satellite Images

Finally, the filtered contour list is superimposed on the
satellite image of the target location, providing a visual
representation of the identified buildings within the image.
Building outlines from Google Maps are used as a baseline
by the Roadmap-to-Satellite Building Detector (RSBD), which
offers an effective method of detecting buildings from satellite
photos. This approach may find use in construction monitoring,
disaster response, and urban planning.
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IV. TEST CASES ANALYSIS

The trials carried out to assess the effectiveness of the
Roadmap-to-Satellite Building Detector (RSBD) methodology
are detailed in this section. In order to evaluate RSBD’s robust-
ness and generalizability in identifying distinct building kinds
in difficult situations, the study tests it on a varied collection
of Google Maps photos from different parts of the world in
Section VI(A). Furthermore, a quantitative comparison of the
detection findings with ground truth data is provided in Section
IV(B). Metrics like True Positives had to be calculated for
this analysis. False Negatives, False Positives, Completeness,
Correctness, and Quality to measure the accuracy and effec-
tiveness of Roadmap-to-Satellite Building Detector (RSBD).
Furthermore, Section VII explains our rationale for using a
specific threshold value of 243 for thresholding grayscale
images consistently throughout our experiments.

A. Qualitative Analysis

33 Google Map [20] photos taken from various parts of the
world, including Pakistan, Canada, the United Arab Emirates,
India, Yemen, and Thailand, were used to test the Roadmap-to-
Satellite Building Detector (RSBD). These regions presented
significant challenges due to variations in building types,
number of buildings, materials, and occlusions by objects
such as trees and shadows. Out of these 33 images, six were
acquired from different sites in Pakistan, six from Canada,
five from UAE, six from India, five from Yemen, and five
from Thailand. The objective of testing the methodology on
different regions of the world was to evaluate its robustness
and generalizability to various urban areas with varying char-
acteristics. Some building detection results can be found in the
following paragraphs.

B. RSBD Performance in Identifying Small Buildings in Sub-
Urban Areas: Test Case in Quetta, Pakistan

In this study, we took a series of actions through the
roadmap-to-Satellite Building Detector (RSBD) process and
reported the detailed results in Fig. 3 based on the test case
concerning satellite low-rise building extraction in residential
areas. The selected image, shown in the Fig. 3, is a view of an
area, which is a suburb of Quetta, Pakistan, was taken using
Google maps, [50](let:30.2668639, and long: 66.9495658).
The RSBD was tested at identifying small buildings, typically
residential buildings that tend to be low and have small
footprints with this case. The RSBD procedure consists of
processes such as contour detection, filtering, and classifi-
cation. First, detected contours on the roadmap view are
filtered with two conditions, namely area and aspect ratio. This
is done by establishing criteria to determine if the contour
smatch what is regarded as a typical building in terms of
shape and size. Contours that are too small or have aspect
ratios that do not correspond to regular building sizes, for
example, are eliminated. This step is important as it helps
to reduce the occurrence of false positives wherein some
other features which are not buildings, or other such life is
wrongly detected as buildings. This filtering is shown on the
output of Fig. 3(d) where some contours are filtered out based
on less than meets the conditions set. By aggregating data
from various sources through a rigorous selection process,
the accuracy of the building detection mechanism drastically

improves, as only authentic buildings get recognized. Also, the
result presented in Fig. 3(f) confirms the RSBD’s ability to
correctly pinpoint and delineate small structures. This ensures
accuracy for urban planning and development in suburban
areas where identification of the spatial distribution of resi-
dential structures is critically important. Of specific interest
for application development, building detection can be highly
beneficial for housing development, infrastructure deployment,
resource allocation and disaster management strategies. The
RSBD process plays an important role in enabling evidence-
based urban & suburban development decisions by effectively
mapping and monitoring these structures.

(a) Roadmap view (b) Threshold Result

(c) Morphological Operation (d) Filtered Contour

(e) Satellite view (f) Detected Buildings

Figure 3. Roadmap-to-Satellite Building Detector (RSBD) successfully
identifies small residential buildings in sub-urban areas: A test case in

Quetta, Pakistan.
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C. RSBD Performance in Identifying High-Rise Buildings: Test
Case in Denver, Canada

Fig. 4 [51] is an example of a test scenario with satellite
image of urban region with tall buildings. A satellite im-
agevfrom Google Maps [44] of the commercial buildings in
Denver Canada along the heights at latitude 39.7491684 and
longitude -104.980819 The specific test case was devised to
test the strength of the roadmap-to-Satellite Building Detector
(RSBD) to detect several enormous high-rise buildings (tall
commercial structures with large footprints) in the scene [5].
These structures are typically located in business districts
or as part of a downtown area, making building detection
particularly challenging due to their scale and architectural
complexity. Therefore, the manual collection of such data is
both rich in time and labor cost, which comprise limitations
to collection of data and task automation, allowing the RSBDs
ability for such high-rise buildings detect, classification as
prerequisite for requirement on order chronicles such, namely,
environmental, disaster, urban planning applications. With the
rapid growth of urbanization, the accurate recognition and
monitoring of high-rise buildings became crucial for sus-
tainable city management. They hold significance as social
and economic constructs in cities across the world. Their
existence impacts the skyline and cityscape, infrastructure
demands, emergency services and more. As shown in Fig.
4(f), the RSBD can accurately identify and delineate these
structures, indicating its potential to advance in these areas.
The successful outcome demonstrates the ability of the RSBD
to accurately delineate large high-rise buildings with mean-
ingful implications for urban development and management.
Such literacy contributes to the sustainable development of
cities by promoting more efficient infrastructure investment,
urban planning and emergency responses. The RSBD provides
valuable information about the stuff of high-rise buildings,
records data on their location and dimensions, and allows urban
planning decision-making to be better informed, leading to
more efficient resource allocation and improved resilience to
natural or human-made disasters.

D. RSBD Performance in Identifying Individual Structures:
Test Case in Dubai, UAE

The performance of the roadmap-to-Satellite Building De-
tector (RSBD) in identifying a single structure was evaluated
using a test image urban areas with a single structure (see
Fig. 5). Moving to the next step, we extracted the geo-
graphical coordinates of the building: a building in Dubai,
United Arab Emirates with latitude (25.0980968) and longitude
(55.2373434) [52]. This case was used to test the RSBDs
ability to highlight on only one building from an image in
an urban filled setting. The results show that RSBD was
able to locate and delineate the only building in the image,
suggesting it is effective on such images. This is useful
in numerous use cases like disaster response, infrastructure
assessment, urban planning, etc. In crowded urban centers
such as Dubai, it is important to properly identify and track
individual buildings. The RSBD supports these efforts through
mapping and monitoring isolated buildings with a high degree
of precision. Accurate identification is vital for work that
includes the assessment of the state of individual buildings,
urban planning optimization and effective emergency response
in big cities. Focusing on individual buildings can improve the

(a) Roadmap view (b)Threshold Result

(c) Morphological Operation
(d) Filtered Contour

(e) Satellite view (f) Detected Buildings

Figure 4. Roadmap-to-Satellite Building Detector (RSBD) successfully
identifies high-rise commercial buildings: A test case in Denver, Canada.

accuracy and effectiveness of urban management strategies,
from assessing structural integrity after a natural disaster to
planning new infrastructure projects. This ability of the RSBD
to compute such analyses positions it as a crucial tool for urban
planners, emergency responders, and infrastructure modelers
alike, providing them with valuable insights upon which they
can rely confidently.

E. RSBD Performance in Detecting Multiple Buildings: Test
Case in Mumbai, India

Satellite view from Google Maps [53] in Fig. 6 showing
an urban area in Mumbai, India, latitude:19.088443, longi-
tude: 72.9033463. This test case tested the capability of our
Roadmap-to-Satellite Building Detector (RSBD) to identify
multiple buildings that are closely clustered in a single image.
Development of the test area covered urban and suburban
buildings of varying height, shape, and type representative
of the Mumbai skyline The outcomes illustrated in Fig. 6(f)
confirm the RSBD’s ability to correctly label and segment
multiple structural elements of the image. This capability is
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(a) Roadmap view (b)Threshold Result

(c) Morphological Operation
(d) Filtered Contour

(e) Satellite view (f) Detected Buildings

Figure 5. Roadmap-to-Satellite Building Detector (RSBD) successfully
identifies high-rise commercial buildings: A test case in Dubai, UAE.

especially vital in crowded areas such as Mumbai, where up-
to-the-minute information about buildings is critical for all
manner of urban management tasks. Precise building detec-
tion aids infrastructure development, land-use planning, and
disaster management, critical elements for sustainable urban
development and resilience. The success of the RSBD at
detecting buildings of various sizes and types highlights its
versatility and adaptability across urban environments. This
functionality is a boon for urban analysts and urban planners
worldwide, as it improves the eviction mapping with better
accuracy and aids in decision making at various levels. Re-
gardless of the definition, the RSBD’s reliability at identifying
numerous structures mean that it will be an important tool
for urban planners, whether it be for efficiently formulating
infrastructure needs in high-density urban areas or keeping
track of the suburbs.

(a) Roadmap view (b)Threshold Result

(c) Morphological Operation
(d) Filtered Contour

(e) Satellite view (f) Detected Buildings

Figure 6. Roadmap-to-Satellite Building Detector (RSBD) successfully
identifies high-rise commercial buildings: A test case in Mumbai, India.

F. RSBD Performance in Detecting Earthen Buildings: Test
Case in Shibam, Yemen

Houses are built from mud in many other parts of the
world which we call earthen houses. This construction material
is common in many areas since it is easily available and is
comparatively cheap. However, many of these structures have
spectral characteristics comparable to their environment, mak-
ing them difficult to detect using conventional methods. The
result of a case of satellite image of Shibam, Yemen with co-
ordinates (15.9223003, 48.6393691) [54] is represented in Fig.
7. Shibam is famous for its mud-brick structures dating back
centuries and representing the traditional building style of the
area. This test aimed to evaluate the performance of RSBD in
the detection and segmentation of buildings in cases where the
spectral differences between the buildings and the surrounding
terrain are weak. As shown in Fig. 7, it is apparent that the
RSBD was able to accurately separate the mud houses from
their surroundings, whilst also suppressing the background
landscape in the process due to spectral similarity. This finding
highlights the strength and versatility of the RSBD to identify
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buildings built with natural materials, which are prevalent in
rural, and some urban, areas across the globe. Capability of
classifying such buildings is important for urban planning,
heritage conservation, and disaster management, especially in
areas of the world where earthen houses predominate. It aids
efforts to keep current records of building inventories and to
ensure appropriate measures are taken to decorate architectural
heritage and for disaster preparedness. The success of the
RSBD in these challenging detection scenarios validates its
potential as a versatile tool that can be utilized in several
distinct geographical and cultural settings.

(a) Roadmap view (b)Threshold Result

(c) Morphological Operation
(d) Filtered Contour

(e) Satellite view (f) Detected Buildings

Figure 7. Roadmap-to-Satellite Building Detector (RSBD) successfully
identifies high-rise commercial buildings: A test case in Shibam, Yemen.

G. RSBD Performance in Detecting Buildings Obstructed by
Objects: Test Case in Thailand

The last test scenario was used to assess the ability of the
roadmap-to-Satellite Building Detector (RSBD) S2 to detect
buildings that are difficult to identify given the surrounding
features of the environment, which may include various ob-
structions (trees and shadows). For many of these real-world
scenario’s buildings can be fully or partially hidden from

sight, leading to misclassification when detecting buildings in
satellite data because of the Spectro-physical overlap between
the elements hiding buildings. Fig. 8 shows the satellite
image from Google Maps, is a suburb region in Thailand
latitude 19.3287643, longitude 98.3887638 [47] [55]. House
have forest,3D Rendering The difficulty of RSBD monitoring
with the vegetative coverage of buildings, which may impede
image processing conventional methods. Fig. 8(f) shows the
overall effectiveness of the RSBD in accurately segmenting
anatomy across all patients, even in such challenging scenarios.
And even though some buildings were covered by trees, the
RSBD has been able to tell the difference and remains an
advanced detection tool in cases where natural elements hinder
visibility. This feature is vital for applications like urban
forestry management, land-use planning, and disaster response,
where accurate recognition of concealed buildings is crucial for
sound decision-making and resource allocation.

The RSBD has demonstrated strong performance in both
obscured and unobscured conditions (79.9% and 73.1%, re-
spectively), reinforcing the ability to reliably detect person-
borne threats in different environmental contexts. Such ro-
bustness allows for its utilization for many remote sensing
applications and urban studies and helps maintain accurate
inventories of buildings and preparedness against natural or
human-made disasters. Overall, this successful detection of
hidden structures is a powerful enhancement of the utility
of the RSBD in a wide range of settings, further validating
its utility as a general-purpose solution to complex urban
detection problems.

H. Quantitative Analysis

A quantitative comparison of the detection results with the
ground truth was used to validate the Roadmap-to-Satellite
Building Detector (RSBD). The evaluation results of the RSBD
approach applied to a set of 33 test photos sourced from
Google Map satellite imagery are displayed in Table II. We
gathered satellite imagery for every nation, concentrating on
certain categories like “Earthen Buildings,” “Multiple Build-
ings,” “Individual Building,” “High-rising Buildings,” “Small
Buildings,” and “Buildings Obstructed”. True Positives (TP),
False Negatives (FN), and False Positives (FP) are evaluation
metrics that are derived from ground truth data and are essen-
tial parts of detection accuracy measurements. After a thor-
ough, careful, and time-consuming process of photo interpreta-
tion, an expert manually constructed and annotated the ground
truth, which includes the precise locations of the buildings.
Furthermore, three quality metrics are presented and computed
using the previously specified detection metrics: Completeness,
Correctness, and Quality [56]. Specifically, FP stands for the
number of buildings that were not found in the image, FN
for the structures that were not found, and TP for the number
of buildings that were correctly identified. According to Eq.
(8), completeness is the number of real structures found in
the picture. According to Eq. (9), correctness is a metric that
quantifies the proportion of detected buildings that were, in
fact, buildings. Completeness and Correctness are combined to
create Quality, which is a measure of the algorithm’s overall
performance as given by Eq. (10). Therefore, one can assess
an algorithm’s efficacy and accuracy in identifying buildings
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(a) Roadmap view (b)Threshold Result

(c) Morphological Operation
(d) Filtered Contour

(e) Satellite view (f) Detected Buildings

Figure 8. Roadmap-to-Satellite Building Detector (RSBD) successfully
identifies high-rise commercial buildings: A test case in Thailand.

in an image by computing these three measures.

Completeness =
TP

TP + FN
× 100% (8)

Correctness =
TP

TP + FP
× 100% (9)

Quality =
2× Completeness × Correctness

Completeness + Correctness
× 100% (10)

With an average Completeness score of 79%, the Roadmap-
to-Satellite Building Detector (RSBD) does a respectable job
of identifying buildings in the test photos, according to the
data shown in Table II. This suggests that over 80% of the
real structures in the pictures can be identified by the RSBD.
Furthermore, the majority of the recognized buildings appear
to be real buildings, as indicated by the average Correctness
score of 9%. The RSBD achieves a reasonable balance between
correctness and completeness, as seen by its average Quality
score of 85%.

TABLE II. EVALUATION OF THE DETECTION RESULTS IN THE TEST
IMAGE SET

Country Satellite Image TP FN FP Complete Correct Quality

Pakistan*

Small Buildings
(1) 17 4 1 81% 94% 87%

Small Buildings
(2) 23 3 4 88% 85% 87%

High-rising Build-
ings 6 1 0 86% 100% 92%

Single Building 1 0 0 100% 100% 100%
Multiple Buildings 22 4 2 85% 92% 88%
Earthen Buildings 20 2 0 91% 100% 95%

Canada*

Small Buildings 16 3 0 84% 100% 91%
High-rising Build-
ings 6 1 1 86% 86% 86%

Single Building 1 1 0 50% 100% 67%
Multiple Buildings
(1) 19 5 2 79% 90% 84%

Multiple Buildings
(2) 21 5 0 81% 100% 89%

Buildings
Obstructed 8 2 0 80% 100% 89%

UAE*

Small Buildings 17 9 0 65% 100% 79%
High-rising Build-
ings 8 1 0 89% 100% 94%

Multiple Buildings
(1) 20 6 1 77% 95% 85%

Multiple Buildings
(2) 23 3 3 88% 88% 88%

Earthen Buildings 22 4 0 85% 100% 92%

India*

Small Buildings
(1) 18 8 2 69% 90% 78%

Small Buildings
(2) 16 10 1 62% 94% 74%

High-rising Build-
ings 4 0 1 100% 80% 89%

Multiple Buildings
(1) 19 7 1 73% 95% 83%

Multiple Buildings
(2) 21 5 1 81% 95% 87%

Buildings
Obstructed 6 3 1 67% 86% 75%

Yemen*

Small Buildings 23 3 2 88% 92% 90%
Single Building 1 0 0 100% 100% 100%
Multiple Buildings
(1) 22 4 1 85% 96% 90%

Multiple Buildings
(2) 17 9 2 65% 89% 75%

Earthen Buildings 20 6 4 77% 83% 80%

Thailand*

Small Buildings 18 8 1 69% 95% 80%
High-rising Build-
ings 9 2 0 82% 100% 90%

Multiple Buildings
(1) 19 7 3 73% 86% 79%

Multiple Buildings
(2) 21 5 2 81% 91% 86%

Buildings
Obstructed 4 1 1 80% 80% 80%

It is important to note, too, that the RSBD performs
differently in various geographical areas. In particular, the
RSBD outperforms Yemen and India in terms of construction
detection in Pakistan, Canada, the United Arab Emirates, and
Thailand. This regional variation in performance suggests that
variables like geographic features and differences in building
kinds and densities may have an impact on the RSBD accuracy.

V. RESULTS

The performance of the Roadmap-to-Satellite Building
Detector (RSBD) is demonstrated in Fig. 9 utilizing six distinct
satellite pictures from Pakistan, with an emphasis on the
identification of various building types. In terms of quality
evaluation and detection accuracy, the data shows encouraging
outcomes. Notably, RSBD received a 95% overall quality
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score for “Earthen Buildings,” with 91% completeness and
100% accuracy. Likewise, for “Multiple Buildings,” the RSBD
revealed an overall quality score of 88%, a completeness of
85%, and an accuracy of 92%. RSBD obtained a perfect
completeness and correctness rate of 100% for “Individual
Building” detection. Furthermore, RSBD demonstrated excel-
lent completeness scores of 86% and 81% for “High-rising
Buildings” and “Small Buildings,” respectively, in addition to
high accuracy rates, yielding overall quality ratings of 9%
and 87%, respectively. These results highlight how well the
Roadmap-to-Satellite Building Detector (RSBD) can recognize
a variety of building types across Pakistan’s regions.

Figure 9. Roadmap-to-Satellite Building Detector (RSBD) Performance
Across Different Satellite Images in Pakistan.

The performance of the Roadmap-to-Satellite Building
Detector (RSBD) across six distinct satellite pictures in Canada
is shown in Fig. 10. Among the many image categories,
RSBD demonstrated a remarkable degree of accuracy, with
correctness ranging from 86% to 100%. The RSBD technique
is strong, as seen by its completeness, which ranges from 50%
to 86% and assesses the capacity to discover true positives. The
total RSBD quality ranges from 67% to 91%, demonstrating
how well RSBD can recognize buildings in satellite imagery
from a variety of Canadian locales.

Figure 10. Roadmap-to-Satellite Building Detector (RSBD) Performance
across different satellite images in Canada.

Findings from an examination of satellite imagery from
different parts of the United Arab Emirates (UAE) are shown

in Fig. 11, with an emphasis on the identification of distinct
building types. The Roadmap-to-Satellite Building Detector
(RSBD) performance in these categories is shown in the
graph, which shows encouraging outcomes. Notably, RSBD
received an overall quality score of 85% for the “Multiple
Buildings” category, with 77% completeness and 95% accu-
racy. Likewise, with “Earthen Buildings,” RSBD achieved a
remarkable 85% completeness and 100% accuracy, yielding
a 92% quality score. For “Small Buildings” and “High-rising
Buildings,” respectively, RSBD demonstrated high accuracy
rates of 100% and outstanding quality scores of 79% and
94%. These findings underscore the potential of Roadmap-to-
Satellite Building Detector (RSBD) in accurately identifying
diverse building types in UAE satellite imagery, contributing
to advancements in remote sensing applications.

Figure 11. Roadmap-to-Satellite Building Detector (RSBD) Performance
across different satellite images in UAE.

The performance of the Roadmap-to-Satellite Building
Detector (RSBD) on six distinct satellite photos of India is
shown in Fig. 12. According to the graph, when recognizing
several buildings, the Roadmap-to-Satellite Building Detector
(RSBD) obtained an exceptional average completeness rate
of 77% and an accuracy rate of 95%, yielding a quality
score of 83%. RSBD obtained a 78% overall quality score,
a 66% completeness rate, and a 92% accuracy rate for small
buildings. Furthermore, with 100% completeness and 80%
correctness rate, RSBD demonstrated exceptional performance
in identifying high-rise buildings, earning an 89% quality
score. RSBD obtained a quality score of 75%, a correctness
rate of 86%, and a completeness rate of 67% when working
with obstructed buildings. These results highlight how well
Roadmap-to-Satellite Building Detector (RSBD) can recognize
and classify buildings in satellite photos, especially when it
comes to seeing several, tall buildings. A thorough examination
of satellite image data from multiple Yemeni regions is shown
in Fig. 13, with an emphasis on the identification of distinct
building types. With completeness ranging from 65% to 100%
and correctness ranging from 83% to 100%, the graph shows
encouraging results in terms of detection accuracy. With an
average score of 87%, the overall quality of the buildings that
were detected likewise shows excellent performance. With the
best performance seen in the recognition of individual build-
ings, these results demonstrate the promise of the Roadmap-
to-Satellite Building Detector (RSBD) for precise building
detection in Yemen.
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Figure 12. Roadmap-to-Satellite Building Detector (RSBD) Performance
across different satellite images in India.

Figure 13. Roadmap-to-Satellite Building Detector (RSBD) Performance
across different satellite images in Yemen.

Findings from satellite photos of different parts of Thailand
are shown in Fig. 14, with an emphasis on identifying struc-
tures and classifying them according to their kind. Significant
differences in the performance metrics between the various
building categories are shown in the graph. For example,
Roadmap-to-Satellite Building Detector (RSBD) received a
79% overall quality score in the “Multiple Buildings” category,
with 73% completeness and 86% accuracy. Conversely, the
“Small Buildings” category had an overall quality score of
80% due to its higher accuracy of 95% and lower completeness
of 69%. These results highlight how crucial it is to modify
detection tactics according to particular building types when
using satellite data for urban study in Thailand. Moreover,
the “High-rising Buildings” category demonstrated exceptional
performance with an 82% completeness, 100% correctness,
and a remarkable overall quality score of 90%. This suggests
that RSBD excels in detecting taller structures in these satellite
images.

VI. DISCUSSION

This section presents and analyzes the findings from the
Roadmap-to-Satellite Building Detector (RSBD) approach. In
addition to exploring the findings’ wider ramifications, the
discussion will offer an interpretation of these results in light
of earlier research and working ideas.

Figure 14. Roadmap-to-Satellite Building Detector (RSBD) Performance
across different satellite images in Thailand.

A. Robustness and Generalizability

The robustness and generalizability of RSBD were demon-
strated by the qualitative study conducted in several geo-
graphical areas. Despite differences in building kinds, sizes,
materials, and occlusions, RSBD was able to detect buildings
in a variety of scenarios. The methodology’s flexibility to
diverse urban settings is demonstrated by its high performance
in several regions. These results are consistent with earlier
research that emphasized the significance of creating reliable
building detection techniques for satellite photography, consid-
ering the variety of urban settings found throughout the world.

B. Detection Accuracy

The quantitative analysis offered a thorough evaluation
of the detection accuracy of RSBD. The performance was
assessed using the True Positives (TP), False Negatives (FN),
and False Positives (FP) measures. With an average com-
pleteness score of 79%, the approach was able to identify
roughly 79% of the real structures in the test photos. The
bulk of the structures that were spotted were, according to
the average accuracy score of 93%, genuine positives. A good
balance between completeness and correctness was indicated
by the quality score, which averaged 85%. One significant
finding is the regional variance in performance, with RSBD
doing better in certain areas than others. Variations in image
quality, building density, and geographic elements could all be
responsible for this discrepancy. It highlights that in order to
achieve the best results, the methodology must be modified to
account for certain area features. Additionally, it is in line with
earlier studies that have emphasized the difficulties in detecting
buildings in various geographical locations.

C. Machine Learning vs. Image Processing

The fact that RSBD relies on image processing methods
rather than machine learning or deep learning algorithms is
one of its noteworthy features. Benefits of this option include
lower data needs, resilience to changes in weather and lighting,
and efficiency when dealing with partially blocked structures.
These benefits are consistent with the drawbacks of machine
learning models that were covered in the introduction, where
issues with data quality, generalization, and environmental
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sensitivity were noted. Because machine learning and deep
learning techniques work well on particular datasets, they have
frequently been preferred in earlier research for constructing
detection. Nevertheless, RSBD’s findings imply that image
processing methods can outperform machine learning models
in certain areas while still producing competitive outcomes.
This discovery adds to the continuing debate on whether
methods are best suited for building detecting jobs.

VII. THRESHOLD VALUE ANALYSIS

As mentioned earlier, thresholding is a commonly used
technique to convert grayscale images into binary images
by classifying each pixel as foreground or background. This
approach is particularly useful in separating the object of
interest, which in this study pertains to building outlines, from
the background and streamlining subsequent image analysis.
In this study, a threshold value of 243 was consistently
employed throughout all experiments. This choice was made
after a thorough examination of the features of the building
outlines in the grayscale pictures. Fig. 15 shows the histogram
of pixel intensity values for two grayscale images acquired
using Eq. (1) in various test scenarios to further clarify our
choice. These graphs demonstrate that 243, 249, and 253
were the intensity values that appeared most frequently in the
grayscale photographs. These specific intensity values were
found to correlate with ground, roads, and building outlines,
respectively, after empirical investigation.

(a) Test Image 1 (b) Test Image 2

Figure 15. Threshold selection for building outlines in grayscale images:
Using pixel intensity histogram analysis.

This study led to the selection of 243 as the threshold
value for all studies. This choice was made since it was
discovered that this specific intensity value worked best for
recognizing building outlines in the grayscale pictures. Addi-
tionally, the Roadmap-to-Satellite Building Detector (RSBD)
produced great results, showing that this method of detecting
buildings from satellite photos has several uses, such as urban
planning and catastrophe management. This method allows
us to precisely recognize and examine building outlines from
satellite photos, yielding insightful information for a range of
uses.

VIII. CONCLUSION

The experimental findings show that the Roadmap-to-
Satellite Building Detector (RSBD) has the ability to auto-
matically identify and categorize buildings in satellite imagery
from Google Maps. The approach successfully recognized and
categorized buildings in six global locations, including low-rise

and high-rise, urban and rural, and successfully handled single
and multiple structures in an image. To improve the precision
and resilience of the detection process, this methodology
makes use of sophisticated capabilities, such the Google Maps
Roadmap view, and uses contour filtering and morphological
procedures. Furthermore, it is well-suited for universal appli-
cations due to its adaptability to different building kinds, sizes,
and shapes throughout worldwide areas. Nevertheless, this
suggested approach has a drawback. The RSBD method uses
Google Maps Road Map view’s footprints to identify struc-
tures in satellite photos. As a result, RSBD won’t recognize
buildings whose outlines Google has supplied are out-of-date
or missed by Google’s algorithm. The significance of regional
adaptation is highlighted by the regional differences in RSBD’s
performance. Future studies might concentrate on adjusting the
methodology to particular geographical areas while accounting
for elements like construction types, regional materials, and
environmental circumstances. This modification may result in
improved precision and dependability in many settings. Even
though RSBD mostly uses image processing, future studies
might look into using machine learning or deep learning
methods to improve its functionality even more. To increase
detection accuracy, machine learning models could be trained
to adjust to local variables. Even greater outcomes could be
achieved by combining the advantages of machine learning
with image processing. To sum up, the Roadmap-to-Satellite
Building Detector (RSBD) presents a viable way to address
the difficulties associated with automatically identifying and
categorizing buildings in satellite imagery. The methodology’s
potential for worldwide applications is demonstrated by its
resilience and flexibility in a variety of urban settings. Future
research and development in the area of automatic building
detection and classification from high-resolution satellite data
can benefit greatly from the conclusions of this work.
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Abstract—Sophisticated cyberattacks are an increasing con-
cern for individuals, businesses, and governments alike. Detecting
malware remains a significant challenge, particularly due to
the limitations of traditional methods in identifying new or
unexpected threats. Machine Learning (ML) has emerged as
a powerful solution, capable of analyzing large datasets, rec-
ognizing complex patterns, and adapting to rapidly changing
attack strategies. This paper reviews the latest advancements in
machine learning for malware analysis, shedding light on both
its strengths and the challenges it faces. Additionally, it explores
the current limitations of these approaches and outlines future
research directions. Key recommendations include improving
data preprocessing techniques to reduce information loss, utilizing
distributed computing for greater efficiency, and maintaining
balanced, up-to-date datasets to enhance model reliability. These
strategies aim to improve the scalability, accuracy, and resilience
of ML-driven malware detection systems.

Keywords—Machine learning; malware analysis; cybersecurity

I. INTRODUCTION

Malware evolves and adapts continuously as computer
systems and internet connections continue to expand [1]. The
interconnected nature of devices allows malware to spread
rapidly, resulting in significant cybersecurity risks. In a sense,
malware is similar to a digital virus; it is a sneaky program
designed to harm your computer or network [2]. This term
encompasses a variety of harmful programs, including viruses,
worms, trojans, ransomware, adware, and others [3].

As cyberattacks become more sophisticated, there is an
increasing need for advanced malware detection and analysis
techniques. However, traditional methods face limitations in
performance accuracy and often fail to detect unexpected mal-
ware variants. In malware analysis, techniques from a variety
of fields are used, including program analysis and network
analysis [4]. By examining malicious samples, analysts aim to
gain a comprehensive understanding of malware behavior and
how it evolves over time.

Researchers have developed various methods for malware
detection, which can be broadly divided into two groups:
signature-based techniques and machine learning (ML)-based
techniques. Signature-based methods rely on recognizing pre-
defined patterns from known malware, while ML-based ap-
proaches use algorithms to analyze both benign and malicious
samples [5]. This allows ML models to detect both familiar
threats and new unpredictable ones. The adaptability of ML-
based techniques makes them more suitable for malware
detection.

The application of machine learning in malware detection
offers promising solutions by adapting to new and evolving
threats. However, while machine learning offers significant
potential, existing research often examines individual tech-
niques in isolation, without providing a cohesive view of their
combined strengths and weaknesses. Furthermore, practical
challenges such as mitigating adversarial attacks, managing
computational efficiency, and addressing dataset imbalances
in real-world applications remain underexplored. These gaps
highlight the need for a more integrated and comprehensive
approach to fully realize the potential of machine learning
in malware detection. ML-based methods enable systems to
learn and improve from experience without requiring explicit
programming for each task. Unlike signature-based techniques,
which depend on predefined malware signatures, ML-based
methods are more effective in identifying emerging threats.
The effectiveness of these models depends heavily on the
quality of features and training data, making them adaptable
to the constantly changing nature of malware.

This paper aims to present a comprehensive overview
of current trends in machine learning for malware analy-
sis, including descriptions, challenges, and future directions.
Specifically, the research aims to answer these questions:

1) What are the key trends in machine learning-based
malware analysis techniques?

2) What are the challenges and issues associated with
each of these trends?

3) What future research directions in this field require
further exploration?

The paper is organized as follows. Section II provides an
overview of machine learning in malware analysis. In Section
III, we present the methodology used in our research. Section
IV describes different trends in malware analysis using ML,
followed by challenges associated with each trend in Section
V. Finally, suggestions for future directions, countermeasures,
and conclusions are discussed in Sections VI and VII.

II. ROLE OF MACHINE LEARNING IN MALWARE
ANALYSIS

Machine learning has become a vital component in mal-
ware detection and analysis, offering solutions to the chal-
lenges posed by traditional methods. Its ability to identify
unique patterns, adapt to emerging threats, and process vast
amounts of data has positioned it as a cornerstone technology
in the fight against cybercrime.

One of the key strengths of machine learning is its scala-
bility. Unlike traditional malware analysis techniques, which
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depend on manual processes that are both time-consuming
and error-prone, machine learning algorithms can evaluate
millions of files in just seconds [6]. This ability to quickly and
efficiently identify potential threats is crucial in a landscape
where the volume and complexity of malware are growing
exponentially .

Another significant advantage of machine learning is its
adaptability. As cybercriminals continuously develop sophisti-
cated malware and zero-day attacks exploiting vulnerabilities
that have not yet been identified machine learning models are
uniquely equipped to detect hidden anomalies and respond
to novel attack patterns [7]. Models that focus on analyzing
dynamic behaviors are particularly effective at staying ahead
of these evolving threats, making machine learning an indis-
pensable tool in cybersecurity.

Pattern recognition is another area where machine learning
excels. By analyzing the code, behavior, and attributes of mal-
ware, these models can uncover intricate patterns that would
likely go unnoticed by human analysts. This capability is
especially important for identifying zero-day malware, which
exploits previously unknown vulnerabilities [8]. Moreover,
the automation provided by machine learning frees security
analysts to focus on higher-level tasks, such as strategic
threat intelligence, thereby improving an organization’s overall
response to cyberattacks.

To explore how machine learning strengthens malware
detection, the next section delves into the primary approaches
to malware analysis, including static, dynamic, and hybrid
techniques.

A. Overview of Malware Analysis Approaches

Understanding how malware operates, what it targets, and
the potential damage it can cause is critical for developing
effective defenses. Malware analysis helps achieve this by
examining the behavior, structure, and impact of malicious
programs. Over the years, several methods have been created to
analyze and detect malware, each tailored to address evolving
threats. This section discusses the primary approaches: static,
dynamic, and hybrid analysis.

• Static Analysis: Static analysis involves inspecting
the structure of a program without running it. This
approach identifies key attributes of executable files,
such as memory usage and file sections, to understand
the malware’s properties. It is often divided into
basic and advanced techniques. Basic static analysis
focuses on simple characteristics like file size, type,
and header information, using tools such as PEiD,
BinText, MD5deep, and PEview [9]. Advanced static
analysis takes a deeper dive into the code itself,
analyzing commands and instructions in detail to
uncover malware’s hidden functionality [10]. Machine
learning often utilizes features extracted during static
analysis, including opcode sequences, file headers, and
structural patterns, to build models capable of identify-
ing malware patterns. These features allow models to
distinguish between malicious and legitimate software.

• Dynamic Analysis: Dynamic analysis examines the
behavior of malware as it executes, often in a con-
trolled environment such as a sandbox or virtual

machine. This method provides insights into how
malware operates in real-world scenarios while keep-
ing the host machine protected from infection. Tools
like Process Monitor, API Monitor, Process Explorer,
Regshot, and Wireshark are commonly used to ob-
serve basic malware behaviors [11]. Advanced dy-
namic analysis goes further by using debugging tools
like OllyDbg and WinDbg, allowing analysts to step
through code execution, modify parameters, and ex-
amine detailed system interactions. Once the analysis
is complete, the environment is reset to its original
state to ensure safety [12]. Behavioral data collected
during dynamic analysis, such as API calls, system
interactions, and network traffic patterns, plays a cru-
cial role in training machine learning models. These
insights help create algorithms that detect both known
and previously unseen malware.

• Hybrid Analysis: Hybrid analysis combines static and
dynamic techniques to provide a more comprehensive
understanding of malware. It begins by analyzing
the code and structure without executing it and then
proceeds to observe its behavior in a controlled envi-
ronment. This dual approach overcomes many limita-
tions of using static or dynamic methods alone [13].
Features generated from both static and dynamic anal-
ysis, such as opcode sequences, behavioral patterns,
and system interaction logs, are integrated into ma-
chine learning models. This combination enhances the
adaptability and accuracy of malware detection frame-
works, making them more effective against evolving
threats.

Each of these methods has its strengths and weaknesses, as
shown in Table I, and their integration with machine learning
offers promising advancements in malware detection [14].

TABLE I. COMPARISON OF MALWARE ANALYSIS APPROACHES

Approaches Advantages Disadvantages
Static Analysis

• Quick analysis
• Low resource usage
• Multi-path analysis
• Enhanced security
• High accuracy

• Difficulty analyzing
obfuscated and en-
crypted malware

• Limited ability to de-
tect unknown mal-
ware

Dynamic Analysis
• Analysis of obfus-

cated and encrypted
malware

• Superior accuracy
compared to static
analysis

• Detection of known
and unknown mal-
ware

• Slow and insecure
• High resource usage
• Time-consuming and

vulnerable
• Limited code analy-

sis

Hybrid Analysis
• Result in more accu-

rate result
• Requires significant

time and resources
• High level of com-

plexity

Static, dynamic, and hybrid analysis approaches provide
valuable features that significantly enhance machine learning
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models used in malware detection. By integrating these meth-
ods into machine learning workflows, we can improve detec-
tion accuracy and tackle the challenges posed by increasingly
sophisticated and evolving malware threats.

III. RESEARCH STRATEGY

This paper uses a systematic literature review (SLR) to
explore the role of machine learning in malware detection.
The goal is to gather a comprehensive set of relevant studies.
The PRISMA 2020 framework (see Fig. 1) was followed to
ensure a transparent and systematic approach to selecting and
evaluating research articles.

The review focused on journal articles and conference
papers published in the past four years. Databases such
as IEEE Xplore, ScienceDirect, SpringerLink, and Google
Scholar were searched using keywords like “machine learning”
AND “malware analysis,” “AI-based malware detection,” and
“deep learning” AND “malware classification”. The initial
search retrieved 550 records, 500 from primary databases and
50 from secondary sources. After removing 100 duplicates,
450 unique papers remained.

Next, the studies were screened by reviewing their titles
and abstracts. This step eliminated 350 papers that were not
relevant, lacked full-text availability, were limited to abstracts,
or were in languages other than English. The remaining 100
papers were reviewed in full, resulting in the exclusion of 70
papers due to insufficient relevance or methodological quality.
Finally, 30 studies were selected based on their alignment with
the research scope and their focus on recent challenges or
innovative approaches in ML-based malware detection. The
selection process is illustrated in Fig. 1.

Fig. 1. Selection of papers for review using PRISMA model.

IV. TRENDS IN MALWARE ANALYSIS USING MACHINE
LEARNING

Machine learning has revolutionized malware detection
by improving both accuracy and efficiency. Researchers have
concentrated on three key approaches: deep learning, transfer
learning, and explainable AI (XAI). Each of these techniques
brings its own advantages and challenges, working together
to tackle the complex demands of malware detection by
striking a balance between precision, resource efficiency, and
transparency. This section explores these methods, highlighting
their applications and contributions to advancing malware
detection.

A. Deep Learning-Based Malware Analysis

Deep learning is a sophisticated branch of machine learning
that uses deep artificial neural networks to find hidden patterns
and intricate correlations in data. These networks are made up
of linked layers of cells that hierarchically learn representations
directly from raw input data, simplifying the process and
eliminating the need for manual feature engineering [15]. This
automatic feature extraction allows deep learning models to
efficiently manage large volumes of data, making them vital
in fields such as image processing, healthcare and cybersecu-
rity. Deep learning creates several levels of abstraction using
supervised and unsupervised algorithms, facilitating complex
analysis and decision-making. This has led to its broad accep-
tance in a variety of sectors [16].

Rhode et al. [17] investigated Recurrent Neural Networks
(RNNs), especially Long Short-Term Memory (LSTM) net-
works, for early-stage malware prediction. The authors ex-
tracted static features from Portable Executable (PE) files, a
common format used by Windows applications, and utilized
the LSTM network to simulate the sequential nature of file
execution, as a result of which the model was able to capture
both short-term and long-term dependencies. By focusing on
early-stage behaviors, their model predicted whether a file
was malicious before it fully executed, preventing malware
before it spreads. Study results demonstrated that LSTM
networks are capable of learning temporal patterns, crucial
for understanding malware behavior over time. In contrast to
traditional machine learning models that rely on static analysis,
Rhode et al.’s approach reduced the vulnerability window
by detecting malicious intent earlier with LSTMs. In their
study, they found that the RNN-based model outperformed
traditional techniques such as decision trees and SVMs, which
require more data to identify malware. Elayan and Mustafa
[18], developed a deep learning-based approach for detecting
Android malware. Using gated recurrent units (GRUs), they
analyzed static features from Android apps, including API
calls and permissions. Their model achieved a high accuracy
of 98.2% on the CICAndMal2017 dataset, which supports the
effectiveness of deep learning in identifying malicious Android
apps.

Catak et al. [19], developed a sequential model using deep
learning for analyzing Windows EXE files. Researchers gath-
ered and analyzed a dataset of non-malicious and malicious
EXE files and extracted API call sequences. They employed
a Long Short-Term Memory (LSTM) network to model the
sequential nature of these API calls, which enabled the model
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to detect temporal dependencies and patterns indicative of
malicious behavior. Based on the dataset, the LSTM model
was trained to distinguish malicious from benign EXE files
with an impressive accuracy of 98.2%. As a result, deep
learning has been demonstrated to be effective in detecting and
classifying malware in Windows environments. McDole et al.
[20] investigate the application of deep learning techniques
for behavioral malware analysis in cloud Infrastructure-as-
a-Service (IaaS) environments. The study shows how deep
learning models are effective at analyzing malware behavior,
making them more effective at detecting sophisticated attacks
on cloud-based infrastructures. Similarly, Ravi et al. [21] devel-
oped a multi-view attention-based deep learning framework for
malware detection in smart healthcare systems. By accurately
identifying malicious activities and taking into account the
unique operational dynamics of healthcare networks, their
work demonstrates that deep learning plays a critical role in
ensuring security within healthcare settings.

Calik Bayazit et al. [22] conducted a comprehensive com-
parative analysis of deep learning models for Android malware
detection. They used the Drebin dataset, a publicly accessible
collection of benign and malicious Android apps, to evaluate
the performance of various models, including Convolutional
Neural Networks (CNNs) and Recurrent Neural Networks
(RNNs). They trained and evaluated the models effectively
by extracting static features such as permissions, API calls,
and opcode sequences from the apps. In this study, the results
demonstrated that hybrid architectures, combining CNNs and
RNNs, outperformed individual models, providing evidence
that deep learning can enhance Android security.

Ibrahim et al. [23] proposed a malware detection method
for Android applications that combines static analysis and
deep learning. They extracted key features, including two
newly defined features, from the applications. These features
were then used as input for a custom-developed deep learning
model. The method was evaluated using a classified dataset
of Android apps. The extracted features included permissions,
API calls, services, broadcast receivers, opcode sequences,
application size, and fuzzy hash.

Patil and Deng [24] demonstrated the superior performance
of deep learning (DL) networks over traditional machine
learning models in malware analysis. They developed a neu-
ral network-based framework that achieved high accuracy in
classifying malware. The researchers attributed the improved
performance to the backpropagation and gradient descent
mechanisms employed in DL, which enhance accuracy, true
positive rate, and reduce false positive rate.

Rodrigo et al. [25] developed a hybrid machine learning
model for Android malware detection. The model consisted of
three fully connected neural networks: one for static features,
one for dynamic features, and one for a combination of
both. When trained on individual features, the static network
achieved 92.9% accuracy and the dynamic network achieved
81.1% accuracy. However, the hybrid model, combining both
static and dynamic features, outperformed the individual mod-
els with an accuracy of 91.1%. This suggests that a hybrid
approach, considering both static and dynamic characteristics,
is more effective for detecting Android malware.

Obaidat et al. [26] proposed the Jadeite framework to detect

Java-based malware by combining image analysis and behavior
analysis with deep learning. The framework uses Java bytecode
to create grayscale images that represent malware and identify
malicious behavior in real time. Jadeite is composed of three
primary components. The first component is the Bytecode
Transformation Engine, which converts Java bytecode into
grayscale images so malware can be visualized. The second
is the Feature Extraction Engine that extracts critical features
from bytecode. In addition to the two grayscale images and
extracted features, the CNN Classifier Engine analyzes the
entire file to determine whether it is malicious or benign using
a Convolutional Neural Network (CNN) model.

Although these techniques have offered optimal results in
modeling intricate patterns of different malware, these algo-
rithms heavily depend on high-quality datasets and are fairly
susceptible to adversarial inputs, as will be explained below.
Moreover, based on the papers examined, CNNs emerge as the
most often used deep learning technology for malware detec-
tion, recognized for their capacity to quickly extract features
from binary or grayscale representations. As a result of this
capability, CNNs are particularly effective at analyzing image-
based malware. Additionally, in order to detect dangerous
patterns in code or behavior, recurrent neural networks and
LSTMs are frequently used for sequential data analysis. Other
approaches, such as deep neural networks, help advance the
area of malware detection by identifying intricate linkages in
data. While deep learning has revolutionized malware detec-
tion, its practical deployment still faces significant challenges,
as detailed in the next section.

Although deep learning excels at identifying complex pat-
terns, its application often demands large datasets and signifi-
cant computational resources, which can limit its practicality.
To address these constraints, transfer learning has emerged as a
promising alternative by reusing pre-trained models to enhance
efficiency.

B. Transfer Learning-Based Malware Analysis

Transfer learning allows knowledge from one domain to
be applied in another, minimizing the need for large training
datasets and heavy computational demands. This method has
garnered considerable interest in malware analysis for its
ability to efficiently address challenges related to data scarcity
and resource constraints. Researchers have demonstrated its
potential in improving malware detection, particularly when
datasets are limited—a common challenge in real-time appli-
cations [27].

A number of advantages can be derived from the use
of transfer learning in malware analysis. First, it greatly
minimizes the quantity of training data necessary. Because
the model begins with pre-learned information fewer malware-
specific samples are required to attain high accuracy. Addi-
tionally, Transfer learning improves feature representation by
combining abstract and complicated patterns learnt during pre-
training. Moreover, the process is computationally efficient
which reduces the time and resources needed to train a model
from the beginning [28], [29].

Chen et al. [30] demonstrated the effectiveness of transfer
learning for static malware classification by adapting pre-
trained CNNs to malware-specific datasets. By treating mal-
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ware binaries as images, their approach significantly reduced
training time while maintaining high accuracy. Bhodia et al.
[31] employed VGG16, a deep learning model pre-trained
on ImageNet, for malware image classification. Fine-tuning
the model on malware-specific datasets improved detection
accuracy and showed particular promise in identifying zero-
day malware attacks.

Prima and Bouhorma [32] leveraged transfer learning to
adapt CNN models for malware detection, converting binary
malware files into grayscale images. Their results highlighted
the efficiency of transfer learning in resource-constrained envi-
ronments. Similarly, Ahmed et al. [33] proposed a framework
that combines transfer learning with convolutional neural net-
works to classify malware binaries. They used data augmen-
tation and fine-tuning techniques, which enhanced detection
accuracy while reducing computational demands.

Zhao et al. [34] extended the concept of transfer learning by
developing a multi-channel framework that visualizes malware
binaries as images. By fine-tuning pre-trained CNN models for
malware detection, their study emphasized the importance of
integrating diverse data channels to improve robustness. Panda
et al. [35] investigated transfer learning in IoT environments by
using pre-trained models to classify malware image representa-
tions. They introduced preprocessing techniques to standardize
input sizes but noted the challenge of information loss during
the conversion process.

Ngo et al. [36] introduced a hybrid approach that combines
transfer learning with static and dynamic feature analysis.
Their method minimized computational overhead while im-
proving malware detection accuracy, particularly for obfus-
cated malware. Tasyurek and Arslan [37] developed RT-Droid,
a real-time Android malware detection framework based on
transfer learning. By examining static features like API calls
and permissions, their framework achieved 98.6% accuracy,
demonstrating its effectiveness in real-time scenarios.

Transfer learning techniques such as grayscale image,
multi-channel frameworks, and the combination of static-
dynamic features have also improved malware detection. These
methods enable the models to fine-tune with ease for mal-
ware related tasks without the need for large amounts of
datasets or computational resources. However, preprocessing
requirements, input standardization challenges, and dataset
imbalances remain significant obstacles.

However, challenges such as information loss during pre-
processing, dataset imbalances, and the complexity of fine-
tuning pre-trained models must be addressed for transfer
learning to realize its full potential in malware detection.

C. Explainable AI-Based Malware Analysis

Explainable Machine Learning (XAI) is a strong ally to
improve the transparency and reliability of malware detection
systems. Additionally, XAI helps explain how complex ma-
chine learning algorithms make decisions based on identifying
key features and patterns [38]. A growing field of research has
focused on explainability, aimed at clarifying and simplifying
machine learning reasoning and decision-making processes.
Explainability methods clarify how ML models work, assisting
developers and users in understanding their behavior [39].

A variety of explainable AI methods including SHAP and
LIME, provide interpretable explanations for model outputs
which assist analysts in understanding how classifications are
made. This transparency improves decision-making helps re-
fine malware detection methods and supports the development
of stronger more reliable malware detection systems [40].
Moreover, XAI aids in identifying potential inaccuracies in
the models and data leading to fairer and more balanced
systems. With XAI, the factors that influence a model’s
decision are clarified resulting in fewer false positives and
negatives ultimately improving malware detection accuracy
and effectiveness.

Ladarola et al. [41] developed a deep learning model
for classifying malware families based on their visual rep-
resentations, achieving 93.4% accuracy. They used LIME to
explain model decisions and activation maps to assess model
reliability, identify biases, and improve robustness. Alani and
Awad [42] proposed PAIRED, an efficient Android malware
detection system using XML techniques. By extracting static
features from applications, PAIRED achieved an accuracy
rate of over 98% while consuming minimal resources. SHAP
values were utilized to explain the decision-making process,
enhancing the transparency and interpretability of their model.

Liu et al. [43] focused on the interpretability of machine
learning models for Android malware detection. They exam-
ined the internal workings of models, including decision trees,
to identify key features and patterns involved in malware
classification. Similarly, Kinkead et al. [44] utilized LIME
to enhance the interpretability of CNN-based predictions.
Their study validated the consistency between CNN’s feature
selection and LIME’s interpretability framework, showcasing
the utility of LIME in corroborating CNN-based malware
detection.

According to H. Manthena [45], many malware analysis
models lack transparency, making them difficult to trust.
This problem was addressed by integrating XML techniques,
such as KernelSHAP, TreeSHAP, and DeepSHAP, into online
malware detection. These techniques evaluated performance
metrics, improved interpretability, and improved the trustwor-
thiness of security systems. In another study, Manthena et al.
[46] developed a malware detection system using SHAP to
reveal the inner workings of CNNs and Feedforward Neural
Networks (FFNNs). The system provided insights into model
predictions, improving transparency and trust in the results.

Lu and Thing [47] proposed an Android malware detection
framework employing three model explanation methods: Mod-
ern Portfolio Theory (MPT), SHAP, and LIME. These methods
were compared based on their ability to provide explana-
tions, with MPT demonstrating utility in analyzing adversarial
samples. Additionally, Pan et al. [48] developed a hardware-
assisted malware detection framework using regression-based
explainable machine learning techniques to overcome predic-
tion inaccuracies and lack of transparency.

Sharma et al. [49] designed a traffic analysis-based mal-
ware detection system based on traffic analysis that utilizes
human-readable network traffic features. Decision tree-based
models were employed, enabling more interpretable malware
detection. Iadarola et al. [50] proposed an interpretable ap-
proach for detecting and categorizing Android malware fami-
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lies. By visually representing malware as images and feeding
them into an explainable deep learning model, their system
achieved both high performance and transparency.

Explainable machine learning techniques such as SHAP,
LIME, and XML are very effective in increasing the inter-
pretability and transparency of malware detection systems.
These methods contribute to enhancing the interpretability of
the factors behind the decisions and therefore enhancing the
reliability and accuracy of the results. However, challenges
such as scalability in real-time environments and computa-
tional overhead prevent broad adoption.

XAI plays a vital role in improving transparency and relia-
bility in malware detection, but it struggles with challenges like
real-time scalability, computational demands, and the trade-off
between performance and interpretability.

Table II provides a summary of the analyzed papers.

Fig. 2. Proportion of machine learning techniques used in malware detection
studies.

Fig. 2 shows the use of various machine learning tech-
niques in malware detection from the studies examined in
the paper. Techniques like transfer learning and explainable
XAI are prominently represented, indicating their increasing
significance in addressing challenges such as limited resources
and improving model interpretability. Deep learning meth-
ods, including CNNs and RNNs/LSTMs, also play a vital
role in identifying complex patterns and managing sequential
data, reflecting their foundational importance. Although hy-
brid models are less commonly employed, they showcase the
potential of combining multiple approaches to achieve higher
detection accuracy. This analysis underscores the diversity of
methodologies adopted in malware detection research and their
continuing progress.

While machine learning has great potential to enhance
malware detection, it also comes with notable challenges. Deep
learning demands significant computational resources, transfer
learning contends with issues like imbalanced datasets, and
explainable AI poses integration complexities. Tackling these
obstacles is crucial to advancing malware detection methods.
The next section delves into these challenges, highlighting

gaps in current approaches and exploring opportunities for
improvement.

V. LIMITATIONS OF CURRENT APPROACHES

Although machine learning techniques have made signif-
icant advances in malware detection, there are still many
limitations, affecting their practicality and scalability. Based
on the studies reviewed, this section discusses the limitations
of deep learning, transfer learning, and explainable AI.

A. Limitations of Deep Learning

Deep learning techniques have revolutionized malware
detection, yet they are not without challenges:

• Rhode et al. [17] emphasized that their LSTM-based
approach for early-stage malware detection heavily
relied on large, high-quality datasets, limiting its prac-
tical applicability in real-world environments. More-
over, LSTMs are computationally intensive, suscep-
tible to noise and adversarial attacks, and often face
challenges in generalizing to previously unseen mal-
ware families. The complexity of interpreting LSTM
models further complicates their adoption, as it under-
mines trust and impedes effective debugging

• Elayan and Mustafa [18] observed that their GRU-
based model for Android malware detection, de-
spite its high accuracy, posed challenges in resource-
limited environments such as mobile devices or IoT
systems. The model’s computational demands re-
sulted in higher energy consumption, longer process-
ing times, and reduced battery efficiency on mobile
devices. Addressing this issue may involve devel-
oping lightweight architectures or employing model
compression techniques to enhance its suitability for
resource-constrained settings.

• Catak et al. [19] highlighted the effectiveness of
LSTMs in analyzing sequential data but noted their
vulnerability to adversarial attacks. Subtle, malicious
perturbations in input data can easily deceive LSTMs,
resulting in misclassification. This weakness poses a
significant security threat in practical applications, as
attackers can exploit it to bypass detection mecha-
nisms.

• McDole et al. [20] observed that while deep learning
models provide scalability and flexibility in cloud en-
vironments, they come with high computational costs.
This results in increased latency, elevated operational
expenses, and lower energy efficiency, rendering them
unsuitable for real-time applications with strict latency
demands, such as autonomous vehicles or industrial
control systems.

• Ravi et al. [21] identified that their multi-view at-
tention framework, while effective, heavily relies on
specialized hardware such as GPUs or TPUs for ef-
ficient training and inference. This dependence limits
its usability in resource-constrained settings, including
IoT and edge devices, where computational resources
and memory are restricted. Additionally, the need
for specialized hardware can elevate both deployment
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TABLE II. RELATED WORK ANALYSIS

Ref. Addressed Problems Machine learning techniques used

[17] Early detection of malware to predict malicious behavior in
its initial stages

RNNs, LSTM

[18] Detection of Android malware using deep learning methods
for increased accuracy

CNNs

[19] Sequential analysis of malware behavior through API call
patterns in Windows executable

RNNs, LSTMs

[20] Behavioral analysis of malware in cloud IaaS environments CNNs, RNNs

[21] Malware detection in smart healthcare systems using a multi-
view attention-based approach

Attention-based DL Framework, Multi-view mod-
els

[22] Comparative evaluation of deep learning techniques for
detecting Android malware

CNNs, RNNs, DL models

[23] Automatic detection of Android malware using static anal-
ysis techniques combined with deep learning

Static Analysis with Deep Neural Networks
(DNNs)

[24] Analysis of malware using a combination of traditional
machine learning and deep learning methods

Machine Learning (Random Forest, SVM), CNNs

[25] Development of a hybrid model for detecting malware on
Android devices by combining multiple techniques

Hybrid Model combining Decision Trees and Neu-
ral Networks

[26] Detection of Java-based malware using a combination of
image-based and behavior-based features

CNN

[30] Static malware classification by leveraging pre-trained mod-
els to improve accuracy

Transfer Learning with Deep Neural Networks

[31] Malware classification using image-based representations of
malware and transfer learning

Transfer Learning with CNNs

[32] Malware classification leveraging pre-trained models for
enhanced detection

Transfer Learning

[33] Malware classification by leveraging the Inception V3 archi-
tecture and transfer learning

Transfer Learning with Inception V3

[34] Visual malware classification using a multi-channel ap-
proach combined with transfer learning

Transfer Learning with CNNs

[35] Malware detection in IoT environments through image-based
transfer learning techniques

Transfer Learning

[36] Efficient malware detection using combined static and dy-
namic features enhanced by transfer learning

Transfer Learning

[37] Real-time Android application analysis utilizing transfer
learning for malware detection

Transfer Learning with CNN Models

[41] Understanding deep learning predictions in image-based
malware detection using activation maps

Deep Learning with Activation Maps

[42] Lightweight and explainable approaches for Android mal-
ware detection

Lightweight Explainable AI for Android Malware
Detection

[43] Enhancing understanding of Android malware detection
models performance through explainable AI approaches

Explainable AI applied to Android Malware De-
tection

[44] Improving interpretability of CNNs in Android malware
detection

CNNs, Explainability

[45] Development of explainable machine learning frameworks
for malware analysis

Explainable Machine Learning

[46] Providing insights into black-box models used for online
malware detection, improving transparency and trust

Explainable Machine Learning

[47] Providing explanations for predictions of AI-based malware
detectors, especially for malicious Android apps

Explainable AI for Malware Detection

[48] Utilizing hardware-assisted techniques to detect malware
with explainable machine learning models

Explainable Machine Learning

[49] Developing an extensible and explainable system for ana-
lyzing network traffic and detecting malware

TTP-based Explainable Systems, Machine Learn-
ing

[50] Enhancing interpretability in deep learning models for de-
tecting and categorizing mobile malware families

Deep Learning, Interpretability
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costs and energy consumption, posing challenges for
broader adoption.

• Calik Bayazit et al. [22] highlighted the effectiveness
of hybrid architectures that leverage the advantages of
various deep learning models. However, these archi-
tectures tend to be highly complex, presenting chal-
lenges in terms of training, optimization, and efficient
deployment. Additionally, identifying the ideal com-
bination of models and hyperparameters for a given
task can be both time-intensive and computationally
demanding.

• Ibrahim et al. [23] observed that integrating static
analysis with deep learning improved malware detec-
tion accuracy. Despite its benefits, this approach often
demands considerable domain expertise to effectively
derive and refine features from static analysis outputs.
Additionally, the integration of static analysis tools
with deep learning models presents challenges in
complexity and resource requirements, necessitating
significant computational power and specialized in-
frastructure.

• Patil and Deng [24] highlighted that, although deep
learning models outperform traditional approaches,
their high training costs and demanding hardware
requirements pose significant challenges. These scal-
ability limitations restrict their usability in resource-
constrained settings and complicate their application
in scenarios requiring frequent retraining, such as
adapting to emerging threats.

• Rodrigo et al. [25] observed that while their hybrid
model, which integrates static and dynamic features,
enhanced malware detection accuracy, it also intro-
duced increased inference time. This limitation makes
the approach less practical for real-time applications
with strict latency demands, such as intrusion detec-
tion systems and real-time threat monitoring.

• Obaidat et al. [26] emphasized the effectiveness of
their CNN-based method for detecting Java-based
malware through visual bytecode representations.
However, the conversion of bytecode into visual for-
mats may result in information loss, which can hinder
the model’s ability to accurately identify subtle behav-
ioral patterns and nuances of malware.

B. Limitations of Transfer Learning

Transfer learning has shown to be effective in reducing
training time and resource consumption, but it faces the
following challenges:

• Chen et al. [30] noted that converting malware binaries
into image representations for the use of convolutional
neural networks can result in substantial information
loss. This reduction in critical data may compromise
the model’s accuracy and its capacity to effectively
analyze complex malware behaviors and traits.

• Bhodia et al. [31] highlighted that, although trans-
fer learning demonstrated high accuracy in malware
detection, its effectiveness is significantly affected by

class imbalance in the training dataset. When certain
malware classes are underrepresented, the resulting
models may become biased, leading to reduced gen-
eralization capabilities for unseen samples belonging
to these underrepresented categories.

• Prima and Bouhorma [32] noted that although transfer
learning provides an effective initial framework, it
often necessitates substantial fine-tuning on specific
malware datasets. This process can be both compu-
tationally intensive and time-consuming, demanding
considerable resources and potentially delaying the
quick deployment and adaptation needed to address
emerging threats.

• Zhao et al. [34] highlighted the effectiveness of
multi-channel frameworks in combining diverse data
sources. However, merging information from channels
like static analysis, dynamic analysis, and network
traffic introduces considerable computational overhead
and complexity. Effectively processing and integrat-
ing these varied data streams necessitates meticulous
optimization of both the model architecture and the
training methodology.

• Panda et al. [35] emphasized the difficulties of pre-
processing and standardizing input formats for IoT
malware detection. The variation among IoT devices
and the diversity of malware samples introduce signifi-
cant challenges in creating consistent input structures,
which can complicate data preprocessing workflows
and potentially affect the overall performance of the
models.

• Ngo et al. [36] demonstrated that integrating static and
dynamic features within transfer learning models en-
hances accuracy. However, this methodology presents
notable challenges, including increased training com-
plexity, extended training durations, and difficulties in
fine-tuning hyperparameters. Furthermore, the com-
bined use of static and dynamic analysis may lead
to longer inference times, potentially hindering the
system’s efficiency in real-time scenarios.

• Tasyurek and Arslan [37] highlighted that their RT-
Droid system demonstrated effectiveness in real-time
Android malware detection. However, maintaining its
efficacy in the face of rapidly evolving malware re-
quires frequent updates to its models and feature sets.
This ongoing need for retraining and redeployment
poses significant challenges, including increased re-
source demands and operational complexity.

C. Limitations of Explainable AI

Explainable AI techniques have enhanced the interpretabil-
ity of malware detection models, but there are still several
limitations:

• Ladarola et al. [41] demonstrated that LIME effec-
tively enhances interpretability by offering localized
explanations of model predictions. However, its sub-
stantial computational demands render it impractical
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for real-time applications with strict latency con-
straints, such as online malware detection or intrusion
detection systems.

• Alani and Awad [42] highlighted the utility of SHAP
values in offering valuable insights into the elements
shaping model predictions, thereby improving trans-
parency. However, incorporating SHAP value com-
putations into resource-limited environments, such as
mobile or edge devices, poses challenges due to the
substantial computational resources required for their
calculation.

• Liu et al. [43] observed that decision trees, despite
their inherent interpretability, encounter scalability
challenges when dealing with large-scale malware
datasets. The expansion in the number of features
and data samples can significantly increase the tree’s
complexity, resulting in prolonged training durations,
higher memory usage, and reduced overall efficiency.

• Kinkead et al. [44] demonstrated the effectiveness of
LIME in explaining CNN-based malware detection
model predictions. However, they identified scalability
as a significant limitation, particularly when handling
large and complex malware datasets. This constraint
poses challenges for its practical application in real-
world scenarios requiring swift analysis and explana-
tion of extensive malware samples.

• Lu and Thing [47] investigated various explainability
techniques, including MPT. However, they identified
that MPT has shortcomings in effectively handling ad-
versarial attacks. Such adversarial examples, designed
to exploit vulnerabilities in the model, can undermine
the reliability of explainability methods, resulting in
distorted or inaccurate interpretations.

• Pan et al. [48] introduced a hardware-assisted frame-
work aimed at enhancing the transparency and inter-
pretability of deep learning models for malware detec-
tion. Despite its advantages, the reliance on specialized
hardware restricts its use in general-purpose systems.
Additionally, this dependency may elevate deployment
costs, presenting a barrier to broader implementation.

• Manthena et al. [46] highlighted that SHAP enhances
the interpretability of deep learning models by gen-
erating feature importance scores. However, calculat-
ing SHAP values introduces substantial computational
overhead, which can adversely affect real-time system
performance. This limitation poses a bottleneck in
high-throughput malware analysis workflows, hinder-
ing their efficiency in time-sensitive applications.

• Sharma et al. [49] emphasized the effectiveness of
decision-tree-based models in traffic analysis and mal-
ware detection. However, these models are highly
susceptible to obfuscation techniques, which are em-
ployed by malware developers to modify the code’s
structure while retaining its functionality. Such obfus-
cation methods can compromise the model’s ability to
accurately detect and classify malware, posing a sig-
nificant challenge in maintaining detection reliability.

The analyzed papers demonstrate that considerable progress
has been made in employing machine learning approaches to
detect malware; still, various limitations make it difficult to
implement the obtained outcomes.

1) Deep Learning:
• Datasets must be large and high quality to be

effective in environments with limited data.
• Vulnerable to adversarial attacks that manip-

ulate model predictions.
• The computational requirements make it dif-

ficult to deploy in resource-constrained sys-
tems.

2) Transfer Learning:
• In preprocessing steps, such as converting

malware binaries into images, losing informa-
tion can be increased.

• Dataset imbalances affect model generaliz-
ability.

• Fine-tuning pre-trained models is computa-
tionally expensive and time-intensive.

3) Explainable AI (XAI):
• High computational overhead deter scalability

for real time applications.
• Finding a balance between transparency and

efficiency is still difficult.
• Compatibility with existing security systems

is a high level of integration and thus calls
for domain-specific solutions.

While these challenges present significant hurdles, they
also highlight critical areas that require further exploration
and innovation. Overcoming these barriers is vital to realize
the full potential of machine learning in malware detection.
With advancements in techniques such as preprocessing opti-
mization, improved dataset balancing, enhanced computational
efficiency, and seamless system integration, limitations can be
addressed effectively. The next section delves into specific
strategies and emerging possibilities that aim to enhance the
scalability, reliability, and transparency of machine learning-
based malware detection systems.

VI. FUTURE DIRECTIONS AND COUNTERMEASURES

Detecting and analyzing malware has made significant
progress; however, a number of challenges still exist. This
section presents potential future research directions and ac-
tionable countermeasures for improving machine learning-
based malware detection systems’ scalability, robustness, and
transparency.

A. Future Directions

1) Deep Learning:

• Federated Learning for Privacy: Federated learning en-
ables collaborative model training while ensuring data
privacy by retaining data on individual devices, thus
reducing the risk of sensitive information exposure.
However, privacy concerns persist, prompting ongoing
research into methods such as differential privacy to
enhance protection and address these challenges [51].
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• Hybrid Architectures: Combining CNNs and RNNs al-
lows for combining their complementary capabilities,
with CNNs excelling at identifying spatial patterns and
RNNs adept at analyzing sequential data [67]. This
integration enables the model to effectively capture
both spatial and temporal relationships within malware
datasets, offering enhanced accuracy and robustness in
malware detection.

• Optimized Lightweight Models: Design models tai-
lored for resource-constrained environments such as
IoT devices or edge platforms by employing tech-
niques like model pruning, quantization, and knowl-
edge distillation. These methods significantly reduce
model size and computational demands while main-
taining acceptable levels of accuracy. Sze et al. [68]
highlighted the value of optimizing deep neural net-
works for embedded systems, showcasing how such
strategies can enhance energy efficiency and make
models more suitable for real-time malware detection
in low-power, latency-sensitive scenarios.

2) Transfer Learning:

• Improved Preprocessing Techniques: Advancing pre-
processing methods is essential to retain critical fea-
tures while minimizing the loss of information dur-
ing data transformation. Techniques such as adaptive
feature scaling and intelligent data augmentation can
strike a balance, ensuring that key data characteristics
are preserved for better model accuracy [69]. This
approach has proven beneficial in applications where
maintaining high-dimensional data integrity is crucial.

• Cross-Domain Adaptability: Developing models that
perform effectively across varying domains, such as
IoT and cloud infrastructures, is a vital research direc-
tion. Leveraging strategies like domain adaptation and
transfer learning can enable these models to general-
ize efficiently across diverse environments, addressing
discrepancies in data distributions and ensuring con-
sistent performance [70].

• Streamlined Fine-Tuning Processes: Streamlining fine-
tuning procedures is critical to enhance efficiency and
performance. Automated tools such as AutoML and
hyperparameter optimization frameworks can simplify
this process by automating the search for optimal
model parameters [72]. This reduces manual inter-
vention and significantly improves the model’s overall
effectiveness.

• Standardized Datasets for Malware Detection: En-
suring the availability of standardized and balanced
datasets is essential for reliable evaluation and bench-
marking of malware detection models. These datasets
should include diverse malware samples and simulate
real-world scenarios to enhance the generalizability
and robustness of the models [74].

3) Explainable AI:

• Efficient Explanation Models: Creating lightweight
XAI frameworks tailored for real-time applications
is essential. These models should focus on reducing

computational overhead while delivering clear, action-
able insights. Streamlining algorithms like SHAP or
LIME for efficient processing can make XAI more
applicable in scenarios requiring immediate decision-
making.

• Adaptive Explanations: Develop Dynamic explainabil-
ity frameworks are crucial for addressing evolving
malware patterns. By continuously learning and adapt-
ing to new threats, these systems can provide context-
specific explanations that remain relevant over time.
Such adaptability ensures that cybersecurity measures
evolve in tandem with emerging challenges.

• Integration with Security Frameworks: Modular XAI
tools designed for seamless integration with exist-
ing cybersecurity systems can significantly enhance
decision-making [73]. These tools can act as plug-
and-play components, working in harmony with es-
tablished security workflows to improve detection
accuracy and transparency .

B. Countermeasures

1) Deep Learning:

• Defensive Mechanisms for Adversarial Inputs: Build-
ing robust defenses against adversarial attacks is es-
sential for bolstering the security of machine learn-
ing models. A widely adopted technique is adver-
sarial training, which incorporates adversarial exam-
ples into the training process to enhance the model’s
resilience. For example, the study [52] introduces
an Ulam-stability-based method that significantly im-
proves model robustness against such attacks. Another
promising method involves using an anti-adversarial
module, as outlined in [53]. This approach applies tar-
geted counter-adversarial treatments to input samples,
effectively reducing the impact of adversarial per-
turbations. By employing these advanced techniques,
machine learning models can achieve heightened resis-
tance to adversarial inputs, ultimately increasing their
reliability in security-critical applications.

• Augmentation Techniques for Data: Data augmenta-
tion has emerged as a vital technique to address limi-
tations in dataset sizes. By using GANs, synthetic but
realistic data can be generated, significantly enrich-
ing training datasets. For instance, [62] discuss how
GANs can create synthetic malware samples, which
help balance datasets and improve the robustness of
machine learning models in detecting malware. This
approach not only reduces reliance on large datasets
but also enhances model generalizability by diversify-
ing training inputs.

• Improving Adversarial Resilience: Adversarial train-
ing has become essential in strengthening models
against adversarial attacks. For example, Madry et al.
propose incorporating adversarial samples during the
training process to improve a model’s robustness [63].
By simulating potential attacks, this method ensures
that models can better resist manipulation, making
them more reliable in security-critical environments
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• Leveraging Hardware Solutions: To address the com-
putational demands of deep learning models, lever-
aging specialized hardware like Tensor Processing
Units (TPUs) and GPUs has proven effective. Jouppi
et al. demonstrate the use of TPUs to accelerate
deep learning tasks, showing how such hardware can
reduce training times and energy consumption while
maintaining high performance [64].

2) Transfer Learning:

• Handling Dataset Imbalances: Addressing dataset im-
balances is crucial for developing effective machine
learning models. Techniques such as oversampling
the minority class and generating synthetic data have
proven effective in mitigating these imbalances. For
instance, the Synthetic Minority Over-sampling Tech-
nique (SMOTE) creates synthetic samples by inter-
polating between existing minority instances, thereby
enhancing model performance on imbalanced datasets
[54]. Moreover, recent advancements have introduced
methods like Localized Random Affine Shadowsam-
pling (LoRAS), which oversamples from an approxi-
mated data manifold of the minority class, addressing
limitations associated with traditional techniques [55].
Through the implementation of these strategies, mod-
els can achieve better balance and improved prediction
accuracy.

• Optimized Preprocessing Workflows: Effective prepro-
cessing is critical to ensuring the success of machine
learning models in malware detection. Optimizing
these workflows not only preserves essential data
features but also reduces computational overhead,
enabling efficient and scalable model deployment.
Techniques such as feature selection and dimension-
ality reduction, as presented in [56], can streamline
preprocessing by focusing on the most informative
attributes while discarding redundant data. Addition-
ally, leveraging automated preprocessing pipelines, as
highlighted in [57], can dynamically adapt prepro-
cessing strategies to diverse datasets and application
requirements.

• Distributed Training Systems: Distributed training sys-
tems enable the efficient processing of large datasets
and complex machine learning models by leveraging
the computational power of multiple machines. This
approach not only reduces resource bottlenecks but
also accelerates the training process, making it ideal
for scaling malware detection models to meet real-
world demands. For instance, distributed frameworks
such as Apache Spark and TensorFlow Distributed
offer robust architectures for handling extensive data
and computations across multiple nodes [58], [59].
These systems optimize training by partitioning tasks,
balancing workloads, and parallelizing computations.
Additionally, advancements in federated learning and
edge computing can complement distributed systems,
enabling secure and decentralized training of models
without compromising data privacy [60], [61].

3) Explainable AI:

• Real-Time XAI Models: Real-time XAI frameworks
are essential for applications requiring rapid decision-
making. Simplified versions of SHAP and LIMEcan
reduce computational overhead, enabling real-time
processing. Accordingly, in the study by [65] real-
time SHAP implementation demonstrated effective
trade-offs between interpretability and speed, ensur-
ing timely insights without significant computational
delays.

• Combining Explanation Approaches: Integrating lo-
calized explanation strategies, like LIME, with global
methods, such as SHAP, provides a comprehensive
understanding of model decisions. This hybrid ap-
proach balances detailed insights with overarching
trends, improving both interpretability and model val-
idation. A study by [66] highlights the effectiveness
of combining explanation techniques to enhance trust
in machine learning models without compromising
accuracy

According to the outlined future directions and counter-
measures, researchers can go a long way in enhancing the
detection of malware. It seeks to optimise the ML approaches
to increase their applicability on the current and emerging
complex cybersecurity challenges.

VII. CONCLUSIONS

This paper offers a detailed review of the latest trends and
challenges in applying machine learning to malware detection
and analysis, with a focus on its increasing role in combating
complex cyber threats. Machine learning has shown great
promise as a versatile tool, providing scalability, adaptability,
and improved pattern recognition for identifying and analyzing
malware. However, significant challenges remain, including
vulnerabilities to adversarial attacks, biases in datasets, and
a lack of transparency in many deep learning models.

By exploring methods such as deep learning, transfer
learning, and explainable AI, this review highlights both
their strengths and the challenges they face, including high
computational requirements and reliance on feature extraction.
These obstacles underscore the need for innovative approaches
to improve the effectiveness and dependability of machine
learning systems in malware detection.

To overcome these limitations, this paper proposes several
novel strategies, such as leveraging distributed computing,
refining preprocessing methods, and enhancing the integration
of explainability techniques. As a result of these advancements,
machine learning models will become more robust, efficient,
and transparent, ensuring their effectiveness in addressing
malware threats as they evolve.
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Abstract—The boundaries of the new power system network
are blurred, and data privacy and security are threatened.
Although the SM9 algorithm is widely used in power systems to
protect data security, its efficiency and security remain the main
issues in application. Therefore, an SM9 key encapsulation mech-
anism (OSM9-KEM-CRF) was proposed to support outsourced
decryption and cryptographic reverse firewall. In order to resist
the backdoor attacks, we deployed cryptographic reverse firewalls
at the terminals and proved that the proposed OSM9-KEM-
CRF is ID-IND-CCA2 secure. The cryptographic reverse firewalls
maintain functionality, weakly retain security, and weakly resist
penetration, thereby enhancing the security of the scheme. In
addition, considering the limited computing resources of terminal
devices, decryption operations are outsourced to cloud servers
in order to reduce the computational burden on the terminals.
Compared with other SM9-KEMs, the proposed mechanism
not only reduces computational and communication overhead,
but also lowers energy consumption. Therefore, the proposed
mechanism is more suitable for power monitoring systems.

Keywords—SM9; Outsourced decryption; cryptographic reverse
firewall; power monitoring systems

I. INTRODUCTION

With the wide application of IoT technology in power
systems, the boundaries of new power system networks are
becoming increasingly blurred, and a large number of terminal
monitoring devices with limited resources have emerged in
power monitoring networks. Although data can be stored in
the cloud and pre-processed by cloud servers, thus reducing the
storage and computational burden on these terminal devices.
However, once the data is out of the direct control of the
user, it will face the risk of privacy and security. Information
security measures will become the main means of protection.
Therefore, there is an urgent need to carry out research on
power control systems and lightweight security protection
technology.

Chen et al. [1] developed a power monitoring system based
on the SM2 algorithm in 2022. However, SM2 algorithm
requires complex public key certificate management, while
identity-based cryptographic algorithm can avoid complex
public key certificate management, and is more sui for new
power monitoring systems with many members and dynamic
changes in members.

The SM9 is an identity based cryptographic algorithm,
which was officially released in 2016 and identified as the

*Corresponding authors.

standard algorithm for the cryptographic industry of China
[2]. Cheng et al. [3] formally analyzed the security of the
SM9 key agreement and the SM9 encryption scheme. Lai et al.
[4] proposed Twin-SM9 key encapsulation mechanism using
Twin-Hash-ElGamal technique.

A. Related Work

In power monitoring systems, SM9 cryptographic algo-
rithms are favored for their simplified public key certifi-
cate management, but their high computational demand on
resource-constrained monitoring devices and sensors highlights
the need for efficiency optimization. This is especially true
for resource-constrained end devices that are widely deployed
in power system networks. These devices, such as smart
meters, surveillance cameras, and other sensors, have limited
computational power, making the complex bilinear mapping
operations in the SM9 algorithm the key to improving the
decryption efficiency. Ji et al. [5] pointed out that the operation
of the SM9 encryption algorithm consumes a large amount of
time and computational resources, which makes it challenging
to run it on resource-constrained devices. Wang et al. [6]
improved the complex operations in SM9 cryptographic algo-
rithm, which improved the computational efficiency of SM9
algorithm to a certain extent, but it is still a large burden for
resource-constrained lightweight devices, and could not solve
the problem fundamentally. Lai et al. [7] proposed an efficient
online/offline identity-based encryption for this purpose, which
provides an idea for the implementation of SM9 cryptographic
algorithm on lightweight devices. Sun et al. [8] investigated
the SM9-IBE encryption scheme based on online/offline tech-
niques. Peng et al. [9] developed an efficient certificate-free
online/offline signature scheme and created a lightweight data
authentication protocol specifically for WBAN. Liu et al.
[10] introduced outsourcing decryption technique in attribute
encryption scheme to reduce the computational overhead of the
user. This considers the use of outsourcing technique to solve
the problem of computational difficulties in SM9 encryption
and decryption. Liu [11] proposed an OSM9 key encapsulation
mechanism that supports decryption outsourcing, outsourcing
the decryption part of SM9 cryptographic algorithm to the
cloud service center for decryption operation, which reduces
the computational burden of the terminal equipment, but the
mechanism requires the cloud server to generate its own
public-private key pairs, which increases the requirements of
the system’s initialization settings.

However the Snowden incident [12] showed that even
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provably secure cryptographic algorithms can be subject to
backdoor attacks that threaten the security and privacy of user
data. Mironov et al. [13] proposed the Cryptographic Reverse
Firewall (CRF), which is an entity deployed on the user side
to re-randomize the information received and sent by users, in
order to prevent the leakage of the user’s private information.
Therefore, CRF can be deployed between the cloud server and
the user, and even if the algorithm is tampered with by a back-
door, it will not threaten the security and privacy of the user’s
data. Therefore, constructing a cryptographic reverse firewall
for the SM9 cryptographic algorithm is a very important task.
Chen et al. [14] constructed several CRF-based cryptographic
protocols by relying on a malleable smooth projective hash
function with key malleability and element re-randomization.
Zhou et al. [15] proposed an identity-based encryption scheme
with CRF. Zhou et al. [16] designed a single-round, certificate-
less public key encryption scheme incorporating CRF with
reduced communication overhead. Furthermore, Zhou [17]
suggested a searchable public key encryption approach based
on CRF. Zhou et al. [18] designed an identity-based proxy re-
encryption scheme with CRF that can resist leakage attacks.
Jin et al. [19] designed a blockchain and CRF-based proxy
re-encryption scheme. Xiong et al. [20] designed an SM9
encryption scheme with CRFs and supports equation testing,
but the scheme only sets CRFs for data owners. Li et al. [21]
designed an online/offline attribute-based encryption scheme
with CRFs for IoT communication.

As can be seen from the above, The OSM9 key encap-
sulation mechanism proposed by Liu et al. [11], although
considering outsourced decryption, prolongs user waiting time
and does not take into account the threat of information leak-
age. On the other hand, although Xiong et al. [20] proposed
the SM9 algorithm with cryptographic reverse firewall, this
algorithm does not support outsourced decryption and does
not consider the situation where the key generation center and
data users are subjected to backdoor attacks. At present, there
is no cryptographic reverse firewall built for outsourced de-
cryption. A new mechanism needs to be proposed to consider
the potential threat of backdoor attacks during cloud server
outsourcing decryption.

B. Research Contributions

This paper focuses on the power monitoring system based
on the SM2 cryptographic system proposed by Chen et al. [1],
and constructs an SM9-KEM suitable for power monitoring
systems, which not only supports outsourcing decryption but
also has the function of CRF. The primary contributions
include:

1) Improve the efficiency of SM9 algorithm: The bilinear
mapping in the decryption operation of SM9 is outsourced
to the cloud, and the cloud service center is not required to
generate its own public-private key pair. It reduces the com-
putational burden of users and greatly improves the efficiency
of the scheme.

2) Enhanced security of the SM9 algorithm: Not only
has CRF been set up on the data user side to re-randomize
ciphertext, but CRF has also been set up on the KGC and
data owner sides to re-randomize public parameters and user
keys. This enables the OSM9-KEM-CRF proposed in this

paper, which supports outsourced decryption, to maintain its
functionality and resist leakage even under backdoor attacks,
further improving the security of the scheme.

C. Paper Organization

The remainder of this paper is organized as follows. Section
II covers the fundamental concepts related to elliptic curves
and reverse firewalls. Section III outlines the system model and
the security model of OSM9-KEM-CRF. Section IV details the
encapsulation mechanism of OSM9-KEM-CRF along with its
security. Section V provides a comparison between our pro-
posed scheme and existing schemes in terms of computational
overhead, communication overhead, and energy consumption
overhead. The conclusion in Section VI.

II. RELEVANT THEORETICAL FOUNDATIONS

A. Elliptic Curve

For an elliptic curve E: y3 = x3 + ax + b(modp), where
a, b ∈ Fp, (4a3 + 27b2) mod p ̸= 0, Fp is a finite field of
order prime p > 3, let G be the group over E, p ∈ G, q on an
elliptic curve, where p ∈ G, q is the order of G and O is the
infinity point of G. The operations on the elliptic curve are as
follows:

1) Addition of points: let P (x1, y1) ∈ E , Q(x1, y1) ∈ E,
where P ̸= O,Q ̸= O,P ̸= −Q, let R(x3, y3) is equal to
P+Q , then the calculation of R can be expressed as x3 = λ2−

x1−x2, y3 = λ(x1−x3)−y1, where λ =

{
y2−y1

x2−x1
, P ̸= Q

3x2
1+a
2y1

, P = Q
.

2) Scalar multiplication: given a point P (x, y) on an
elliptic curve and an integer k , scalar multiplication can be

defined as kP =
k∑

i=1

Pi.

B. Bilinear Mapping

Let G1, G2, GT be cyclic groups, respectively. Then the
bilinear mapping e : G1 × G2 → GT has the following
properties:

(1) Bilinearity: for a, b ∈ Zp, P1 ∈ G1, P2 ∈ G2 there
is e (aP1, bP2) = e(P1, P2)

ab.
(2) Non-degeneracy: there exist elements P1 ∈ G1 , P2 ∈

G2, such that e (P1, P2) ̸= 1.
(3) Computability: for any elements P1 ∈ G1 , P2 ∈ G2

, there exists an efficient polynomial time algorithm
to evaluate e(P1, P2).

C. Cryptographic Reverse Firewall (CRF)

CRF is a stateful algorithmW with states and messages as
inputs and updated states and messages as outputs. Simply, the
state information of W is not explicitly represented. For par-
ticipant P and cryptographic reverse firewallW in the system,
W ◦ P is defined as the composed party. IfW is composed of
participant P , then we callW cryptographic reverse firewall P .
There are three security requirements for cryptographic reverse
firewalls, namely Functionality maintaining, weak security
preserving, and weak resistance to exfiltration, as described
in [22].
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III. FORMAL DEFINITION AND SECURITY MODEL OF
OSM9-KEM-CRF

A. OSM9-KEM-CRF System Model
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Fig. 1. Illustration of OSM9-KEM-CRF.

The OSM9-KEM-CRF for power monitoring system is
shown in Fig. 1, which supports outsourced decryption and
CRF and contains four members and three CRFs, that is the
cloud service center (CSP), the key generation center (KGC)
and its cryptographic reverse firewall WKGC , the data owner
(DO) and its cryptographic reverse firewallWDO, the data user
(DU) and its cryptographic reverse firewall WDU .

Specifically, KGC generates the master private key and the
global public parameter pp. If the process is compromised then
WKGC randomizes pp and broadcasts it globally. The KGC
is also responsible for generating the private keys of the users
(DO, DU), and if the process is compromised, then WKGC

randomizes the user’s private key.The CSP is responsible for
storing the user’s encrypted data and outsourcing the decryp-
tion of the data.The DO encrypts the data and uploads it to the
CSP for storage. When the encryption process is compromised
thenWDO randomizes the encrypted ciphertext.DU downloads
the ciphertext from CSP and decrypts it. If the outsourced
decryption key generation process is compromised then WDU

randomizes the outsourced decryption key.

B. OSM9-KEM-CRF System Model

The OSM9-KEM-CRF consists of the following 11 algo-
rithms:

(1) Setup(1λ) → (msk, pp).The algorithm is run by
KGC.Input security parameter λ, output global public

parameter pp and KGC master private key msk.
(2) WGA.Setup(pp) → pp′.The algorithm is run by

KGC’s Cryptographic Reverse FirewallWKGC . Input
the system public parameters pp and output the
updated system public parameters pp′.

(3) Extract(pp′,msk, ID) → sk.The algorithm is run
by KGC. Inputs pp′,msk and user identity ID and
outputs private key sk for user ID.

(4) WKGC .Extract(sk) → sk′.The algorithm is run
by KGC Cryptographic Reverse Firewall WKGC . It
inputs the private key sk of the user ID, outputs the
updated sk′, and returns it to the user ID.

(5) KEM− Encap(pp′, ID) → (K,C1).The algorithm
is run by the data owner DO with input pp′ and
outputs the encapsulated key K and encapsulated
ciphertext C1.

(6) WDO.KEM− Encap(K, t, C1) → (K ′, C ′
1).The al-

gorithm is run offline by the cryptographic reverse
firewall WDO of the data owner DO. Input (K,C1),
output updated encapsulated key K ′ and encapsulated
ciphertext C ′

1.
(7) KenGen.ran(sk′) → (TK,RK).The algorithm is

run by the user DU, which inputs its own private
key sk′ and outputs the transformation key TK and
retrieval RK.

(8) WDC .TKUpdate(TK) → (TK ′, β).The algorithm
is run by the password reversal firewall WDU of the
user user DU. Input TK. Output the updated con-
version key TK ′, keeping the corresponding random
number β.

(9) KEM−Decap− out(pp′, TK ′, C ′
1) → TCT .The

algorithm is run by CSP. Input pp′, TK ′, C ′
1, Output

convert ciphertext.
(10) WDU .Decrypt(TCT, β)→ TCT ′. The algorithm is

run by the Cryptographic Reverse Firewall of the data
user DU. Input TCT , β and output TCT ′.

(11) KEM−Decap− user(pp′, RK, TCT ′) → K ′.The
algorithm is run by the data user DU. Input pp′,
TCT ′, RK, Output updated encapsulated key K ′.

Correctness: For security parameters and encapsulated
keys, correctness is required for all
Setup(1λ)→ (msk, pp),
WGA.Setup(pp)→ pp′,
Extract(pp′,msk, ID)→ sk,
WKGC .Extract(sk)→ sk′,
KEM− Encap(pp′, ID)→ (K,C1),
WDO.KEM− Encap(K, t, C1)→ (K ′, C ′

1),
KenGen.ran(sk′)→ (TK,RK),
WDC .TKUpdate(TK)→ (TK ′, β),
KEM−Decap− out(pp′, TK ′, C ′

1)→ TCT ,
WDU .Decrypt(TCT, β)→ TCT ′satisfy
KEM−Decap− out(RK,TCT ′)→ K ′.

C. Security Model for OSM9-KEM-CRF

Based on the security models of [3] and [22], this paper de-
fines the security model of OSM9-KEM-CRF. In OSM9-KEM-
CRF, it is assumed that KGC, DO and DU are fully trusted
and the cloud service provider CSP is semi-trusted. Since
the algorithms (Setup, Extract, KEM-Encap, KEM-Decap-
out, KEM-Decap-user) of OSM9-KEM-CRF remain functional
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after the implantation of a malicious trapdoor, it is necessary to
take into account that these algorithms can be attacked without
the knowledge of the executor. Also considering thatWDO and
WDU would be curious about the user’s data, it is assumed
that WDO and WDU are semi-trustworthy. Since WKGCU

can access to the user’s decryption key, it is assumed to be
fully trusted. In addition, all cryptographic reverse firewalls
are considered to be trusted areas and will not be tampered
with by any outsiders.

The ID-IND-CCA2 security of the OSM9-KEM-CRF is
defined by a game between Challenger C and Adversary A.
The game is played by the challenger and the adversary.

Initialization.The adversary sends function maintenance
algorithm Setup∗,Extract∗,
KEM− Encap∗,KeyGen.ran∗,KEM−Decap− out∗, and
KEM−Decap− user∗ to the challenger C.

Setup. Challenger C runs Setup(1λ) → (msk, pp),
WKGC .Setup(pp)→ pp′,then sends pp′ to adversary A.

Phase 1.Adversary A can adaptively query the private key
oracle. For the query identity entered by the adversary, the
challenger C runs
Extract(pp′,msk, ID)→ sk,
WKGC .Extract(sk)→ sk′,
KenGen.ran(sk′)→ (TK,RK),
WDC .TKUpdate(TK)→ (TK ′, β),
then returns sk′ and TK ′ to adversary A. Challenge.Adversary
A sends a challenge identity ID∗ to challenger C. Challenger
C runs KEM− Encap(pp′, ID∗)→ (K0, C

∗
1 ),WDO.KEM−

Encap(K0, C
∗
1 ) → (K ′

0, C
′∗
1) and then randomly selects a

key K ′
1 in the key space, bit b ← {0, 1}, and then sends

(K ′
b, C

′∗
1) to adversary A.

Phase 2.As in Phase 1, adversary A can adaptively query
the private key of the user, but not the private key of user
ID∗. Additionally adversary A can adaptively query the
decapsulation oracle. For the (ID,C) inputted by adversary,
the challenger runs KEM − Decap − out(pp′, TK ′, C ′

1) →
TCT ,WDU .Decrypt(TCT, β) → TCT ′,KEM − Decap −
user(RK,TCT ′) → K ′, returns the corresponding decapsu-
lation key K ′. but at this point the adversary cannot access the
decapsulation key for (ID∗, C ′∗

1).

Guess. Adversary A outputs a guess b′ ∈ {0, 1} to send to
challenger C.

DEFINITION: OSM9-KEM-CRF is said to be ID-IND-
CCA2-secure if for all probabilities polynomial time adversary
A has a negligible advantage of ε =

∣∣Pr [b = b′]− 1
2

∣∣ ≤
negl(λ) in winning the above game.

IV. OSM9-KEM-CRF ENCAPSULATION MECHANISMS

A. Description of OSM9-KEM Mechanism

OSM9-KEM consists of the following six algorithms:

(1) Setup(1λ) .Input the security parameter λ, the algo-
rithm performs the following operations.
1⃝ Choose 3 groups G1, G2, GT of order prime r, a

bilinear mapping e : G1 ×G2 → GT , and randomly
choose generators P1 ∈ G1, P2 ∈ G2.

2⃝ Randomly select s ← Z∗
r and compute Ppub =

sP1.
3⃝ Make g = e(Ppub, P2).
4⃝ Choose hash function Hv : {0, 1}∗ → {0, 1}v and
an identifier hid.
5⃝ Output global public parameters
pp = (G1,G2,GT , e, P1, P2, Ppub, g,Hv, hid)
and master private key msk = s.

(2) Extract(pp,msk, ID).Input user identities ID ∈
{0, 1}∗, pp and msk, KGC calculates t1 =
Hv(ID||hid, r)+s, if t1 = 0, recalculates the master
private key, otherwise calculates sk = t2P2, where
t2 = st−1

1 .
(3) KEM→ Encap(pp, ID).With inputs pp and ID, the

algorithm performs the following.
1⃝ Let t1 = Hv(ID||hid, r)+ s,Q = h1P1+Ppub =
(h1 + s)P1.
2⃝ Random select x← Z∗

r , let C1 = xQ,t = gx.
3⃝ Let
K = KDF2(Hv, EC2OSP (C1)||FE2OSP (t)||ID, l),
where l is the key length of DEM .
4⃝ Output (K,C1).

(4) KenGen.ran(sk) → (TK,RK).Input sk.Randomly
select α ← Z∗

r , compute TK = 1
αsk = t2

α P2,
and output conversion key TK and retrieval key
RK = α.

(5) KEM - Decap - out(pp, TK,C1).Input pp′, the user
identity ID and its conversion key TK, the en-
capsulation portion C1. The cloud service center
computes the conversion ciphertext TCT , where
TCT = e(C1, TK) = e(xQ, t2

α P2) = e(s(h1P1 +
sP1),

s
t1α

P2) = e(Ppub, P2)
x
α = g

x
α

(6) KEM - Decap - user(pp,RK, TCT ). Input
pp, retrieval key RK for user identity
ID, transformed ciphertext TCT , user ID
computes t = (TCT )α = gx, and lets K =
KDF2(Hv, EC2OSP (C1)||FE2OSP (t)||ID, l),
where l is the key length of DEM . Output the
encapsulated key K.

Theorem 1 If SM9-KEM is ID-IND-CCA2 secure, then the
above OSM9-KEM is ID-IND-CCA2 secure.

Proof In this section, OSM9-KEM is constructed based
on SM9-KEM by utilizing the key blinding technique of [23].
From[3], it is known that SM9-KEM is ID-IND-CCA2 secure.
Thus it can be proved similarly to [23] that OSM9-KEM is ID-
IND-CCA2 secure.

B. Description of OSM9-KEM-CRF Mechanism

Based on the above OSM9-KEM mechanism, this section
constructs an OSM9-KEM-CRF mechanism.

After KGC runs Setup(1λ) to generate msk and pp, KGC
first sends pp to WKGC . WKGC Run Algorithm WGA.Setup.

(1)WGA.Setup(pp) → pp′.For pp ,WKGC randomly se-
lects a, b, c ← Z∗

r and computes P ′
1 = aP1, P ′

2 = aP2,
P ′
pub = aPpub = sP ′

1, g′ = e(Ppub, P2)
abc = e(P ′

pub, P
′
2)

c.
Output pp′ = (G1,G2,GT , e, P

′
1, P

′
2, P

′
pub, g

′, Hv, hid) but
keep c. KGC carries out Extract(pp′,msk, ID) → sk after
receiving pp′ and user identity Extract(pp′,msk, ID) → sk,
sends sk to WKGC .WKGC runs algorithm WKGC .Extract.
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(2)WKGC .Extract(sk) → sk′.For sk, WKGC computes
sk′ = c · sk = cs

s+h1
P ′
x by the previous random selected c,

where h1 = Hv(ID||hid, r).
User ID runs KEM - Encap(pp′, ID) → (K,C1) after

receiving pp′, sends (K,C1) to WDO, WDO runs algorithm
WDO.KEM - Encap.

(3)WDO.KEM - Encap(K, t, C1) → (K ′, C ′
1). For K, t

and C1. WDO randomly selects f ← Z∗
r and compute

C ′
1 = fC1, t′ = tf − g′xf and

K ′ = KDF2(Hv, EC2OSP (C1
′)||FE2OSP (t′)||ID, l),

where l is the key length of DEM . Output (K ′, C ′
1).

The user sends TK to WDO after running
KenGen.ran(sk′) → (TK,RK), and WDO runs Algorithm
WDO.TKUpdate.

(4)WDC .TKUpdate(TK) → (TK ′, β).For TK, WDO

randomly selects β ← Z∗
r , computes TK ′ = 1

βTK, and
outputs TK ′ but keeps β.

The cloud service center runs KEM - Decap - out(pp′, T
K ′, C ′

1) → TCT after receiving TK ′, sends TCT to
WDU .WDU runs algorithm WDU .Decrypt.

(5)WDU .Decrypt(TCT, β) → TCT ′.For input TCT and
reserved β,WDU computes TCT = (TCT )β .

After receiving TCT , DU runs KEM - Decap
- user(pp′, RK, TCT ′), gets t′ = (g′

fx
α )α= g′fx and

K ′ = KDF2(Hv, EC2OSP (C ′
1)||FE2OSP (t′)||ID, l).

C. Security Analysis

Theorem 2: If OSM9-KEM is ID-IND-CCA2 secure, then
OSM9-KEM-CRF is ID-IND-CCA2 secure and the crypto-
graphic reverse firewalls of KGC, DO, and DU maintain func-
tionality, weakly retain security, and weakly resist penetration.

Proof the security of OSM9-KEM-CRF is proved by the
following three sections.

(1) Functionality-maintaining. Because

TCT = (TCT )β = e(C ′
1, TK

′)β

= e
(
fx (h1 + s)P ′

1,
1
βTK

)β

= e
(
fx (h1 + s)P ′

1,
cs
αt1

P ′
2

)
= e

(
fxP ′

1,
cs
α P ′

2

)
= e

(
P ′

pub,
cs
α P ′

2

)
= g′

fx
α

Thus the data user, after receiving
K ′ = KDF2(Hv, EC2OSP (C ′

1)||FE2OSP (t′)||ID, l),
runs K ′ = KDF2(Hv, EC2OSP (C ′

1)||FE2OSP (t′)||ID, l)
and can calculate
K ′ = KDF2(Hv, EC2OSP (C ′

1)||FE2OSP (t′)||ID, l)
which in turn yields the encapsulation key K ′ =
KDF2(Hv, EC2OSP (C ′

1)||FE2OSP (t′)||ID, l).The
encapsulated key is then obtained. Thus the mechanism
satisfies the maintenance functionality.

(2) ID-IND-CCA2 Security. For any tampering algorithms
Setup∗, Extract∗,
KEM - Encap∗, KeyGen.ran∗, KEM - Decap - out∗ and
KEM - Decap - user∗ on KGCs, DOs and DUs that maintain

functionality, we prove that OSM9-KEM-CRF is ID-IND-
CCA2 secure by the indistinguishability of the secure game
of OSM9-KEM from the secure game of OSM9-KEM–CRF.
Consider the following game.

Game0. The security game sames as OSM9-KEM-CRF in
Section 3.3.

Game1. Same as Game0 except that pp and msk in the
Setup phase are generated by the algorithm of OSM9-KEM
instead of Setup∗ and WKGC .Setup.

Game2. Same as Game1 except that sk and TK in Phase
1 and Phase 2 are generated by the Extract and KeyGen.ran
algorithms of OSM9-KEM, not by Extract∗, WKGC .Extract,
KeyGen.ran∗ and WDC .TKUpdate.

Game3. It is the same as Game2 except that the challenge
key ciphertext pair (K ′

b, C
′∗
1) in the Challenge phase is

generated by KEM - Encap, not by KEM - Encap∗ and
WDO.KEM - Encap.

It can be seen that Game3 is a secure game for OSM9-
KEM, so it is only necessary to prove that Game0 is indistin-
guishable from Game3 to prove the security of OSM9-KEM-
CRF.

In fact, since a, b, c is randomly chosen in Algorithm
WKGC .Setup, regardless of the distribution of pp generated
by Setup∗, the pp obtained after the processing of the reverse
firewallWKGC .Setup is uniformly random and consistent with
the distribution of pp generated by Setup. Thus Game0 is
indistinguishable from Game1. Also due to the extensibility of
the key, it is similarly known that Game1 is indistinguishable
from Game2.

For the challenge key ciphertext pair (K ′
b, C

′∗
1), the dis-

tribution is randomized since K ′
b is generated by KDF2. For

C
′∗
1 , even though C

′∗
1 generated by KEM - Encap∗ is not ran-

dom, since f is randomly selected in WDO.KEM −Encap,
C1

′∗ after WDO.KEM − Encap post-processing is random,
which is consistent with the distribution of the ciphertext
generated by KEM − Encap, thus the indistinguishability
of Game2 from Game3 can be obtained. From Game0 and
Game1, Game1 and Game2, and Game2 and Game3 are
indistinguishable respectively, it can be known that Game0 and
Game3 are indistinguishable.

(3) Weak Security Preserving, weak Resistant to Exfil-
tration. According to the ID-IND-CCA2 security of OSM9-
KEM-CRF, it is shown that the cryptographic reverse firewalls
WKGC , WDU , and WDO of KGC, DU, and DO are weakly
preserve security. Also the proof of ID-IND-CCA2 security
of OSM9-KEM-CRF shows that WKGC ,WDU and WDO are
weakly resistant to exfiltration.

V. COMPARATIVE ANALYSIS

In order to ensure the same security strength, the traditional
RSA encryption algorithm requires a larger number of key bits
than the elliptic curve cipher, resulting in longer encryption
time and lower monitoring efficiency in power information
systems. Chen et al. [1] proposed a power information system
monitoring scheme based on the SM2 algorithm, in which an
SM2 encryption component is connected to the server inter-
face, which not only determines the user’s access to resources
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but also records information about user activities. When the
user inserts the SM2 encryption device into the client, the client
uses the HTTP protocol and the digital certificate to log in to
the server, and then starts to access the server. When accessing
the server, the system verifies the certificate by calling the suite
“iaccount”, and if the verification is unsuccessful, the client’s
“imidware” will be automatically directed to the security
support platform, which supports validation of SM2 digital
certificates. The certificate is generated after verifying SM2
digital certificates, and the user’s information is sent to the
client, the client is redirected to the standby power supply
system again through the “imidware”, and then returns to
the electric power secondary system by submitting a one-
time signature certificate and a one-time authorization code
verification and destroys the one-time certificate, and decrypts
the user information by verifying the authenticity of the user
signature information, and finally logs in. The user information
is decrypted and finally logged into the power system.

In the above scheme, although the SM2 encryption algo-
rithm has advantages over the RSA algorithm, however, it has
some limitations in practical applications.

(1) Before using SM2 for encryption, the public key cer-
tificate of the other party must be obtained, otherwise
the encryption operation cannot be performed. This
requirement increases the complexity of certificate
management, which in turn increases the management
overhead of the overall power system.

(2) In terms of decryption, the SM2 algorithm has some
complexity when decrypting on the Web side.

(3) When communicating securely across domains, it is
necessary to establish a chain of trust for certificates.

Unlike SM2, SM9 is an identity-based encryption algorithm
with the following advantages:

(1) No certificate management is required, effectively
solving the complexity of certificate management
in SM2 and significantly reducing the management
burden of public key infrastructure (PKI).

(2) When decrypting on the web, there is no need for
pre-registration.

(3) It only requires the publication of security parameters
without a chain of trust for certificates, and the user’s
identity is his/her public key.

Therefore replacing the SM9 encryption algorithm with the
SM2 encryption algorithm proposed by Chen et al. [1] for the
power monitoring scheme not only enables more efficient data
encryption, but also reduces the management cost of the power
information system.

An outsourcing decryption is introduced on the basis of
SM9 algorithm to further improve the decryption efficiency of
SM9 algorithm in this paper. In addition, both SM2 and SM9
encryption algorithms have backdoor attacks, so this paper
introduces cryptographic reverse firewall into SM9 algorithm
to improve the security. Therefore the proposed OSM9-KEM-
CRF based on SM9 key encapsulation is more suitable for
power monitoring system.

In this section, the proposed OSM9-KEM-CRF is com-
pared with other schemes in terms of computational overhead,
communication overhead and energy consumption overhead.

TABLE I. EXECUTION TIME OF DIFFERENT CRYPTOGRAPHIC PRIMITIVES

Symbol Operation Times(ms)

Tpa Bilinear-Pairing 13.8196
Tpm ECC Point Addition 0.0110
Te ECC Point Exponent 12.2007
Tm ECC Point Multiplication 2.2001
Th Time of hash function 0.4702

TABLE II. COMPUTATION OVERHEAD COMPARISON

Scheme Computational overhead

[3] Tpa + Th ≈ 14.2898ms
[4] 2Tpa + Th ≈ 28.1049ms
[11] Te + Th ≈ 12.6709ms
[20] Tpa + Th ≈ 14.2898ms
Ours Te + Th ≈ 12.6709ms

A. Computation Cost Comparison

To evaluate the performance of our OSM9-KEM-CRF
mechanism, we consistently used the Python programming
language to test decryption operation times, employing 256-
bit Barreto-Naehrig (BN) elliptic curves and R-ate bilinear
pairings. The specific test setup was a personal desktop
computer with the following configurations: 32GB of RAM,
Windows 10 operating system (version 10.0.19045), Intel Cor
i5-13400 CPU running at 2.5GHz, Visual Studio Code as
the development environment, and the Charm cryptographic
library. The notation for the operation times of cryptographic
algorithms is defined in Table I.

The computational overhead of the decryption phase of
each mechanism (scheme) are shown in Table II. In literature
[3], one hash operation and bilinear pairing operation need
to be run, and the time required is Tpa + Th ≈ 14.2898ms.
In literature [4], one hash operation and two bilinear pairing
operations need to be run, and the time required is 2Tpa+Th ≈
28.1049ms. In literature [11], one exponentiation operation
and hash operation need to be performed, and the time required
is Te + Th ≈ 12.6709ms. However, in cloud services, the
cloud is required to generate its own public-private key pairs,
which increases the cloud’s computational overhead. In the
proposed OSM9 mechanism, the decryption phase needs to
perform one exponential operation and one hash operation
on the multiplicative group, and the total time required is
Te + Th ≈ 12.6709ms. In the literature [20], it needs to
perform one bilinear pairing operation and one hash operation,
and the time required is Tpa + Th ≈ 14.2898ms.

The comparison of the time consumed in the decryption
phase of each mechanism (scheme) is shown in Fig. 2, which
shows that the time consumed in decryption of this paper’s
mechanism and the scheme of literature [11] is lower than
other schemes, and this paper’s scheme does not need to
generate public-private key pairs in the cloud server, which
reduces the time of the cloud computation and the waiting
time of the user, compared to the scheme of literature [11].

Fig. 3 and 4 show the time overhead of each algorithm in
the OSM9-KEM and OSM9-KEM-CRF mechanisms, respec-
tively, from which it is clear that the addition of the Crypto-
graphic Reverse Firewall to the OSM9-KEM mechanism does
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Fig. 2. Comparison of decryption time cost for users in different
mechanisms (schemes).
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Fig. 3. The algorithm time cost used in OSM9-KEM.

not have a significant impact on the time overhead, but greatly
increases the security.

B. Communication Cost Comparison

In terms of communication overhead, |G1|,|G2|,|GT |, |Zp|
denote the size of the elements in the G1, G2, GT and Zp, re-
spectively. Specifically, the 256-bit BN curve [24] is used, that
is |G1|=512bit,|G2|=1024bit,|GT |=3072bit, |Zp|=256bit. Table
III compares the bit requirements of the key encapsulation
mechanism proposed in this paper with those of other schemes
across public parameters, private keys, and ciphertexts. Fur-
thermore, as illustrated in Fig. 5, our mechanism demonstrates
a significant reduction in communication overhead for public
keys, private keys, and ciphertexts.
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Fig. 5. Comparison of communication costs for different schemes.

C. Energy Cost Comparison

In terms of energy overhead, the calculation method in
[25] is used, with the formula vol × cur × T , where vol
represents the voltage, cur represents the current, T represents
the execution time (vol = 3V, cur = 1.8µA), and the
energy consumed for sending 1bit messages is 0.72µJ, and
the energy consumed for receiving messages is 0.81µJ.In
literature [3], the energy overhead related to computation is
vol×cur× (Tpa+Th) ≈ 77.1649µJ, and the energy overhead
related to communication is |G2| × 0.81µJ+ |G1| × 0.72µJ ≈
1198.0800µJ, so the total energy overhead is 1275.2449µJ;
in literature [4], the energy overhead related to computation is
vol×cur×(2Tpa+Th) ≈ 151.7664µJ, and the energy overhead
related to communication is 2 |G2|×0.81µJ+ |G1|×0.72µJ ≈
2027.5200µJ, so the total energy overhead is 2179.2864µJ;
in literature [11], the energy overhead related to computation
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TABLE III. COMMUNICATION OVERHEAD OF DIFFERENT SCHEMES

Scheme Public parameter length Private key length Ciphertext length

Ours 2 |G1| + |G2| + |GT | ≈ 5120bits |G2| ≈ 1024bits |G1| ≈ 512bits
[3] 2 |G1| + |G2| + |GT | ≈ 5120bytes |G2| ≈ 1024bytes |G1| ≈ 512bits
[4] 2 |G1| + |G2| + 2 |GT | ≈ 8192bits 2 |G2| ≈ 2048bits |G1| ≈ 512bits
[11] 2 |G1| + |G2| + 2 |GT | ≈ 8192bits 2 |G2| ≈ 2048bits |G1| ≈ 512bits
[20] |G1| ≈ 512bits |G2| ≈ 1024bits 3 |G1| + |G2| + 2 |Zp| ≈ 3072bits
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Fig. 6. Comparison of energy consumption of different schemes.

is vol × cur × (Te + Th) ≈ 68.4228µJ, and the energy
overhead related to communication is 2 |G2| × 0.81µJ +
|G1| × 0.72µJ ≈ 2027.5200µJ, so the total energy overhead
is 2095.9428µJ; in literature [20], the computation-related
energy overhead is vol × cur × (Tpa + Th) ≈ 77.1649µJ
and the communication-related energy overhead is |G2| ×
0.81µJ + (3 |G1|+ |G2|+ 2|Zp|)× 0.72µJ ≈ 3041.28µJ, thus
the total energy overhead is 3118.4449µJ; in this paper, the
computation-related energy overhead is vol×cur×(Te+Th) ≈
68.4228µJ and the communication-related energy overhead is
|G2| × 0.81 + |G1| × 0.72 ≈ 1198.0800µJ, thus the total
energy overhead is 1266.5028µJ. The comparison of energy
overhead of each mechanism (scheme) is shown in Fig. 6. In
power monitoring system, less energy overhead is especially
important in power system due to limited equipment resources,
in the above comparison, the mechanism in this paper has less
energy overhead and is more suitable for power system, and it
incorporates a reverse firewall to block backdoor attacks and
improve the security of the system.

VI. CONCLUSIONS

This paper proposes an SM9 key encapsulation mechanism
that supports outsourced decryption and CRF, improving the
efficiency and security of the SM9 key encapsulation mecha-
nism. The proposed OSM9-KEM-CRF mechanism outsources
the tedious bilinear mapping calculation in the decryption
process to cloud servers, and cloud servers do not need

to generate its own public-private key pairs, improving the
efficiency of the mechanism. In addition, the key encapsulation
mechanism adds the cryptographic reverse firewall function for
KGC and users respectively, and the deployment of CRF also
makes the mechanism resistant to backdoor attacks, resistant
to information leakage, protects user privacy, and improves
the security of the key encapsulation mechanism. The security
proof and comparative analysis comparison show that the
mechanism is more suitable for the power monitoring system.

In future work, in order to further reduce the computa-
tional burden on users and enrich the functionality of the
SM9 algorithm, we will research how to use smart contracts
to verify the correctness of outsourced decryption, thereby
further reducing users’ computational overhead. In addition,
the SM9 algorithm will be functionally extended to construct
an attribute based encryption scheme based on SM9, achieving
fine-grained access control of encrypted data in the cloud.
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Abstract—The advancement of Artificial Intelligence (AI), in
particular Deep Learning (DL), has made it possible to interpret
gathered data more quickly and effectively in this new digital
era. To draw attention to development advancements in deep
learning across many industries. Agriculture has been one of
the most affected areas in recent advancements of the current
globalized world agriculture plays a vital role and makes signifi-
cant contributions. Over the years, agriculture has faced several
difficulties in meeting the growing demands of the global people,
which has creased over the last 50 years. Different forecasts have
been made regarding this extraordinary population expansion
which is expected to grasp almost 9 billion persons worldwide
by 2050. More than a century ago, different technologies were
brought into agriculture to solve issues related to crop cultivation.
Many mechanical technologies are accessible today, and they
are evolving at an amazing rate. To support their demands
and help them optimize their crop yields based on data and
task automation need innovative techniques to aid farmers. This
will transform the agricultural industry into a new dimension.
Therefore, this study’s primary goal was to present a thorough
summary of the most current developments based on research
interconnected with the digitization of agriculture for crop yields
including fruit counting, crop management, water management,
weed identification, soil management, seed categorization, disease
detection, yield forecasting and harvesting of yields based on
Artificial Intelligence Techniques.

Keywords—Agriculture; artificial intelligence; deep learning;
crop yields; management

I. INTRODUCTION

Because of the population, the agriculture sector has to
meet a wide range of food needs along with social, environ-
mental and economic factors like the lack of workers, water,
biodiversity, and land degradation [1]. Since the seasons are
hard to predict and the environment is harsh, there are now
a number of limits on its growth. For agricultural business
growth, it is important to find new methods that will last.

Farmers’ understanding of field management has changed
by using cutting-edge technologies like robots, drones and
sensors on farm equipment. Scientists who study data and
farming are getting ideas from these new technologies to make
better analytical tools and methods for managing fields and
dealing with problems more correctly [2]. Today’s technology
makes it hard to make sure that everyone has access to a
steady supply of high-quality food without putting natural
environments at risk. To meet and support farmers’ needs help
to get the most out of their farming by automating tasks and
data.

New developments in uses based on Artificial Intelligence
(AI) had a big effect in this area [3]. They have made a big

difference in the progress of computer vision, ML(Machine
Learning) and DL(Deep Learning) methods for building auto-
mated and reliable systems. But Agriculturalists still confront
formidable challenges in making affordable, scalable, and
ecologically sound solutions to the world’s food crisis a reality,
despite recent advances. This emphasizes the significance of
studies that cover both the theoretical and practical aspects of
incorporating technological advances into actual agricultural
systems.

As a result, this study main goal is to give an in-depth
overview on the latest advances in AI research that has to do
with digitizing agriculture for crop yields. To identify existing
gaps in the current review of Digitizing agriculture includes
fruit counting, crop management, water management, weed
identification, soil management, seed categorization, disease
detection, yield forecasting, and harvesting of yields.

II. DIGITIZING AGRICULTURE CROP YIELDS USING AI
TECHNIQUES

A. Fruit Counting

A vital component of the world economy is the fruit
business. Food security, economic growth, nutritional diversity,
processing, shipping and retail are just a few companies that
benefit from it, and millions of farmers rely on it for income.
Fruits have high vitamin, mineral, fiber and antioxidant content
and plays a vital part in healthy diet. As per the FAOSTAT
report fruit industry is in the rise worldwide. Producing ap-
proximately 909.644 million metric tons of fruits in 2023, the
world continued its growing trend in food output, accounting
for 19% of total food production. Maintaining accuracy and
efficiency in huge fields or orchards becomes increasingly
challenging when the volume of agriculture increases, ren-
dering manual counting impracticable defined by Pathan and
Rehman [4]. Manual fruit counting can be challenging in
outdoor settings due to weather factors including rain and
low vision as explained by Hunt and Doraiswamy [5]. The
spatial coverage of manual counting is limited since people
can’t physically inspect every portion of a crop. It also makes
coping with different crop architectures more difficult as it
makes it harder to address differences in fruit size, shape,
or distribution. The consistency and comparability of the data
could be compromised due to inconsistent counting techniques
caused by the absence of established counting standards.

Fruits calculating or counting flower thickness on images
using Computer Vision (CV) algorithms is a commonly used
method for autonomous yield estimation. There are two main
types of CV-based approaches to estimating agricultural yields:
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(1) methods that focus on specific regions or areas, and (2)
methods that rely on counting. An automated method for
estimating crop production in apple farms was created by
Wang et al. [6] using stereo cameras. To lessen the impact
of the erratic daylight lighting, they took the photos at night.
An in-field cotton recognition system was created by Li et
al. [7] using region-based semantic image segmentation. Joint
maize tassel and crop segmentation was accomplished by Lu
et al. [8] using region based color modelling. Yield estimation
approaches based on counting have received surprisingly little
attention, in comparison to methods based on regions [9].
Estimating the quantity of apples harvested in fields with
natural light was done by Linker et al. [10] using color
photographs. There were a lot of false positives because of the
problems with direct light and color saturation. A technique
for apple fruit segmentation [21] from video utilizing backdrop
modelling was developed by Tabb et al. [11].

Counting problems demand one to reason about the total
occurrences of an object in a scene, as opposed to the usual pic-
ture classification procedure that aims to identify the existence
or nonexistence of an object. Multiple real-world applications
encounter the counting problem: counting cells in microscopic
imaginings, counting wildlife in aerial photos [12], counting
fish [13], and crowd monitoring [14] in surveillance systems.
Kim et al. [15] presented a system that uses a fixed-shot camera
to recognize and follow moving subjects. To improve loss
optimization during learning, Lempitsky et al. [16] presented a
novel supervised learning structure for pictorial object counting
jobs that considers MESA distance. The authors Giuffrida et
al. [17] put forward a method for leaf counting that relies on
learning in plants that grow in rosette sets. They connected
image-based descriptors learned unsupervisedly to leaf counts
using a supervised regression model. The present method
of estimating production, which involves workers physically
counting fruits or flowers, is impractical for vast fields due
to its high cost and time requirements. Here, a practical
answer is provided via robotic agriculture-based automatic
yield estimation.

Nowadays, AI is playing a bigger part in fruit counting
as it provides more precise and efficient answers for farming.
Automating fruit counting in fields is possible with the usage of
AI technologies, especially CV and ML. DL algorithms allows
for automated interpretation of captured images or films. Based
on visual features like size, shape, texture and color these
systems are able to recognize and tally fruits developed by
Koirala and Zhang [18]. DL algorithms have been taught
to recognize and quantify fruits in images. These algorithms
include Convolutional Neural Networks (CNNs) with massive
datasets these models gradually get more accurate results by
Sa et al. [19]. According to Wang et al. [24] AI is used
in combination of LiDAR and 3D imagery to make three-
dimensional fruit count estimates. A more precise evaluation
of the distribution and volume of fruit can be achieved with
this method. The author also explained that the method can
be used for vast agricultutal fields. According to Anand et
al. and Kumar et al. [20] this combination enables thorough
counting and monitoring through effective aerial surveys of
vast agricultural fields. Adapting it to different orchard settings
and fruit varieties is a breeze. These systems may be adjusted
to various situations, which means they can be used with a
variety of crops. Methods for counting objects using deep

learning have recently become more prominent. Seguı́et al.
[19] investigated the use of CNN for the job of counting
instances of an interest notion. A system for microscopy cell
counting was created by Xie et al. [22] using a convolutional
regression network. Using deep CNN, Zhang et al. [23] created
a framework for cross-scene crowd counting. So far as we are
aware, no studies have addressed the topic of deep simulated
learning fruit counting. All of the counting algorithms that
have included deep learning have focused on object detection
and subsequent counting of those instances.

B. Water Management

From legislators to end users, everyone involved in water
usage and management is worried about the impending water
scarcity. The opinions of many shareholders or a shortage
of revised strategies and plans to increase efficacy can make
it difficult to execute any freshwater conservation strategy
Marston & Cai, [25]. These concerns about effective fresh-
water management are of particular importance in agriculture,
where they may help alleviate sustainability and environmental
concerns while also cutting expenses for farmers. According
to Salmoral et al. [26], public institutions and lawmakers play
a crucial role in this context, specifically under the EU’s
Common Agricultural Policy (CAP).

Actually, circa the agricultural sector drew around 70% of
the world’s water. In the Asian and African regions (81%), as
well as in Oceania (65%), this is a very pertinent subject. This
issue warrants particular attention in southern countries, while
it is not as serious in European and American countries (25%
and 48%, respectively) Aquastat [27]. Several stakeholders,
including farmers, must be involved in the planning and
execution of any strategy or plan to improve water efficiency
on farms for it to be effective.

According to Koscielniak et al. [28], Nazari et al. [29] the
agricultural sector of the European Union relies on proper wa-
ter management, so it’s important to shed light on these factors.
Several factors influence the efficiency of water management
in irrigation methods. These elements include pertaining to the
environmental, social, technical, legal, and political aspects.
In view of Castanedo et al. [30], such settings, considerations
such as the depth of application and modified drainage systems
may be important. Agricultural methods including energy
usage and soil management strategies are interdependent on ir-
rigation practices Lee et al. [31]. Surface irrigation agricultural
output, and soil yields Kim et al. [32] are three areas where
irrigation practices can substantially affect water management
efficiency. The morphology and spatial circulation of roots
from perpetual crops Deng et al. [33] and economic indices of
farms Kumar et al. [34] are also affected.

Regardless, irrigation technology and methods have ad-
vanced, allowing farmers more leeway in their decisions and
options Roth et al. [35]. Nonetheless, there is always room
for improvement in this area van Steenbergen et al. [36]. The
selection of water-efficient cultivars in the turf business is
another important consideration Githinji et al. [37]. In this
context, effective strategies for managing water resources are
crucial.

According to Preite et al. [38], 4.0 technologies are being
considered as a possible result to enhance the agricultural
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sector’s sustainability. These technologies include blockchain,
the Internet of Things (IoT), DL algorithms, ML and other
computer applications. The simple, scalable automation that
predictive algorithms offer makes them ideal for a 4.0 scenario
that spans many different fields Mazzei & Ramjattan [39].
Meshram et al. [41], Liakos et al. [40], and others have grouped
the machine learning methods used in agriculture into three
distinct phases: before, during, and after harvesting. The first
set of applications included topics related to irrigation, with
identification of water scarcity, prediction of water demand,
and scheduling of irrigation. Conventional irrigation schedul-
ing takes a set period into account while ignoring the fact
that environmental and plant variables can vary. In particular,
water scarcity identification processes thermal infrared images,
weather, and soil data to assess stem water potential, drought
stress and plant water gratified.

According to Zhou et al. [41], the models mostly used in
this scenario were gradient-boosted random forests, decision
trees and CNN. Using support vector machines, gradient-
boosting, artificial neural networks and decision trees algo-
rithms, reference evapotranspiration, soil moisture contented
and sap flow possessions were estimated using multispectral
and thermal imageries in conjunction with meteorological and
soil data. By analyzing sensor data, the authors of Corell et
al. [42] present an outline for irrigation that compares three
regression models to find optimal irrigation amount for olive
farming. The emergent degree days, water provided to plants,
and evapotranspiration rate were used in a fuzzy decision
support system to evaluate appropriate irrigation quantity for
corn, kiwi, and potato crops Giusti & Marsili-Libelli [43]. In
order to give watering suggestions for lemon trees, Navarro-
Hellı́n et al. [44] utilized an adaptive neural fuzzy inference
system in conjunction with a partial least-square regression
to analyze evapotranspiration, soil moisture and humidity.
Chandrappa et al. [45] use DL algorithms (Long Short-Term
Memory) and ML techniques (Support Vector Regression and
Linear Regression) to evaluate soil moisture changes in depth
and time. Against this backdrop, a multi-depth link between
wind speed and soil moisture was brought to light. By training
an artificial neural network to use data from soil sensors
and meteorological stations to calculate the optimal irrigation
period, a 20% reduction in water use was accomplished by
Gu et al. [46]. Kavya et al. [47] have investigated the use
of AI for short-term water demand prediction. In particular,
using both univariate and multivariate time series assessed the
prediction ability of deep learning and machine learning. While
the multivariate scenario also took weather into account, the
univariate series was applied just to the flow meter data. A
probabilistic framework was created by Srivastava et al. [48]
to ascertain irrigation methods using three distinct parameters:
leaf area index, soil moisture, and evapotranspiration. These
indicators show water deficiency in the soil, water stress in
crops, and the water demand, in that order. Here they utilized a
Recurrent Artificial Neural Network (long short-term memory)
to make predictions, and employed a random forest regression
to find good predictors for each parameter. The last step
was compared the expected and actual numbers to tweak the
resulting weights.

Aly et al. [49] used a super learning ensemble to predict
the evapotranspiration with limited meteorological data. They
achieved good accuracy by utilizing additional tree regression,

k-nearest neighbour, support vector regression, and AdaBoost
regression. Yong et al. [50] also noted the latter difficulty as
the primary obstacle to evapotranspiration rate prediction and
proposed a hybrid neuro-fuzzy inference method to overcome
it. Adnan et al. [51] examined practicality of hybrid support
vector regression models from this angle. These models in-
tegrate ML methods with optimization meta-heuristic algo-
rithms, such as Particle Whale Optimization, Swarm Optimiza-
tion, Differential Evolution, and Covariance Matrix Adaptation
Evolution Approach. By integrating ML and feature engineer-
ing, Považanová et al. [52] enhanced prediction accuracy for
reference evapotranspiration estimation, shedding light on the
efficacy and generalizability of the suggested models. Using
a variety of machine learning algorithms including k-nearest
neighbors, support vector machine, decision tree, and multilin-
ear regression the authors of Youssef et al. [53] demonstrated
how to estimate reference evapotranspiration with an accuracy
close to 99%.

C. Crop Management

One of the most significant parts of agriculture has always
been crop production management. In order to feed both cattle
and humans, crop production is crucial. Throughout human
agrarian history, one of the key objectives is to upsurge the
economic efficacy of farming. To ensure consistently high-
quality output, agricultural production sites should undergo
routine inspections and implement all required crop production
strategies. Because farmers invest time and energy into each
visit, the crop’s price tag reflects that. As a result of farmers’
obsession with crop monitoring and evaluation, smart agri-
culture has emerged as a critical tool. Although digitalization
will have a greater effect on wide-area communication net-
works that include rapid data transmission, it permeates most
areas of engineering [54]. Cultivating field crops, producing
vegetables, and fruit are all part of crop production, which is
a subset of agriculture [55]. “Smart farming” refers to a new
paradigm that maximizes agricultural output with the help of
cutting-edge information technology [56] with advancements
in AI, automation, and connectivity, farmers can effectively
monitor different procedures and provide targeted treatments
for cultivation using robots that are superhumanly efficient.

These tasks only require a set of guidelines based on
mathematics or logic because to derive valuable correlations
from data, machine learning makes use of learning rules like
supervised learning, unsupervised learning, hybrid learning
and reinforced learning [57].

These features allow deep learning networks to potentially
uncover hidden structures in data that is neither labeled nor
structured. A major improvement over previous methods,
deep learning networks are able to extract features with little
to no human intervention. The proliferation of high-speed
wireless transmission networks led to dramatic increase in
consumer demand for such services [58]. When comparing
Deep Anomaly to region-based convolution neural networks
(RCNN), the former is superior for human detection at 45–90
meters [59]. This method can detect anomalies and generate
uniform field characteristics. In this article, learned about the
DL classification of land cover and crop kinds using remote
sensing data [60]. Traditional fully linked MLPs and random
forests were compared to CNN. We talk about how to use
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visual sensor data to train self-learning CNN to identify diverse
types of plants [61].Offers automatic weed detection in UAV
photos of line crops using deep learning with unsupervised data
labeling [62]. Use of convolutional neural networks (CNNs) on
unsupervised training datasets will provide fully autonomous
weed detection. Incorporating a deep residual neural network
onto a mobile capturing equipment allowed for the introduc-
tion of a crop disease classification system. Thorough testing
enhanced the precision of the balancing process. 0.78 to 0.8
[63] is the range.

To diagnose mildew disease on millet crop photos, a deep
neural network with transfer learning is employed [64]. The
f1-score was 91.75%, recall was 94.50%, precision was 90.0%,
and accuracy was 95% in the experiments. A deep convolu-
tional neural network was employed to estimate agricultural
yields using NDVI and RGB data acquired by UAVs [65]. In
terms of CNN performance, RGB images beat NDVI images.
In terms of critical characteristics, low-altitude remote sensing-
based images and CNN architecture for rice grain production
were considered [66]. During the ripening stage, Deep CNN
performed significantly improved and was stable. Researchers
have looked at a deep learning-based multi-temporal crop
classification system [67]. DL models LTSM and Conv1D
were compared to XGBoost, SVM, and RF parameters. The
development of a new crop vision collection that makes
use of deep learning classification and accurate agricultural
recognition has also been accomplished [68]. On agricultural
datasets, his proposed algorithm achieved a 99.81% accuracy
rate, surpassing VGG, DenseNet, ResNet, SqueeztNet, and
Inception. Recognizing and differentiating crops in soil is
made possible by deep learning technology [69]. Information
is derived from a digital surface model with a high level of
resolution. For the purpose of crop pest classification, auto-
matic feature extraction is used in conjunction with transfer
learning approaches involving convolutional neural networks
[70]. The most accurate datasets are Xie1, NBAUR, and Xie2,
with respective accuracies of 94.47%, 96.75%, and 95.9%.

D. Soil Management

For the vast majority of creatures, the soil is the food
web, providing them with the mineral resources they need to
survive. When soils are well-managed, plants do not suffer
from mineral element deficiencies or toxicities, and the right
minerals make it into the food chain. Crop yield, ecological
stability, and human well-being are all impacted by poor soil
management in some way.

According to Dickson et al. [72] and Bhaskar et al. [71]
soil categorization opens up numerous sectors including soil
improvement, crop management, land consolidation and more.
Physiological factors assessed from real-time field models
are the most important criteria for soil identification. Root
development, plant emergence rate, water penetration, and crop
production are all affected by physical variables such as tem-
perature and moisture, which affect the formation of particles
and pores. Chemical features including pH, organic carbon,
and the nitrogen, phosphorus, potassium (NPK) parameters
dictate the accessibility of nutrients, the existence of other
species, and the motility of pollutants. The various components
that make up soil include clay, sand, peat, silt, and loam. Soil

particles in the target zone consist mostly of sand, clay, and
silt, with very little peat and loam.

It is considerably more challenging to keep these soils suit-
able for farming. Soils like laterite, which are mostly composed
of rock deposits from hot climates, are abundant in iron and
aluminum. Soils with large concentrations of iron oxides, such
as laterite, have a reddish hue [72]. Almost all laterites have a
rusty-red hue because to the significant iron oxide content. Soil
surface formation is guaranteed by periodic rainfall and sunny
seasons. The crops are adequately nourished by this soil type.
The southern Indian subcontinent is a significant producer
of the rice variety Oryzasativa. Rice is a staple crop and a
source of income for many farmers in the area surrounding the
exploration location. Milling, visual, culinary, and nutritional
qualities are all part of what makes rice grain quality. It
is widely recognized that the root’s balanced qualities are
closely related to grain quality in rice. Root morphological and
physiological features impact rice vegetative growth and grain
satisfying, which in turn affects grain quality. The features
that were researched and described and are applicable to the
exploration site, which consists primarily of clay and laterite
soil.

A methodology for digital soil mapping was created by
Behrens et al. [73] using Artificial Neural Networks (ANNs).
This methodology is able to predict soil units in a test
area in Rhineland, Germany, Palatinate. Grinand et al. [74]
developed a classification tree-based method for predicting soil
distribution at an unexplored location by using a soil-landscape
pattern obtained from a soil map. Soil datasets and exploration
site data should be collected as part of the proper method for
soil classification at the exploration site. After that, the datasets
should be pre-processed. Finally, models should be trained
using Deep Neural Network and Machine Learning techniques,
and the soil should be classified into four distinct groups. They
rely on accurate soil detection to help with nutrient supply to
the field, which in turn increases crop production. It’s also
crucial for their livelihood to determine what kind of weeds
will grow from the soil so that they can eradicate them.

E. Weed Identification

One of the most important things that can influence crop
yield is weed control. Khan et al. [75] found that weeds
can reduce crop output and production quality by competing
with crops for water, fertilizer, light, growing space and other
nutrients. Insects and diseases that harm crops could also
call this place home. A study found that weed suppression
resulted in a 13.2% annual loss of crop production enough
to feed one billion people for a year Yuan et al. [76]. A key
component of crop management and ensuring food security is
weed control. Manual weeding, chemical weeding, biological
weeding, mechanical weeding, etc. are all common weed
management strategies Stepanovic et al. [78], Marx et al. [77],
Morin [80], Kunz et al. [79], Andert [81].

The best method for controlling weeds in the field is to
do it by hand. The high cost and labor intensity, however,
make it impractical for cultivation on a broad scale. Because
it doesn’t harm non-target organisms much, biological weeding
is eco-friendly and safe, but it takes a lengthy time to restore
ecosystem afterward. The majority of weeds are eliminated
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with chemical weed killers, which is the most popular method
of weed control. However, other problems, including chemical
residues, weed resistance, and environmental contamination,
have resulted from the excessive use of herbicides. The study
found that in different farmland systems, 513 biotypes of 267
weed species have become resistant to 21 different herbicides
Heap, [82]. Therefore, it will be crucial to use technologies
like detailed spraying or mechanical weed management on
individual weeds in order to prevent the over-application of
herbicide.

Automatic mechanical weeding is becoming more popular
as a result of the organic farming movement Cordill and Grift
[83]. It prevented needless tillage, which saved gasoline, and
allowed for weed management without chemical input. Never-
theless, intelligent mechanical weeding has faced significant
challenges because to the low accuracy of weed detection
and the resulting unforeseen harm to the plant-soil system
Gašparović et al. [85], Swain et al. [84]. So, it’s critical to
make weed detection more precise in the fields.

So using AI models like SVM, decision tree, a random
forest algorithm, and KNN classifiers are some of traditional
AI methods that have been utilized in weed identification
research. It is expected that these algorithms will employ
intricate manual craftsmanship to extract weed image color,
texture, form spectrum, and other attributes. As a result, the
weed image extraction was lacking or features were obscured,
it would be impossible to differentiate between weed species
that are otherwise comparable. Image processing technology
was utilized by traditional weed detection algorithms to extract
characteristics of weeds, crops, and backgrounds from images.
A model that uses wavelet texture information to differentiate
sugar beets from weeds was presented by Bakhshipour et al.
[86]. A total of fourteen of the fifty-two texture features were
chosen using principal component analysis. Despite numerous
occlusions and overlapping leaves, it proved wavelet texture
features might accurately differentiate among crops and weeds.
Only crops and weeds with clearly distinct pixel values in
the RGB matrix or other parameter matrices derived from
it could be identified by the color feature-based models. In
most cases, the color feature was utilized in conjunction with
other features; for instance, Kazmi et al. [87] suggested a
technique that combined surface color with edge form to detect
leaves and integrate vegetation indices. With a precision of
99.07%, the vegetation index was combined with regional
characteristics. It was challenging to differentiate between
weed species using traditional image processing approaches,
even if same methods could differentiate between crops and
weeds.

To improve weed detection, deep learning networks can
generate abstract high-level properties instead of the low-level
attributes used by traditional machine vision networks, such
as color, shape, and texture. The present target identification
models have, as is well-known, benefited from deep learning’s
increased accuracy and generalizability. A few examples of
popular target detection networks are the YOLO model, Faster
R-CNN, and Single Shot Detector Redmon et al. [88], Ren et
al. [89], Quan et al. [90]. Using a total of 10,413 pictures,
Dyrmann et al. [91] employed CNN to distinguish 22 distinct
plant species. The weed species with the most picture resources
had the highest classification accuracy, according to the results.

Therefore, there needs to be enough datasets for deep learning-
based weed identification.

The author Hinton et al. [92] proposal highlighted the deep
and highly-connected topology of DL networks, which led
to the idea of deep learning being introduced. The dataset
is trained by Deep learning has been demonstrating strong
accuracy and resilience in image identification as of late. To
be more specific, ImageNet a massive multi-variety dataset
with 3.2 million images demonstrated the significance of large-
scale datasets in enhancing the identification accurateness of
the models trained with DL methods by Russakovsky et al.
[93]. Unfortunately, dataset for training deep learning weed
identification models have very tiny scales in both the number
of images and the type of weeds.

F. Seed Categorization

Farmers and food processors alike are understandably
worried about seed segregation in mixed cropping. Farmers and
agro-industries also have the difficult challenge of classifying
and packing seeds according to their quality. Additionally, the
conventional methods of seed separation after thrashing like
sieving, hand-picking, etc. are laborious and time-consuming.
Therefore, seed segregation must be automated.

For that AI methods play an important role in yield
prediction [94], improvement of image contrast [95], illness
categorization[96], etc. inspired each of the study [97] in
order to broaden the scope in seed categorization according to
variety, size, they are of high quality. Using SVM, the authors
of [98] were able to categorization of normal and broken maize
kernels [99]. The SVM classifier achieved a 95.6% success
rate for healthy and an 80.6% success rate for the process
of identifying damaged or defective seeds, an error rate of
about 19% was noted. Researchers [100], [101], and [102]
continued this line of inquiry by classifying four different types
of maize seeds using models based on SVM, K-means and
DCNN. They used the DCNN and claimed a perfect training
accuracy rate based strategy. However, when measuring the
model’s efficacy on the testing dataset, a significant amount of
incorrect classifications was found in relation to a single corn
category.

In addition, the researchers [103] automated the process
of inspecting maize kernels by utilizing ML and DL models’
capabilities. For kernel separation, they utilized k-means clus-
tering. In order to distinguish between kernels that were flawed
and those that were not, they used a number of models, includ-
ing ResNet, VGGNet, and AlexNet. Outperforming VGGNet
and AlexNet, the ResNet model achieved an accurateness of
98.2%. The writers in [104] also distinguished between healthy
and malformed corn seeds using SVM, AlexNet, VGG-19, and
GoogleNet. The GoogleNet model had the highest accuracy
rate of 95% out of all of these models. In order to classify
and test seeds, the following works [105] employ ML and
DL algorithms effectively. In order to distinguish between
haploid and diploid seeds, detect seed coating, distinguish
between common maize seed and silage seed for animal feed,
and identify defective from non-defective seeds, they utilized
Convolutional Neural Network (CNN) classifiers. Sunflower
seed identification was accomplished by the authors [106]
using DL models. By utilizing optimization procedures, they
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successfully circumvent the issue of overfitting. It was asserted
by the authors that the optimized GoogleNet model attained
a 95% accuracy rate. Unlike a large lot, however, the model
calls for human involvement to arrange the seeds.

When training the model, the authors also took into ac-
count just one perspective on seeds. Consequently, by training
the model on numerous perspectives of seeds, there is a
chance to enhance its robustness and reliability. In order to
incredulous the obstacles stated in the previous study, the
authors in [107] took into account the entire soybean seed
surface. They achieved a 98.87% success rate by using a
circumrotating method for full surface detection. When applied
to the dataset that included defective seeds, the MobileNet
model enhanced the classification accuracy. In addition, the
technique for identifying soybean seeds was suggested by
the authors in [108]. To demonstrate the effect of transfer
learning, they used pre-trained CNN models such as AlexNet,
Xception, ResNet18, Inception-v3, DenseNet201, and NAS-
NetLarge. With a reported accuracy of 97.2%, the authors
asserted that NASNetLarge was the most accurate model.
Using morphological and textural characteristics of seeds, the
authors of [109] extended the use of ML models for weed
detection by applying the naı̈ve Bayes algorithm [110]. The
model’s accuracy on the grayscale and monochrome photos
was 98%, according to the research. Colored images, however,
show a marked decline in accuracy.

G. Yield Forecasting

Predicting how much food will be harvested from a spe-
cific plot of land is known as Crop Yield Prediction (CYP).
Businesses, governments, and farmers all rely on it to help
them make educated decisions on agricultural output. The var-
ied temperature, topography, temporal dependencies inherent
inyields and farming techniques across India make accurate
crop yield forecast a difficult undertaking. Nonetheless, one
can anticipate crop production based on a number of criteria,
such as: Outside conditions: When it comes to determining
harvest success, the weather is a major player. When it comes
to plant growth, factors like rainfall, temperature and humidity
are important. Crop yield is also prejudiced by the soil’s type
and fertility. To account for these aspects and anticipate crop
yield, one might utilize crop yield prediction models. These
models can use machine learning, statistical methods, or a mix
of the two.

Consequently, better approaches for assessing and mod-
elling agricultural data are required to enhance crop yield
forecast and management.Using ML algorithms and proximate
sensing, Farhat Abbas et al. [111] established a CYP system.
In order to conduct training, four datasets that are available
to the public were gathered: PE-2017, PE-2018, NB-2017,
and NB-2018. In order to forecast agricultural output, the
gathered data were fed into machine learning models such
k-nearest neighbor (KNN), support vector regression (SVR),
linear regression (LR), and elastic net (EN). With a smaller
Root Mean Square Error (RMSE) than competing techniques,
the SVR outperformed them on all four datasets. Martin Ku-
radusenge et al. [112], introduced many ML models in order to
improve the system’s performance, the Irish potato and maize
datasets were first collected and pre-processing activities, such
as removing null values and determining association, were

executed. Afterwards, three ML models SVM, Random Forest
(RF) and Polynomial Regression (PR) were used to classify
the pre-processed data for CYP. When it came to forecasting
potato and maize crop yields, the RF model outperformed
the SVM and PR models, with RMSEs of 510.8 and 129.9,
respectively, on the datasets that were examined.

Recurrent neural networks and temporal convolutional net-
works are examples of the hybrid DL techniques that Liyun
Gong et al. [113] suggested for CYP. The data was gathered
from many actual tomato-growing greenhouses. Before feeding
the standardized data to the RNN for processing, gathered data
was pre-processed using data normalization. Lastly, TCN was
instructed to process tomato CYP using the RNN’s output. For
the datasets that were collected, the technique outperformed
the similar methods with reduced RMSE. For CYP with
agrarian characteristics, Dhivya Elavarasan and P. M. Durai
Raj Vincent [114] introduced a hybrid method known as
reinforced RF. At first, the system retrieved crop data from the
agricultural dataset and input it into the reinforced RF hybrid
DL model. The relevance of the input data was determined by
the reinforced RF using the reinforcement learning approach
in every internal node. After that, the RF classified crop yield
using the most important variables found by the reinforcement
model. Outperforming state-of-the-art ML models for CYP
including SVM, LR, and KNN, the hybrid technique produced
superior results.

To optimize CYP, Aghila Rajagopal et al. [115] created
a deep-learning approach. After the data was pre-processed,
principal component analysis was used to extract the important
features from the pre-processed dataset. After that, an updated
chicken swarm technique was used to further optimize the
characteristics that were chosen in order to boost the classifier’s
performance. Lastly, a discrete DBN-VGGNet classifier was
used for classification. Outperforming the prior state-of-the-
art models, the system attained a 97% accuracy rate with a
0.01% MSE. For large-scale CYP, Dilli Paudel et al. [116] pro-
posed a set of machine-learning models. Data on agricultural
yields, including results from crop growth simulations, weather
measurements, and yield statistics, were first gathered by the
system from a variety of sources. Preparation for categorization
procedures involved cleaning the acquired data. The classifier
was then fed samples of input data that had undergone feature
design. As for CYP, it made use of ML classifiers such as
SVM, Ridge regression, KNN, and gradient-boosted decision
trees.

H. Disease Detection

Plant diseases are a worldwide threat to food security and
can also have serious personal consequences. The economy
and the security of our food supply depend critically on healthy
crops. A crop’s health can only be gauged by its growth and
leaf condition.

Therefore, by analyzing symptoms seen in leaf images can
learn about many plant illnesses. Every year, farmers can lose a
substantial amount of money due to several plant diseases that
impact vegetables like potatoes, tomatoes, and peppers. Early
blight and late blight are the two varieties of blight. Though a
particular bacterium causes late blight, a fungus causes early
blight. By promptly detecting and efficiently treating these
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diseases, farmers can save both time and money. In the next
twenty-five years, the human population is projected to surpass
9 billion. A 70% upsurge in food production is necessary to
keep up with the continuously increasing demand for food.
Many nations, particularly those with a strong agricultural
economy, face the devastating threat of crop disease.

By extracting data from real time image processing with
ML and DL become prominent tool for plant disease iden-
tification because it will effectively diagnose plant illness by
exploring with computer vision, machine learning approaches
have shown promise by extracting data from real-time image
processing. There has been extensive use of classic ML meth-
ods for plant disease detection, including feature extraction
and classification. Color, texture, and form are some of the
visual attributes that may be extracted using these methods to
train a classifier to distinguish between healthy and sick plants.
Diseases like leaf blotch, powdery mildew and rust as well as
symptoms of diseases caused by abiotic stresses like drought
and nutrient deficiency, have been extensively detected using
these methods Anjna et al. [118], Mohanty et al. [117], Genaev
et al. [119]. However, these methods do not accurately identify
subtle symptoms of diseases or detect diseases in their early
stages. They also have trouble management complicated and
high-resolution images.

By using DL technology like CNNs and DBNs to detect
pests and irregularities in plants. The use of these technolo-
gies to detect and identify lesions from digital pictures has
been yielding encouraging results by Kaur and Sharma [120],
Siddiqua et al. [121], Wang [122]. Deep learning models have
the ability to automatically learn image attributes, allowing
them to detect subtle disease symptoms that could otherwise go
undetected by typical image processing approaches. However,
not all applications can accommodate Deep Learning models
due to their high processing requirements and large amounts
of labelled training data. In order to locate and identify
certain areas of interest in images, like disease symptoms or
plant leaves, CV methods like object detection and semantic
segmentation can be employed Kurmi and Gangwar [123]. By
combining these techniques with ML or DL algorithms, images
can be automatically transformed into patterns or features that
can be used for disease identification and categorization. To
train their models, CV algorithms require massive amounts of
labelled picture data, which means they might not be able to
handle previously discovered diseases.

Image, sensor, and meteorological data, among other mas-
sive datasets, have been subjected to ML and DL-based
analysis in order to uncover patterns and generate forecasts.
Cedric et al. [125], Yoosefzadeh-Najafabadi et al. [124] and
Domingues et al. [126] are just a few examples of ML
algorithms that are actuality used to forecast crop yields,
detect plant diseases and pests and optimize plant growth.
Sladojevic et al. [127], Alzubaidi et al. [128], and Dhaka
et al. [129] all found that DL models, including CNNs and
DBNs, outperformed standard image processing approaches
when it came to plant lesion diagnosis using image analysis
and classification. Compared to more conventional ways, ML
and DL-based methodologies provide many benefits in the
fields of agriculture and botany. These techniques can evaluate
massive amounts of data, automate activities, and improve
accuracy and efficiency.

I. Harvesting of Yields

Rising food demand due to population growth is the biggest
threat to food security. In order to increase supply, farmers
will need to enhance yields while utilizing the same amount of
land. Technology can help farmers increase production through
agricultural output prediction. For better crop selection and
management during the growing season, decision-makers can
employ CYP a decision-support tool powered by ML and DL.
During the growing season, it may choose which crops to
harvest and how to tend to them.

With the use of agricultural yield estimation, farmers may
increase output when weather is good and reduce output loss
when weather is bad. Positive predictions of agricultural output
are affected by a great deal of variables, including farmer
practices, decisions, pesticides, fertilizers, weather, and market
pricing. Climate, area wise production, rainfall, and historical
yield statistics can all be used to make educated guesses about
future crop yields. AI methods has been making strides in
many sectors, including farming, as of late.

In order to predict the harvest used the dataset that in-
cludes the entire cultivated area, the length of the canals,
the average highest temperature and irrigation water sources
like wells and tanks. The researcher created computational
model outperformed alternatives built with Regression Tree,
Lasso, Deep Neural Network and Shallow Neural Network
techniques. The RMSE for dataset validation using forecasted
weather data is 12% of the average yield and 50% of the
standard deviation [130]. Using the following parameters:
minimum/maximum/average temperatures, rainfall, area, pro-
duction and yield, the accuracy was 97.5% from 1998 to 2002
for the Kharif season [131]. Crop production estimates during
the Kharif season in Andhra Pradesh’s Vishakhapatnam district
were the primary focus of the study. Because rainfall has such
a large impact on the yield of Kharif crops, researchers first
employed modular artificial neural networks to predict when
it would rain, and then they used SVR to estimate the yield
of crops based on both area and rainfall. These two methods
were used to increase the harvest productivity.

The research aimed to accomplish four things: first, study
how well the ANN model predicted corn and soybean yields
when weather was bad; second, compare the evolved ANN
model to other multivariate linear regression models; and last,
test how well the model estimated yields at the regional,
state, and local levels. Researchers in India’s Maharashtra state
employed artificial neural networks to compare rice harvests
in different urban areas. They used the Indian government’s
accessible records to compile data for Maharashtra’s 27 dis-
tricts.

This study estimates higher crop yields utilizing ML meth-
ods like KNN, SVR, RF and ANN. The research’s data set
consists of 745 examples; 70% of those cases were randomly
assigned to train the model, while 30% were used for testing
and performance evaluation. Random Forest is found to obtain
the highest level of accuracy in the final analysis of maya
gopal P.S [132]. The study proposes a novel model for soybean
yield prediction using Long-Short Term Memory (LSTM)
satellite data collected in southern Brazil [133]. The main
objective of the study is to evaluate LSTM neural networks,
random forest, and multivariate OLS linear regression for
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their effectiveness [134]. The first stage in using rainfall, land
surface temperature, and vegetation indices as self-determining
variables to forecast soybean data is to find out how soon
the model can reliably expect the yield. All algorithms are
outperformed by Long Short Term Memory for all forecasts
except DOY 16. According to [135], when it comes to DOY
16, multivariate OLS linear regression is the best algorithm.
This study discusses the outcomes of applying a Sequential
Minimal Optimization Classifier. Data from 27 districts in
Maharashtra, India, and the WEKA tool were used to conduct
the experiment. Other strategies perform better than Sequential
minimum optimization, according to the results of the ex-
periment on the same dataset. While Multilayer Perceptron
and BayesNet showed the greatest accuracy and enhanced
quality, sequential minimum optimization showed the worst
accurateness and poor quality [136]. One method that has
been suggested for estimating crop productivity is the use of
Parallel Layer Regression (PLR) and Deep Belief Networks
(DBNs). Pulses, ragi, rice, and cassava are five of Karnataka’s
most important crops that are being studied using a DBN
technique. Each entry in the applicable database is forecasted
by the proposed methodology to produce one of the five
crops. Finally, the experimental results show that the method
has great promise for real-time data and human interaction
validated accurate prediction of agricultural efficiency in terms
of specificity, sensitivity and accuracy [137].

By utilizing a KNN algorithm, a CYP System (CYPS)
is put into place. Yield projections, on the other hand, need
to take into account a number of variables that can affect
the quantity and quality of a farmer’s harvest. In order to
forecast yield production, authors employ precise fields such
as year, crop, area, region, and season. These factors, along
with crop type and production area, have a significant impact
on yield production. Accurate understanding of crop yield
history is necessary for decisions linked to agricultural risk
management [138]. Rao et al. [139] used two separate met-
rics, entropy and GINI, to compare Random Forest, Decision
Tree Classifier, and KNN. RF has produced the most pre-
cise outcomes, according to the findings. Based on feature
vectors, VGG 19 achieved a good performance of 91.35%
and VGG 16 achieved a good performance of 91.17% [140].
Because of its great efficiency, hydroponics has been suggested
by Vanipriya et al. [141] as a solution to the problem of low
agricultural production in India. Furthermore, it provides a
more environmentally friendly option for soil cultivation. The
economy and agricultural output are two factors that determine
food production [142].

III. LIMITATIONS AND FUTURE STUDY

Based on the study, the findings of agriculture based on
image processing has a lot of potential to automate and
improve farming tasks with different agriculture farming. For
future comprehensive insights there is a need to enhanced
farming by combining image, IoT, data fusion techniques,
transfer learning and domain adaption and computing tech-
niques. The techniques like DeepLab [143] can be used to
classify plants, detect pests, and analyze soil because it is a
semantic segmentation model for classifying every pixel. The
other method is efficient net [144] which is used to detect
disease, fruit counting and yield prediction effectively because
it is designed to optimize the model and computation. While

our study mainly highlighted the CNN model mostly because
it can understand the decision making process in farmers to
balance perspective for further refinement. While this review
has different datasets for different farming which highlights
class imbalance, performance scenario for model evaluation,
and comparability. In farming, sustainability is considered as a
main factor for long term viability of the environment through
energy consumption, and electronic waste associated with cost
environment.

However, it isn’t perfect for all jobs because of some
problems. Here’s a look at how these limits affect different
farming tasks:

A. Fruit Counting

1) Occlusions and crossing over: Fruits that are hidden by
leaves or that intersect with other fruits can make it hard to
count or identify them.

2) Changes in lighting: Sunlight or artificial lighting can
cast shadows and create effects that make it harder to see fruits
and vegetables.

3) Challenges unique to each species: Because fruits come
in many shapes, sizes, and colors, they require very specific
formulas.

4) Environments that change: Moving wind or changes in
the shape of the tree can make it harder to locate the fruit.

B. Water Management

1) Problems with surface reflection: High reflection from
bodies of water or irrigation systems can make it hard to
determine how much water is in an area or how it is distributed.

2) Limitations of resolution: Images from satellites or
drones might not have enough detail for micro-irrigation and
other small-scale water management tasks.

3) Estimating the soil moisture: Indirect methods, like NIR
imaging, might not provide an accurate reading of soil moisture
because dryness on the top can mask the conditions below.

C. Crops Management

1) Changes in growth stages: The appearance of crops
changes significantly over time, so adaptive programs are
needed to monitor them continuously.

2) Problems with the environment: When taking images
outdoors, weather conditions like rain or fog can make it
difficult to see crops.

3) Difference between weeds and crops: It’s challenging to
differentiate between crops and weeds that are grown closely
together because they appear similar.

D. Soil Management

1) Data at the surface level: Image-based methods usually
only show what’s on the surface and don’t reveal things like
nutrient levels or soil compaction.

2) Dependence on indirect indicators: The color and tex-
ture of soil that are inferred from images might not always be
a reliable indicator of its fertility or organic content.
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3) Environmental factors: Changes in light, moisture, or
plant debris can complicate the assessment of soil condition.

E. Weed Identification

1) How they are like crops: Weeds that look like crops in
terms of leaf structure or color can be difficult to tell apart.

2) Lots of plants: It’s hard to tell the difference between
weeds and crops in areas with a lot of crops.

3) Changes with the seasons: Weed growth trends change
with the seasons, requiring models to be retrained frequently.

F. Seed Categorization

1) Changes in size and shape: Seeds from the same species
can naturally vary in size, shape, and texture, complicating
classification.

2) Waste and impurities: Misclassification can occur when
images contain trash or damaged seeds.

3) Problems with lighting and contrast: Uneven lighting
can obscure crucial features of a seed necessary for identifica-
tion.

G. Yield Forecasting

1) Complex networks of dependencies: Yield depends on
many factors that are difficult to discern from images alone,
such as weather, soil health, and pest presence.

2) Lack of data: Model accuracy suffers from the absence
of historical image data for certain crops or regions.

3) Problems with spatial resolution: Low-resolution im-
ages might not capture important crop features essential for
accurate predictions.

H. Disease Detection

1) Signs of an early stage: In the early stages of a disease,
subtle changes in the texture or color of leaves might be too
faint for standard image processing to detect.

2) Nutrient deficiencies and other problems: Some diseases
exhibit symptoms that are very similar to those caused by
nutrient deficiencies, which can lead to incorrect diagnoses.

3) Noise in the environment: Dust, water droplets, and
other impurities on plant surfaces can make accurate disease
identification challenging.

I. Harvesting

1) Conditions of the dynamic field: Changing field condi-
tions, such as uneven terrain or variable lighting, complicate
the task for robots to harvest crops using image processing.

2) Produce that is Covered or hidden: Fruits and vegeta-
bles that are fully or partially hidden are difficult to locate and
harvest accurately.

3) Risk of damage: During automated picking, damage can
occur if items are not properly positioned or identified.

J. General Cons Across Applications

1) Dependence on data quality: Models perform less re-
liably when images are of poor quality, resolutions are not
uniform, and diverse datasets are lacking.

2) Problems with scalability: Real-time processing for
large-scale systems (like entire farms) requires substantial
computational resources.

3) Issues with adaptability: Image processing algorithms
need to be retrained for new crops, regions, or weather
conditions.

4) Hardware limitations: Small-scale farmers may not be
able to afford as many drones, cameras, and other imaging
tools, increasing costs and reducing accessibility.

K. Pros that Apply to All Situations

1) Real-Time monitoring: Imaging and sensors provide up-
to-the-minute information, allowing immediate responses to
changes in the field.

2) Scalability: Data analysis tools can handle large
datasets, making them suitable for both small farms and large-
scale operations.

3) Cost savings: Optimizing resource use reduces expenses
on water, chemicals, and labor.

4) Sustainability: Promotes environmentally friendly prac-
tices by minimizing the use of excessive energy, water, and
chemicals.

5) Precision agriculture: Delivers precise, relevant infor-
mation that increases output and reduces waste.

6) Risk reduction: Predictive models identify potential
risks such as drought, pests, or diseases.

7) Enhanced Decision-Making: Provides valuable insights
based on historical trends, current conditions, and predictive
algorithms.

8) Accessibility: Data analysis tools are accessible to farm-
ers worldwide, even in remote locations, via mobile apps and
cloud-based platforms.

L. Potential Author Bias

• Potential bias in evaluation and model selection

• Limitations related to Dataset: like data quality, im-
balance, insufficient data

• Overfitting and generalization of model for different
contexts.

• Uncertainty in discussion of model prediction.

IV. CONCLUSION

This study details the newest developments in AI research
aimed at digitizing farming to increase food yields. Modern
agriculture has been changed by AI technologies that help
with things like counting fruits and vegetables, managing
water and soil, keeping an eye on crops, identifying weeds,
sorting seeds into groups, predicting yields, finding diseases
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and gathering crops automatically. The results show that AI
has the potential to make farming more accurate, efficient
and environmentally friendly. These new technologies help
farmers make the best use of their resources, do less work by
hand and make decisions based on data, which leads to better
productivity and greater resilience against environmental
problems for 9 billion people living on the planet. By the end
of 2050, using new tools in farming is no longer a choice but
a must because it put a lot of stress on farming systems that
try to meet rising food needs in a way that doesn’t harm the
environment. So it is most important to keep researching and
developing the integration of AI with agriculture for helping
farmers to deal with problems that makes agriculture resilient
and build a healthy future.
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Abstract—With the advancement of precision agriculture,
efficient and accurate weed detection has emerged as a pivotal
task in modern crop management. Current weed detection
methods face dual challenges: inadequate extraction of detailed
features and edge information, coupled with the necessity for
real-time performance. To address these issues, this paper pro-
poses a lightweight multi-scale weed detection model based on
YOLOv11n (You-only-look-once-11). Our approach incorporates
three innovative components: (1) A fast-gated lightweight unit
combined with C3K2 to enhance local and global interaction
capabilities of weed features. (2) An adaptive hierarchical feature
fusion network based on HSFPN, which improves the extraction
of weed edge information. (3) A lightweight group convolution
detection head module that captures multi-scale feature details
while maintaining a lightweight structure. Experimental valida-
tion on two public datasets, CottonWeedDet3 and CottonWeed2,
demonstrates that our model achieves an mAP50 improvement of
2.5% on CottonWeedDet3 and 1.9% on CottonWeed2 compared
to YOLOv11n, with a 37% reduction in parameters and a 26%
decrease in computational effort.

Keywords—You-only-look-once-11; weed; lightweight; group
convolution

I. INTRODUCTION

Modern agriculture faces numerous challenges that hinder
productivity and sustainable development. Weeds are a major
threat, directly impacting crop yield and food security. Weeds
compete with crops for light, water, and soil nutrients, spread-
ing diseases and pests, significantly reducing crop yield, and
causing economic losses [1-2]. Selective herbicides and man-
ual weeding are the two major weed management techniques
used today; the former entails evenly applying herbicides
throughout fields. This method results in significant waste, as
most herbicides are sprayed on crops or bare soil, rather than
directly on the weeds. Additionally, excessive herbicide use
harms the ecosystem. Manual weeding, on the other hand,
is costly and difficult to scale for large-scale agricultural
operations.

With the development of AI technology, precision agricul-
ture offers a solution to these problems [3-4], with the key first
step being the accurate and rapid detection of weed locations
[5]. Therefore, in-depth research on weed detection technology
is crucial for the development of precision agriculture, con-
tributing to the future efficiency, precision, and sustainability
of farming.

Early weed detection methods were mostly based on ma-
chine learning, such as Kumar and Prema’s [6] Wrapped Curve
Transform Angle Texture Pattern extraction method, which
improved weed identification accuracy in fields. Sujaritha et al.

[7] proposed a circular leaf pattern extraction method based on
morphological operations, combined with rotational invariance
and wavelet decomposition, enabling automatic weed and
crop recognition and efficient removal in sugarcane fields.
However, these methods struggle to handle challenges such as
the complexity of field environments, weed species diversity,
and lighting changes, resulting in poor detection performance
and instability, which limits their application in diverse envi-
ronments. In contrast, deep learning uses convolutional neural
networks to extract both global and local features of weeds,
compensating for the shortcomings of machine learning in
feature extraction. As a result, deep learning-based weed
detection has become the mainstream method.

While deep learning-based methods outperform machine
learning in terms of accuracy, they struggle to meet the
lightweight requirements of edge devices, making weed detec-
tion on edge devices a new direction in object detection. This
study faces challenges such as high similarity between weed
species, occlusion issues affecting detection accuracy, and
the deployment limitations of edge devices. To address these
challenges, this paper proposes the LMS-YOLO11n weed
detection method based on YOLO11n. The main contributions
of the LMS-YOLO11n model are as follows:

1) To meet the demands of detail extraction and real-
time performance in weed detection, this paper proposes
the lightweight multi-scale feature extraction module
FastGLU, combined with CGLU’s convolutional gating
mechanism and FasterNet’s lightweight characteristics. It
extracts key channel information through partial convolu-
tion (PConv) and uses CGLU to enhance the interaction
between local and global features, reducing computational
costs while achieving efficient and diverse feature extrac-
tion.

2) To address the challenge of weed edge information
extraction, this paper designs the adaptive hierarchical
feature fusion network (AHFPN). By combining the ideas
of HSFPN and PAN, the feature fusion mechanism is
improved to enhance sensitivity and capability in edge
information extraction, optimize the interaction and fu-
sion of multi-scale features, and improve adaptability to
weed diversity and various growth stages, while reducing
computational burden.

3) To meet the real-time requirements of weed detection,
this paper introduces the lightweight group convolution
detection head (LGCD) module. By incorporating group
convolution into the position regression branch, the com-
putational load and parameter count are significantly
reduced, and kernel size optimization improves the ability
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to capture multi-level feature details, balancing feature
extraction richness with model efficiency to meet the
deployment requirements of edge devices.

This paper has the following structure: Section II exam-
ines the state of domestic and international weed detection
research; Section III provides further details about the LMS-
YOLO11n.approach; experiments in Section IV confirm the
model’s generalization performance; and a summary of the
work and recommendations for future research are provided
in Section V.

II. RELATED WORK

Object detection methods can be broadly categorized into
single-stage and two-stage models. Two-stage detection models
generate candidate regions quickly and refine them in a second
processing stage. Typical models include RCNN [8] and Fast-
RCNN [9]. Zhang [10] and colleagues successfully detected
weeds and soybeans in complex backdrops by optimizing the
Faster R-CNN method with VGG19-CBAM as the backbone
network, achieving successful detection of soybeans and weeds
in complex backgrounds. Ozcan et al. [11] compared the
performance of single-stage and two-stage CNN models in pre-
cision agriculture and found that Faster R-CNN Inception v2
offers higher accuracy. However, when training and inference
time are critical, the SSD MobileNet v2 model significantly
improves accuracy with increased training data. Li et al. [12]
proposed an improved Faster R-CNN model for automatic
detection of hydroponic lettuce seedlings, achieving an accu-
racy of 86.2% through enhancement techniques, outperforming
models like RetinaNet, SSD, Cascade RCNN, and FCOS.
Although two-stage detection methods are generally more
accurate than single-stage methods, they require significant
computational resources, making them difficult to deploy on
mobile devices. Moreover, the longer detection time limits their
ability to meet detection in real-time requirements.

Due to the limitations of two-stage detection, there is
growing interest in single-stage detection methods, exemplified
by SSD [13] and YOLO [14-18]. Unlike two-stage methods,
single-stage detection integrates region proposal, classification,
and regression into a single network, significantly improving
speed and efficiency. Chen et al. [19] proposed the YOLO-
sesame model, an improved YOLOv4 variant that incorporates
Local Importance Pooling (LIP) and SE modules to enhance
feature extraction. The model also uses an Adaptive Spatial
Feature Fusion (ASFF) structure to optimize the detection of
objects of varying sizes, improving both real-time performance
and accuracy in sesame field weed detection. Hong et al. [20]
presented an enhanced YOLOv5 algorithm for effective aspara-
gus identification in intricate settings. The model incorporates
Coordinate Attention (CA) in the backbone network to em-
phasize growth features of asparagus and replaces PANet with
BiFPN to enhance feature propagation and reuse, significantly
improving support for intelligent mechanical harvesting under
various weather conditions. A network of convolutional neuron
models called RIC-Net, which combines residual structures
with Inception, was proposed by Zhao et al. [21]. The model
replaces MLP layers with 1D convolutions for optimized
feature detection and integrates CBAM modules with weighted
operations to highlight diseased areas, improving classification
accuracy for leaf diseases in maize, potatoes, and tomatoes.

Song et al. [22] developed an improved YOLOv5 algorithm
by replacing the backbone with MobileNetv2 to reduce model
complexity. ECANet attention mechanisms were introduced to
enhance detailed feature extraction for soybean leaves, and
CIOU Loss + DIOU NMS was used to improve accuracy and
robustness, particularly for dense occlusion and small object
detection in precision agriculture spraying. Zhang et al. [23]
proposed CCCS-YOLO, an improved YOLOv5-based algo-
rithm. The model integrates Faster Block into YOLOv5s’s C3
module to create C3 Faster, simplifying the network structure
and enhancing detection. It improves the convolutional block in
the head for better target-background differentiation, replaces
the neck’s upsampling module with the lightweight CARAFE
module for small object detection and contextual informa-
tion fusion, and uses Soft-NMS-EIoU to enhance detection
accuracy in dense scenarios. Guo et al. [24] proposed LW-
YOLOv8n, a lightweight weed detection model. The model in-
tegrates SERMAttention with SE and SRM modules to capture
global information, incorporates lightweight Context Guided
Blocks in C2f layers to enhance local and contextual feature
learning, and introduces an improved BiFPN network in the
neck for weighted multi-scale feature fusion. This method
is appropriate for edge devices with limited resources as it
lowers parameters and complexity while preserving excellent
detection accuracy. Fan et al. [25] presented YOLO-WDNet, a
model for lightweight weed identification. It replaces CSP-
Darknet53 with ShuffleNet v2 as the backbone to reduce
parameters and complexity, designs a Parallel Hybrid Attention
Mechanism (PHAM) to focus on regions of interest, improves
BiFPN in the neck for multi-scale and overlapping plant
feature recognition, and proposes an EIOU loss function to
enhance detection accuracy in dense scenarios.

Despite significant advancements, a gap persists in the de-
velopment of single-stage detection models that combine high
accuracy with sufficient lightness and efficiency for deploy-
ment on resource-limited edge devices. The work presented in
this paper endeavors to address this gap by introducing a novel,
lightweight single-stage detection model. This model integrates
advanced convolutional gating mechanisms, optimized feature
fusion strategies, and a streamlined detection head leveraging
grouped convolutions, all tailored to elevate detection accuracy
and efficiency specifically within agricultural applications.

III. METHODOLOGY

A. YOLO11 Principle

YOLO11, the latest model in the YOLO series, was
released by Ultralytics in 2024. Based on structural complexity
and size, YOLO11 is available in five versions: YOLO11n,
YOLO11s, YOLO11m, YOLO11l, and YOLO11x.YOLO11n,
the version with the smallest computational and parameter
requirements, is designed for weed detection scenarios that
demand real-time performance and limited computational re-
sources. Therefore, this study selects YOLO11n as the baseline
model.YOLO11n consists of three main components: Back-
bone, Neck, and Head. The Backbone replaces the C2f module
from YOLOv8 with the latest C3K2 module, significantly
improving feature extraction efficiency. The Neck continues to
use the FPN+PAN structure for feature fusion, while the Head
incorporates depthwise separable convolutions, significantly
reducing computation and parameter requirements. Although
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Fig. 1. Structure of LMS-YOLO11n.

YOLO11n is the most lightweight version, its computational
complexity remains 6.3GFLOPs, and its parameter size is
2.58MB, which still poses challenges for real-time detection
and edge computing deployment.

B. Lightweight Multi-Scale Weed Detection Model

In deep learning-based weed detection tasks, the scale and
complexity of the model directly determine its practical effec-
tiveness. Although YOLO11 surpasses many mainstream ob-
ject detection models in speed, it contains significant redundant
features. These redundant features are primarily generated by
convolutional computations in the backbone network, consum-
ing substantial computational resources, increasing complexity,
and reducing inference speed. Additionally, the similar textures
of crop seedlings and weeds, coupled with multi-scale features,
make YOLO11 less effective at extracting features under com-
plex lighting conditions. To address the need for lightweight
models and real-time detection, while enhancing the extraction
of fine-grained weed features and edge information, this study
proposes the LMS-YOLO11n model based on YOLO11n.
LMS-YOLO11n integrates the C3K2 FCGLU module into the
YOLO11n framework to replace the original C3K2 module,
enabling more efficient weed feature extraction. Furthermore,
by introducing the AHFPN designed based on HSFPN [26],
the neck network is optimized to improve the recognition and
fusion of multi-scale overlapping plant features. Finally, the
LGCD module, based on grouped convolution [27], is used
to refine the Head, enhancing multi-scale information capture
while reducing parameters and computation. Fig. 1 displays the
LMS-YOLO11n structure with an input picture size of 640 x
640 x 3.

Fig. 2. Structure of CGLU, PConv and FastGLU.

C. C2f FastGLU

To address the requirements for detail extraction and
real-time processing in weed detection, this paper proposes
a Fast Gated Lightweight Unit (FastGLU), as shown in Fig. 2.
FastGLU captures fine-grained feature information, enhancing
the model’s ability to perceive image details, expand the recep-
tive field, and extract local features. Additionally, it excels in
optimizing multi-channel information usage, reducing param-
eters and computational costs, maintaining gradient flow, and
enhancing spatial feature extraction. This allows the model to
efficiently handle weeds of varying sizes and shapes. FasterNet
[28] introduced the concept of Partial Convolution.PConv is
a convolutional method designed to improve data processing
efficiency and reduce memory overhead. It applies standard
convolutions to a subset of input channels to effectively extract
spatial features while omitting convolutions on other chan-
nels, thereby reducing computational and memory demands.
Specifically, it selects the first and last consecutive cp channels
as representatives of the input feature map, assuming the
input and output feature maps have the same number of
channels. This design not only simplifies computation but also
optimizes memory access efficiency, enabling effective feature
representation. By applying convolutions only to a subset of
input channels to extract spatial features while ignoring others,
its computational complexity is defined in Eq. (1).

FConv = h× w × k2 × c2

FPConv = h× w × k2 × c2p
(1)

In this equation, h and w represent the height and width
of the feature map, k denotes the kernel size, c is the number
of input feature map channels, and cp represents the selected
input channels used for spatial feature extraction in the PConv
operation. In this study, cp is set to 1/4 of c, reducing the
computational cost of PConv to just 1/16 that of a standard
convolution.
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Fig. 3. (a) Bottleneck; (b) C3K; (c) C3K FastGLU; (d) C3K2; (e)
C3K2 FastGLU structure.

The Faster Block accelerates network processing by re-
ducing computational and memory access demands. Its struc-
ture consists of a PConv layer followed by two pointwise
convolution (PWConv) layers. However, the Faster Block has
a limited receptive field, and PConv processes only part of the
channel information, which hinders fine-grained weed feature
extraction. The Gated Linear Unit (GLU) is an activation
mechanism designed to enhance the extraction of complex
features, initially used in language processing and sequence
modeling tasks. Currently, GLU [29] has evolved into several
variants, including the Gated Recurrent Unit, Depthwise Sep-
arable GLU, FFN with SE module, and Convolutional Gated
Linear Unit [30]. In this study, CGLU is integrated into PConv
to enhance fine-grained local feature extraction and optimize
the interaction between local and global feature information.
CGLU first employs two parallel 1x1 convolutions for per-
channel control, with one feature map further processed by a
3x3 depthwise separable convolution to capture local features.
These features are then fed into the Gated Linear Unit. A
portion of the features is activated by the GELU function to
serve as a gating signal, which multiplies with another feature
set to enable channel attention control, enhancing feature
selection and emphasis.

The primary structure of the C3K2 module in YOLO11
Fig. 3(d) is based on the C3K module. The C3K module
Fig. 3(b) consists of standard convolutions and Bottleneck
units. The Bottleneck unit Fig. (3a) is composed of CBS
modules.CBS is a fundamental convolutional unit comprising
convolution operations, batch normalization, and an activation
function. The proposed C3K2 FastGLU module Fig. (3e)
replaces the C3K module in C3K2 with C3K FastGLU.The
backbone network faces several bottleneck issues. Introduc-
ing C3K2 FastGLU effectively reduces computational cost,
significantly improves multi-scale feature extraction, allevi-
ates information transmission bottlenecks, and maintains ef-
ficient feature representation and generalization in lightweight
designs. Therefore, in the YOLO11n backbone, the C3K2
modules in the P2, P3, P4, and P5 layers are replaced with
C3K2 FastGLU.

D. AHFPN

To meet the deployment requirements of weed detection
on edge devices, this study uses HSFPN to fuse extracted
features. HSFPN consists of a Channel Attention (CA) module
and a Semantic Feature Fusion (SFF) module, as illustrated in
Fig. 4.

The Channel Attention (CA) module applies average
pooling and max pooling to each channel’s features, extracting
the most relevant and average information for each channel.
The pooled average and maximum results are combined, and
the Sigmoid function calculates the weight for each channel.
Finally, the weights are multiplied by the corresponding feature
maps to filter redundant data. Additionally, a 1x1 convolution
is used to adjust channel dimensions to 256, ensuring compat-
ibility across different scales.

The Semantic Feature Fusion (SFF) module employs
weights from higher-level characteristics to selectively inte-
grate key semantic data derived from lower-level character-
istics. The process includes: 1) applying a 3x3 transposed
convolution with a stride of 2 to process higher-level features;
2) aligning the transposed higher-level features’ dimensions
with those of the lower-level features by the use of bilinear
interpolation;3) employing the CA module to convert higher-
level features into weights; and 4) combining the optimized
lower-level features with higher-level characteristics to im-
prove the depiction of aspects. The specific definition is given
in Eq. (2):

fatt = BL(T − Conv(fhigh))

fout = flow ∗ CA(fatt) + fatt
(2)

Include among these fhigh ∈ RC×H×W , flow ∈
RC×H1×W1 . C is the number of channels, H and W are
the height and width of the feature map, BL is the bilinear
interpolation, and T is the transposed convolution.

However, HSFPN has limited capability in perceiving
edge information, making it difficult to distinguish between
early-stage weed growth and crops. To address this, we propose
an Adaptive Hierarchical Feature Fusion Network (AHFPN),
which significantly enhances the model’s ability to handle
multi-scale weed targets and enriches feature representations
to improve detection accuracy across different weed growth
stages. This module combines the concepts of HSFPN and
PAN [31], with improvements tailored to different weed tar-
gets. The main process includes:

1) Adding a Conv2d layer to the P4 output to enhance the
extraction of high-level semantic information.

2) The output of the P5 layer undergoes CA and a 1x1
Conv2d operation to extract key channel information and
adjust weights.

3) The processed high-level features are weighted, multi-
plied by previously fused features, and then added to-
gether.

4) Finally, the fused features pass through the C3k2 module
to further enhance feature extraction, resulting in more
refined high-level semantic features.

E. LGCD

The detection head in YOLO11 identifies object locations
and categories from the feature map. The process is as follows:
In the position regression branch, two standard convolutions
are used for feature fusion, followed by a convolution layer
for location prediction; In the classification branch, depthwise
separable convolutions [32] are used for feature fusion, fol-
lowed by pointwise convolutions for channel-wise information
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Fig. 4. HSFPN structure and diagram of CA and SFF modules.

Fig. 5. LGCD structure.

interaction. Finally, a convolution layer performs classification
prediction, with a Softmax activation function generating cat-
egory probabilities. Although YOLO11 is significantly lighter
compared to previous YOLO models, it still does not fully
meet the real-time and multi-scale requirements for weed
detection. Therefore, we propose the lightweight Grouped
Convolution Detection Head module, as shown in Fig. 5.

The LGCD module is based on the concept of grouped
convolutions, which improves the YOLO11 detection head.
In this study, we replace the first two standard convolutions
in the position regression branch of the YOLO11n detection
head with grouped convolutions to reduce computation and
parameter count, achieving the model. To minimize feature
loss, we modify the kernel of the second grouped convolution
to 5x5, ensuring lightweight while extracting multi-scale weed
features and improving detection accuracy.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

A. Datasets

CottonWeedDet3 [33] contains 848 RGB images cap-
tured in cotton fields in the southern United States, covering
three common weed categories: Carpetweed, Morningglory,
and Palmer Amaranth. The images capture various angles
and natural lighting conditions, ensuring the dataset’s diver-
sity and relevance for application. The dataset construction
process includes image acquisition, preprocessing, bounding
box annotation, data cleaning, format conversion, and data
augmentation. Experts manually annotated the images using
the SuperAnnotate platform and converted them to the VIA
format for further use. To improve data quality, low-quality
annotations and out-of-focus areas smaller than 200×200 pixels

were cleaned, and erroneous labels were corrected. The final
dataset contains 848 images and 1,532 bounding boxes, split
into training, validation, and test sets in a 7:1:2 ratio. Fig. 6
shows an example image of the CottonWeedDet3 dataset.

Fig. 6. Example plot of CottonWeedDet3 dataset.

The CottonWeed2 [34] dataset contains 570 images,
labeled into two categories: weeds and cotton. The weed
category includes various plants, such as Wormwood, Common
Sunflower, Chicory, Caltrop, Ginkgo, Castor Bean, Crabgrass,
False Sea Purslane, and Amaranthus, reflecting the diversity
of weed species. This diversity provides rich and complex
samples for model training. Using digital cameras or cell-
phones, the photos were taken from actual cotton fields in
India and stored in.jpg format, which makes them extremely
useful. To standardize data processing and adapt to model
input, all images were resized to 416 × 416 pixels. This
processing method facilitates model handling while reducing
computational complexity. The dataset is divided into training,
validation, and test sets in a 6:2:2 ratio. Fig. 7 shows an
example image of the CottonWeed2 dataset.

Fig. 7. Example plot of CottonWeed2 dataset.

The CottonWeedDet12 dataset [35], collected at Mis-
sissippi State University Research Farm, includes 5,648 im-
ages and 9,370 bounding box annotations of 12 cotton weed
species. Captured under natural light between February and
October 2021 using smartphones or handheld cameras, the
dataset spans diverse growth stages, lighting, weather, and field
conditions to ensure complexity and diversity. The dataset was
re-divided using a custom script into training, validation, and
test sets at a 7:1:2 ratio. Fig. 8 presents example images from
the public CottonWeedDet12 dataset.

Fig. 8. Example plot of CottonWeedDet12 dataset.

B. Experimental Configuration

The experiment was conducted on a Windows 11 oper-
ating system. The model architecture includes Python 3.8.19,
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PyTorch 2.1.1, and TorchVision 0.16.1, with PyCharm as the
integrated development environment. The CPU is an Intel i5-
12400F, and the GPU is an Nvidia GeForce RTX 4060Ti
(16GB) with 4352 CUDA cores, running CUDA version 12.1.

C. Experimental Parameter Setting and Evaluation Indicators

The model was trained for 300 epochs with a batch size
of 8. The AdamW optimizer was used, with an initial learning
rate of 0.01 and a momentum of 0.937. The input image size
was 640×640. Multiple evaluation metrics were used to assess
the effectiveness of this study, including Precision (P), Recall
(R), Mean Average Precision (mAP), Parameters (Params),
and Giga Floating Point Operations per Second (GFLOPs).
The model’s recognition performance was measured using
IOU thresholds of 0.50 and 0.50:0.95. Params were used
to measure the model’s parameter count, and GFLOPs were
used to measure its computational complexity. The specific
definition is given in Eq. (3)-(8):

Precision = TP/(TP + FP ) (3)

Recall = TP/(TP + FN) (4)

AP =

∫ 1

0

Precision(Recall)dR (5)

mAP =

N∑
i=1

APi/N (6)

GFlops = O

(
n∑

i=1

K2
i ∗ C2

i−1 ∗ Ci +

n∑
i=1

m2 ∗ Ci

)
(7)

Params = O

(
n∑

i=1

M2
i ∗K2

i ∗ Ci−1 ∗ Ci

)
(8)

TP represents genuine positives, FP represents false
positives, and FN represents false negatives. Precision and
Recall refer to the Precision-Recall curve. N represents the
number of defects. O represents the constant order, K repre-
sents the kernel size, C represents the number of channels, M
represents the input image size, and i represents the number
of iterations.

D. Ablation Experiments

1) CottonWeedDet3 ablation experiments: To evaluate the
performance of the LMS-YOLO11n model in weed detection,
ablation experiments were conducted on the CottonWeedDet3
dataset, testing the C3K2 FastGLU, AHFPN, and LGCD
modules separately. The results of the ablation experiments are
shown in Table I. Compared to the baseline model YOLO11n,
LMS-YOLO11n improves mAP50 by 2.5%, while reducing
computational load and parameter count by 26% and 37%,
respectively.

First, the optimization of C3K2 is discussed. By in-
tegrating the FastGLU designed in this study with C3K2,
mAP50 increased by 0.9, while both computational load and
parameter count were reduced by 6%. This suggests that the
C3K2 FastGLU module enhances the model’s ability to extract
both local and global features of weeds.

Next, the improvement in the NECK section is discussed.
After applying the designed AHFPN feature fusion module,
mAP50 increased by 0.4%, while computational load de-
creased by 11% and parameter count by 26%. This demon-
strates the effectiveness of the AHFPN module in enhancing
weed edge features.

In the detection head, after applying the group
convolution-based LGCD module, mAP50 increased by 2.3%,
while computational load decreased by 17% and parameter
count by 11%. This demonstrates that the LGCD module im-
proves the detailed capture of multi-scale feature information,
achieving an optimized balance between feature extraction
diversity and model computational efficiency.

Finally, the effect of the cumulative modules was demon-
strated. First, combining C3K2 FastGLU with AHFPN re-
sulted in a 0.1% increase in mAP50, with computational load
and parameter count decreasing by 0.14% and 32%, respec-
tively. Adding the LGCD module further improved accuracy
by 2.5%, while reducing computational load by 26% and
parameter count by 37% compared to the baseline model.

2) CottonWeed2 ablation experiments: To validate the
model’s robustness, ablation experiments were conducted on
the CottonWeed2 dataset. The results of the ablation experi-
ments are shown in Table II.

Incorporating C3K2 FastGLU optimized the model’s fea-
ture extraction capabilities. Compared to the baseline model,
mAP50 increased to 75%, while computation (GFLOPs re-
duced from 6.3 to 5.9) and parameter size (reduced from
2.58 MB to 2.41 MB) decreased. This demonstrates that
C3K2 FastGLU enhanced the model’s ability to perceive fine-
grained weed features and overall contextual information.

The inclusion of AHFPN significantly enhanced feature
fusion capabilities, particularly for detecting multi-scale tar-
gets. Experimental results showed a mAP50 increase to 75.2%,
a 0.7% improvement over the baseline model, with computa-
tion and parameter size reduced to 5.6 GFLOPs and 1.89 MB,
respectively. This indicates that AHFPN optimized the model
structure for selecting and fusing multi-scale features while
maintaining computational efficiency.

LGCD focused on improving the fine-grained modeling
of multi-scale feature information. Although incorporating
this module slightly reduced mAP50 by 0.6%, it decreased
computation and parameter size to 5.4 GFLOPs and 2.28
MB, respectively. This highlights its efficiency in reducing
redundant computations and enhancing contextual feature fu-
sion, making it well-suited for lightweight and edge device
applications.

When C3K2 FastGLU, AHFPN, and LGCD modules
were progressively combined, the model exhibited significant
synergistic performance improvements. With all three modules
combined, the model achieved 79.2% precision, a recall rate of
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TABLE I. COTTONWEEDDET3 ABLATION EXPERIMENT TABLE

YOLO11n C3K2 FastGLU AHFPN LGCD P R mAP50 mAP50-95 GFLOPs Params(MB)
85.8 62.4 73.6 58.4 6.3 2.58
74.7 68 74.5 58.1 5.9 2.41
77.8 67 74 57.8 5.6 1.9
75.1 70.7 75.9 62 5.4 2.28
78.6 68.5 74.6 57.8 5.2 1.73
74 69.4 73.3 58.3 5 1.78

78.2 69.5 76.1 60 4.6 1.61

72%, a mAP50 of 76.4%, and a mAP50-95 of 51.2%, showing
comprehensive improvements over the baseline model. Addi-
tionally, computation decreased to 4.6 GFLOPs and parameter
size to 1.61 MB, demonstrating excellent lightweight perfor-
mance and resource optimization.

Therefore, by comparing the ablation data from these two
datasets, The LMS-YOLO11n model put out in this work may
effectively extract the edges and fine-grained characteristics of
weeds and meet the needs of deploying in various embedded
weed detection devices with real-time requirements.

E. Comparison Experiments

1) CottonWeedDet3 Comparison Experiments with the
Latest Models: To comprehensively evaluate the advantages
of the proposed LMS-YOLO11n model, several state-of-the-
art models, including YOLOv3-tiny, YOLOv5n, YOLOv6n,
YOLOv7-tiny, YOLOv8n, YOLOv10n, and YOLO11n, were
selected for comparison.The detection performance on the
CottonWeedDet3 dataset is compared in Table III, where
the bolded text indicates the greatest outcomes. Table III
demonstrates that the improved LMS-YOLO11n model out-
performs YOLOv3-tiny, YOLOv5n, YOLOv6n, YOLOv7-tiny,
YOLOv8n, YOLOv10n, and YOLO11n.The LMS-YOLO11n
model achieved a mAP50 of 76.1% and a mAP50-95 of 0.60%
on the CottonWeedDet3 dataset, with a computational load
of 4.6 GFLOPs and a parameter size of 1.61 MB. While
improving accuracy, the model significantly reduced parameter
size and computational load. Although the accuracy(P) slightly
decreased, mAP50 increased by 2.5%, computational load
decreased by 26% and parameter size reduced by 37%.

2) CottonWeed2 Comparison Experiments with the Latest
Models: To further verify the generalization capability of
LMS-YOLO11n, a comparative experiment was conducted on
the CottonWeedDet2 dataset. Table IV presents the comparison
results of the latest models on the CottonWeed2 dataset. The
LMS-YOLO11n model achieved an mAP50 of 76.4%, and
an mAP50-95 of 51.2% on the CottonWeed2 dataset, with a
computational load of 4.6 GFLOPs and a parameter size of
1.61 MB.Compared to YOLOv3-tiny, YOLOv5n, YOLOv6n,
YOLOv7-tiny, YOLOv8n, YOLOv10n, and YOLO11n, LMS-
YOLO11n achieved mAP50 improvements of 8%, 3.1%, 3.0%,
1.3%, 3.1%, 8.4%, and 1.9%, respectively. Additionally, the
computational load decreased by 67%, 35%, 60%, 65%, 43%,
28%, and 26%, while the parameter size reduced by 83%,
35%, 61%, 86%, 46%, 21%, and 37%, respectively. These
results demonstrate that LMS-YOLO11n achieved the best
performance in terms of mAP50, computational load, and
parameter size.

3) CottonWeedDet12 Comparison Experiments with the
Latest Models: In this paper, comparison experiments are
also conducted on the CottonWeedDet12 dataset to further
validate the robustness of the LMS-YOLO11n model. The
relevant comparison data are shown in Table V. Table V
demonstrates the performance comparison of multiple models
on the CottonWeed12 dataset, and LMS-YOLO11n stands
out in terms of comprehensive performance. YOLOv3-tiny,
although having a mAP50 of 91.7%, has a computational
and parametric count of 14.3 GFLOPs and 9.52 MB, respec-
tively, which is the model with the highest consumption of
computational resources in the table, restricting its application
on resource-constrained devices.YOLOv5n and YOLOv6n are
optimized in terms of computation volume of 7.1 GFLOPs
and 11.5 GFLOPs and number of parameters of 2.5 MB and
4.15 MB, respectively, but their mAP50 values of 92.5% and
90.7% are slightly lower than that of the LMS-YOLO11n.
YOLOv7-tiny’s mAP50 of 92.7% is still high, but its 13.3
GFLOPs of computation and 12.3 MB of parameter count are
similar to that of YOLOv3-tiny. YOLOv8n further optimizes
the parameter count and computation with a mAP50 of 92.3%,
with values of 3 MB and 8.1 GFLOPs, respectively, but is
still not as light as that of LMS- YOLO11n. YOLOv10n
and YOLO11n, as more advanced models, exhibit mAP50s
of 93% and 93.6%, with their computational and parametric
quantities reduced to 6.4 GFLOPs and 6.3 GFLOPs and 2.04
MB and 2.58 MB, respectively. The LMS-YOLO11n, with
the minimum computational quantity of 4.6 GFLOPs, and the
LMS-YOLO11n achieve the same mAP50 as the YOLO11n
with a minimum number of parameters of 1.62 MB. Taken
together, the LMS-YOLO11n achieves an optimal balance
between performance, efficiency, and lightness with a mAP50
of 93.6%, several parameters of 1.62 MB, and a computation
volume of 4.6 GFLOPs, making it suitable for complex field
environments and resource-constrained edge device scenarios.

F. Model Detection Effect and Visualization Analysis

The improved LMS-YOLO11n demonstrates excellent
detection performance, providing accurate and comprehen-
sive weed recognition under various environmental conditions.
HiResCAM [36] was used to perform visualization analysis on
the CottonWeedDet3 and CottonWeed2 datasets. In the images,
darker colors indicate higher attention, while lighter colors
represent lower attention, as shown in Fig. 9 and Fig. 10.

Fig. 9 and Fig. 10 show that both LMS-YOLO11n and
YOLO11n can identify and locate target areas dominated
by weed structures. However, compared to YOLO11n, LMS-
YOLO11n reduces false detections and more accurately fo-
cuses on the actual weed shapes. Specifically, YOLO11n
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TABLE II. COTTONWEED2 ABLATION EXPERIMENT TABLE

YOLO11n C3K2 FastGLU AHFPN LGCD P R mAP50 mAP50-95 GFLOPs Params(MB)
80.9 71.7 74.5 51.8 6.3 2.58
81.4 67.4 75 50.5 5.9 2.41
86.3 66.7 75.2 51.1 5.6 1.89
76.6 67 73.9 51.1 5.4 2.28
84.8 64.3 75 50.1 5.2 1.73
91.4 67 75.1 52.7 5 1.78
79.2 72 76.4 51.2 4.6 1.61

TABLE III. COMPARISON OF EXPERIMENTAL RESULTS OF DIFFERENT
MODELS ON COTTONWEEDDET3 DATASET

P R mAP50 mAP50-95 GFLOPs Params (MB)
YOLOv3-tiny 78.7 67.4 71.4 52.3 14.3 9.52

YOLOv5n 75.8 64.6 70.6 54.9 7.1 2.5
YOLOv6n 76.6 70.7 74.2 58.6 11.5 4.15

YOLOv7-tiny 85 64.5 73.8 58 13.3 12.3
YOLOv8n 84.2 65.9 74.3 58.4 8.1 3

YOLOv10n 74.7 65.2 70.5 56.1 6.4 2.04
YOLO11n 85.8 62.4 73.6 58.4 6.3 2.58

LMS-YOLO11n 78.2 69.5 76.1 60.6 4.6 1.61

TABLE IV. COMPARISON OF EXPERIMENTAL RESULTS OF DIFFERENT
MODELS ON COTTONWEED2 DATASET

P R mAP50 mAP50-95 GFLOPs Params (MB)
YOLOv3-tiny 64.3 71.3 68.1 43.0 14.3 9.52

YOLOv5n 83.9 66.6 72.7 51.1 7.1 2.5
YOLOv6n 84.5 65.7 72.6 51.2 11.5 4.15

YOLOv7-tiny 77.6 72.1 74.9 45.2 13.3 12.3
YOLOv8n 78.9 70.0 73.3 53.1 8.1 3.0

YOLOv10n 83.9 59.5 68.0 43.6 6.4 2.04
YOLO11n 80.9 71.7 74.5 51.8 6.3 2.58

LMS-YOLO11n 79.2 72.0 76.4 51.2 4.6 1.61

may be affected by morphological similarities and lighting
variations in complex field environments, leading to scattered
feature capture and reduced target localization accuracy. In
contrast, LMS-YOLO11n, with its lightweight design and
optimized feature extraction modules, effectively suppresses
environmental noise and significantly enhances target feature
extraction accuracy. It shows a stronger ability to differen-
tiate when weeds and crops have similar morphologies. This
demonstrates the superiority and reliability of LMS-YOLO11n
for efficient weed detection in complex field scenarios.

Fig. 9. Contrasting thermal diagrams before and after CottonWeedDet3
model improvement.

TABLE V. COMPARISON OF EXPERIMENTAL RESULTS OF DIFFERENT
MODELS ON COTTONWEEDDET12 DATASET

P R mAP50 mAP50-95 GFLOPs Params(MB)
YOLOv3-tiny 88.8 86.4 91.7 80.3 14.3 9.52

YOLOv5n 90.6 86.4 92.5 85.3 7.1 2.5
YOLOv6n 90.5 84.8 90.7 84.1 11.5 4.15

YOLOv7-tiny 92.3 86 92.7 82.1 13.3 12.3
YOLOv8n 92.2 85.8 92.3 85.6 8.1 3
YOLOv10n 91.3 87.6 93 88.2 6.4 2.04
YOLO11n 92.4 86 93.6 87.2 6.3 2.58

LMS-YOLO11n 89.6 88.9 93.6 86.1 4.6 1.62

Fig. 10. Contrasting thermal diagrams before and after CottonWeed2 model
improvement.

V. CONCLUSION AND FUTURE WORK

A. Conclusion

This study introduces LMS-YOLO11n, a novel
lightweight weed detection network designed for precision
agriculture on edge devices and in complex field environments.
The network leverages innovative structural designs to enhance
detection accuracy and computational efficiency, making it
especially suitable for resource-constrained edge devices.

In the feature extraction phase, LMS-YOLO11n replaces
the traditional C3K2 module with the C3K2 FastGLU module,
integrating partial convolution and CGLU mechanisms to ex-
tract fine-grained weed features more effectively. Compared to
traditional convolution methods, FastGLU uses channel-level
weighting to enhance sensitivity to fine details, enabling more
precise differentiation between weeds and crops in complex
field environments. For feature fusion, the study introduces
the Adaptive Hierarchical Feature Pyramid Network (AHFPN),
which optimizes feature selection and fusion to improve multi-
scale weed detection capabilities. AHFPN effectively inte-
grates multi-scale feature maps, enhancing weed detection and
preventing the loss of small-scale target information, thereby
improving detection accuracy. To boost model efficiency,
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LMS-YOLO11n replaces the traditional detection head with
the lightweight LGCD module. LGCD, designed with group
convolutions, reduces parameter and computation requirements
while maintaining high detection accuracy, making it ideal for
low-power edge devices capable of efficient real-time weed
detection.

LMS-YOLO11n demonstrates superior performance
across three datasets. On the CottonWeedDet3 dataset, the
model achieved a mAP50 of 76.1%. On CottonWeed2, it
reached 76.4%, while on CottonWeedDet12, it achieved
93.6%, reducing computation and parameter sizes by 26%
and 37%, in contrast to the baseline model, correspondingly.
These results demonstrate that LMS-YOLO11n achieves
high-precision detection in complex environments and is
deployable on edge devices, providing accurate real-time
agricultural monitoring solutions.

B. Future Work

Despite the significant results, the proposed model has
some limitations:

1) Lack of experiments and deployments in real-world agri-
cultural scenarios. Real agricultural environments involve
variations in weed types, densities, and growth states,
requiring further validation of the model’s performance
under these conditions.

2) Detection accuracy for young weeds needs improvement.
The simple morphology and texture of young weeds often
confuse with the background or crops, leading to limited
detection accuracy.

To address these issues, this paper will explore mul-
timodal fusion techniques in future research to solve the
challenges of young weed detection. By fusing different types
of data sources, it can provide richer feature information
for the model and help it recognize young weeds more
accurately. Meanwhile, more field experiments are planned
to be conducted in combination with practical agricultural
application scenarios to test the performance of the model in
different environments, to further improve its adaptability and
accuracy, and to provide more effective solutions for precision
agriculture.
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Abstract—Object detection based on drone platforms is a
valuable yet challenging research field. Although general ob-
ject detection networks based on deep learning have achieved
breakthroughs in natural scenes, drone images in urban environ-
ments often exhibit characteristics such as a high proportion of
small objects, dense distribution, and significant scale variations,
posing significant challenges for accurate detection. To address
these issues, this paper proposes a dual-branch object detection
algorithm based on YOLOv8 improvements. Firstly, an auxiliary
branch is constructed by extending the YOLOv8 backbone to
aggregate high-level semantic information within the network,
enhancing the feature extraction capability. Secondly, a Multi-
Branch Feature Enhancement (MBFE) module is designed to
enrich the feature representation of small objects and enhance
the correlation of local features. Third, Spatial-to-Depth Convo-
lution (SPDConv) is utilized to mitigate the loss of small object
information during downsampling, preserving more small object
feature information. Finally, a dual-branch feature pyramid is
designed for feature fusion to accommodate the dual-branch
input. Experimental results on the VisDrone benchmark dataset
demonstrate that DBYOLOv8 outperforms state-of-the-art object
detection methods. Our proposed DBYOLOv8s achieve mAP@0.5
of 49.3% and mAP@0.5:0.95 of 30.4%, which are 2.8% and 1.5%
higher than YOLOv9e, respectively.

Keywords—Drone images; dual-branch; small object detection;
YOLOv8

I. INTRODUCTION

With the development of hardware and artificial intel-
ligence, drones have been gradually applied to intelligent
transportation, agricultural monitoring, fire rescue and other
fields. In urban traffic monitoring and urban combat missions,
UAVs (unmanned aerial vehicle) play an important role by
virtue of their advantages such as fast flight speed, high degree
of freedom, broad vision and strong adaptability. However,
the streets in the city scene have the characteristics of traffic
congestion, dense people, and a wide variety of targets. In
addition, due to the high-altitude flight of UAV, objects in
UAV images are often too small in size and contain limited
feature information, which makes it difficult for the network to
extract effective features and easy to be lost in the propagation
process across the feature layer [1]. In addition, the size of
similar objects varies so much that it is difficult for universal
object detection methods to effectively locate and identify
these objects [2].

Uav object detection is one of the branches of general target
detection. According to the processing flow, the target detec-
tion algorithm can be divided into two stages and one stage.
The two-stage algorithm is characterized by generating a series

of regions of interest, and then classifying and regressing these
regions. Its advantage is that the two-stage detection algorithm
is more detailed, resulting in higher detection accuracy. The
disadvantage is that the inference speed is slower than that
of single-stage algorithms. The two-stage representative algo-
rithms include Faster R-CNN [3] and Mask R-CNN [4]. The
single-stage algorithm extracts the feature information of the
target by convolutional neural network, generates the candidate
frame, and classifies and locates the target. This detection
method consumes less computer resources during inference,
and UAV target detection is usually improved based on single-
stage algorithm. Single-stage representative algorithms include
SSD [5] and YOLO series [6]. YOLOv8 is a commonly used
single-phase detection framework, which is often used for
various object detection tasks [7]. Its advantage is that the
framework is mature, the externally adapted function library
is more common, and a variety of inference accuracy im-
provement tools can be used directly. However, the objects in
UAV images often have problems such as small size, complex
background environment, and dense area overlap, which limits
the ability of the frame to detect small objects. Secondly, the
framework is still weak in detecting similar objects at different
scales. Therefore, it is necessary to improve the YOLOv8
algorithm to make it suitable for UAV small object detection.

This paper presents a dual-branch small object detection
algorithm based on YOLOv8. Firstly, a composite strategy
is used to construct auxiliary branches, and the multi-layer
semantic information is comprehensively utilized to improve
the feature extraction capability of the framework. Second, a
multi-branch feature enhancement module is designed, which
uses convolution check of different sizes for parallel pro-
cessing of small object feature information to improve the
representation ability of object feature information. In addition,
SPDConv can effectively reduce the loss of feature information
in the transmission process, which is very effective for small
object detection. When it is embedded in the shallow detection
branch of the network, the false detection problem can be well
improved. Finally, a dual-branch feature pyramid is constructed
to deal with the multi-scale change of the target. Experimental
results show that the proposed algorithm greatly improves
the performance of object detection and can better cope with
the requirements of different tasks on model size. Our main
improvements and advantages are as follows:

• C2f module is used to construct auxiliary branch,
which aggregate multi-high-level semantic informa-
tion and enhance the feature extraction ability of small
objects. SPDConv [13] is used to alleviate the loss of
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feature information in the downsampling process.

• Multi-branch Feature Enhancement Module (MBFE)
is designed to extract small object feature information
by using parallel branches of different convolution
kernel sizes, which can realize the diversification of
small objects feature information expression.

• Dual-branch feature pyramid network (DBFPN) is
established for cross-layer connection with YOLOv8
backbone to compensate for information loss caused
by feature information transformation.

The structure of this paper is as follows: In Section II, we
will briefly introduce our related work to improve the thinking.
In Section III, we take a detailed look at the dual-branch
YOLOv8 framework. In Section IV, we conduct experiments
on a classical drone dataset and provide a detailed analysis of
the results. In Section V, we analyze the existing shortcomings
and the continued exploration of future work.

II. RELATED WORK

In object detection, the size of the object can be divided
into absolute scale and relative scale according to the defini-
tion. In the definition of relative scale [8], usually the relative
area of all object instances in the same category, that is, the
median ratio of the boundary box area to the image area is
between 0.08% and 0.58%. However, the way to define small
objects based on absolute scale is more widely used, and the
MS COCO dataset [9] defines small targets as those with
a resolution less than 32 pixels by 32 pixels. The existing
methods to solve the small object detection of UAVs can be
classified into three categories: (1) By enhancing the feature
information of small objects, the network can locate the objects
more clearly. (2) Improve the detection accuracy of small
objects by improving the ability of network feature extraction.
(3) Adopt multi-scale detection strategies to deal with small
objects of different sizes.

To improve the ability of network feature extraction, Liang
et al. [10]. proposed CBNetV2 network, which uses shallow
network to aggregate different high-level semantic information,
aiming to enhance the comprehensive application of feature
texture features by the model. In addition, they demonstrated
experimentally that small objects can be detected more effi-
ciently when shallow features are aggregated only with feature
layers higher than this one. This work pioneered the concept
of composite backbone networks. Wang et al[11]. proposed
Yolov9, the representative of YOLO series, and designed a
Programmable Gradient Information (PGI), which uses the
characteristics of reversible architecture to retain more input
information, thereby reducing the loss of small target feature
information. In this framework, the composite backbone net-
work is also constructed. Yan et al. [12]. propose an HCB
network that includes a detail extraction backbone (DEB)
designed with a smaller acceptance field to better capture
details of small objects. This design enhances feature repre-
sentation without compromising spatial information. However,
the above method only uses a single strategy, and because
more parameters are often introduced in order to obtain more
gradient information, the computational complexity increases
and the practical application is limited.

For the enhancement of small object feature information,
the detection accuracy of the network can be improved by
improving the feature representation of the network for small
object and reducing the problem of the loss of small object
feature information. Zhang et al. [13]. developed a feature
enhancement module specifically for aerial image detection,
using the improved FFM module to further capture the context
information of small objects, thereby improving the detection
accuracy. Raja et al. [14]. designed a step-free convolution
to solve the problem of information loss caused by different
interpolation calculations for small objects through this lossless
downsampling method, thus improving the network’s ability
to perceive small objects. However, the improved method has
been proved by experiments that the network pays too much
attention to texture information when applied equally in each
feature layer, which leads to the decrease of detection accuracy.

In order to cope with targets of different sizes, Tsung et al.
[15]. proposed the concept of feature pyramid. By connecting
shallow texture information and high semantic information
from top to bottom, the object feature information of each
detection layer is enriched. On this basis, Liu et al. [16]. added
a new bottom-up path that preserves more detailed information,
which is also effective for multi-scale small objects. Tan et al.
[17]. used a weighted feature fusion mechanism to give each
input feature path a learnable weight, allowing the network
to automatically adjust the importance of each path, thus
making more efficient use of feature information. By removing
invalid nodes and reusing features, the computational cost is
reduced, making it suitable for resource-constrained devices.
However, the processing method of feature pyramid is only
suitable for a single backbone, and for multi-branch networks,
the conventional feature pyramid will dilute the target feature
information in the concatenation operation.

Although the existing improvement methods have contin-
uously improved the UAV target detection performance, the
existing network architecture is still difficult to achieve high
precision and multi-task adaptation, especially for the dense
area detection problem in the urban scene, and it is urgent to
further improve the detection accuracy. Therefore, a variety
of improvement methods should be comprehensively used to
enhance the detection ability of the detection network for UAV
images.

III. DBYOLOV8 ALGORITHM

A. Overview of YOLOv8

YOLOv8 is an object detection framework based on single-
stage deep learning. Compared with the existing version of
YOLO series, YOLOv8 can adjust the size of the model by
adjusting the scale factor to adapt to different task require-
ments. Compared to YOLOv10 [18] and YOLOv11, YOLOv8
framework is more mature and has many existing tools to assist
reasoning. YOLOv8 network structure is mainly divided into
three parts: (1) Backbone network for extracting object feature
information. (2) Processing multi-scale features of the feature
pyramid pool layer. (3) The detection head of the classification
object type information. Fig. 1 shows the schematic diagram
of the YOLOv8 algorithm framework. The backbone network
extracts the feature information of the object by using the
convolution layer of step by step downsampling. The excellent
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feature extraction ability is the basis of realizing the high-
precision object detection algorithm. Path Aggregation-FPN
(PAFPN) structure is introduced into the neck structure, and the
feature mapping of different scales is combined to enhance the
ability of the algorithm to recognize objects of different sizes.
The head layer is the main decoupling head structure, which
separates the classification and detection head, and becomes
the Anchor-Free detection scheme. The YOLOv8 algorithm is
widely used in many fields (for example, agricultural inspec-
tion, UAV object detection and autonomous driving). However,

Fig. 1. Simplified diagram of YOLOv8 network structure.

the performance of the baseline YOLOv8 is not optimal, and
there is no targeted design for small objects. In addition,
YOLOv8 does not fully combine shallow features and deep
features, so that the feature information of small targets is
seriously lost in the process of feature transmission. Therefore,
the general object detection algorithm framework YOLOv8
is not suitable for small object detection tasks of UAVs. In
order to meet the higher task requirements of UAVs for object
detection algorithms, it is necessary to improve the existing
algorithms by task driving.

B. Overall Structure of the Optimized DBYOLOv8 Network

In the improved dual-branch YOLOv8 object detection
algorithm, taking YOLOv8 as the benchmark model, three
aspects of backbone network structure, feature enhancement
module and multi-scale feature fusion are optimized and
improved. Fig. 2 shows the optimized two-branch YOLOv8
backbone network structure. In the feature extraction stage,
this paper designed an auxiliary branch to aggregate the target

features of different feature layers. Inspired by the auxiliary
branch constructed by CBNet and YOLOV9, the auxiliary
branch based on YOLOv8 structure was constructed by using
C2F module, which can adjust the size of the model. Based on
this method, the constructed DBYOLOv8 model can adapt to
the model size requirements of different tasks, and the DBY-
OLOv8 network model is smaller at the same level of detection
accuracy. Feature layer scales the feature map to a fixed size
by interpolation, and the small object feature information will
be lost in the process of transferring between feature layers.
By introducing SPDConv in the shallow layer of the trunk
and branches, the problem of small object information loss
is alleviated by splitting and reassembling. In addition, EMA
[19] module with parallel structure and CBLinear structure are
combined to extract small object feature information through
different receptive fields of parallel branches. This combi-
nation forms MBFE module, does not introduce additional
parameters, diversifies the small target feature information,
and enhances the generalization ability of the model. The
double branch feature pyramid is improved based on BiFPN.
By fusing the two-branch feature input with feature weighting,
the structure can fuse multi-scale features in the neck network
and enhance the model’s ability to recognize targets of various
sizes and shapes.

C. Auxiliary Branch

In the process of feature extraction, the feature information
of small objects is lost or offset to a certain extent with the
reduction of the feature map size and the calculation method
of interpolation. It constitutes a unique phenomenon, shallow
feature is close to the input layer and contains richer texture
information, while the deep feature has a larger receptive
field and contains more semantic information after multiple
convolution. The integrated use of shallow and deep feature
can effectively improve the network detection performance
[20].

Inspired by CBNetV2, the PGI proposed by YOLOv9
framework builds its auxiliary branch by combining multilevel
high-level feature information with shallow feature, hoping to
enhance the feature representation capability of the backbone.
However, the RepNSCPELAN module is designed to capture

Fig. 2. Our improved DBYOLOv8 feature extraction structure.
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Fig. 3. Multi branch feature enhancement module.

a richer flow of gradient information, which in turn greatly
increases the number of model parameters.And it can not
adjust the size of its model through scaling factors, making
it difficult to adapt to the needs of multiple tasks. In order
to improve the feature extraction ability of the framework for
small objects without increasing the model size, we built a
similar auxiliary branch based on YOLOv8 framework. We
use the C2f module to obtain the feature gradient information
and the scaling factor to adjust the size of the model to adapt
to the task requirements of different platforms.

D. Multi-branch Feature Enhancement Module

The feature information of small objects in UAV images
in urban scenes is less, but the background information is
complex. Background will seriously affect the extraction of
object feature information, which leads to confusion in the
transfer process of feature information, thus affecting the
performance of the detector.To alleviate this problem, YOLOv9
uses the CBLinear module to process the feature information
extracted from the backbone. However, CBLinear module uses
the full connection layer to process feature information, which
is not friendly for small objects. And it is easy to dilute the
feature information of small objects in the process of feature
flow, resulting in a certain degree of feature extraction ability
loss [21]. Based on the above problems, we design the MBFE
module to diversify the small object feature representation.

Channel or spatial attention have been shown to be remark-
ably effective in producing more recognizable feature represen-
tations in various computer vision tasks. In order to diversify
the feature information of small objects, we introduced EMA
attention mechanism. This mechanism employs multi-branch
feature extraction operations, where feature maps are processed
in parallel through 1×1 and 3×3 branches. By leveraging
different receptive fields, it captures the feature information
of small objects and further aggregates the output features of
these parallel branches through cross-dimensional interactions
to capture pixel-level pairwise relationships.Subsequently, op-
erations such as channel number adjustment and segmentation
are performed to obtain a list of multiple output feature
maps, which are suitable for subsequent feature aggregation

requirements. The designed MBFE module is illustrated in Fig.
3.

E. SPDConv Module

SPDConv proposed by Sunkara et al. is a lossless down-
sampling method specifically designed for low-resolution im-
ages and small objects. Traditional downsampling techniques,
such as strided convolutions and pooling layers, often result
in the loss of fine-grained information when dealing with low-
resolution images or small objects. To address this issue, SPD-
Conv introduces a lossless downsampling method to segment
the input image and splicing the input image in the channel
dimension so as to retain the input image feature information.
After this operation, the convolution layer with stride=0 is
used for feature extraction, and the fine-grained details of the
image are retained because the size of the feature map is not
changed. This approach significantly mitigates the problem of
small object loss during the feature extraction phase. We only
applied SPDConv during the initial downsampling stages, as
deeper features, after multiple convolution operations, have
already become highly ambiguous in terms of small object
location information. Using SPDConv for downsampling at
these deeper stages could negatively impact the detection
network [22]. The specific addition location is illustrated in
Fig. 1.

F. Dual-branch Feature Pyramid Module

BiFPN removes connection layers that are not intended
for fusion and employs a bidirectional weighted strategy to
update gradients. Our designed DBFPN is based on BiFPN and
is adapted for a dual-branch backbone design. Although the
auxiliary branch is constructed based on the yolov8 backbone,
after multiple convolutional operations, there is a slight devia-
tion in the mapping of small object feature information and the
original image object information. Therefore, incorporating the
main branch feature layer information during the construction
of the feature pyramid is beneficial for comprehensively uti-
lizing the feature extraction capabilities of both branches. For
small object feature information, we have added a P2 detection
layer and, considering the need to control the number of
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Fig. 4. Dual branch feature pyramid module.

parameters, removed the P5 detection layer [23]. Our designed
DBFPN is illustrated in Fig. 4.

IV. EXPERIMENTAL VALIDATION AND ANALYSIS

A. Dataset Analysis

In this study, the VisDrone2019 [24] drone object detection
dataset, which can represent urban scenes, was used to test
the detection performance of DBYOLOv8 on various types
of small objects in drone images. The dataset comprises
6,471 images for training and 548 images for validation, with
annotations for 10 types of objects, including pedestrians,
cars, motorcycles, and others. An analysis of the training set
revealed that small objects constitute approximately 60% of the
dataset based on their relative scale. Specifically, the dataset
categorizes objects as follows: extremely small (es) objects
with a length*width in the range [0, 144], relatively small
(rs) objects with dimensions in the range [144, 400] pixels,
and generally small (gs) objects with sizes in the range [400,
1024] pixels [25]. Given that the dataset was collected using
a drone platform, it is particularly well-suited for assessing
the performance of the DBYOLOv8 model in detecting small
objects from a drone’s perspective. Examples of target statistics
are shown in Fig. 5.

In order to verify the generalization of our proposed
method, a comparative test was also performed on our AI-TOD
dataset [26]. AI-TOD dataset is a representative dataset for the
detection of tiny objects in aerial images. The dataset contains
28,036 images labeled with a total of 700,621 instances across
eight categories (aircraft, Bridges, tanks, ships, swimming
pools, vehicles, people, windmills). Compared with other aerial
image datasets of the same type, the average size of the object
in this dataset is 12.8 pixels, which is much smaller than the
object instances in other datasets. Therefore, it is a good way
to evaluate the model’s perception of small scale objects.

B. Experimental Condition and Assessment Metrics

The experiment was trained and verified on the research
group server. The hardware system consists of the following
parts: Intel i9 series 13th generation processor I9-13900KF,
RTX4090 (24G) graphics card, 64G memory. The software

system uses Ubuntu22.04 operating system, and uses Pytorch
framework to realize all the algorithms running and improving.
For comparison with other algorithms, the input image is set
to 640 × 640 pixels and the epoch is set to 200 rounds. The
other Settings are the default Settings for the YOLOv8 project
provided by the ultralytics team.

To evaluate the algorithm’s detection performance on ob-
jects in drone images, precision (P), recall (R), mAP@50 and
mAP@50:95 were used as evaluation indexes. True positive
(TP), false negative (FN), false positive (FP) and true negative
(TN) were used as anchor frame positioning quality evaluation.
Precision Indicates the percentage of the predicted positive
samples that are actually positive. The calculation formula is:

precision =
TP

TP + FP
(1)

Recall indicates the proportion of the actual number of positive
samples in the total positive samples in which the prediction
result is positive. The calculation formula is:

precall =
TP

TP + FN
(2)

AP is the Average Precision, which is simply to average
the precision value on the PR curve. For the pr curve, we use
the integral to calculate. The calculation formula is:

AP =

∫ 1

0

p(r)dr (3)

mAP is an evaluation index associated with Intersection
over Union (IoU), which averages the detection accuracy of
all categories. When loU is set to 0.5, it is usually used as
an evaluation index of the detection accuracy of the universal
target. mAP@50:95 indicates the mAP with the IoU threshold
ranging from 0.5 to 0.95 and the step size of 0.05. Then the
average value is obtained. It can also reflect the performance
difference of detection algorithms for objects at different
scales.

C. Ablation Study

To validate the detection capability of our proposed model
for small objects, we constructed auxiliary branches on the
basis of the YOLOv8s model, incorporating the SPDconv
module, MBFE module, and DBFPN module to build the
DBYOLOv8s model. We set the image size to 1280x1280,
which is close to the original image size and better reflects
the object detection performance of our model on this dataset.
The ablation experiment results are shown in Table I. Under
the same parameter settings, our method significantly improves
the object detection capability for drone images.

1) Effect of auxiliary branches: Small objects occupy a
high proportion in drone images and contain limited feature in-
formation. To enhance the backbone’s ability to extract features
from small targets, we constructed an auxiliary branch using
the SPDConv module, CBFuse module, and C2f module. By
aggregating high-level semantic information from layers not
lower than the current one, we enriched the feature information
of small targets. Compared to the baseline model, the results
for mAP@0.5 and mAP@0.5:0.95 improved by 4.7% and
3.5%, respectively.
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Fig. 5. VisDrone train dataset.

TABLE I. ABLATION STUDY

Baseline Auxiliary Branch DBFPN SPDConv MBFE mAP@50(%) mAP@50:95(%) Params
✓ 56.3 35.4 10.6
✓ ✓ 61.0 38.9 20.2
✓ ✓ ✓ 61.0 39.0 23.3
✓ ✓ ✓ ✓ 61.7 39.5 24.0
✓ ✓ ✓ ✓ ✓ 62.1 39.9 24.0

2) Effect of DBFPN module: We understand that the fea-
ture information after multiple convolutions differs from the
original feature information. Moreover, the flow of feature
information across layers can result in some information
loss. Therefore, our proposed DBFPN integrates dual-branch
feature information through skip connections, which improves
mAP@0.5:0.95 by 0.1%.

3) Effect of SPDConv module: Small objects may ex-
perience varying degrees of feature information loss during
the downsampling process due to differences in interpolation
methods. As mentioned above, SPDConv can alleviate the
issue of feature information loss caused by downsampling
in low-resolution images. However, if SPDConv is uniformly
applied to replace every downsampling step, it can negatively
impact detection performance. This is because, in deeper layers
of the network, small objects have less feature information,
and the feature information of larger objects is diluted by
SPDConv, leading to missed detections. We conducted three
sets of experiments: one with SPDConv added to all layers, one
with SPDConv added only in the shallow layers, and one with
SPDConv added only in the deep layers. The detector achieved
the best performance when SPDConv was added only in the
shallow layers, as verified by the experiments shown in Table
II.

4) Effect of MBFE module: The feature information of
small objects is processed through parallel branches, allowing

the extraction of target information using convolution kernels
of different sizes. This method of enhancing small object fea-
tures effectively diversifies the representation of small object
feature information, thereby enhancing the network’s feature
extraction capabilities. Compared to the CBlinear module that
solely employs fully connected layers, this approach improves
mAP@0.5 and mAP@0.5:0.95 by 0.4% without introducing
additional parameters.

TABLE II. COMPARISON RESULT OF DIFFERENT SPDCONV ADDITION
POSITIONS ON THEVISDRONE2019 VALIDATION DATASETS. THE BEST

RESULT IS HIGHLIGHTED IN BOLD

Method mAP@50(%) mAP@50:95(%)
P1− >P3 61.1 39.2
P3− >P5 60.1 38.4
P1− >P5 60.9 39.0

D. Comparison with State-of-the-Arts

Due to the varying size constraints for tasks across different
platforms, we designed two DBYOLOv8 models of different
sizes based on the YOLOv8s and L models. The scaling factors
for the DBYOLOv8s model are [0.35, 0.50], while those for
the DBYOLOv8L model are [1.00, 1.00]. We compared DBY-
OLOv8 with other widely used object detection algorithms
(primarily the s and l models of various object detection
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TABLE III. COMPARISON RESULTS OF DIFFERENT OBJECT DETECTORS ON THEVISDRONE2019 VALIDATION DATASETS. THE BEST RESULT IS
HIGHLIGHTED IN BOLD

Method Inputsize mAP@50(%) mAP@50:95(%) Params(M) FLOPs(G)
RetinaNet[27] 1333*800 39.3 21.8 - 524.95
Faster-RCNN 1333*800 43.6 24.8 - 322.25

YOLOv5-s[28] 640*640 32.2 17.5 7.2 16.5
TPHYOLOv5-s[29] 640*640 37.4 21.7 - -

YOLOv8-s 640*640 37.3 22.1 11.1 28.5
Drone-YOLO[30] 640*640 44.3 - 10.9 -

yolov10s 640*640 41.2 24.8 8.0 24.5
YOLOv11s 640*640 41.6 25.2 9.4 21.3

HIC-YOLO[31] 640*640 44.3 26.0 - -
YOLOv5-l 640*640 42.9 26.3 46.5 109.1
YOLOv8l 640*640 43.7 26.7 43.6 165.4

TPHYOLOv5-l 640*640 41.8 24.0 - -
YOLOv8-x 640*640 44.3 27.2 68.2 258.5
YOLOv9e 640*640 46.5 28.9 57.3 189.0

DBYOLOv8-s 640*640 49.3 30.4 24.0 119.8
DBYOLOv8-l 640*640 54.4 34.3 175.7 877.0

frameworks). The results, as shown in Table III, indicate that
DBYOLOv8 achieved the best and second-best results in terms
of mAP. Compared to YOLOv8l and YOLOv9e, DBYOLOv8s
achieved higher mAP5@50:95 values by 3.7% and 1.5%,
respectively, but with significantly fewer parameters. DBY-
OLOv8 demonstrated superior performance in small object
detection compared to other methods, and the experimental
results confirm the competitive advantage and effectiveness of
this approach.

To verify the effectiveness of the proposed method in
identifying complex backgrounds, significant scale differences,
and densely packed small objects, we provide visual examples
of DBYOLOv8s and YOLOv8l in Fig. 6. In the first line
of the image, the vehicles on the far side of the street are
extremely small in size. Carefully examining the red box, it is
clear that YOLOv8l cannot fully recognize these extremely
small objects, while our proposed method also has certain
detection accuracy for extremely small objects. The second line
of images taken by the drone from a low altitude Angle shows
that the green box shows that YOLOv8l missed the target, and
the blue box shows that the method incorrectly identified the
person as a motorcycle. In contrast, our proposed approach
is not affected by these factors. The observations show that
our proposed method shows significant advantages over other
methods in processing images of this nature.

In order to verify the detection ability of the method
for small targets and its generalization on other datasets,
we conducted training and inference experiments on AI-
TOD datasets using the same parameters. Compared with
the mainstream YOLO improved algorithm and DERT im-
proved algorithm, our proposed DBYOLOv8s has undoubtedly
obtained the best detection results. Experimental results are
shown in Table IV. Compared with YOLOv8l, the proposed
algorithm at mAP@50:95 improves by 1.2%. Compared with
other algorithms, our method also has obvious advantages.

Compared with the VisDrone dataset, the AI-TOD dataset has
more small object instances, which indicates that our method
will improve the detection accuracy if there is more sufficient
data support. These results across different datasets underscore
the robustness and effectiveness of the proposed method.

TABLE IV. COMPARISON RESULTS OF DIFFERENT OBJECT DETECTORS
ON AI-TOD VALIDATION DATASETS. THE BEST RESULT IS HIGHLIGHTED

IN BOLD

Method mAP@50(%) mAP@50:95(%)
YOLOv6[32] 42.2 18.4
YOLOv7[33] 49.5 19.7

YOLOv8l 48.4 22.0
RT-DETR 48.9 22.7

YOLOv10b 46.7 21.6
YOLOv9c 45.8 20.3

DBYOLOv8-s 55.2 23.2

V. CONCLUSION

In order to meet the requirements of existing algorithm
frameworks for UAV small object detection, we propose a
dual-branch YOLOv8 small object detection algorithm. Firstly,
we construct auxiliary branches with compound strategy, com-
bine shallow feature information and higher level semantic
information, and increase the feature extraction capability
of detection network for small objects. Second, in order to
enhance the feature representation of small objects, a multi-
branch feature enhancement module is designed to extract
the feature information of small objects in parallel through
features of different convolution kernel sizes. This module
can effectively diversify the representation of small object
feature information and counter the problem of the loss of
feature information in the process of transmission. Third,
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Fig. 6. Comparison of testing results. (a) Original image. (b) YOLOv8l detection results. (c) Our DBYOLOv8s detection results.

we replace the original subsampling with SPDConv in the
shallow layer of the network, and maximize the retention of
object feature information through recombination and splicing
operations, reducing the missing problem caused by the loss
of small and medium-sized object feature information during
the subsampling process. Secondly, in order to deal with the
contact deviation between the feature information and the
original image information caused by multiple convolution, we
construct a dual-branch feature pyramid to comprehensively
use the double-branch feature information to solve the problem
of object scale change in the UAV image. Finally, in addition to
using the VisDrone dataset, we also used the AI-TOD dataset
to evaluate our proposed approach. The effectiveness of our
proposed method is verified by experiments. Compared with
the basic YOLOv8s, the DBYOLOv8s algorithm proposed in
this paper has increased mAP@50 by 12% and mAP@50:95
by 8.3% on the VisDrone dataset, demonstrating excellent
performance compared with other object detection algorithms.
On AI-TOD dataset, experimental results validate the general-
ization of our proposed algorithm, and further prove that our
proposed algorithm has higher detection accuracy for small
objects if there is more sufficient data support. In addition,
the DBYOLOv8l built by us based on YOLOv8l has higher
detection accuracy, but the model is larger, which is suitable
for tasks with higher detection accuracy supported by high-
performance computers. Combined with the existing algorithm
foundation and research direction, our future research will
focus on the following aspects to tackle difficulties: 1. Explore
lightweight technology, reduce model parameters by replacing
lightweight backbone or model pruning technology, so that
the algorithm can be deployed on embedded devices with
low power consumption in the future. 2. Research on small
object loss function positioning technology, so that the model
can improve the positioning accuracy of dense small objects
under complex background. 3. Explore the feature description
of different architectures for small objects, and combine the
dual-branch idea with CNN architecture and Transformer
architecture to further improve the detection accuracy of small
objects.
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Abstract—Parallel semantic reasoners use parallel architec-
tures to improve the efficiency of reasoning tasks. Studies in
semantic reasoning rely on manual tuning to configure the degree
of parallelism. However, manual tuning becomes increasingly
challenging as ontologies become massive and complex. Studies
in related fields have developed automatic tuning frameworks
using optimization search methods. Although these methods offer
performance gains, reducing search time and space size is still
an open problem. This study aims to bridge the gap in semantic
reasoning and the problem in existing search methods. To achieve
these aims, we propose Eagle Framework (EF), an innovative au-
tomatic tuning framework designed to improve the performance
of parallel semantic reasoners. EF automatically configures the
degree of parallelism and calculates the performance data. It
incorporates a novel search space and algorithm, inspired by
the AVL tree, that efficiently identifies the optimal degree of
parallelism. In a case study, EF completed the tuning processes
in seconds to a few minutes, achieving performance gains up
to 65 times faster than common search methods. The reliability
findings, with ICC scores ranging from 0.90 to 0.99, confirmed
the consistency of the performance data calculated by EF. The
regression analysis revealed the effectiveness of EF in identifying
the factors that affect reasoning scalability, with the conclusion
that the size of the ontology is the dominant factor. The study
underscores the need for adaptive approaches to tune the degree
of parallelism based on the size of the ontology.

Keywords—Automatic tuning; parallel semantic reasoning; per-
formance optimization; ontology; high-performance computing

I. INTRODUCTION

In today’s digital landscape, machines use ontologies,
structured knowledge representations, to process and infer
information across domains, forming a larger knowledge base
known as Linked Open Data (LOD) [1]. Ontologies are es-
sential for applications such as the semantic web, artificial
intelligence, and data-driven decision-making [2], enabling
machines to derive insights from complex relationships [3].
However, as ontologies grow in size and complexity, especially
with the rise of the Internet of Things (IoT) and social net-
works, reasoning over these vast knowledge graphs becomes
challenging [4]. Traditional semantic reasoners, which use
sequential processing, struggle to scale with the growing size
of ontologies, leading to significant delays in driving inferences
[4], [5].

Fortunately, parallel reasoning systems have emerged,
leveraging multicore and distributed computing technologies to
improve efficiency [6]. These systems divide reasoning tasks
into smaller units, allowing concurrent processing between
multiple computing cores or nodes, thus improving speed and

performance [7]. Despite these improvements, the rapid growth
of data from IoT systems and social networks continues to add
complexity to the reasoning process, demanding more scal-
able and efficient solutions [8]. Therefore, optimizing parallel
reasoning systems to successfully manage performance while
addressing the increasing complexity of ontologies is a major
challenge for researchers.

Numerous automatic tuning approaches have shown sig-
nificant improvements in different application areas, such as
hyperparameter tuning to optimize machine learning models
[9], [10], big data analytics systems [11], [12], and parallel
programs [13], [14]. These approaches varied in their strategies
and techniques. Optimization search methods have shown
accurate results in finding optimal solutions compared to
other approaches. However, studies have reported a significant
challenge in reducing search time as search space increases.

Linking these challenges in the areas of semantic reasoning
and optimization, we present the Eagle Framework (EF), an
advanced modular and extensible tool to optimize the perfor-
mance of parallel reasoning systems. EF automatically gen-
erates parallelism configurations, recording performance data,
and identifying the optimal degree of parallelism. Operating
as a black-box solution on top of existing parallel semantic
engines, EF relieves researchers and developers of the time-
consuming process of manual tuning. A key innovation of
EF is its novel search algorithm, which integrates an AVL
tree with a priority queue, enabling efficient exploration for
the optimal thread configuration. EF is implemented in Java,
ensuring compatibility with a wide range of operating systems
and server environments. In addition, EF saves performance
data in CSV format and high-resolution line charts for data
visualization. In general, EF significantly streamlines the opti-
mization process, ensuring optimal performance and offering
valuable time efficiency for researchers to develop scalable and
advanced parallel reasoning systems.

In addition to proposing a tuning framework, this study
includes a comprehensive case study, in which we validate
the performance and reliability of our framework, as well as
its effectiveness in optimizing parallel reasoners. We utilized
multiple statistical methods through the assessment process,
but a key method is introducing the Interclass Correlation
Coefficient (ICC) for the reliability analysis. We will explain
how we applied the Interclass Correlation Coefficient (ICC) to
evaluate the reliability of tuning systems. To the best of our
knowledge, ICC has not been used in evaluating automatic
tuning.
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The remainder of this study is organized as follows. Section
II provides a comprehensive review, highlighting the gaps in
the existing literature. Section III presents the conceptual and
technical design of the EF architecture. Section IV details
the case study that evaluates EF from the perspectives of
performance, reliability, and effectiveness. Section V presents
the findings of the study. Section VI discusses the findings and
insights derived from this study. Finally, Section VII concludes
the study.

II. BACKGROUND AND RELATED WORK

In this section, we provide a brief review of existing work
to highlight the gaps in the literature on semantic reasoning and
optimization. This review begins with the challenges of manual
tuning presented in the context of semantic reasoning. Then,
we provide an overview of the automatic tuning approaches
commonly applied in other domains. We review related works
with existing optimization methods. For each section of this
review, we grouped studies based on the tuning approach or
optimization method.

A. Challenges in Tuning Parallel Semantic Reasoners

Semantic reasoning is critical in applications that require
logical consistency and explainability, such as medical, bioin-
formatics, and law. However, the development of parallel
semantic reasoning systems has been less active in the last
ten years, and most of these systems have been abandoned
and no longer maintained [15]. Research studies in semantic
reasoning implemented manual tuning to adjust the degree
of parallelism. Examples of these studies are [6], [16], [17].
Although these studies did not explicitly state the drawbacks of
manual tuning approaches in their research results, recent stud-
ies highlighted the challenges of computational complexity and
performance in automated reasoning [18] [19]. Reasoning tasks
use algorithms that require extensive computations and re-
source allocation [20]. These scalability challenges are further
complicated by the increase in ontology sizes and hierarchies
that require intensive computation. Although parallel semantic
reasoners leverage multicore and distributed architectures to
tackle scalability issues, without automatic tuning strategies,
reasoning scalability remains challenging. The Table I provides
a comparison of various approaches based on different factors
and parameters.

B. Overview of Automatic Tuning Approaches

This section reviews recent studies on optimizing parallel
systems. It classifies them into six approaches, following the
categorization by Herodotou et al. [21], and discusses the
advantages, limitations, and methods for each approach.

1) Search-based approach: The search-based approach
systematically searches for the optimal solution through ex-
periments, improving performance and resource efficiency.
Although this approach is reliable for identifying the optimal
or near-optimal solution, it can be computationally expensive
for large systems. Van Werkhoven introduced an automatic
framework that integrated various optimization search, includ-
ing simulated annealing and particle swarm optimization, to
optimize GPU kernels in OpenCL and CUDA [22].

2) Rule-based approach: The rule-based approach uses
predefined guidelines and domain expertise to guide tuning
decisions, offering simplicity and fast execution. It works well
in predictable environments where the behavior of the system
follows established patterns. However, its lack of flexibility
limits its effectiveness in complex or dynamic workloads.
Schwarzrock et al. applied this approach to enhance per-
formance and energy efficiency in NUMA systems. Their
focus was on optimizing thread-to-core mapping, memory page
mapping, and thread throttling [23].

3) Machine learning approach: The machine learning ap-
proach employs models, such as regression and neural net-
works, to predict optimal configurations by learning from
historical data, capturing complex relationships for improved
tuning accuracy. When trained on quality data, these models
can achieve near-optimal configurations without exhaustive
searches. However, they require substantial data and computa-
tional resources, and accuracy is dependent on data quality.
Fan et al. used a random forest model to optimize query
performance in databases by predicting optimal degrees of
parallelism [24].

4) Adaptive approach: The adaptive approach dynamically
tunes parameters in real-time, adjusting to workload changes,
making it ideal for dynamic environments where static tuning
fails. It can achieve near-optimal configurations quickly with-
out exhaustive searches, though it may introduce overhead and
struggle with stability in highly volatile conditions. Vogel et al.
proposed reactive self-adaptive strategies to control parallelism
in stream processing systems, allowing real-time adjustments
without the need to restart applications [25].

5) Cost modeling approach: Cost modeling estimates re-
source costs, such as memory and CPU usage, for different
tuning configurations, helping to avoid costly trial runs. It
provides fast and moderately accurate estimations; however,
its limitations lie in the accuracy of the model as it may not
capture all the dynamics and interactions in the real world.
This limits its ability to find optimal configurations in complex
environments. Siddiqui et al. introduced a machine learning-
enhanced framework to improve the accuracy of cost modeling
in big data systems [26].

6) Simulation-based approach: The simulation-based ap-
proach models the behavior of the system in a simulated
environment to predict optimal settings without affecting live
performance. This is especially useful for difficult-to-test
scenarios, offering reliable approximations if the simulation
models are accurate. However, accuracy depends on model
fidelity and detailed simulations can be resource-intensive.
Liu et al. developed HSim, a Hadoop simulator for modeling
various performance parameters in cloud computing [27] .

C. Existing Optimization Search Methods

Among the six approaches previously discussed, we were
particularly motivated by the reliability of search-based meth-
ods in finding optimal solutions. This section focuses on
studies that implement these search-based methods. Currently,
search methods are applied in system optimization in related
domains, big data, machine learning, and high performance
computing. These studies provide valuable insights that inform
the design of our solution for optimizing parallel reasoning
performance.
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TABLE I. SUMMARY OF COMMON PARALLELISM TUNING APPROACHES

Approach Search-based Rule-based Machine Learning Adaptive Cost Modeling Simulation-based

Methods Search algorithms. Based on heuristics. Data-driven predic-
tions

Real-time dynamic
adjustments.

Cost estimation
models.

System behavior
simulation.

Advantages High-quality
solutions.

Simple, fast deci-
sions.

Adapts to changing
conditions

Real-time tuning. Guides resource de-
cisions.

Tests without real-
world impact.

Drawbacks Expensive comput-
ing costs.

Expert knowledge
required.

Large data needed,
Slow training.

Struggles with un-
expected changes.

May overestimate
real-world factors.

Expensive comput-
ing costs.

Domain Large, complex sys-
tems.

Simple, predictable
systems.

Learning from his-
tory.

Workloads that
change.

Resource-
constrained systems.

Expensive or risky
scenarios.

Data Size Moderate to large. Small to moderate. Large. Small to medium. Small to medium. Large.

1) Grid Search (GS): GS is an optimization method that
systematically explores all possible parameter combinations to
determine the optimal one. However, this exhaustive approach
is computationally expensive, particularly for high-dimensional
search spaces [28].

Recent studies have demonstrated the potential of GS in
optimizing systems in various domains. For example, George
and Sumathi applied GS to optimize a random forest classifier
for sentiment analysis, leading to improved accuracy [29].
Similarly, Priyadarshini and Cotton used GS to tune a deep
neural network model for sentiment analysis, achieving an
accuracy above 96%, which outperformed several baseline
models [30]. In the big data domain, Chen et al. incorporated
GS into their system to optimize MapReduce performance
on Hadoop clusters, identifying optimal configurations to
minimize running times [31]. In a similar study, Sewal and
Singh compared GS with other optimization methods such
as Evolutionary Optimization and Random Search to fine-
tune Apache Spark. They found that GS was effective in
reducing execution times by 23.24%. [32]. These studies are
examples among others that utilize determinism in GS to
enhance performance in areas like machine learning and big
data systems.

2) Hill Climbing (HC): HC is a simple and efficient local
search algorithm that iteratively improves an initial solution
by exploring neighboring options. However, it may get stuck
in local optima, reducing the chances of finding the global.

Recent studies have highlighted the effectiveness of HC
in various fields. For example, Sivakumar and Mangalam
introduced a technique to improve adaptive cruise control
systems in automated vehicles, using a combination of search
methods, including HC, to optimize vehicle parameters, im-
proving safety and fuel efficiency [33]. Zeng et al. employed
a simple HC method with machine learning techniques to
optimize parallelism in Parallel Nesting Transactional Memory
(PN-TM) systems, achieving faster convergence and higher ac-
curacy compared to other optimization methods [34]. Pradhan
et al. applied HC to optimize a CNN model for classifying
COVID-19 from chest X-ray images, improving its perfor-
mance metrics and outperforming other hybrid techniques [35].
These studies are among several that demonstrate HC as a
versatile and effective optimization method to improve system
performance in diverse domains, from automated vehicles to
machine learning and medical image classification.

3) Simulated Annealing (SA): SA is a probabilistic opti-
mization algorithm that explores various solutions, including
the worst ones to escape local optima. SA is widely used
method for many optimization problems due to its adaptability
and capability to navigate rugged search spaces [36]. However,
it can be computationally intensive, sensitive to parameter
choices, and slow to converge.

Recent studies demonstrate the adaptability and effective-
ness of SA in finding optimal solutions for complex optimiza-
tion problems. A study by Rasch et al. utilized SA within their
Auto-Tuning Framework (ATF) to optimize interdependent
parameters in parallel programs, using the chain of trees
and coordinate search spaces to enhance multidimensional
exploration and improve tuning efficiency [7]. Gülcü and Kuş
introduced the multi-objective simulated annealing algorithm
for optimizing hyperparameters in convolutional neural net-
works, balancing classification accuracy and computational
complexity, and achieving superior results compared to tra-
ditional SA [37]. Similarly, Abdel-Basset et al. combined SA
with Harris Hawks Optimization to enhance feature selection
for classification tasks, using SA to escape local optima and
explore better feature subsets effectively [38]. These stud-
ies highlight the effectiveness of SA, both as a standalone
algorithm and within hybrid frameworks, in solving diverse
optimization problems across fields.

4) Random Search (RS): Random Search (RS) is a simple
algorithm that explores a search space by randomly sampling
points and updating the best solution found. Although its
simplicity and ability for global exploration, it lacks efficiency
in high-dimensional spaces.

Recent studies underscore the role of RS as a simple and
effective optimization method in different applications. A study
by Willemsen et al. proposed a standardized benchmarking
methodology for evaluating automatic tuning frameworks. This
methodology integrates RS as a baseline for benchmarking
optimization algorithms [39]. A similar study by Deligkaris
used RS as a baseline method to benchmark evobpso, an algo-
rithm based on particle swarm optimization, against 12 related
methods and models. The benchmark results demonstrated the
effectiveness of RS in the search for neural architectures [40].
Hosseini et al. employed RS in optimizing 10 hyperparame-
ters of Long Short-Term Memory (LSTM) networks used in
rainfall-runoff modeling, resulting in highly precise predictions
for hourly stream-flow and water levels in Spain’s Basque
Country [41]. Despite the advancement of more sophisticated
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methods, these studies highlight the effectiveness of RS as a
baseline or complementary method in advanced optimization
methods.

D. Limitations and Research Gaps

Section II-A presented studies on parallel reasoning, which
currently rely on manual tuning for optimization and scalability
analysis. As research labs, governmental sectors, and universi-
ties continue to develop ontologies, the need for scalable and
efficient reasoners has increased. Furthermore, the substantial
efficiency and accuracy of automatic tuning reported in studies
applied in other domains, such as machine learning and big
data, highlight that the lack of automatic tuning application in
semantic reasoning is a considerable gap. To the best of our
knowledge, the application of automatic tuning in semantic
reasoning has not been explored. Therefore, addressing this
gap is the main objective of this study.

The studies reviewed in Section II-C noted the advances
gained from applying search optimization methods. However,
they also noted significant limitations of these optimization
methods (see Table II). For GS, though it is exhaustive and
guaranteed to find the optimal solution, it is computationally
expensive, especially in multidimensional spaces where the
time increases exponentially with increase in the search space.
On the other hand, HC, SA, and RS offer greater efficiency and
scalability; however, they are limited by several drawbacks,
such as risks of local optima, stochastic behavior, and incom-
plete search space exploration. These limitations underscore
the trade-off between time complexity and the guarantee of
identifying the optimal solution, and this trade-off is strongly
correlated with search space size. As noted by Krestinskaya
et al., optimizing search time for large search spaces remains
a critical gap and an open research challenge in optimization
[42]. Therefore, the second objective of this study is to address
the complexity of search time by designing a deterministic
algorithm and a tree-based search space that aims to guarantee
finding the optimal solution in efficient time.

TABLE II. SUMMARY OF SEARCH OPTIMIZATION METHODS

Aspect Grid
Search

Hill
Climbing

Simulated An-
nealing

Random
Search

Exploration Global Local Global (with
refinement)

Global (with
random
sampling)

Efficiency Very Low High Medium Low

Dimensional
Scalability

Poor Poor Good Good

Risk of Local
Optima

No High Low No

Best Use Case Small
spaces

Small
spaces

Large spaces Large spaces

Time
Complexity

O(nk) O(k · n) O(k · n) O(k · n)

III. EAGLE FRAMEWORK (EF)

This section presents the architectural and algorithmic
design of EF. Before diving into architectural design, we
provide an overview of the EF multi-layered system, where the
EF resides in the middle layer. This overview is essential for

understanding the interoperability and portability of EF, which
allows it to function with various parallel reasoning systems
on different platforms. Following the system overview, we will
explore the architectural details of EF from both mathematical
and algorithmic perspectives.

A. System Overview

EF is a modular architecture that operates within a mul-
tilayered system, where EF occupies one layer alongside a
parallel reasoner. The abstraction view of the EF system
consists of five layers, as depicted in Fig. 1.

The first layer is the Command Line Interface (CLI), which
accepts parameter values to set automation parameters and
is responsible for displaying output results. The second layer
represents the main contribution of this study, where EF and
the parallel semantic reasoner are positioned. EF comprises
one main algorithm and three auxiliary algorithms: Thread
Controller, Speedup Calculator, and Parallelism Optimizer.
The third layer is the java runtime environment, which serves
as a bridge between the EF implementation and the operating
system. This middle layer provides the resources needed to
compile and execute EF classes on any machine. The fourth
layer is the operating system, which abstracts physical hard-
ware and manages system resources. The final layer is the
hardware, which represents the physical components of the
machine, such as memory and the CPU. The next section
focuses on the second layer, detailing the EF architectural
components and their interactions with the other layers.

B. EF Architecture

EF architecture consists of a main algorithm and auxiliary
algorithms. The main algorithm represents the core architecture
of the EF and the interface that manages the connection
between the CLI layer, the parallel reasoner, and the auxiliary
algorithms. The auxiliary algorithms help the main algorithm
in the tuning process by adjusting the thread count, calculating
the speedup factor, and identifying the optimal thread count.
Fig. 2 presents a flow chart for the EF architecture. The
following sections provide an in-depth explanation of the
functionality of each algorithm within the EF architecture.

1) The Main algorithm: As shown in Fig. 2, the main
algorithm comprises five phases: automation setup, sequential
reasoning, parallelism tuning, optimization, and output format-
ting.

a) Phase 1: Automation setup: The main algorithm
starts by accepting three parameter values from the CLI layer:
the path to the ontology file (p), the scale difference (d),
which defines the incremental scale used to calculate thread
configurations, and the maximum thread count (m), which
serves as a threshold to limit the generation of additional
configurations. Based on these parameters, the number of
thread configurations is proportional to the values of d and
m. Additionally, it creates a tree (A) to use in the search for
the optimal thread count (o), and a list (L) to store performance
data. It also sets the thread count (n) and speedup factor (s)
to the seed value of 1.
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Fig. 1. EF System overview.

b) Phase 2: Sequential reasoning: In this phase, the
main algorithm runs the parallel reasoner, runReasoner(p,
n), sequentially using one thread. Then, the main algorithm
saves sequential reasoning time in a variable named Tseq .
Since EF does not perform parallel reasoning at this phase, the
speedup factor remains 1. Consequently, the main algorithm
inserts the values of n and s in A and adds them with Tseq to
L.

c) Phase 3: Parallelism tuning: This phase represents
the core automation provided by EF. The main algorithm starts
the automation by checking whether n does not exceed m.
This step is essential to limit the EF from generating more
configurations. If n is less than or equal to m, the main
algorithm passes n and d in a call to the Thread Controller
ctrlThreads(n, d). After receiving the new n value
from the Thread Controller, the main algorithm passes n with p
in a call to the reasoner and stores the parallel reasoning time
in a variable named Tpar . Subsequently, the main algorithm
sends Tseq and Tpar in a call to the Speedup Calculator,
calcSpeedup(Tseq, Tpar), to find the ratio and save it
in s. Finally, the main algorithm performs the necessary
operations to store performance data in A and L.

d) Phase 4: Optimization: In this phase, the main
algorithm passes A in a call to the Parallelism Optimizer,
optParallelism(A), which searches for o in A. Once
o is identified, the main algorithm prints o on the console.
The parallelism tree and optimizer will be explained compre-
hensively in Section III-B4.

e) Phase 5: Output formatting: This phase is the final
stage in EF, where performance data L are formatted into a
comma separated value file (CSV). This format was chosen
for its compatibility with most statistical analysis and database
systems, which allows direct processing by analysis tools. In
addition, a line chart is generated to illustrate the relationship

between each thread count and the associated reasoning time.

2) Thread controller: This section explains the algorithm
of Thread Controller, denoted as ctrlThreads(n, d),
designed to create thread configurations. Building on rec-
ommendation by Huang et al. [43], who recommended em-
ploying sampling strategies for generating configurations, this
algorithm generates thread configurations systemically using
a specified scale difference, d. To prevent incorrect input,
we added a conditional statement that verifies the value of
d entered by the user. If d is assigned a negative number or
zero, the Thread Controller sets d to the seed value of 1 and
recalculates n accordingly. Otherwise, the Thread Controller
computes the new n based on the provided value of d.

Definition 1. Let n be a thread configuration and d be the
scale difference. The Thread Controller calculates is defined
as:

ctrlThreads(n, d) =

{
n+ 1 if d ≤ 0

n+ d if d > 0
(1)

3) Speedup calculator: Speedup is a common metric
that is used to assess performance improvements in sys-
tems running on parallel computing architectures. To mea-
sure speedup, we designed Speedup Calculator, denoted as
calcSpeedup(Tseq, Tpar), an algorithm that calculates
the speedup factor as the ratio between the execution time for
sequential reasoning and the time taken for parallel reasoning.
Since most reasoners record reasoning times in milliseconds,
we took account of scenarios where executing the reasoner on
massively parallel computing resources results in reasoning
times in fraction of a millisecond rounded to zero (i.e. in
nanoseconds). To handle this, the Speedup Calculator first
checks if the value of Tpar is non-zero. If this condition is
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Fig. 2. EF Architecture.

met, the calculator proceeds with the division. However, if
Tpar equals zero, the calculator throws an arithmetic exception,
which is treated as “undefined” in arithmetic, and the process
safely halts.

Definition 2. Let Tseq be the execution time of the sequential
reasoning, and Tpar be the execution time of the parallel
reasoning. The Speedup Calculator is defined as:

calcSpeedup(Tseq , Tpar ) =

{
Undefined if Tpar = 0
Tseq

Tpar
if Tpar ̸= 0

(2)

4) Parallelism Tree (PT) and Parallelism Optimizer (PO):
An AVL tree is a self-balanced binary search tree character-
ized by its speed in most operations, including insertion and
searching [44] [45]. We chose the AVL tree to construct the
search space in EF due to its time efficiency, with a worst-
case time complexity of O(log n) for core operations, which
outperforms other data structures to align with the objective of
this study. For clarity, we used Parallelism Tree (PT) to refer
to the tree-based search structure and Parallelism Optimizer
(PO) to refer to the associated optimization algorithm.

PT is a modified version of the AVL tree, where each node
a consists of performance data (s) and its associated thread
configuration (n). In addition, each node has pointers to a left
child (l) and a right child (r). Unlike the AVL tree, PT uses
s as the key to determine the correct position to insert a new
node. In PT, the sequential reasoning node is always the root,
while the parallel reasoning nodes are placed based on their

speedup factor. Algorithm 1 presents the insert procedure for
PT.

Algorithm 1: insert(s, n)
1: Input: s, n
2: Output: rebalance(root)
3: if root = null then
4: return new Node(s, n)
5: else
6: if root.s > s then
7: root.l← insert(s, n)
8: else if root.s < s then
9: root.r ← insert(s, n)

10: else
11: root.nQueue.add(n)
12: end if
13: end if
14: return rebalance(root)

In the initial experiments, we observed that different
thread configurations produced identical speedup factors. Con-
sequently, PT prevents the insertion of nodes with duplicate
speedup. To resolve this issue, we integrated a priority queue
within the PT node structure to store all thread configurations
associated with the same speedup factor. This approach enables
PT to encapsulate each speedup factor with its corresponding
thread configurations in the same node. The priority queue
orders the configurations from the smallest to the largest,
enabling efficient exploration by neglecting the less effective
configurations. In this study, we designed PO to select the
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Fig. 3. Parallelism tree (PT) in EF where each node contains speedup factor (s) and the associated thread configuration queue (n).

smallest thread configuration as the optimal one, under the
assumption that this configuration achieves the highest speedup
factor and that performance will not improve beyond this point.
Fig. 3 illustrates an example of PT resulting from one tuning
experiment. The red circle denotes the node with the maximum
speedup value, while the blue square indicates the optimal
degree of parallelism PO selects from the thread queue.

Similarly to the AVL tree, PT is ordered and places
the node with the highest speedup factor at the end of its
rightmost path. Therefore, we designed the PO algorithm,
denoted as optParallelism(A), to search for the optimal
configuration only in the rightmost path of the PT. Such an
approach efficiently saves time compared to search in a multi-
dimensional space structure. PO starts the optimization search
by checking whether the root’s right pointer points to NULL.
If so, it returns the root node because it contains the optimal
degree of parallelism. If not, it performs this check recursively
until it finds the node whose right pointer refers to NULL as
the node containing the optimal thread configuration. The PO
algorithm is shown in Algorithm 2.

Algorithm 2: optParallelism(node)
1: Input: node
2: Output: node
3: if node.right == null then
4: return node
5: else
6: return optParallelism(node.right)
7: end if

IV. EXPERIMENTAL DESIGN AND SETUP

This study aims primarily to evaluate EF in terms of
performance, reliability, and effectiveness in assessing the scal-
ability of parallel reasoners. To achieve this, we conducted our
experiments on a case study on the ELK reasoner, a reasoning
engine specifically designed for OWL2 EL ontologies [16].

ELK is one of the few actively maintained parallel reasoners
for OWL2, as many other reasoners have been discontinued
[15]. Although ELK provides a variety of reasoning services
to support ontology development and querying, our experiment
scope is only on the classification reasoning service.

We conducted the experiments on the Aziz Supercom-
puter, where each node consists of two 12-core processors
(Intel Xeon CPU E5-2695v2, 2.40 GHz) that support Hyper-
Threading Technology, providing a total of 48 logical cores and
a total memory of 256 GB (128 GB per processor). Since ELK
was designed to operate exclusively on shared memory servers
[16] [46], we performed all experiments on a single node. To
maintain the integrity of our results, we secured exclusive ac-
cess to server resources, thereby preventing the interleaving of
jobs which could potentially compromise reasoning time and
speedup factor. Furthermore, we configured the EF parameters
with a scale difference of 1 and set the maximum thread count
to 240 in all experiments. Section V-D1 will explain our choice
of these parameter values.

Our research used a systematic sampling technique to
select the ontologies. First, we downloaded ontologies from
BioPortal 1 and OBO Foundry2 that support the OWL2 EL
profile. Then, we further classified the ontologies based on
the number of TBox axioms into different sizes, ranging
from tiny to medium. We based our categorization on the
number of TBox axioms since the classification reasoning
service is associated with only TBox axioms. We selected
three ontologies from each size category, resulting in a total
of nine ontologies. Each ontology was examined in a separate
experiment, and each experiment was repeated three times
to ensure reliability, resulting in a cumulative total of 27
experiments. This approach allowed us to ensure a diverse
range of ontologies for our experiments while ensuring that
the samples represented the entire population of OWL2 EL
ontologies.

1https://bioportal.bioontology.org/
2https://obofoundry.org/
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V. CASE STUDY: VALIDATING THE PERFORMANCE,
RELIABILITY, AND EFFECTIVENESS OF EF IN TUNING THE

ELK REASONER

ELK is a specialized OWL reasoner that classifies ontolo-
gies in the OWL2 EL profile. It is known for its high per-
formance due to its parallel reasoning and robust optimization
techniques [16]. ELK has expanded its capabilities to include
incremental classification and proof tracing, with optimizations
for handling role composition axioms and rewriting low-
level inferences. These improvements simplify incremental
reasoning, proof generation, and enable automated verification
and ontology debugging.

This case study begins with an assessment of EF from
performance and readability perspectives and ends with an
evaluation of the effectiveness of EF in analyzing the scal-
ability of the reasoning system.

A. Overall Framework Performance

The analysis starts by evaluating the performance of the
EF for the overall tuning process, covering ontology loading,
configuration generation, performance monitoring, and reason-
ing optimization. Table III presents the minimum, maximum,
average and standard deviation of execution times (in seconds)
required for EF to tune and optimize the ELK reasoner.
Execution times range from a few seconds to just under five
minutes.

For tiny ontologies, such as OLATDV, INO, and FBDV,
the tuning process was completed in a few seconds, demon-
strating the framework’s efficiency in quickly exploring thread
configurations. Small-sized ontologies, including PLANA and
PDON, exhibited slightly longer tuning times, ranging from
17 to 28 seconds. In contrast, medium-sized ontologies, such
as OBA, EMAPA, and ORDO, required significantly more
time, with ORDO taking the longest at 4 minutes and 29
seconds. This variation in execution times reflects the influence
of ontology size on EF performance, with larger ontologies
requiring longer durations.

Narrowing the focus from overall framework performance,
the next section presents a detailed comparative analysis of the
EF’s optimization algorithm against baseline search algorithms
commonly used in optimization studies.

B. Parallelism Optimizer vs. Existing Optimization Methods

To evaluate EF’s optimization performance, we compared
its Parallelism Optimizer (PO) with existing search methods
commonly used in optimization studies. Specifically, we com-
pared PO with grid search (GS), hill climbing (HC), simulated
annealing (SA) and random search (RS). To conduct a fair
comparison, we separated PO from the EF architecture. We
used one data set resulted from one tuning experiment for all
the algorithms involved in the comparison. For SA, we set the
initial temperature at 1000 and the cooling rate to 0.95, while
for RS, we set the number of iterations to 100.

A summary of the comparative analysis is shown in Table
IV. The results showed that PO significantly outperforms its
competitors, achieving an average reasoning time of just 0.003
ms. In contrast, the average reasoning times for the other
algorithms were 0.167 ms for GS, 0.090 ms for HC, 0.196 ms

for SA, and 0.128 ms for RS. This high efficiency is further
demonstrated by the success rate in identifying the optimal
thread configuration. PO perfectly found the optimal thread
configuration in all ten attempts, while both HC and SA failed
in all attempts, and RS succeeded in only three trials.

C. Data Quality and Reliability

In data assessment, we focus on evaluating the quality
of the EF measurements gathered during the tuning process
and the consistency between these measurements. Listing 1
represents a sample console output of the type of variable
data input, missing values, and duplicate rows in the data
collected by the EF. As shown in Listing 1, the data underwent
evaluation included the test ID for referencing purposes, thread
count, reasoning time in milliseconds and in a format of
days, hours, minutes and seconds to ease readability, and
corresponding speedup factor. The assessment showed that
each variable was correctly formatted in a suitable data type. In
addition, it revealed that neither missing values nor duplicate
rows were found in the data, reporting data integrity and
quality.

=========================================================
File: ELK_ORDO_1_240_2.csv
=========================================================
| Variable | Data Types | Missing |
|--------------------------------|------------|---------|
| Test Number | object | 0 |
| Number of Threads | int64 | 0 |
| Total Reasoning Time (ms) | int64 | 0 |
| Total Reasoning Time (d:h:m:s) | object | 0 |
| Speedup Factor | float64 | 0 |
| | | |
| Duplicate Rows: | | 0 |

Listing 1. Sample Console Output For EF’s Data Quality Assessment.

To assess the reliability of the EF, we used the intraclass
correlation coefficient (ICC). We selected ICC over other
statistical methods because our study involves repeated exter-
minates conducted in the same environmental settings. ICC is
a highly precise statistical method that is sensitive to variance
[47]. In addition, ICC can assess both the consistency within
and between configurations. It is widely used in other fields
such as medicine, psychology, biology, and genetics, especially
to evaluate the reliability of measurement tools such as medical
instruments and computer-aided detection (CAD) systems [48].
To our knowledge, this is the first study to use ICC in assessing
the reliability of automatic tuning methods.

Because the speedup factor is a ratio, we applied the ICC
assessment exclusively to the reasoning time. The results of the
reliability analysis for different ontology sizes are presented
in Table V. Each assessment applied the ICC(3,k) model to a
dataset of 720 measurements, calculated as each experiment
repeated three times with 240 measurements per trial. As
shown in Table V, the analysis of nine ontologies revealed high
ICC scores, ranging from 0.789 to 0.992, indicating strong
consistency between measurements. All ontologies showed
statistically significant results (p < 0.001) with narrow confi-
dence intervals, indicating precise measurements. The highest
ICC was observed for INO (0.992), followed by OLATDV
(0.990) and PLANA (0.962). ORDO and PDON also showed
strong ICC scores of 0.951 and 0.932, respectively. However,
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TABLE III. REASONING TIME CALCULATED BY EF IN TUNING ELK REASONER (IN SECONDS)

Ontology TBox Axiom count Ontology Sizea Min. Time Max. Time Avg. Time Median Time SD Time

OLATDV 88 Tiny 9.24 12.25 10.377 9.637 1.636

INO 384 Tiny 11.36 11.63 11.491 11.489 0.134

FBDV 646 Tiny 10.17 11.71 11.097 11.413 0.815

PDON 1252 Small 15.86 34.64 28.311 34.433 10.786

PLANA 2755 Small 15.89 18.21 17.071 17.113 1.157

WBPHENOTYPE 4026 Small 36.86 43.34 39.703 38.910 3.316

OBA 17811 Medium 137.06 295.03 194.653 151.877 87.241

EMAPA 23029 Medium 74.49 78.92 77.309 78.518 2.448

ORDO 53861 Medium 233.28 287.40 269.103 286.634 31.029

a Ontology sizes categorized by TBox axiom count: Tiny – fewer than 1,000 axioms; Small – 1,000 to 10,000 axioms; Medium – 10,000
to 100,000 axioms; Large – 100,000 axioms or more.

TABLE IV. BENCHMARKING THE PARALLELISM OPTIMIZER AGAINST
EXISTING OPTIMIZATION SEARCH ALGORITHMS

Algorithm Grid
Search

Hill
Climbing

Simulated
Annealing

Random
Search

Parallelism
Optimizer

Average Reasoning
Time (ms)

0.167 0.090 0.196 0.128 0.003

Success Rate for
Optimal Thread
Identifications (out
of 10)

10/10 0/10 0/10 3/10 10/10

Time Complexity O(n) O(n) O(n) O(n) O(logn)

TABLE V. RELIABILITY ANALYSIS FOR EF MEASUREMENTS AMONG
DIFFERENT SIZES OF ONTOLOGIES

Ontology ICC F P CI95%

OLATDV 0.989824 98.267647 8.143461e-311 [0.99, 0.99]

INO 0.992448 132.417193 0.0 [0.99, 0.99]

FBDV 0.880456 8.365113 3.314461e-85 [0.85, 0.90]

PDON 0.932163 14.741265 1.651629e-130 [0.92, 0.95]

PLANA 0.962178 26.439423 9.941877e-183 [0.95, 0.97]

WBPHENOTYPE 0.789731 4.755818 9.179020e-48 [0.74, 0.83]

OBA 0.883609 8.591758 3.438310e-87 [0.86, 0.91]

EMAPA 0.889079 9.015433 8.344745e-91 [0.86, 0.91]

ORDO 0.951172 20.48018 2.327254e-159 [0.94, 0.96]

WBPHENOTYPE, with an ICC score of 0.790 and a 95%
confidence interval of [0.74, 0.83], showed moderate con-
sistency. Although the ICC score for WBPHENOTYPE was
statistically significant, its lower ICC and broader confidence
interval indicated weaker consistency compared to the other
ontologies.

D. EF Effectiveness in Analyzing Reasoning Performance

This section explores the role of EF in helping researchers
with scalability assessments to improve the performance of
parallel semantic reasoners. To validate EF effectiveness, we
performed exploratory and regression analysis.

Before conducting the evaluation, we combined all EF
data resulted from all experiments. Additionally, we added
characteristics information for each ontology, including the
TBox axiom count and size. we performed the necessary pre-
processing and normalization .

1) Exploratory analysis: This section explores the impact
of varying thread configurations and ontology sizes on the
performance of the ELK reasoner. It also examines the re-
lationship between the optimal degree of parallelism and the
total number of logical cores. To examine these relationships,
we define three examination areas:

• Area 1: less than the total of logical cores.

• Area 2: equal to the total of logical cores.

• Area 3: greater than the total of logical cores.

As mentioned in Section IV , we set the scale difference
to 1 and the maximum thread count to 240. These settings
ensured the gradual increase in thread configurations with
a threshold exceeding the total number of logical cores. In
addition, these settings allowed us to cover all the examination
areas in a single execution. Fig. 4a, 4b, and 4c demonstrate
the scalability of the ELK reasoner with varying ontology
sizes and thread configurations. The red dashed line presents
a reference mark pointing to the 48 logical cores.

In Fig. 4a, processing tiny ontologies OLATDV, INO, and
FBDV displayed optimal performance at around 48 threads,
with OLATDV achieved a speedup factor of 30, followed by
FBDV of 25 and INO of 16. For OLATDV and INO, the
optimal thread configuration was found in Area 1, while for
FBDV the optimal solution was found in the first portion of
Area 3, after which the performance decreased significantly.
Similarly to tiny ontologies, the small ontologies PDON,
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(a) Tiny ontologies

(b) Small ontologies

(c) Medium ontologies

Fig. 4. ELK’s Scalability with varying ontology sizes and thread
configurations.

PLANA, and WBPHENOTYPE reached the speed factor of
16, 12, and 6, respectively, with optimal configuration found
in Areas 1 and 3, as shown in Fig. 4b. However, the range
of speedup factors for the small ontologies was narrower than
that of the tiny one, as indicated by the reduced scale of the
speedup axis in Fig. 4b compared to the axis in Fig. 4a.

In Fig. 4a, processing small ontologies like OLATDV, INO,
and FBDV showed optimal performance at approximately 48
threads. Processing OLATDV achieved a speedup factor of
30, FBDV reached 25, and INO managed 16. The best thread

configuration for OLATDV and INO was in Area 1, while
FBDV’s optimal performance was in the initial part of Area
3, followed by a significant drop. Similarly, small ontologies
PDON, PLANA, and WBPHENOTYPE achieved speed factors
of 16, 12, and 6, respectively, with optimal configurations in
Areas 1 and 3, as shown in Fig. 4b. The speedup range for
small ontologies was narrower compared to tiny ones, reflected
by the smaller scale of the speedup axis in Fig. 4b compared
to Fig. 4a.

Fig. 4c presents notable performance gains for medium-
sized ontologies compared to the small ones, where the average
speedup for processing ORDO and EMAPA achieved factors
between 4 and 5, while performance in processing OBA stabi-
lized at a less speedup factor. Key observations were deduced
from this figure. First, there is a notable decrease in the
range of speedup factors compared to Fig. 4a and 4b. Second,
the optimal thread configurations were identified in Area 1,
indicating that adding more threads did not lead to further
enhancements. Third, the trend line for this category shows
a performance stabilization, suggesting that ELK reasoners
benefits from parallelization in reasoning large ontologies more
than small ones.

2) Regression analysis: In this analysis, we used an Or-
dinary Least Squares (OLS) regression model to quantify the
impact of thread configurations and ontology size, measured
in terms of the TBox axiom count, on the reasoning time.
This model, with standardized predictors, explained 78.4% of
the variance in reasoning time (R2 = 0.784), highlighting its
effectiveness in capturing the relationship between predictors
and reasoning time. The results, presented in a 3D scatter
plot shown in Fig. 5, revealed that while the TBox axiom
count significantly affected the time of reasoning (β1 = 0.8855,
p < 0.001), the thread count has a negligible impact (β2 =
0.0066, p = 0.512). Furthermore, the model showed a notable
predictive accuracy, with an average Mean Squared Error
(MSE) of 0.2165 and a Root Mean Squared Error (RMSE)
of 0.4653.

VI. DISCUSSION

The rapid expansion of ontologies and the lack of automatic
tuning approaches have poses challenges on advancing parallel
semantic reasoners. In related domains, several sophisticated
tuning frameworks have been developed, applying existing
search methods for optimization. Although existing search
methods presented significant improvements, reducing their
search time is still an active research field. This study ad-
dressed these gaps by proposing an automatic tuning method-
ology with an innovative tree-based search algorithm.

Our case study presented in Section V validated the
performance gains, reliability, and effectiveness of automatic
tuning in optimizing parallel semantic reasoners. Using ELK
reasoner as a case study, our methodology, Eagle Framework
(EF), efficiently completed the entire tuning process, from
ontology loading to final optimization results, in less than
five minutes across 240 thread configurations. Practically, such
efficiency cannot be achieved in manual tuning approaches,
underscoring the importance of applying automatic tuning
methods to optimize the performance of semantic reasoner.
These findings align with the conclusion of Mustafa’s study,
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Fig. 5. A 3D Scatter plot with regression plane illustrating the relationship
between TBox axiom count, number of threads, and reasoning time.

who also found through his survey study that automatic tuning
ultimately outperforms manual tuning and becomes a crucial
demand for optimizing parallel architectures [49].

We benchmarked our search algorithm, Parallelism Opti-
mizer (PO), against the methods reviewed in Section II-C,
namely: Grid search (GS), hill climb (HC), simulation an-
nealing (SA), and random search (RS). We ensured a fair
comparison by isolating the implementation of PO from other
components in EF, similar to the isolation strategy employed
in [40]. The results demonstrated the superiority of PO over its
counterparts. PO exhibited logarithmic growth in search time
and achieved a perfect success rate in identifying the optimal
degree of parallelism. In contrast, other algorithms showed
linear growth in search time and varying success rates. This
superiority is gained from the deterministic characteristics of
PO combined with the structural design of the Parallelism Tree
(PT) search space. Specifically, the ordering nodes in PT based
on a performance metric (i.e. the speedup factor for this study)
and the queuing mechanism for storing parallelism configura-
tions significantly decreased the search time and reduced tree
size. Compared to the methodology proposed in [7], where
a long chain of trees with a distinct node was used only for
storage purposes, our methodology leveraged the efficiency of
an integration between the tree-based and priority queue in
storage and exploration purposes. However, our methodology
provides efficiency for one-parameter optimization, and multi-
dimensionality is not supported yet.

The analysis in Section V-D investigated the influence of
increasing thread count and ontology size on ELK’s scalability.
For small ontologies, the results showed severe performance
degradation as the number of threads increases. On the other
hand, larger ontologies exhibited a lower speedup factor but
maintained stable performance with the increase in thread

count. Our findings demonstrate that the ELK reasoner scales
efficiently with larger ontologies using a high degree of par-
allelism, while for small ontologies it performs poorly due to
over-utilization of processing units. These findings emphasize
those in [16], where the authors stated that their ELK reasoner
benefited more from increased parallelism when processing
larger ontologies than smaller ones. In summary, this study
highlights the need for adaptive tuning approaches to develop
efficient and scalable reasoning systems.

This study effectively applied the intraclass correlation
coefficient (ICC) method to analyze the reliability of EF.
This effectiveness was the result of the following conditions.
First, the sample size used in each ICC assessment were
relatively large. Second, the massively parallel resources in
HPC environment led to precise variance in the reasoning time
measurements. Third, the experimental setup ensured exclusive
access to HPC resources, leading to clean results, demon-
strating the robustness of EF. These conditions enabled the
ICC to effectively detect variance in time measurements both
within and between parallelism configurations, contributing to
a narrower confidence interval range. Based on these findings,
we recommend future investigations to explore the viability of
ICC in evaluating tuning results implemented under the same
conditions.

This study offers significant contributions to revitalizing the
domain of semantic reasoning and expanding existing research
on optimization approaches. However, it was constrained by
the limitations of the ELK reasoner, which operates only on a
shared memory system. Furthermore, the hardware resources
of the experimental environment restricted us from using
massive-size ontologies. Future experimentation is required to
validate the effectiveness of our methodology in optimizing
different semantic reasoners on different computing architec-
tures.

VII. CONCLUSION

As the size and complexity of ontologies expand, particu-
larly with the advent of the Internet of Things and other data-
driven systems, optimizing parallel semantic reasoners has
become a significant challenge. This study proposed the Eagle
Framework (EF), an innovative automatic tuning framework
aimed at helping researchers optimize the performance of
semantic reasoners. EF automatically generates thread config-
urations and effectively records performance data. EF differen-
tiates itself through its modular design and adaptability, operat-
ing as a black-box solution that integrates seamlessly with vari-
ous parallel reasoning engines. By designing a novel tree-based
search algorithm, EF efficiently identifies the optimal number
of threads. EF’s methodology significantly reduces the manual
effort required for tuning parallelism, saving researchers time
and enabling them to focus on higher-level tasks. EF’s ability
lies in writing the performance measurements in CSV files,
making them ready for data analysis. In addition, EF represents
performance data in high-resolution visualization, offering
researchers a comprehensive understanding of how different
configurations impact reasoning efficiency.

Through a case study, this research validated the efficiency
of EF in tuning thread configurations for the ELK reasoner
across varied ontology sizes. Comparative analysis shows that
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EF efficiently identifies optimal parallelism, outperforming
existing search algorithms applied in optimization studies.
Furthermore, this study validated the effectiveness of EF in ad-
dressing key research questions commonly discussed in the lit-
erature, such as the relationship between optimal performance
and the full utilization of logical cores and the scalability of
parallel reasoners to increase both processing resources and
ontology size. In addition, this study introduced the application
of the intraclass correlation coefficient (ICC) in assessing the
reliability of performance tuning tools. The findings validated
the consistency of the EF tuning measurements within and
between configurations, suggesting the accuracy of ICC in
assessing the reliability of tuning systems executed on a high-
performance computing architecture.
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Abstract—Imbalanced datasets are a significant challenge
in the field of malware detection. The uneven distribution of
malware and benign samples is a challenge for modern machine
learning based detection systems, as it creates biased models
and poor detection rates for malicious software. This paper
provides a systematic review of existing approaches for dealing
with imbalanced datasets in malware detection such as data-level,
algorithm-level, and ensemble methods. We explore different tech-
niques including Synthetic Minority Oversampling Technique,
deep learning techniques including CNN and LSTM hybrids, Ge-
netic Programming for feature selection, and Federated Learning.
Furthermore, we assesses the strengths, weakness, and areas of
application of each approach. Computational complexity, scala-
bility, and the practical applicability of these techniques remains
as challenges. Finally, the paper summarizes promising directions
for future research like lightweight models and advanced sam-
pling strategies to further improve the robustness and practicality
of malware detection systems in dynamic environments.

Keywords—Malware detection; machine learning; imbalance
datasets; oversampling; SMOTE

I. INTRODUCTION

Cybersecurity is a critical area in today’s world and mal-
ware detection is a critical area of cybersecurity, because
malicious software is proliferating at a rapid rate, and it
is getting more sophisticated [1], [2]. Moreover, Malware
detection solutions are essential given the urgent need to solve
the issue. However, detecting malware more effectively has
become increasingly difficult because of the complexity of
modern malware and the volume of data being generated. In
response to this challenge, Machine Learning (ML) techniques
have risen in prominence by learning malware patterns and
determining their difference from benign software [3]. But
the problem of imbalanced datasets is a major obstacle in
developing effective malware detection systems. This comes
from having a dataset used to train ML models that contain a
much lower number of malware samples than data associated
with benign samples, leading to biased models that cannot
adequately detect malicious activity.

In this paper, we present techniques for addressing im-
balanced datasets in malware detection and evaluate their
effectiveness through a systematic review.

II. BACKGROUND

A. Imbalanced Datasets in Malware Detection

Malware detection datasets are imbalanced when the mal-
ware samples (minority class) have a very small distribution
compared to benign samples (majority class) [4], [3], [5].

As a result, model predictions become skewed towards the
majority class and ignore important minority samples, which
are most often the focus in cybersecurity. Fig. 1 demonstrates
the imbalanced data distribution.

Fig. 1. Visual representation of an imbalanced malware dataset.

B. Balanced Datasets in Malware Detection

Malware detection datasets that are balanced are those
which have approximately the same number of samples in
the majority class (non-malicious data) and minority class
(malicious data) [4], [2]. This balance prevents classifiers from
biasing towards any one class, and results in more accurate
detection of both non-malicous and malicous data. Fig. 2
demonstrates the balanced data distribution where both data
are equal in the count.

C. Challenges of Imbalanced Datasets

Imbalanced datasets raise the following challenges:

• Biased Prediction: Datasets with imbalanced classes,
therefore, often lead to classifiers that are skewed
towards the majority class, and would often then
perform poorly on the minority class [4], [2].

• Poor Generalization: Insufficient training examples
lead to failure of the classifiers to generalize well on
minority class predictions [3].

• Metric Misleading: As high accuracy can be obtained
by ignoring the minority class, standard accuracy
measures become unreliable [2], [6].

• Class Overlapping: Classes of imbalanced datasets
might overlap, and there will be no clear boundaries
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Fig. 2. Visual representation of balanced malware datasets.

TABLE I. OVERVIEW OF DATA-LEVEL METHODS

Method Definition Advantages Limitations
Over-
Sampling
[4]

It add synthetic ex-
amples to the mi-
nority class to bal-
ance the dataset.

Balances class
distribution
without losing
existing data.

Risk of overfitting
and computational
overhead in manag-
ing large synthetic
datasets [6].

Under-
Sampling
[6]

Reduces the major-
ity class samples to
balance the dataset
by either randomly
removing examples
or applying heuris-
tic methods.

Simplifies the
dataset, and
encourages the
model to focus
equally on
both classes.

Loss of potentially
valuable data from
the majority class.

separating classes, which complicates distinguishing
between majority and minority samples [6], [2].

• Overfitting and Underfitting: On the other hand, over-
sampling the minority class results to overfit while un-
dersampling the majority class results to underfit [6].

D. Approaches to Address Imbalanced Datasets

In this section, different techniques are introduced to ad-
dress the imbalanced dataset problem in malware detection. We
broadly categorize these approaches into data level methods,
algorithm level methods, and ensemble methods that solve the
imbalance problem from different angles.

1) Data-Level Methods: Data level approaches try to bal-
ance the class distribution by changing the data before applying
any ML algorithm [6]. Table I shows the data-level method.

The Fig. 3 shows the illustration of over-sampling and
under-sampling.

2) Algorithm-Level Methods: Algorithm level methods
adapt existing learning algorithms to make them more sensitive
to imbalanced data [7]. Unlike these methods, they do not
change the dataset but rather change the training process.
Common algorithm-level methods show in Table II.

3) Ensemble Methods: It is a combination of multiple clas-
sification techniques from the above mentioned categories and
can be seen as a wrapper of other methods such as nsembling
which is widely used as a classification technique [7].The
method consists of pretraining and fine tuning on the original

Fig. 3. Illustration of OverSampling and UnderSampling methods for
handling imbalance datasets.

TABLE II. SUMMARY OF ALGORITHM-LEVEL METHODS

Method Definition Advantages Limitations
Cost-
Sensitive
Learning
[7]

Assigns higher mis-
classification costs
to minority classes.

Improves focus on
minority samples,
and aligns learning
with real-world
impact.

Requires precise
cost estimation;
may still bias
towards majority
class.

Thresholding
[7], [2]

To balance the class
distribution, the de-
cision threshold is
adjusted.

Simple Implemen-
tation, No data loss.

heavily depends on
the choice of the
optimal threshold
value and not be
effective for all
types.

One class
classification
[7], [2]

It learns from one
class (typically the
minority class) and
seeks to identify in-
stances that belong
to this class, reject-
ing all others.

Useful for high-
dimensional
datasets and more
robust to noisy
data.

More complex to
implement and not
generalize well to
new, unseen data.

imbalanced dataset. Also, it combines predictions from multi-
ple models to increase robustness and decrease bias [3], [4].
Bagging and Boosting are techniques. where it Combines the
strengths of individual classifiers for better overall performance
and reduces the impact of minority class under representation
by focusing on difficult to classify samples [6], [4].

E. Motivation

This systematic literature review is motivated by the ne-
cessity of improving malware detection capabilities in the
presence of:

• The Growing Threat of Malware: Malware attacks
have been increasing in frequency and sophistication,
making risks to individuals and organizations. As
stated by the report of AV-atlas, where over three
millions new malware were found in the first two
weeks of November 2024 [8]

• Importance of Effective Malware Detection: Unde-
tected malware can lead to the loss of sensitive infor-
mation, financial implications, operational disruption.

• Challenges with Imbalanced Datasets: Non-malicious
samples outnumber malware samples, leading to
model bias and high false negatives.

• Need to Address Data Imbalance: To enhance security,
improve malware detection accuracy and strengthens
overall cybersecurity defenses.
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F. Problem Statement

Imbalanced datasets in malware detection pose a big prob-
lem for ML models, which leads to biased detection systems
that fail to well detect malware [6], [5]. Failure in the
identification of the minority class leads to models that perform
poorly when it comes to classifying benign against malicious
samples, this being due to the current imbalance between
benign and malicious samples. This work is a systematic litera-
ture review to investigate and assess existing solutions to solve
this problem, and to gain insights to develop better methods
to deal with imbalanced datasets in malware detection.

G. Scope

The scope of this SLR is to review the literature on
imbalance in datasets for malware detection. It includes data
level, algorithm level and ensemble methods used to handle the
imbalanced datasets. The scope is to evaluate these methods, to
identify the challenges and limitations of applying them, and
to suggest potential directions for future research. In addition,
the review will point out how different solutions have been
used in the case of malware detection and their pros and cons.

H. Objective

The objectives of this research are as follows:

• Conduct a Comprehensive Literature Review: In order
to systematically review the existing literature regard-
ing how to handle imbalanced datasets in malware
detection.

• Investigate Current Solutions: In order to identify and
evaluate different approaches used to tackle imbal-
anced datasets.

• Assess Effectiveness: Focusing on metrics such as ac-
curacy and F1-score, these approaches will further be
assessed for their effectiveness in improving malware
detection.

• Identify Challenges and Gaps: The challenges, lim-
itations, and gaps of existing methods dealing with
imbalanced datasets in malware detection will be
identified.

• Suggest Future Directions: propose several directions
that could become future research paths in regard to
imbalanced datasets in malware detection.

By addressing these objectives, this review aims to offer a clear
understanding of the current landscape of imbalanced dataset
in malware detection.

III. RESEARCH METHODOLOGY

We follow a systematic approach to review the existing
literature on imbalance datasets in malware detection, fol-
lowing the Preferred Reporting Items for Systematic Reviews
and Meta Analyses (PRISMA) guidelines. It includes defining
the research questions, selecting databases, developing search
strings, establishing of inclusion exclusion criteria, and ap-
plying a quality assessment framework. The methodology is
organized as follows:

A. Data Sources and Search Strategy

To ensure comprehensive coverage of relevant studies, the
search was conducted across the following academic databases:

• IEEE Xplore

• MDPI

• SpringerLink

• ScienceDirect

The keywords used for the selection based on the related
research objectives:

(“Imbalanced Datasets”) AND (“Malware Detection”)

Only peer-reviewed journal articles and conference papers
published between 2020 and 2024 were considered to capture
recent developments.

B. Inclusion and Exclusion Criteria

To filter search results for relevant studies, we established
the following inclusion and exclusion criteria:

1) Inclusion Criteria:

• Studies that focus on imbalanced datasets and malware
detection

• Peer-reviewed journal articles, conference papers.

• Studies that provide empirical results or evaluations
using datasets relevant to imbalanced datasets.

• Publications written in English.

• Propose novel methods or provide empirical evalua-
tions.

2) Exclusion Criteria:

• Studies not related to imbalanced datasets and mal-
ware detection.

• Publications that only provide theoretical models with-
out empirical validation.

• Non-peer-reviewed sources such as theses, white pa-
pers, and editorials.

C. Study Selection Process

The study selection process adhered to the PRISMA frame-
work, proceeding in three stages:

• Initial Screening: All retrieved articles were screened
by titles and abstracts to exclude irrelevant studies and
choose those meeting the inclusion criteria for full-text
review.

• Full-Text Review: Full texts of selected articles were
reviewed to determine their relevance and quality.
Excluded articles that did not provide detailed infor-
mation on balancing techniques, datasets, or empirical
evaluations.

• Data Extraction and Coding: A standardized form
was used to extract data from the final set of ar-
ticles, including balancing techniques, datasets, and
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Fig. 4. PRISMA flow diagram summarizing the study selection process.

Fig. 5. Distribution of publications included in the review based in year.

evaluation metrics, as well as identify challenges and
contributions.

Fig. 4 shows the PRISMA flow diagram.

Fig. 5 shows the distribution of the number of papers
selected for this SLR per year.

IV. LITERATURE REVIEW

The problem of imbalanced datasets in malware detection
in Android devices is addressed by Dehkordy and Rasoolzade-
gan [9]. They obtained a dataset from Drebin and AMD
datasets containing 9,223 applications, and was heavily pre-
processed to reduce the features from 1,262 to 78 for faster
learning. The authors used SMOTE (Synthetic Minority Over-
sampling Technique), undersampling, and a hybrid approach to

solve the imbalanced issue. To improve the accuracy of detec-
tion they employed dataset preprocessing, ranking of features
and using multiple classifiers like K-nearest neighbors (KNN),
Support Vector Machines (SVM) and Iterative Dichotomiser 3
(ID3). The best results were obtained by a combination of
KNN with SMOTE, with an accuracy of 98.69%. However,
the study limited to false positive rates of 2.09% to 4.77%
and an approach that is only applicable to a limited number
of malware families, which limits the model’s generalizability.
Guan et al. [10] propose n Class Imbalance Learning (CIL)
approach to address the class imbalance problem for Android
malware detection. It applies the K-means clustering-based
under-sampling, which retains the representative majority sam-
ples, and then the SMOTE algorithm to generate the synthetic
minority samples. A Random Forest (RF) classifier is then
trained on the combined dataset. The dataset used for eval-
uation consists of 10,182 malware samples from VirusShare
and 127 benign samples, with a class imbalance ratio of 1:80.
They showed that the CIL method outperforms other traditional
methods such as SMOTE and random under-sampling. In
general, CIL shows good generalizability to other imbalanced
datasets, and it is a promising solution to the class imbalance
problem in malware detection.

Imbalanced datasets in malware detection for edge com-
puting in Android based Internet of Things (IoT) environments
is addressed by Khoda et al. [11]. The authors propose two
methods a dynamic class weighting technique and modified
Fuzzy-SMOTE for synthetic oversampling. The first approach
generates valid synthetic malware samples preserving the ma-
licious functionality, the second approach dynamically adjusts
class weights during training to improve malware detection.
The evaluation show over 9% improvement in F1 score over
traditional imbalanced learning techniques. 50,000 Android
applications and 500 malware samples in the dataset. The fuzzy
approach is limited by the requirement of careful tuning, while
the dynamic class weighting method is less sensitive to such
parameters.

The challenge of detecting Android ransomware in an
imbalanced dataset is addressed by ALMOMANI et al. [12].
A hybrid evolutionary approach using Binary Particle Swarm
Optimization (BPSO) and SVM is employed for feature selec-
tion and classification to improve classification performance
by effective optimization. The SMOTE was used to balance
the dataset. Sensitivity, specificity and g-mean were used
to evaluate the model, scoring 96.4%, 98.7% and 97.5%,
respectively. The dataset has 10,153 Android applications out
of 500 ransomwares. However, the dataset is small making it
difficult to generalize, especially for new ransomware variants.

Hemalatha et al. [13] suggest a DenseNet model based on
Deep Learning (DL), with a class balanced categorical cross
entropy loss to overcome class imbalances. Malware binaries
are transformed into grayscale images and malware detection
is framed as a multi-class image classification problem. The
experiments were performed on Malimg, BIG 2015, and
MaleVis datasets with high accuracies of 98.23%, 98.46%,
and 98.21%, respectively; and 89.48% on the unseen Malicia
dataset. However, the model lacks in accuracy on unseen data,
and struggles with novel malware (zero day attacks). Future
work could involve improving generalization to deal with zero
day attacks.
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Goyal and Kumar [14] discuss malware detection and the
effect of data imbalance. To balance the dataset, the researchers
use random under-sampling to reduce 42,797 malware samples
to 1,079 benign samples. They compared different ML classi-
fiers (KNN, Decision Tree, RF). RF achieved the best accuracy
of 98.94% on the imbalanced dataset, and 90.38% on the
balanced dataset. They show the impact of data imbalance on
model accuracy, and that more reliable results can be obtained
from balanced datasets. The study concludes that balanced
datasets are necessary to reduce bias and increase reliability,
and future research could include further investigation of more
sophisticated balancing techniques to improve the applicability
of the model to real world scenarios.

Salas and Geus [15] addresses the challenge of class
imbalance. The authors propose the MobileNet Fine-Tuning
(MobileNet FT) model, a fine tuned version of MobileNet
that utilizes bicubic interpolation and class weight estimation
techniques. Experimental results show that the proposed model
reaches accuracy rates for different datasets, such as Microsoft
Big 2015 (98.71%), Malimg (99.08%), MaleVis (96.04%), and
a new Fusion dataset (98.04%). These results show that the
model is robust to a range of malware families. The approach
is also shown to have limitations, such as a degradation in
performance as the number of malware families increases
and problems with unseen malware. This motivates further
investigation into more adaptive models to improve scalability
and robustness to new threats.

Almaleh et al. [16] suggest to improve the detection of
malware in Windows using a hybrid method. They uses logistic
regression with Recurrent Neural Network (RNN) to detect
malware from Application programming interfaces (API) call
sequences. The study presents a solution to the problem of
imbalanced datasets through the use of an undersampling
technique that creates a balanced dataset of 2,158 samples of
malicious and non-malicious samples. They initialize the RNN
weights using logistic regression for improved model accuracy.
For the balanced dataset, the model reached an accuracy of
83%, and for the imbalanced, an accuracy of 98%. Limitations
include a relatively small trained dataset after balancing due
to its restriction on generalizability. Future work could build
on the model for other operating systems and overcome these
limitations so that the model is more applicable and robust in
different scenarios.

Yu Ding et al. [17] proposed self-attention based ap-
proach, considering malware ASM files as text sequences
to distinguish the malware families. The imbalance dataset
technique used to represent ASM files as integer vectors and
use a self attention neural network to improve minority class
recognition. The sequence classification accuracy is improved
by capturing internal dependencies within sequences using this
approach. The model is evaluated using the Microsoft Malware
Classification Challenge dataset, and shows a robustness to
different datasets with 98.48% accuracy and 89.66% F1 score
for Simda class. However, small sample recognition problems
are not completely solved, and the interpretability of the model
is restricted. The future work could include improving early
detection of new malware and make neural networks easier to
interpret for practical application in cybersecurity.

Moti et al. [18] handles the problem of imbalanced dataset
for malware detection. The synthetic samples for minority

classes are generated using a hybrid model composed of
Convolutional Neural Networks (CNN) and Long Short-Term
Memory (LSTM) networks with Sequence Generative Adver-
sarial Networks(SeqGAN), so that the dataset is balanced.
The classification accuracy is improved to 98.99% using this
approach. They evaluate on a Microsoft dataset from a Kaggle
competition that contains nine malware families. While the
high accuracy, the model depends only on opcode sequences
without preprocessing, which can restrict its feature diversity.
Moreover, the training overhead of SeqGAN is not high and
the model still needs to be adapted to different datasets and
zero day threats.

The problem of Android malware detection is addressed by
Almomani et al. [19]. They present a vision based DL model
that converts Android Application Package (APK) bytecodes
to visual images and uses CNNs for classification. They
evaluate the model on an imbalanced dataset (14,733 malware
and 2,486 benign samples), without using data augmentation.
The main contribution is the development of 16 fine tuned
CNN algorithms that are efficiently able to classify malware,
which demonstrates 99.40% accuracy on balanced datasets
and 98.05% on imbalanced datasets. The study highlighted
reduced computational cost due to no longer requiring the
manual feature extraction. The limitations include dependence
on pre trained CNN weights and uncertain adaptability to new
malware types or other datasets.

In the problem of detecting macro malware in Microsoft
document files, Mimura [20] tackles the problem of highly
imbalanced datasets. They propose a method to combine
Doc2Vec and Latent Semantic Indexing (LSI) with four clas-
sifiers (SVM, RF, Multilayer Perceptron (MLP), CNN) to
increase the accuracy of malware detection. The highest F-
measure of 0.99 indicated a high accuracy. The dataset con-
sisted of more than 30,000 samples from VirusTotal and Stack
Overflow with an imbalanced distribution favoring benign
samples. Limitations include possible lack of generalizability
from dataset composition, and future work is to collect more
data for robust evaluation. The results of the study demonstrate
that LSI is robust to class imbalance and promising results in
practical malware detection applications.

Nikale and Purohit [21] addresses the issue of class
imbalance in the dataset. The authors used dynamic features
such as system calls and binder calls to classify Android APKs
into five families: Ransomware, smsware, adware, scareware
and benign. The dataset consists of 525 APK samples from
different sources, including Contagio Mobile and Google Play
Store. The research introduced SMOTE, Adaptive Synthetic
sampling (ADASYN), and balanced cost. They tested various
classifiers, and the highest accuracy of 91% was obtained
with Extreme Gradient Boosting (XGBoost) combined with
SMOTE. However, the study is limited by small dataset, hence,
restricted in generalizing its findings. Furthermore, constraint
is noted on the focus on a fixed set of dynamic features without
investigating more specific behavioral characteristics.

SAWADOGO et al. [22] evaluate the impact of data
imbalance on eleven ML algorithms, the authors use CICMal-
Droid 2020, a malware dataset. For comparison, they created
two subsets: one imbalanced and the other balanced. They
claim that traditional evaluation metrics (Accuracy, Precision
and Recall) are inappropriate for imbalanced datasets, while
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Balanced Accuracy and Geometric Mean are more appropriate.
The results show that algorithms such as AdaBoost and SVM
perform very poorly on imbalanced data, whereas Extra Trees
and RF are less sensitive. Therefore the authors suggest to
use balanced evaluation metrics to better represent the model
performance on imbalanced dataset. A study limitation is
that a single dataset was used. Additionally, future work
should study more sophisticated learning techniques on more
diverse datasets to improve the robustness of Android malware
detection models.

In this paper, Haluška et al. [23] compare 16 data pre-
processing methods for imbalanced classification problems,
with a focus on cybersecurity. The authors extensively used
six cybersecurity datasets and 17 other public imbalanced
datasets from different domains as benchmarks. Overall, the
performance of oversampling methods is better than that of
undersampling methods, and the standard SMOTE algorithm
gives a substantial performance boost. Experiment results
indicate that SMOTE and its variants, e.g. generalization of
SMOTE and SVM SMOTE, work well in various datasets
and metrics, e.g. PR AUC, ROC AUC, and P-ROC AUC.
This study shows that to improve predictive performance
on multiple tasks in cybersecurity and other domains, it is
essential to choose appropriate preprocessing methods and
carefully consider method choice and hyperparameter tuning.

Alzammam et al. [24] provide a comparative view of
different approaches to the problem of imbalanced multi-class
classification in malware detection using CNN. The study
focuses on evaluating the effectiveness of different meth-
ods, such as cost-sensitive learning, oversampling, and cross-
validation, to mitigate the imbalance issue in three publicly
available malware datasets. For instance, the study shows
that oversampling outperforms other methods in boosting the
accuracy and F1-score of the CNN model on every dataset,
while the proposed model achieves substantial improvements
in accuracy and F1-score when oversampling, with accuracy
reaching as high as 99.94% for the Malimg dataset. Finally,
this research highlights the importance of dataset character-
istics when selecting a method to correct for imbalance, as
well as other data factors (including noise and overlapping)
and the complexity of applying pre-trained models to malware
classification.

Phung and Mimura [25] suggest a way to detect malicious
JavaScript by using ML, but specifically dealing with the class
imbalance problem. Once the balance between the benign
and malicious datasets is adjusted through an oversampling
technique, the authors use them to train a classifier for predic-
tion. Experimental results indicate that the proposed method
can effectively detect new malicious JavaScript with higher
accuracy and efficiency (0.72 recall with Doc2Vec). With the
same training and test time per sample, this outperforms the
baseline method by 210% in terms of recall score on the
dataset with over 30,000 samples: 21,745 benign samples from
popular websites and 214 malicious samples from PhishTank,
along with an additional 8000 malicious samples from GitHub.
The research limits itself to various resampling techniques
without exploring or comparing them in a more comprehensive
way.

In mobile malware detection, Khoda et al. [26] propose
a novel way to handle the problem of imbalanced datasets

via synthetic oversampling. This method proposes the addition
of features to existing malware samples to generate synthetic
malware samples that are valid and retain the malicious
functionality. They test the approach using a Deep Neural
Network (DNN) on the Drebin Android malware dataset.
Results indicate that the proposed method achieves higher
precision, recall and F1 score than the oversampling and
undersampling techniques in general, and especially at lower
imbalance ratios. The performance of the proposed model is
much more accurate than previous methods, achieving an F1
score of 94.2% at 10% imbalance ratio and accuracy of 98.8%.
The dataset used is the Drebin dataset which has 50,000 apps
and 500 malicious apps as the minority class.

Reshi and Singh suggest a new method to handle the imbal-
ance issue in malware datasets through the use of Variational
Autoencoder (VAE) [27]. The proposed solution uses VAEs
to extract and compress features from the given data and, thus,
the model is able to learn features that are resistant to noise
and distinguish between real malware and other types of noise.
In addition, VAEs improve the data augmentation technique
by generating synthetic malware samples from the learned
latent space to help overcome the imbalanced problem. This
approach expands the training set and, therefore, improves the
model’s ability to generalize and increase the detection rate
for new or less frequent variants of malware. The research
contributes by enhancing the VAEs by combining them with
CNNs for malware detection. The proposed model gives an
accuracy of 98% on the Malimg dataset, which is better
than the baseline model. The dataset used in this work is
the Malimg dataset, which has a highly unbalanced class
distribution. The main drawback of the proposed work is that
the integrated VAE-CNN model is relatively complicated and
may need appropriate resource allocation and hyperparameter
optimization.

Faridun and Im propose a novel malware detection ap-
proach using the TabNetClassifier, which is a DL architecture
designed explicitly for tabular data analysis [28]. In this
research, they enhance malware detection by utilizing the
TabNetClassifier in conjunction with the SMOTE to address
class imbalance in datasets. Initially, the dataset of 138,047
Portable Executable (PE) header samples is trained using the
TabNetClassifier, which is imbalanced with 41,323 benign and
96,724 malware samples. SMOTE is applied to balance the
dataset and improves model performance significantly. The
main contribution of this research is to show the success
of combining TabNetClassifier with SMOTE in improving
malware detection accuracy and sensitivity. After applying
SMOTE, the model achieves an accuracy of 99.10%, precision
of 99.03%, and recall of 99.19%.

Li et al. [29] present a novel method for malicious family
classification based on multimodal fusion and weight self-
learning. The method deals with the problem of imbalanced
datasets and concept drift in malware family classification.
This approach integrates multiple features of byte, format,
statistic, and semantic types to improve the robustness of the
classification model. Experimental results show high efficiency
and small resource overhead in classifying highly imbalanced
malware family datasets while delivering very good classifica-
tion performance. The dataset used consists of some types of
malware, namely ransomware, Trojans, viruses, and malicious
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mining programs. However, the research is limited by the
reliance on static analysis and may not find the dynamic
behaviors of malware.

In order to improve ransomware detection and classifica-
tion, Onwuegbuche et al. [30] propose a three-stage feature
selection method. This method applies chi-square (CHI2),
Duplicated Features (DUF), and Constant Features (COF)
filter feature selection techniques to reduce the dimensionality
of the dataset, taking into account the different importance
of different feature groups. Further, the study addresses the
class imbalance problem by employing the SMOTE and cost-
sensitive ML methods. The performance of this method is
evaluated on the Elderan ransomware dataset and several ML
models (XGBoost, Logistic Regression, RF, Decision Trees,
and SVM). The results demonstrate that the proposed feature
selection method leads to a 10% average improvement in
binary classification and 21.79% in multi-class classification
over previous studies. Among binary classifiers, XGBoost with
cost-sensitive learning and SMOTE is the best with 98.78%
balanced accuracy, while the best multi-class classifier is
the RF model with cost-sensitive learning achieving 61.94%
balanced accuracy.

Andelic et al. [31] deal with the problem of malware
detection in imbalanced datasets. The authors suggest com-
bining a Genetic Programming Symbolic Classifier (GPSC)
with dataset oversampling techniques to increase the detection
accuracy. They apply the GPSC algorithm to an open dataset
containing hybrid features consisting of binary hexadecimal
and Dynamic Link Library (DLL) calls of Windows exe-
cutables. The dataset is initially imbalanced, containing 301
malicious and 72 non-malicious samples. In order to address
this imbalance, the authors use oversampling techniques such
as ADASYN, BorderlineSMOTE, KMeansSMOTE, SMOTE,
and SVMSMOTE, and they train the GPSC with Five-Fold
Coss-Validation(5FCV) and Random Hyperparameter Value
Search (RHVS) method to select the best combination of
hyperparameters. The classification accuracy of the proposed
method is 0.9962. GPSC is used to generate Symbolic Ex-
pressions (SEs) that can be easily applied to and implemented
into malware detection models, overcoming the limitations
of traditional ML models, which are hard to interpret and
transform into mathematical equations.

According to Çayır et al. [32], a new ensemble model
called the Random CapsNet Forest (RCNF) is proposed to
tackle the imbalance in malware type classification. The
authors use the Capsule Network (CapsNet) architecture to
preserve spatial information without the use of pooling layers
and incorporate the bootstrap aggregating (bagging) technique
to form an ensemble model. The idea is to reduce the variance
of CapsNet models and improve the robustness of classifica-
tion by using this approach, which is tested on two highly
imbalanced datasets, Malimg and BIG2015, where the RCNF
model is also shown to outperform other competitors with
fewer trainable parameters. It achieves an F-Score of 98.20%
for the BIG2015 dataset and 96.61% for the Malimg dataset.
Advantages noted regarding the simplicity of the architecture
and the ability to train from scratch without the need for
transfer learning.

LIN et al. [33] present a ML framework based on a VAE
and a MLP that helps overcome the problem of imbalanced

datasets in intrusion detection systems (IDS). An efficient
range-based sequential search algorithm is included in the
framework to determine the optimal sequence length for data
segmentation from multiple sources, including network pack-
ets and system logs. Experimental results on HDFS dataset
demonstrate that the proposed method achieves an F1 score of
around 97% and recall rate of 98%, better than other solutions.
Imbalanced datasets are treated using the proposed approach,
which increases the F1-score by up to 35% and the recall rate
by 27%. In addition, the work also points out the necessity
of the appropriate data segmenting and the possibility of the
proposed model detecting the new attack variants. The dataset
used is the HDFS dataset, a public system log dataset.

In the context of Federation Learning (FL), ransomware
detection, and attribution, Vehabovic et al. [34] address an
essential problem of dataset imbalance. The authors suggest
a modification of the FL scheme where the weighted cross
entropy loss function is used to combat bias in datasets
distributed across various clients. This approach is particularly
applicable since ransomware data distribution and quantity can
differ significantly also across different locations and compa-
nies. The performance of the proposed FL scheme is evaluated
using an up-to-date repository of Windows-based ransomware
families and benign applications. The results indicate that the
weighted cross entropy loss function approach can mitigate the
effect of dataset imbalance, especially in the case of binary
ransomware detection with an average accuracy of 94.67%,
but the study also points out the difficulties of multi-class
attribution with imbalanced datasets, which results in more
decline in performance compared to the balanced datasets.

As a form of unsupervised learning, Shi et al. [35] explore
using One-Class Classification (OCC) to detect malware in the
Internet of Things (IoT) domain. To combat dimensionality
and information loss, the authors suggest that categorical
features should be changed into numerical formats by using
the Term Frequency-Inverse Document Frequency (TF-IDF)
method. they compare the performance of OCC models, such
as Isolation Forest and deep autoencoder, trained on benign
NetFlow samples alone. It is shown that these models achieve
100% recall with precision rates greater than 80% and 90%
on a number of test datasets, highlighting the adaptability
of unsupervised learning to time-evolving malware threats in
IoT, and making an important contribution to the study of
malware detection in IoT, particularly when labeled malicious
data are scarce. TF-IDF is used for feature transformation, and
the comparison of various OCC algorithms leads to valuable
improvements in the IoT security framework.

Using ML techniques, in particular, the use of genetic
programming for feature selection, Al-Harahsheh et al. [36]
propose how to enhance malware detection. The researchers
built a malware detection model in which the features are
selected by a genetic programming algorithm, and then a set
of parallel classifiers is used to enhance detection accuracy
at a lower cost. The proposed model employs five feature
selection methods: Filter-based, wrapper-based, Chi-Square,
Genetic Programming Mean (GPM), and Genetic Program-
ming Mean Plus (GPMP). Experimental results demonstrate
that the GPMP method (which uses fewer features than the
Filter-based method) results in better accuracy and F1-score
values of 0.881066 and 0.867546, respectively. The research
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Fig. 6. Taxonomy of the literature review per method used.

indicates that genetic programming is able to select features
to improve the performance of malware detection effectively.
A number of classifiers, such as RF, Random Tree, and SVM,
were used to compare the performance of the proposed feature
selection methods.

Al-Khshali et al. [37] propose a new technique employing
subspace learning-based OCC methods to detect malware. In
this work, they address the issues of class imbalance and
the curse of dimensionality in the application of traditional
ML algorithms for malware detection. In order to overcome
these problems, the researchers introduce a pipeline that uses
subspace learning techniques such as Subspace Support Vector
Data Description (SSVDD) and Graph Embedded Subspace
Support Vector Data Description (GESSVDD). The proposed
framework solves multiple problems at once, including class
imbalance and the curse of dimensionality. The results show
promising performance, with a True Positive Rate (TPR) of
100% for subspace-learning-based OCC. The datasets used in
this study include (Benign and Malicious PE Files, ClaMP, and
Malware Analysis Datasets by Oliveira) which are diverse but
representative of a wide variety of malware types.

Table III shows a summary of the literature review
conducted previously.

Table IV shows the limitations and contributions of studies
conducted.

A. Taxonomy of the Research

Fig. 6 shows the taxonomy clearly categorizes the different
techniques utilized by the studies to mitigate the imbalances,
with the data level set of methods focusing on manipulating the
dataset distribution, the algorithm level which trains towards
the adaption of the learning algorithms and the ensemble where
a combination of a variety of methods is used to get better
results.

V. DISCUSSION OF THE LITERATURE REVIEW

The literature review reveals that many ML approaches
applied to address imbalanced datasets in malware detection.
Many studies indicate handling class imbalance is important
to improve detection performance.

1) Oversampling Techniques:

• In several studies SMOTE was commonly employed
to increase the minority class representation, leading
to improvements in detection rates for families of
malware like adware, ransomware or smsware [9] [21]
[30]. In the case of imbalanced learning, SMOTE was
found to be effective at improving metrics such as F-
measure and MCC [9]. Complex oversampling meth-
ods gave incremental improvements, indicating the
need to balance computational cost with performance
gains [23].

• However, oversampling methods like the conventional
SMOTE have some limitations that need to be over-
come or minimized through the use of more advanced
forms like the Modified Fuzzy-SMOTE whose over-
sampling strategies produces synthetic data that is
more reflective of real data distribution . However,
these techniques are still inefficient with large, high-
dimensional data sets when they are applied.

2) Feature Selection Techniques:

• The improvement in model efficiency and accuracy
was greatly aided by feature selection techniques. The
genetic programming based feature selection methods,
including GPMP, demonstrated that selecting fewer
but more relevant features can reduce computational
complexity and improve classifier performance [36].
Multi stage feature selection was used in other studies
to select features such as API calls, registry oper-
ations, and directory logs, which improves model
interpretability and classification performance [30].
Moreover, swarm intelligence based optimization, and
in particular BPSO was also efficient to choose the
best features in order to achieve a large performance
gain when dealing with highly imbalanced data for
Android malware detection [12].

• The problem of selecting features often demands an
expert’s input in the process for feature selection.
Perhaps, even more, automated approaches, such as
feature selection by applying AI methods, could be
more beneficial for this step.

3) ML Approaches:

• RF and SVM are used frequently as they are robust,
and can handle non linear relationships in data. For
instance, Guan et al.[10] achieved significant accuracy
improvements by combining RF with SMOTE, espe-
cially in datasets with a high imbalance ratio (1:80). In
another study, in a custom malware detection dataset,
the RF model showed robustness with an accuracy of
98.94% [14]. However, As dataset size increases, RF
achieves high accuracy on imbalanced datasets, but
it’s scalability becomes an issue. Moreover, RF fails
to capture complexities of feature interactions unless
it is heavily tuned.

• SMOTE was used in combination with SVM and
showed 97.83% accuracy on Android malware
datasets, as reported by Dehkordy and Rasoolzadegan
[9]. However, Sawadogo et al. [22] point out that
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TABLE III. SUMMARY OF LITERATURE REVIEW

Author Year Best balancing techniques Scope Dataset Metrics Result
Dehkordy and Rasoolzadegan [9] 2021 SMOTE Android malware detection on imbalanced

datasets.
Drebin Dataset and AMD
Dataset

KNN, SVM, ID3 Accuracy: 98.69%,
97.83%, 97.59%

Guan et al. [10] 2021 SMOTE Android malware detection on imbalanced
datasets.

VirusShare (10,182
malware, 127 benign
apps)

RF, KNN, NB, SVM

Khoda et al. [11] 2021 Modified Fuzzy-SMOTE Malware detection in edge computing. Drebin Dataset, AndroZoo
and Google Play Store

DNN (F1 Score 99%)

Almomani et al. [12] 2021 SMOTE Android Ransomware Detection in Imbal-
anced Data.

Custom Dataset SMOTE-tBPSO-SVM (Specificity 98.7%)

Hemalatha et al. [13] 2021 Reweighted class-balanced loss
function

Malware detection on imbalanced
datasets.

Malimg DenseNet-based (Accuracy 98.46%)

Goyal and Kumar [14] 2020 Random Under-Sampling Malware detection using ML classifiers. Custom dataset (42,797
malware - 1,079 benign)

RF (Accuracy 98.94%)

Salas and Geus [15] 2024 Bicubic interpolation, Class weight
estimation, ReduceLROnPlateau

Malware classification using DL. Malimg MobileNet FT (Accuracy 99.08%)

Almaleh et al. [16] 2023 Undersampling Malware detection in Windows. Custom dataset (42,797
malware - 1,079 benign)

LR & RNN (Accuracy 98%)

Yu Ding et al. [17] 2020 Novel classification approach Malware classification. BIG 2015 Self-attention Neural Network (Accuracy
98.48%)

Zahra Moti et al. [18] 2020 SeqGAN Malware detection. Microsoft dataset CNN-LSTM (Accuracy 98.99%)
Almomani et al. [19] 2022 - Android malware detection on imbalanced

datasets.
Leopard Android dataset
(14,733 malware - 2,486 be-
nign)

Xception CNN (Accuracy 99.40% bal-
anced - 98.05% imbalanced)

Mimura [20] 2020 Word frequency-based feature se-
lection

Malware detection in Microsoft document
files.

VirusTotal and Stack Over-
flow

SVM (F-measure 99%)

Nikale and Purohit [21] 2023 SMOTE, ADASYN and Balanced
Cost

Android malware detection on imbalanced
datasets.

Contagio, Koodous and AP-
KPure

XGBoost (Accuracy 91%)

Sawadogo et al. [22] 2022 - Android malware detection on imbal-
anced. datasets

CICMalDroid RF

Halu� ska et al. [23] 2022 SMOTE Imbalanced classification in Cybersecurity
and other domains.

23 datasets (6 cybersecurity
datasets and 17 public im-
balanced datasets)

PR AUC, ROC AUC, and P-ROC AUC
are 6.283, 6.174, and 4.087, respectively.

Alzammam et al. [24] 2020 Oversampling Imbalanced multi-class malware classifi-
cation.

Malimg, Microsoft, and
VirusTotal

Accuracy:99.94%, 98.31%, 96.06% re-
spectively.

Phung and Mimura [25] 2021 Oversampling + ML Static analysis for detecting malicious
JavaScript.

Imbalanced dataset over
30,000 samples (PhishTank
+ Github).

Recall score of 72% with Doc2Vec model,
outperforming baseline method by 210%.

Khoda et al. [26] 2020 Oversampling + DNN Mobile malware detection with imbal-
anced data.

Drebin Android malware
dataset (50,000 apps, 500
malicious)

F1-score of 94.2% and accuracy of 98.8%
at 10% imbalance ratio.

Reshi and Singh [27] 2024 VAEs for generating synthetic sam-
ples

Enhance Malware detection in imbalanced
datasets using DL.

Malimg dataset Accuracy 98%

Faridun and Im [28] 2024 SMOTE + TabNetClassifier Malware detection using tabular data anal-
ysis and addressing class imbalance issues
using DL.

138,047 PE header samples
(41,323 benign and 96,724
malware samples)

Accuracy: 99.10%, F1-Score: 99.11% af-
ter applying SMOTE.

Li et al. [29] 2022 Multimodal fusion and Weighted
Soft Voting

Malware family classification in Intelli-
gent Transportation Systems.

Microsoft BIG-15 Accuracy: 99.2%, Macro-F1 score: 98.1%.

Onwuegbuche et al. [30] 2023 (SMOTE, Cost-sensitive learning)
+ ML

Ransomware detection and classification
using ML models.

Elderan ransomware dataset 98.78% (binary - XGBoost with cost-
sensitive learning and SMOTE), 61.94%
(multi-class - RF model using cost-
sensitive learning).

Andelic et al. [31] 2023 ADASYN Improving malware detection in imbal-
anced datasets using GPSC and oversam-
pling.

uci malware detection
(301 malicious and 72
non-malicious).

Accuracy: 99.62%.

Çayır et al. [32] 2021 Ensemble learning with bagging
RCNF.

Image-based malware family classifica-
tion.

Malimg and BIG2015 F-Score: 96.61%, 98.20% respectively.

LIN et al. [33] 2022 DL(VAE) + ML(MLP) Intrusion Detection in Heterogeneous Net-
works.

HDFS logs F1 score: 97%, Recall rate: 98%

Vehabovic et al. [34] 2023 Federated learning (FL) with
Weighted cross-entropy loss
function.

Ransomware detection and attribution us-
ing FL.

9 ransomware families (140
malicious samples each )
and 2,000 benign Windows
applications.

Binary detection: 94.67%, Multi-class at-
tribution: 84.15%.

Shi et al. [35] 2024 OCC (ML:Isolation Forest,
DL:Deep Autoencoder)

IoT Malware Detection. IoT-23 dataset F1-score: (Isolation Forest: 88%), (Deep
Autoencoder: 95%).

Al-Harahsheh et al. [36] 2021 SMOTE over-sampling
technique+GPMP feature selection
+ ML

Malware detection using ML classifiers
with genetic programming for feature se-
lection.

Ten different datasets GPMP method with RF achieves an ac-
curacy of 97.95% and an F1-score of
96.35%.

Al-Khshali et al. [37] 2024 Subspace Learning-Based OCC
(SSVDD and GESSVDD), uses
ML

Malware Detection. 3 datasets(Benign & Ma-
licious PE Files, ClaMP,
Malware Analysis Datasets:
PE Section Headers by
Oliveira)

100% TPR for subspace-learning-based
OCC.

SVM’s performance really drops when faced with
larger and diverse datasets because SVM is not scal-
able due to its reliance on kernel based methods, and
is sensitive to hyperparameter settings on real world
imbalanced datasets.

4) DL Approaches:

• Studies explored DL approaches. Researchers inves-
tigated hybrid models like CNN + LSTM with Gen-
erative Adversarial Networks (GAN) to generate new
synthetic samples to balance datasets in order to detect
minority classes [18]. Colored and grayscale image
representations of Android malware were used for de-
tecting Android malware with vision based CNN, like
Xception which reduces the number of manual feature
extraction phases and increases scalability [19]. Fine
tuning MobileNet through transfer learning techniques

emphasized that CNNs are effective in mitigating
overfitting and enhancing generalization particularly
in resource constrained environments [15].

• However, these models are computationally intensive
and, therefore, unsuitable for real-time processing or
on devices with low computational capabilities. Es-
sentially, if these models were simplified or pruned,
then they would most likely be more useful in terms
of time and versatility.

A. One-Class Classification Models

• Innovative one class classification models proved to be
effective in cases of lack of labeled data, especially
in IoT environments. Isolation Forest and deep au-
toencoders showed high adaptability to new malware
threats with 100% recall by using TF-IDF and n-grams
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TABLE IV. LIMITATIONS AND CONTRIBUTIONS OF LITERATURE REVIEW

Ref Contribution Limitation
[9] Improved malware detection through dataset preprocessing, feature ranking, and

the use of multiple classifiers.
Limited malware family coverage and a notable false positive rate.

[10] A hybrid Class-Imbalance Learning (CIL) method using clustering-based under-
sampling combined with SMOTE.

Requires careful tuning of clustering parameters and may not generalize well to
newer malware types.

[11] Modified Fuzzy-SMOTE to handle data imbalance in malware detection. Requires careful tuning of parameters.
[12] Combining BPSO and SVM integrated with SMOTE, to effectively detect

Android ransomware.
The dataset’s small size and imbalance limit the model’s generalizability.

[13] DenseNet-based model for malware detection which visualizes malware binaries
as grayscale images.

Struggles with detecting zero-day malware and has reduced accuracy for unseen
malware classes.

[14] Compares the performance of ML classifiers on balanced versus imbalanced
datasets.

Potential bias which reduces the generalizability of the findings to real-world
scenarios.

[15] Combining multiple datasets into a new Fusion dataset for enhanced diversity. Struggles with generalizing to unseen malware types.
[16] A hybrid malware detection model combining logistic regression for weight

initialization with RNN to improve detection capabilities of API call sequences.
Small balanced dataset reduces the model’s ability to generalize effectively to
diverse, large-scale scenarios.

[17] Effectively addresses the issue of imbalanced datasets by treating malware ASM
files as text sequences.

Struggles with the recognition of small-sample malware families and lacks
interpretability for practical cybersecurity use.

[18] CNN-LSTM hybrid model combined with SeqGAN to address class imbalance
in malware detection.

High computational overhead due to SeqGAN training and reliance solely on
opcode sequences which limits feature diversity.

[19] Vision-based DL model utilizing 16 fine-tuned CNNs to detect Android malware
efficiently without manual feature extraction.

Relies on pre-trained CNNs which limits adaptability to new malware types.

[20] Detecting macro malware using Doc2vec and LSI combined with ML classifiers
to address imbalanced dataset.

Dataset may not fully represent real-world conditions.

[21] Proposed a familial classification model for Android malware using dynamic
features while addressing dataset imbalance issues.

Small dataset and focused only on basic dynamic features, limiting broader
applicability.

[22] Investigates the impact of imbalanced datasets on the performance of various
ML models for Android malware detection.

Uses a single dataset and evaluates a limited number of traditional ML algo-
rithms.

[23] Comprehensive benchmark of 16 data preprocessing methods for imbalanced
classification

Slowness of Python-based implementations and need to subsample and perform
feature selection on larger datasets.

[24] Comparative analysis of techniques to address imbalanced datasets. Complexity in using pre-trained models, and the need to consider dataset
characteristics and other data factors.

[25] Proposed an oversampling-based algorithm that improves recall score. Does not explore other resampling techniques or compare them comprehensively.
[26] Proposed a technique for generating synthetic malware samples that preserve

malicious functionality.
Limited to Android malware and may not be directly applicable to other types
of malware.

[27] Proposed a novel approach combining VAEs with CNNs to address data
imbalance

Complexity of the integrated VAE-CNN model, requiring careful resource
management and hyperparameter tuning.

[28] Combining TabNetClassifier with SMOTE to enhance malware detection accu-
racy.

Does not explore applications on other types of malware datasets

[29] Proposed a novel approach combining multimodal fusion with weight self-
learning + XGBoost to improve classification accuracy and mitigate concept
drift.

Relies on static analysis, may not capture dynamic behaviors of malware.

[30] Proposed a three-stage feature selection method and addressed class imbalance
using SMOTE and cost-sensitive learning.

Limited to older ransomware families, dataset size, and specific balancing
techniques.

[31] Application of GPSC with oversampling techniques to achieve high classification
accuracy and generate interpretable symbolic expressions.

Small dataset size and potential for oversampling techniques to introduce noise
or overfitting.

[32] First application of CapsNet in malware type classification, and ensemble model
of CapsNet for imbalanced datasets.

Number of estimators limited to 10 RCNF due to increasing trainable parameters
and significant training time.

[33] ML framework that combines a VAE and a MLP to address imbalanced datasets
and detect attack variants.

Potential for overfitting due to model complexity and need for further evaluation
on other datasets.

[34] Modified FL scheme to mitigate dataset imbalance. Performance decline in multi-class attribution with imbalanced datasets.
[35] Demonstrated the effectiveness of OCC in IoT malware detection using unla-

beled benign data. Introduced TF-IDF for feature transformation.
Reliance on a specific dataset and potential need for further validation across
more diverse IoT environments.

[36] Proposed GPMP that uses genetic programming to select relevant features,
leading to improved detection accuracy and reduced computational cost.

Lack of detailed analysis of the computational cost of the proposed method
compared to others.

[37] Adapting subspace learning techniques to OCC for malware detection. Need for further exploration of subspace learning techniques in cybersecurity.

for feature transformation [35]. Furthermore, subspace
learning based OCC models, such as Graph Embedded
Subspace SVDD (GESSVDD), demonstrated excel-
lent scalability and the capability of preventing the
curse of dimensionality with a True Positive Rate of
100% [37].

• It is possible that using both of these methods will
improve the performance of detection systems in iden-
tifying malware while at the same time protecting
the privacy of users at the same time. However, the
consistency across FL different systems remains a
problem.

B. Federated Learning and Capsule Networks

• FL as a promising approach to ransomware detection,
with privacy maintained through distributed training

without distribution of raw data. Weighted cross en-
tropy loss improved detection performance of minority
classes across different client nodes, making FL a
compelling solution for real world scenarios where
data centralization is infeasible [34]. In addition, Cap-
sNet with their capability of spatial feature preserving
were proven effective in imbalanced malware type
classification with high F-scores using fewer trainable
parameters than conventional CNNs [32].

C. Variational Autoencoders and Symbolic Classifiers

• VAE used to address data imbalance problem by
generating synthetic samples to balance malware and
benign instances, which helped greatly improve CNN
model generalization and the accuracy was improved
from 90% to 98% [27]. GPSCs showed its inter-
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Fig. 7. Distribution of techniques used across studies.

pretability, using symbolic expressions along with
oversampling techniques such as SMOTE to ade-
quately address imbalance while still maintaining high
precision and recall [31].

D. Datasets

• Malimg, BIG 2015, and Drebin are examples of the
datasets widely applied in malware detection research.
Although these datasets have been used to assess
models, the lack of variability enhances the datasets,
and the imbalance ratios are not real-world. Moreover,
they were chosen because they were prevalent in the
reviewed studies and relevant to malware detection
research. These are benchmarks in the field, often
cited due to their diversity in malware types and their
real world class imbalance. For example, the Drebin
dataset with more than 50,000 Android applications is
one of the most used datasets to validate imbalanced
learning techniques [26]. The Malimg dataset also
covers a wide variety of malware families, and so is
suited to the evaluation of DL and ensemble methods
[13], [27].

The literature showed a wide range of techniques to address
the problem of imbalanced datasets on malware detection.
SMOTE, feature selection, DL, GANs, one class classification,
and FL each had its own benefits, including improving detec-
tion rates and recall, maintaining privacy, and interoperability.
Moreover, the literature that the ensemble method is the most
used by the studies compared to other methods, as shown in
Fig. 7. Hence, the importance of these advances to improving
the robustness and efficiency of malware detection systems
considering continuous evolution and diversification of threats.

VI. CHALLENGES AND OPEN DIRECTIONS

Although imbalanced datasets for malware detection have
been addressed, there are still open issues.

• Oversampling and Computational Challenges: Many
oversampling techniques such as SMOTE and its
variants, are effective, but they can also cause com-
putational overhead and overfitting, particularly for
complex synthetic data generation [23] [26]. A crucial

need still remains to achieve the balance between com-
putational efficiency and performance improvements,
especially when working with resource constrained
environments or large datasets.

• Feature Selection Complexity: Feature selection is
another challenge. However, techniques such as Ge-
netic Programming based feature selection and multi
stage feature prioritization have been shown to be suc-
cessful, but can significantly complicate the training
process and require a great deal of fine tuning [30]
[36]. However, the challenge to integrate such meth-
ods into real world scenarios where computational
resources may be limited still remains. More efficient
and automated feature selection approaches are also
needed, that can lessen reliance on domain specific
knowledge without compromising accuracy.

• DL and Hybrid Model Limitations: Despite their po-
tential, DL models typically require largescale com-
putations and are easily overfit over unbalanced data
without a necessary regularization. While CNN-LSTM
combined with GANs and CapsNet are effective, they
bring along additional layers of complexity that hinder
their practical deployment [18] [32]. Also, FL provides
privacy preserving capabilities but comes at the cost of
synchronization issues and model consistency across
distributed nodes [34].

• Dataset: Future work should therefore aim at de-
veloping larger datasets that are more general and
include samples of rare types of malware as well
as more realistic conditions. Shared databases could
be federations hence creating federated datasets that
would otherwise share data securely.

Further research should be conducted to develop
lightweight and computationally efficient models that can be
used in real time malware detection environment. Transfer
learning and FL are promising, but more work is needed to
make them work effectively with imbalances without a huge
computational overhead. Addressing these challenges will be
key to making malware detection systems robust and practical
for dynamic and diverse threat landscapes.

VII. CONCLUSION

This paper provides a comprehensive review of the prob-
lems that exist in imbalanced datasets in malware detection,
presenting an investigation of existing solutions including data
level, algorithm level, and ensemble methods. Key approaches
to overcome data imbalance issues in malware detection are
identified including SMOTE, DL hybrids like CNN and LSTM,
and advanced strategies like FL. The review shows that the
methods increase the malware detection rate significantly.
However, issues remain like computational overhead, overfit-
ting, and limited generalizability of these models to unseen
malware types. Specifically, Modified Fuzzy-SMOTE and FL
deal with some of these challenges by generating more realistic
synthetic data and preserving privacy in distributed training
environments.

This paper identifies a taxonomy that classifies the varied
methodologies used to deal with class imbalance in malware
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detection. The results show that ensemble methods are the most
effective across various scenarios, especially for improving
detection accuracy and robustness. The study also provides
tradeoffs between computational efficiency and model perfor-
mance, and provides a guide for future developments. Proposed
future research may focus on creating advanced techniques and
frameworks that address the difficulties of imbalanced datasets
in detecting malware. The combination of Modified Fuzzy-
SMOTE with feature selection methods generate realistic
synthetic samples for machine learning algorithms while im-
proving the robustness of RF and SVM classifiers. Moreover,
optimizing hybrid models like CNN-LSTM becomes viable
for real-time malware detection through optimization processes
that include parameter sharing and model pruning mechanisms.
Also, real-time data distribution adaptation in dynamic cost-
sensitive learning algorithms leads to enhanced performance
across malware families. Finally, the inclusion of real-world
data variations with diverse samples within expanded datasets
helps models achieve better generalization capabilities and
maintain robustness within dynamic operational settings.
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[32] A. Çayır, U. Ünal, and H. Dağ, “Random capsnet forest model for
imbalanced malware type classification task,” Computers & Security,
vol. 102, p. 102133, 2021.

[33] Y.-D. Lin, Z.-Q. Liu, R.-H. Hwang, V.-L. Nguyen, P.-C. Lin, and Y.-C.
Lai, “Machine learning with variational autoencoder for imbalanced
datasets in intrusion detection,” IEEE Access, vol. 10, pp. 15 247–
15 260, 2022.

[34] A. Vehabovic, H. Zanddizari, N. Ghani, G. Javidi, S. Uluagac, M. Ra-
houti, E. Bou-Harb, and M. S. Pour, “Ransomware detection using
federated learning with imbalanced datasets,” in 2023 IEEE 20th
International Conference on Smart Communities: Improving Quality of
Life using AI, Robotics and IoT (HONET). IEEE, 2023, pp. 255–260.

[35] T. Shi, R. A. McCann, Y. Huang, W. Wang, and J. Kong, “Malware
detection for internet of things using one-class classification,” Sensors,
vol. 24, no. 13, p. 4122, 2024.

[36] H. Harahsheh, M. Shraideh, and S. Sharaeh, “Performance of malware
detection classifier using genetic programming in feature selection,”
Informatica, vol. 45, no. 4, 2021.

[37] H. H. Al-Khshali, M. Ilyas, F. Sohrab, and M. Gabbouj, “Malware
detection with subspace learning-based one-class classification,” IEEE
Access, 2024.

www.ijacsa.thesai.org 1335 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 16, No. 1, 2025

Artificial Intelligence in Financial Risk Early
Warning Systems: A Bibliometric and Thematic

Analysis of Emerging Trends and Insights

Muhammad Ali Chohan1, Teng Li2, Suresh Ramakrishnan3, Muhammad Sheraz4
Guangdong CAS Cogniser, Information Technology Co., Ltd.,

No. 1504-1506, Wansheng North 1st Street, Nansha District, Guangzhou City, Guangdong Province, 511466, China1,2

College of Artificial Intelligence, Anhui University, China2

Faculty of Management, Universiti Teknologi Malaysia, 81310, Skudai, Johor, Malaysia3

Department of Computer Science, Bacha Khan University, Charsadda, KPK, Pakistan4

Abstract—With the continuous development of financial mar-
kets worldwide, there has been increasing recognition of the
importance of financial risk management. To mitigate financial
risk, financial risk early warning serves as a risk uncovering
mechanism enabling companies to anticipate and counter poten-
tial disruptions. The present review paper aims to identify the
bibliometric analysis for exploring the growth and academic evo-
lution of financial risk, financial risk management, and financial
risk early warning concepts. Academic literature is surveyed from
the Scopus database during the period 2010-2024. The network
analysis, conceptual structure, and bibliographic analysis of the
selected articles are employed using VOSviewer and Bibliometric
R Package. The biblioshiny technique based on the bibliometric
R package was used to draw journal papers’ performance and
scientific contributions by displaying distinctive features from the
bibliometric method used in prior studies. The data was extracted
from Scopus databases. In addition, this study comprehensively
analyzes the evolution of financial risk early warning systems,
highlighting significant trends and future directions. Thematic
evaluation across 2010-2015, 2016-2021, and 2022-2024 reveals a
shift from traditional statistical methods to advanced machine
learning and AI techniques, with neural networks, random
forests, and XGBoost being pivotal. Innovations like attention
mechanisms and LSTM models improve prediction accuracy. The
integration of sustainability factors, such as carbon neutrality
and renewable energy, reflects a trend towards incorporating
environmental considerations into risk management. The study
underscores the need for interdisciplinary collaborations and
advanced data analytics for comprehensive financial systems.
Policy implications include promoting AI adoption, integrating
environmental factors, fostering collaborations, and developing
advanced data analytics frameworks.

Keywords—Artificial intelligence; deep learning; financial risk
management; early warning systems; bibliometrics analysis

I. INTRODUCTION

In the dynamic landscape, the financial risk of companies
is an unavoidable risk and inevitable companion which is
reflected in all parts of company investment and financing
management. The presence of financial risks presents a huge
vulnerability to the healthy advancement of companies [24].
In an era of volatility, uncertainty, complexity, and ambiguity
firms have been subjected to unprecedented exposure, which
complicates decision-making [1]. In the current era of the
Internet plus, the world economy is becoming more and more

globalized and informational. The business environment is
changing rapidly, and the business development of enterprises
is facing unprecedented opportunities for their operation and
development. However, it is also facing financial uncertainties
brought about by the fluctuations of the general economic
environment, and the company is facing increasing financial
risks. It also faces unpredictable environmental factors and
challenges such as economic market factors, laws and reg-
ulations, social and cultural factors, and policy environment
factors which bring uncertainty to the financial situation of
enterprises, and the financial risks faced by enterprises are also
increasing.

The role of the financial market in enabling societies to
reach the low carbon economy is well understood [26]. The
market competition has become rigorous under the influence
of “economic globalization” and enterprises are under pressure
for both survival and growth. Low-carbon development has
greatly changed the external environment and financial envi-
ronment of enterprises, thereby increasing the financial risks
that exist in enterprises. In the context of financial development
globalization, financial market transactions between countries
are frequent, the financial environment is more complex, and
the spread of financial risks is more rapid and extensive.
Especially, in the current international financial situation with
high leverage, high asset prices, high market volatility, and
high risk, financial supervision will become more difficult,
and the possibility of a financial crisis outbreak is higher than
before. A financial crisis will not only destroy a country’s
financial system and international financial order but also
cause great damage to the real economy, causing an economic
crisis, and even causing a serious social and political crisis,
endangering national security.

Financial risk exists in the management process of an
enterprise, and poor management or poor decision-making can
cause the level of financial risk to exceed alarming values and
lead to financial crisis [24]. The reason why most enterprises
encounter a serious financial crisis or even close in the later
stage is that they do not pay full attention to the initial
financial problems and do not take effective measures to
deal with the crisis in time. Therefore, it is very practical
to establish a scientific data model to analyze and forecast
the financial data of enterprises. It can not only monitor the
financial situation of enterprises in real time but also play an
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effective role in financial early warning [22]. Financial risk
warning has become an important part of modern enterprise
financial management. It helps enterprises better warn, prevent,
and control financial risks which can reduce the loss and
increase the profit. In recent years, there has been worldwide
research on the issue of financial risk in developing countries,
particularly from the perspective of a low-carbon economy it
has become a hot issue.

Detailed literature is scarce on financial early warning
predictions for the financial risk of enterprises. Recently, [19]
documented that bibliometric analysis has been prominently
conducted for the literature on topics including sustainable
and Islamic finance [31], credit risk [33], financial crises, and
efficiency measurement [10]. However, other topics, such as
liquidity risk or ownership structure, have been comparatively
neglected. Furthermore, based on our extensive review and
study, it has been found that researcher focused on early
warning systems in business, finance, and economics, and [44]
have worked on risk management. In addition, much empirical
research has been conducted on financial risk for enterprises,
banks, and currency crises. However, a lack of evidence has
been found that focuses on bibliometric analysis of financial
risk early warning systems. Therefore, the goal of this study
is to explore the recent progress, challenges, and future di-
rections of financial early warning predictions to capture the
significance of financial early warning predictions and linked
areas through bibliometric and thematic analysis. Despite the
growing importance of financial risk early warning systems,
there remains a significant research gap in comprehensive
bibliometric and thematic analyses that leverage updated data
from the Scopus database. Previous studies have not fully
utilized these methods to map the evolution and emerging
trends in this field, particularly over the extended period from
2010 to 2024. This study addresses this gap by employing
a robust bibliometric and thematic analysis, offering a novel
perspective on the financial risk early warning landscape. By
systematically categorizing themes into high occurrence and
link strength keywords, emerging topics, niche areas, inter-
disciplinary and technological integration, and sustainability
and innovation, this research provides a detailed and updated
overview of the current state and future directions of finan-
cial risk management. This study’s findings hold significant
implications for policymakers. The identification of cutting-
edge technologies such as neural networks, random forests, and
XGBoost, as well as emerging areas like attention mechanisms
LSTM, and GRU models, underscores the need for advanced
analytical tools in financial risk prediction. Furthermore, it
focuses on sustainability and consolidation of environmental
factors into risk management which signifies the growing
connectivity of financial stability and environmental responsi-
bility. By providing a comprehensive overview of current and
future trends, this study equips policymakers with the insights
necessary to foster innovation and sustainability in financial
risk management, ultimately contributing to more resilient and
adaptable financial systems.

Our main objectives of the study are as follows:

1) To examine the historical distribution of financial risk
early warning system articles, illustrating contribu-
tions through metrics such as average citation per
year, core sources by Bradford’s Law, most cited

countries, corresponding author’s countries, and most
relevant sources.

2) To identify prevalent research themes in financial risk
management, highlight potential collaborations and
interdisciplinary research opportunities, and suggest
venues for future research to advance the field.

3) To offer policy recommendations to enhance the
adoption of advanced AI techniques and sustainability
considerations in financial risk management, encour-
age interdisciplinary collaborations and the develop-
ment of advanced data analytics frameworks, and
outline future research directions to address gaps and
build on the study’s findings.

A. Methods

The method used in this study is bibliometric analysis,
which was first used by [34] and is popular among the
researchers in supporting quantitative analysis in understanding
the literature. The word bibliometric is the statistical analysis
of scholarly communication through publications and the most
common methods are variants of citation analysis. Bibliometric
analysis is usually a machine-like mechanism to understand
the research trends globally in an area of interest based on
the output of academic database literature and is different
from a typical review paper focusing on recent progress and
challenges and future directions for a specific topic [20]. Bib-
liometric is a powerful tool for the management of information
providing useful analytical results across many fields and its
application in finance are relatively recent [25], [42].

B. Search Strategy and Sources of Data

According to [15] Scopus, Web of Science, and Google
Scholar are the three main databases for academic literature
and citation indexes. However, this study chooses the Scopus
database because Scopus is the largest citation and abstract
database covering a wide range of subjects and thus, this is an
attempt to cover more topics, that might not be available with
the Web of Science database. Google Scholar is not selected
because it does not have a strong quality control process [13].
The first search on the Scopus database was conducted on 5
October 2023 with a central theme of “enterprise financial risk”
in the title, abstract, and keywords resulting in 112 documents.
Moreover, subsequent searches were made between October
2023 and December 2023, on a trial-and-error basis to check
for any different results, issues, and shortcomings with the
Scopus Database. The authors use the same central theme
along with enterprise financial management and various other
variants like financial risk prediction, corporate financial infor-
mation risk, crisis assessment, and credit risk management, and
the authors got different results. This change in the result at a
different time was the same when other variants in the search
string were used. Following this, the author used different
search strings which finally led to the result of 150 documents
by restricting it to journal articles only as these are most used
to present academic novelties [13]).

The subsequent keywords were explored simultaneously
with a central theme as: with a central theme as “enterprise
financial risk” OR “early warning system” and its related
concept in the title level of the search tool which resulted
in 150 documents. These comprehensive search strings were
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selected because they are highly associated with the topic of
interest in this study to cover the relevant body of literature.
Thus, the final query string used is as follows: TITLE-
ABS-KEY (“enterprise financial risk” OR “enterprise financial
management” OR “enterprise financial information manage-
ment” OR “financial risk” OR “financial risk prediction” OR
“financial risk analysis” OR “financial risk assessment” OR
“Financial management risk prediction” OR “financial crisis
management” OR “corporate financial information risk” OR
“corporate financial information risk management” OR “crisis
assessment” OR “credit risk management”) AND (“Early
warning system*” OR “ews*” OR “Financial early warning
system*” OR “financial early warning model” OR “Financial
risk warning” OR “financial risk prediction” OR “financial risk
prediction model” OR “Risk prediction” OR “financial analysis
system*”) AND (“neural network*” OR “deep learning”)
AND (LIMIT-TO (LANGUAGE, “English”)) AND (LIMIT-
TO (SRCTYPE, “j”)) AND (LIMIT-TO (PUBSTAGE, “final”))
AND (LIMIT-TO (OA, “all”)).

For selecting and screening the article, the authors used
guidelines by “preferred reporting items for systematic reviews
and meta-analyses” (PRISMA) for systematic research reviews
as shown in Fig. 1. While screening, the eligibility and
inclusion criteria the authors could ensure that no potential
review article skips the Scopus Database filter. To check
and ensure that there are no review articles, or any other
potential irrelevant articles present in our analysis that might
not have skipped our filtration process. Therefore, additional
phrases such as bibliometric review, scientometric review,
systematic literature review, systematic review, meta-analysis,
science mapping, development, progress, recent, revisit, trends,
prospects, advance, perspectives, reviews, and so on, as men-
tioned in [20] were used using conditional formatting toolbar in
MS Excel and noted the documents Electronic Identifications
(EIDs). Moreover, these articles were examined by reading
the title and abstract, and if needed, the articles were read
thoroughly to make sure that the articles were related to
enterprise financial risk and financial risk warning. There are
no missing authors’ names and IDs, and no articles were found
to be duplicated.

C. Bibliometric Analysis Using VOSviewer

The study used VOSviewer (version 1.6.18) developed
by the Centre for Science and Technology Studies, Leiden
University, Leiden, Netherlands, to visualize the financial risk
warning system and its related concepts in the number of
articles, prolific authors, and most productive journals in maps.
The descriptive analysis shows the configuration of many
articles, types of articles, and articles over time of the Scopus
Database, while the bibliometric analysis is performed using
the co-authorship and co-occurrence analysis. Fig. 2 depicts
the methodology for bibliometric analysis using VOSviewer.
Information regarding the final 150 documents like biblio-
graphical information, citations, and keywords were exported
to VOSviewer’s latest version. The authors used VOSviewer
because our main objective is to focus on an aggregate level
and over time development of a research area [13]. VOSviewer
is a tool for creating and displaying bibliometric maps using
items. In this study, the objects of interest like author keywords
and countries are the items. There can be a connection,
relation, or link between each pair of items. Each connection

Fig. 1. Research process adopted in the study. Author’s compilation.

or link has a strength, which is represented by a positive
numerical value, and the higher the value is, the stronger the
link between the two linked items becomes. In the case of
co-authorship analysis, the link strength between the countries
shows the number of publications that two affiliated countries
have co-authored. Meanwhile, the co-authorship links the total
strength of a given country to other countries. In the case of co-
occurrence analysis, the link strength between author keywords
shows the number of publications in which two keywords
occur together.

1) Co-authorship Analysis: In scientific research, co-
authorship is the most formal manifestation of intellectual
cooperation. It entails collaborating with two or more authors
in conducting a research study, resulting in a higher quality
or quantity research output than could be achieved by a
single author [16]. Co-authorship research can be done at
the organization and country level because bibliographic data
contains details about the authors’ institutional affiliations and
geographic positions. In this analysis of co-authorship, the unit
of analysis chosen is country; therefore, the authors have in-
cluded all the countries affiliated with many authors. The inter-
national research collaboration domain is under the influence
of bibliometric research analysis and its main methodology is
co-authorship analysis [9]. This study considered 21 affiliated
countries and the affiliated countries were clustered into seven
regions: South Asia (Region 1), Africa (Region 2), East Asia,
and the Pacific (Region 3), Europe and Central Asia (Region
4), Latin America and the Caribbean (Region 5), Middle East
and North Africa (Region 6), and North America (Region 7).
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Fig. 2. Methodology for bibliometric analysis using VOSviewer.

2) Co-occurrence Analysis: Co-occurrence analyses can be
used to analyze the connections of author keywords used to
make a conceptual structure of the study. Researchers create a
complex network using keywords because actors combine and
link the words to make an interesting funnel and aggregate. Co-
occurrence analysis is the only technique that uses the contents
or keywords of the document to find associations among the
documents. At the same time, the other approaches link the
document indirectly by co-authorship or through citation [11].
Likewise, co-authorship, the association among keywords used
by research studies, is represented by the strength of the
keywords used in the publications in the case of co-occurrence
analysis. This technique can be used that utilize the contents
of the publications to make a similarity measure among
documents. However, the other methods connect documents
indirectly through citations and co-authorship analysis [11].
Before transferring to VOSviewer, synonymous terms were
identified and replaced with a single term. The study sets a
minimum limit of keyword linkage to 2 in co-occurrence in
VOSviewer. Overlay visualization is considered to explore the
keywords’ yearly publications, occurrences, and connections.

D. Bibliometric Analysis Using Bibliometrix

As the number of published research continues to grow at
an increasingly rapid rate, the effort required to accumulate
knowledge becomes more complex. “Bibliometrix” is a tool
programmed in the R platform (https://www.bibliometrix.org)
to perform a comprehensive bibliometric analysis of published
literature. There are several packages in R dealing with bib-
liometrix; however, none of them address the entire workflow
process [4]. The procedure for performing bibliometric analy-
sis using “Bibliometrix” is shown in Fig. 3.

Fig. 3. Methodology for bibliometric analysis using “Bibliometrix”.

II. DISCUSSION

A. Data Analysis and Bibliometric Maps

Table I provides a comprehensive summary of the main
information, publications, and sources regarding the articles
selected from the Scopus database for the bibliometric analysis
of financial risk early warning from 2010 to 2024. The dataset
encompasses a total of 77 sources, which include various
journals, books, and other publications, amounting to 150
documents. Despite the consistent number of documents each
year, the annual growth rate remains at 0%, indicating no year-
over-year increase in publications. On average, these docu-
ments are relatively recent, with an average age of 2.07 years,
and each document has been cited approximately 5.96 times.
Interestingly, no references were reported in this summary.

The content of these documents includes 929 instances
of Keywords Plus, which are terms frequently appearing in
the titles of an article’s references and are used to enhance
the author’s keywords. The authors provided a total of 291
unique keywords. The analysis reveals that 335 authors con-
tributed to these documents, with 33 of them authoring single-
authored papers. On average, each document had 2.71 co-
authors, and 17.45% of these documents featured international
co-authorship, highlighting the global collaboration in this
research area. The types of documents varied, with the majority
being articles (129), followed by conference papers (13),
reviews (4), book chapters (2), and retracted papers (2). Table
I summarizes the key information of the articles selected from
the Scopus database using the “bibliometrix” tool.

Fig. 4 illustrates the annual trend in the number of articles
published on the topic of financial risk early warning from
2010 to 2024. The x-axis represents the years from 2010 to
2024, while the left y-axis shows the number of seed index
articles published each year and the right y-axis depicts the
cumulative number of these articles. The bar chart represents
the yearly publication count, and the line graph indicates the
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TABLE I. SUMMARY OF THE SELECTED ARTICLES FROM SCOPUS
DATABASE

Description Results
Time-span 2010:2024
Sources (Journals, Books, etc) 77
Documents 150
Document Average Age 2.07
Average citations per doc 5.96

DOCUMENT CONTENTS
Keywords Plus (ID) 929
Author’s Keywords (DE) 291

AUTHORS
Authors 335
Authors of single-authored docs 33

AUTHORS COLLABORATION
Single-authored docs 33
Co-Authors per Doc 2.71
International co-authorship % 17.45

DOCUMENT TYPES
article 129
book chapter 2
conference paper 13
retracted 2
review 4

Fig. 4. Annual trend of financial risk early warning (2010-2024) Source:
Scopus Database.

cumulative total. The data reveals a clear upward trend, par-
ticularly from around 2019 onward, highlighting a significant
increase in publications related to financial risk early warning
during this period.

Fig. 5 presents a pie chart categorizing the selected doc-
uments by their subject area, offering a visual overview of
the distribution of topics. The chart shows that the major-
ity of documents fall within the Social Sciences (19.3%),
followed closely by Business, Management, and Accounting
(16.8%), and Economics, Econometrics, and Finance (15.7%).
Environmental Science accounts for 14.3% of the documents,
while Energy comprises 11.0%. Other fields are represented
to a lesser extent, including Engineering (5.9%), Computer
Science (4.0%), Arts and Humanities (3.3%), Decision Sci-
ences (2.1%), and Mathematics (2.0%). The remaining 5.5% of
documents are categorized under “Other”, indicating a diverse
range of additional subject areas.

Fig. 6 illustrates the average number of citations per
year for publications related to financial risk early warning
systems. It helps in understanding the impact and relevance
of research over time. A higher average citation per year
indicates that the work is widely recognized and used by other
researchers in the field. In Fig. 7, Bradford’s Law describes
the distribution of articles on a particular subject in scientific
journals. This figure shows the core journals that publish the

Fig. 5. Documents by subject area.

Fig. 6. Average citation per year.

most significant number of articles on financial risk early
warning systems. It helps in identifying the key sources and
journals that contribute extensively to the research in this
domain. Fig. 8 highlights the countries whose research on
financial risk early warning systems has received the most
citations. It shows the geographical distribution of influential
research and indicates which countries are leading in this field.
Fig. 9 represents the countries of the corresponding authors
of the publications. It provides insight into the geographical
distribution of researchers who are contributing to the literature
on financial risk early warning systems. Fig. 10 lists the most
relevant sources or journals that publish articles on financial
risk early warning systems. It helps researchers identify the
best sources for publishing their work and staying updated
with the latest research.

Fig. 7. Core sources by bradford’s law.
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Fig. 8. Most cited countries.

Fig. 9. Corresponding author’s countries.

Fig. 11 visually represents the relationship between coun-
tries, journals, and keywords in publications related to financial
risk early warning systems. It shows how different countries
and journals are linked through common research themes and
keywords, providing a comprehensive overview of the research
landscape.

Fig. 12 tilted “Most Relevant Words” displays the oc-
currences of various keywords related to financial risk early
warning systems. The Keywords such as “financial risk”,
has the highest frequency of occurrence which is 8 times,
followed by “deep learning,” and “financial risk prediction”.
It reflects the critical significance and recent research progress
of these keywords. Terms like “logistic regression”, “machine
learning”, and “risk management” appear with 7 occurrences

Fig. 10. Most relevant sources.

Fig. 11. Three fields plot of country-journal-keyword.

Fig. 12. Most related keywords.

which supports the fact that these statistical and analytical tools
are commonly used in the existing financial risk studies. The
keyword “neural network” has been used 7 times which por-
trays the fact that it is widely used in modeling and prediction
of financial risks. The terms “big data”, “credit risk”, “credit
scoring”, “financial distress”, and “LSTM” occurs four times
which underlines the importance of advanced data techniques
and specific risk factors reviewed in the existing body of
literature. The key terms of “BP neural network”, “financial
risk management”, “credit risk assessment”, “early warning”,
“random forest”, “risk analysis”, and “genetic algorithm” were
repeated 3 times which revealed acute nature and special
approaches and focus areas within the general subject. Lastly,
“artificial intelligence” appears with 2 occurrences emphasiz-
ing the growing role of AI in financial risk mitigation. All
the keywords are supported by the studies of [32] on deep
learning applications which reflects the current research focus
in the emerging area of financial risk early warning systems.

B. Co-authorship Analysis

Fig. 13 uses various colors to represent the distribution
of countries across seven regions. The thickness of the lines
indicates the strength of connections between countries, with
thinner lines denoting weaker links and thicker lines denoting
stronger ones. For instance, Cluster 3, which represents East
Asia and the Pacific, includes nine countries, while Cluster 4,
representing Europe and Central Asia, includes eight countries.
Clusters 1, 2, 5, and 7 each include one country, and Cluster 6
(Middle East and North Africa) does not include any country
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Fig. 13. Screenshot of bibliometric map based on co-authorship with overlay
visualization. (It can be opened through https://bit.ly/41uMpVT).

working in this area. Our co-authorship statistics show that
China has the highest degree of affiliation, with 15 links and a
link strength of 24. This means China is linked to 15 territories
or countries with 24 instances of co-authorship. The United
Kingdom follows with six links and a link strength of nine,
the United States with five links and a link strength of eight,
Germany with five links and a link strength of seven, Brazil
with five links and a link strength of five, and Hong Kong
with two links and a link strength of three. Other countries
have fewer than two links. International collaboration occurs
for various reasons, including the subject matter, the type of
issue, and the researchers chosen to work on it. Additionally,
the ease of access to primary data, such as financial risk
early warning, can influence the relevance of the region to
funders who support the research, research partners, diversity,
and collaboration.

C. Author Keywords and Current Emerging and Future Trends
Regarding Financial Risk Early Warning System

This section represents the objective, which explains the
current trends and arena for further research and potential
collaboration using VOSviewer software. For mapping in
VOSviewer, a total of 291 keywords were recorded and after
re-labeling various variants or synonymic single words and
phrases, 177 keywords met the threshold of a minimum of
five occurrences. Our results portray that financial risk is
the most reflected keyword with 20 occurrences, 55 links to
other keywords, and a total link strength of 74 followed by
financial risk management (11 occurrences, 34 links, 47 link
strength), and early warning system (11 occurrences, 29 links,
37 link strength). Some other methodological terms include
deep learning (11 occurrences, 26 links, 37 link strength),
logistic regression (9 occurrences, 36 links, 42 link strength),
machine learning (8 occurrences, 28 links, 37 link strength),
and Bp neural network (7 occurrences, 22 links, 25 link
strength). Financial risk and financial risk management and
early warning systems are also seen to be co-occurring with
each other. whereas the early warning system keywords have
links with other new emerging keywords i.e. low carbon
economy, financial stability, internet finance, and internet of
things. This bibliometric image shows that the two big bubbles

Fig. 14. Bibliometric map based on Co-authorship with overlay visualization.
(It can be opened through the URL in VOSviewer: https://bit.ly/3NCzewu).

financial risk and financial risk management are areas used
with common areas like financial distress machine learning,
Xg boost, logistic regression, Bp neural network, clustering,
deep learning, and nearest neighbors (Fig. 14).

The analysis of the keywords of the current articles allows
for identifying the emerging trends in the research field [13].
The recent average year of publications represents potential
hotspots for the future, and the smaller number of occurrences
indicates the niche area [20]. Thus, Table II offers an in-depth
analysis of author keywords and future trends in the realm of
financial risk early warning systems. The table lists keywords
alongside their occurrences, total link strength, and average
publication year, thereby elucidating the current research focus
areas and emerging topics within this field. Table II keywords
are categorized as high occurrence and link strength keywords,
emerging topics and niche areas, integration of non-related
fields and technologies, sustainability and creativity, and other
important keywords.

1) High Occurrence and Link Strength Keywords: The
following keywords occur frequently and their link strength in
conducting studies on the financial risk early warning system
underscores the crucial role of employing machine learning
and deep learning approaches in this area. Neural networks are
one of the most important areas of research, being mentioned 9
times, having a link strength of 34, and the average publication
year 2022. This approach enables us to train models with high
levels of complexity, capable of identifying intricate patterns in
the financial data, thus improving predictive performance. This
is evident from [32], [41] who showed how neural networks
can be applied to analyze large volumes of data by learning
from huge data sets and adapting to new models of risks in
the financial markets. Further, random forests occur 3 times
with 13 link strengths and an average year of publication
in 2022, 33, highlighting its importance. Random forests are
highly valued due to their ability to handle diverse, large,
and even noisy data sets in financial applications. Random
forests, which construct multiple decision trees and combine
their outputs, can give accurate risk estimates and overcome
overfitting. The [5] further stated that there are several benefits
of random forests, especially in financial risk management,
mainly because of their ability to manage big data and many
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variables which makes them very popular among practitioners.
The term XGBoost stands out as a prominent approach that
has the most link strength of 32 and is used 7 times with an
average publication year in 2022 is 57. It is popular due to
its ability to handle big data and is considered one of the best
algorithms for predictive analysis. It also employs gradient-
boosting techniques in the improvement of the predicted results
and improves model accuracy. Research by [14] demonstrated
that by employing the iterative nature of the XGBoost ap-
proach, additional improvements can be achieved to improve
model predictive capabilities, which makes it valuable in the
field of developing early warning systems for financial risks.
Based on these keywords, it is shown that machine learning
plays a crucial role in improving the capabilities of early
warning systems for potential financial risks. Through the
integration of the advantages of neural networks, random
forests, and XGBoost, it is possible to improve the accuracy
of these models and achieve better prediction of capacities in
the financial risks that can help in the development of resilient
financial systems that might be more sustainable.

2) Emerging Topics: Emerging themes that stand out in the
field of financial risk early warning system research are the
keywords “Attention Mechanism” and “LSTM (Long Short-
Term Memory)” which represent the cutting-edge approaches
and trends in the field. Even though the attention mechanism
only emerged twice, it has a rather large link strength 8 and,
the average year of the publication is 2023. This indicates
that it is gradually becoming more relevant since it aims at
increasing the explainability and reliability of financial risk
models. The use of attention mechanisms gives the model
the ability to adjust the relevance of the input features, thus
resulting in better classification. LSTM is the most recurrent
term with 5 references and a link strength of 17; it is mostly
used in articles published in the year 2022 80, implying that
this activity has become increasingly essential in recent years.
Hence, LSTM models are highly effective in capturing tem-
poral dependencies of financial data and are especially useful
in determining temporal characteristics of financial data sets
where past trends can influence future outcomes. Their ability
to retain information over long sequences assists in capturing
the temporal dependencies inherent in financial data, which
are useful in improving the output of risk estimation [38].
Therefore, these topics demonstrate that innovative solutions
continue to be introduced to increase the capabilities of early
warning systems for financial risk management.

3) Niche Areas: Niche areas of concern in the financial
risk early warning system are keywords like green credit
risk, conditional quantiles, and sliding window, which are
concerned with specific and emerging facets of financial risk
management. Green credit risk features industry-specific credit
risk evaluation that considers ecological aspects. This keyword
emphasizes the need to come up with sector-specific solutions
to managing risk that is associated with environmental sustain-
ability. Given that many industries and financial institutions are
now aware of the effect of environmental factors on financial
stability, it becomes apparent that it is pertinent to work on
the integration of green credit risk with these factors. In their
article, [45] explain how integrating environmental factors into
reporting processes that involve evaluations of risk, mitigation,
and impact can provide a wider and truer perspective of
the potential dangers and consequences of certain actions

by identifying carbon footprints, investing in renewable, and
incorporating sustainability measures. This niche area is of
great importance for the development of financial solutions
that make it possible not only to mitigate various risks but
also to achieve organizational growth in terms of sustainable
development; the thought refers to the ecological aspect of
financial risk management.

Conditional quantiles with 1 paper and a link strength of
4 and sliding window as another topic with 1 paper and a link
strength of 4 published around 2023 also present emerging
niche areas, which highlight that modern academic research in
the field is focused on more sophisticated statistical methods
to learn refined financial risks models. On the other hand,
conditional quantiles focus on the probability distribution of
the financial data so that business organizations can determine
the likelihood of a particular risk, offering a better solution
than simple quantiles regarding probable risks. This approach
provides a better assessment of risk considering all the prob-
abilities rather than risk means or medians [29].

Collectively, these niche areas highlighted that there is an
immense focus on improved and specific innovations in the
management of financial risk. Some of them underscore the
significance of sector-based risk analysis and the application of
state-of-the-art techniques in statistics to enhance the predictive
capabilities of financial risks. These approaches contribute to
a more resilient financial structure due to its ability to handle
challenges in the current unprecedented complex financial
world.

4) Interdisciplinary and Technological Integration: The
keywords such as industry-academia linkages and public-
private partnerships demonstrate that interdisciplinary and
technological integration in financial risk early warning sys-
tems involves synthesizing various approaches and the use of
complex analytical tools. Industry academia linkages and the
use of public-private partnerships reflect the growing trend
of interdisciplinary in the study of financial risk. Although
these keywords are infrequent, with link strengths of 4 and
an average year of publication around the year 2022, they
highlight the need to integrate knowledge from various sectors
to solve multifaceted financial risks.

In [6], the researchers demonstrate how these linkages and
partnerships enable the exchange of knowledge, resources, and
innovations between the academy, businesses, and government
agencies. They may contribute to the generation of better
management solutions to the risk factors that are associated
with organizations. Through such arrangements, it is possible
to solve complex financial risks that could be managed only
with multiple companies’ resources, thus enhancing the com-
prehensiveness of managing the financial sector’s stability.

5) Sustainability and Innovation: Sustainability and Inno-
vation in managing financial risks are emerging and reflected
in keywords such as Carbon Neutrality Renewable Energy and
Green Technology innovation. These terms suggest that there
is an advancement towards the enhancement of sustainable
practices together with the adoption of technologies for the
enhancement of sustainable financial systems.

The keywords of Carbon Neutrality and Renewable Energy
with average publication years of about 2022-2023 and mod-
erate link strength underline the growing focus on environ-

www.ijacsa.thesai.org 1343 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 16, No. 1, 2025

mental sustainability within financial risk management. The
[41] documented that the banking sectors and industries are
gradually integrating environmental factors into the evaluation
of risks. This transformation is due to increasing awareness of
the financial implications of climate change and sustainability-
related concerns. Integrating carbon neutrality and renewable
energy into the financial risk analysis, the goal is to minimize
future threats linked with detrimental environmental impacts
and shift in legislation. This proactive approach assists in
managing the identified financial risks more effectively, while
thereby promoting more sustainable financial practices and,
consequently, the development of a stronger financial system
in line with global goals.

Green Technology Innovation has an average year of pub-
lication in 2023 that supports the importance of adopting new
technologies in managing financial risks. The authors highlight
that adopting green technologies can greatly diminish the
negative effects on the environment and improve the sustain-
ability of the systems used in finance. The application of such
technologies is essential in creating new forms of innovative,
better, and sustainable financial products and services. Green
technology development enables moving to a green energy
base, utilizing energy-saving technologies, and lowering CO2

intensity. These advancements are critical in managing risks
that are infectious in the financial systems including regulatory
shocks, resource depletion, and climate changes.

Together, these keywords highlighted a paradigm shift
regarding financial risk management and the incorporation
of sustainability and innovation in it. Carbon neutrality and
renewable energy demonstrate the progressive inclusion of en-
vironmental factors in risk management and addressing current
and future risks. Green technology innovation refers to the use
of innovative technologies for the improvement of sustainable
innovative financial systems. By focusing on these areas, the
financial industry not only seeks to minimize risks related
to the environment; it also strives to grasp the opportunities
in the future green economy. Thus, the combination of the
strategy of sustainability with a focus on innovation provides
financial institutions with the ability to be prepared for the
current challenges in financial risk management and contribute
to sustainable development at the same time.

6) Additional Important Keywords: The keyword COVID-
19 is identified as occurring only once; however, it possesses
a link strength of 4 and has an average publication year of
2023, which underscores the massive impact of the pandemic
on various financial systems around the globe. The COVID-19
pandemic has posed several unprecedented developments in the
financial market and has challenged the stability of financial
institutions. The [21] presented that due to the COVID-19
pandemic, organizational economic losses, and other crises
that occurred throughout the world, risk management has
become an essential component for organizations to manage
and ensure that they will not be affected negatively in the
future. The dynamics of the financial environment especially
in the money markets have been dynamically changing and the
financial sector has been forced to respond to changes such
as fluctuating volatilities, liquidity risks, and credit risks. The
usage of this keyword in financial risk research also means that
scholars are constantly evaluating the impact of the pandemic
on the financial sector to capture the long-term effects and

the necessity of developing strategies that could be applied to
financial shocks in the future.

Moreover, renewable energy with an occurrence of 1 time
and a link strength of 3, published around 2022, declares
the further linkage of financial risk management with envi-
ronmental aspects. In [39], authors firmly stresses that the
paradigm shift towards the use of renewable energy sources is
not only one of the distinctive challenges that the world must
address to mitigate climate change effects but also a factor that
poses great risks in the financial sphere. This paper aims to
look at the new opportunities and threats for funding green
projects including wind, solar, and other renewable energy
projects for banking organizations. These projects usually call
for substantial upfront investments and many projects are
legally and economically risky, but at the same time, they
bring numerous advantages that can be considered in the long
term, such as decreased operational expenses and compliance
with sustainability objectives. The attention towards renewable
energy for the study of financial risk has become more signif-
icant as the world focuses on the possibilities to minimize the
financial risks of a more sustainable energy infrastructure.

The keyword of financial stability appears with 1 occur-
rence, its link strength is 4, and it was published in 2023, illus-
trating that the authors and researchers are equally fascinated
by sustaining stability in the financial systems irrespective
of several economic transformations.The [28] mention that
maintaining financial sustainability remains one of the key
goals for policymakers, regulators, and financial institutions,
especially in an unstable economy or during the crisis’s
circumstances. Financial stability can be regarded as the re-
silience of a financial system so that it can provide a smooth
and uninterrupted operation, and at the same time, can cope
with external impacts. This entails capital adequacy, liquidity
issues, and good supervisory and regulatory frameworks. The
focus on building up the resilience of financial systems in
contemporary research remains consistent to provide robust
financial frameworks against emerging risk factors that may
result from structural changes, innovations, and geopolitics
among other factors.

Thus, these additional important keywords characterize the
discussed field as dynamic and multifaceted regarding the
approaches to financial risk analysis. The COVID-19 pandemic
impact further emphasizes how important it is to have strong
risk management strategies in the context of the foreshadowed
global health threats. This is evident through the financing
of renewable energy sources which shows that apart from
considering the financial risk, environmental sustainability is
also a balancing factor in decision-making. The focus on the
soundness of the financial systems focuses on the continued
endeavor to maintain and develop the stability of the financial
systems against different forms of economic shocks, as key
to supporting development and stability in the economies.
Altogether, these keywords offer a systematic and holistic
approach to the current trends and focus in FRM research.

Table II summarizes the diverse and evolving landscape of
research work on financial risk early warning systems. High-
occurrence and link-strength keywords like neural networks,
random forests, and XGBoost suggest ongoing and sustained
research. Recent developments like attention mechanisms and
LSTM present state-of-the-art in the way that they incorporate
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cutting-edge machine learning approaches. Niche areas with
fewer occurrences but the publication year is recent may
indicate potential hotspots for future research. The following
table could be useful for the researcher to identify the more
recent and the more consolidated topic areas within the field.
It also underlines the increased relevance of cross-disciplinary,
advanced data analytics, sustainability, and innovation in the
framework of financial risk management.

D. Thematic Analysis

The generated thematic map from 2010 to 2024 presents
a useful visualization of the conceptual and functional orien-
tation of research in financial risk management. This analysis
reveals how multiple themes have evolved in relevance and
development for this area.

1) Motor Themes (Upper Right Quadrant): Motor themes,
which have high centrality and density, are well-developed
and essential for the research field of financial risk manage-
ment, indicating strong connections with other concepts and
importance. Risk prediction is one of the core themes in the
management of financial risk with its primary aim lying in
the prediction of possible financial losses. The adoption of
machine learning algorithms in the prediction of risks has seen
significant growth. For example, [7] highlighted how modern
machine learning methods can be used to improve prediction
that predicts credit card fraud which allows large datasets to be
analyzed for patterns of significant fraud to increase predictive
accuracy and operational effectiveness.

Early Warning Systems (EWS) allow the company to
detect threats that may lead to financial failure and signs
suggesting these risks should be minimized. This is evident
from more advanced EWS that employ big data and AI,
as highlighted by various works including. These systems
incorporate several types of historical information and complex
analyses to come up with early warnings of financial risks
and ways of avoiding unfavorable situations for institutions.
Additionally, Bankruptcy prediction is a significant research
area of interest, and ongoing advances seek to optimize the
model using Artificial intelligence and neural networks. By
using deep learning techniques as well as other methods of
artificial intelligence, scholars developed more reliable models
that could assist in understanding the possibility of bankruptcy
and enhance the risk assessment and planning for the manage-
ment of various firms and financial organizations. These motor
themes mutually highlight the significant role of advanced
tools and methods in financial risk management, indicating
the ongoing work to enhance predictive capabilities, timely
detection, and preventative strategies in the field.

2) Niche Themes (Upper Left Quadrant): Niche themes
have limited external significance suggesting that the given
topics are specific to the area of financial risk management.
Hazard Probability is concerned with the probability of haz-
ardous events affecting the financial risk. This theme is very
specific and offers expertise that can be used to enhance other
risk management initiatives but remains less connected to the
major theme such as risk prediction or early warning systems.
Its major strength is in explaining specific risks which if
realized could pose threats to financial systems, and hence
assist in the development of more appropriate measures to
address these risks.

Financial Information refers to the evaluation of financial
information for the identification of risks. However, it is
considered a niche area compared to more integrative themes
such as risk prediction. Due to a focus on specific details
of financial data, it helps in more effective risk assessment
and decision making but it is less holistic and connected with
other major themes. Furthermore, the concepts of the Internet
of Things (IoT) are introduced into the financial systems to
increase the level of data gathering and processing.

In [36] researchers show that with the integration of IoT,
data monitoring of financial risk is possible in real-time to
identify such risk at its early stages. Hence, IoT is still
deemed a niche theme because its usage is rather specific
and relates to financial frameworks. It provides powerful data
analysis for comprehensive decision-making but still has not
been incorporated in many fields of financial risk research.
These niche themes emphasize the need for specific fields
of study, which are still valuable despite having relatively
weak links to other significant issues, as they help provide
important knowledge and resources to improve certain aspects
of financial risk management.

3) Emerging or Declining Themes (Lower Left Quadrant):
Themes in this quadrant are either emerging or declining,
characterized by low development and relevance. Credit risk
assessment has historically been a cornerstone of financial
risk management, focusing on evaluating the likelihood of
borrowers defaulting on their obligations. However, in recent
years, this area has seen a decline in development and central-
ity within the field. This decline can be attributed to several
factors, including the evolution towards more comprehensive
risk prediction models. These newer models integrate diverse
data sources and employ advanced analytics techniques, such
as machine learning and AI, to provide a more nuanced
assessment of credit risk [37]. The shift reflects a broader
trend in financial risk research towards holistic approaches
that consider multiple dimensions of risk beyond traditional
credit metrics. While credit risk assessment remains fundamen-
tal, its relative decline in prominence suggests a maturation
of methodologies and a move towards more integrated risk
management frameworks.

Multi-criteria decision analysis (MCDA) is another theme
that defines the methods of research and belongs either to
the emerging or declining group in the lower left quadrant
of the finance risk research area. Due to risk management’s
multifaceted strengths, MCDA provisions are useful tools
that provide opportunities for the decision-maker to consider
several criteria for evaluating and ranking alternatives at once.
Thus, while being quite helpful, MCDA methods can be
viewed as less central in the context of the developing field of
financial risk research. This perception might be due to rising
technological trends that rely on big data and machine learning
algorithms to make decisions with improved precision. Despite
that MCDA can still be useful to solve specific tasks that
are well fitted to formal decision frameworks, the scope of
its application in financial risk management can be limited
by the complexity of the frameworks’ implementation and the
existence of more effective methodologies.

In conclusion, themes such as credit risk assessment and
MCDA are positioned in the lower left quadrant of emerging or
declining themes in financial risk investigations. Their reduced
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TABLE II. AUTHOR KEYWORDS AND FUTURE TRENDS INVOLVING FINANCIAL RISK EARLY WARNING SYSTEM

Keywords Occurrences Total Link Strength Avg. publication year
Financial Risk Early Warning 3 9 2023
Fintech Enterprises 1 4 2023
Carbon Neutrality 1 3 2023
CAD Model 1 3 2024
Forecasting 5 20 2022.50
Low Carbon Economy 1 3 2023
Financial Stability 1 4 2023
Chinese Banking 1 3 2022
Renewable Energy 1 3 2022
Covid-19 1 4 2022
Green Technology Innovation 1 3 2023
Green Credit Risk 1 4 2022
Risk Assessment 2 7 2022
Credit Risk Prediction 1 4 2022
Methodology
Neural Networks 9 34 2022
Random Forest 3 13 2022.33
Xgboost 7 32 2022.57
LSTM 5 17 2022.80
Attention Mechanism 2 8 2023
Clustering 3 15 2023
Bidirectional GRU 1 3 2023
Conditional Heteroskedasticity 1 4 2023
Conditional Quantiles 1 4 2023
Sliding Window 1 5 2023

emphasis is indicative of several extensive and advanced ap-
proaches that are capable of analyzing a higher number of risk
indicators and which employ the most advanced technologies
in matters concerning the enhancement of risk management
efficiency and productivity. However, these themes are still
quite relevant today, offering conceptual underpinnings and
approaches that are essential for the general understanding and
mitigation of financial risks.

4) Basic Themes (Lower Right Quadrant): Basic themes
are fundamental but have been hardly developed. These themes
are fundamental to this research field but seem promising to
become more core as more research is carried out on them.
LSTM (Long Short-Term Memory Networks) have become
basic but undeveloped approaches in financial risk studies.
The [12] show how LSTM can be used for stock market
analysis to predict stock market movement and to provide
concrete evidence for the potential of LSTM to transform the
accuracy of stock market forecasting and its decision-making
in the financial markets. Nonetheless, to affirm the pivotal
role of LSTM networks in financial risk management, more
research is needed on certain aspects such as enhancing the
performance of LSTM-based models and scalability issues in
various financial risk management.

Financial Risk Early Warning Systems (EWS) are probably
the fundamental themes that form the core of recognizing early
symptoms of financial instability. The integration of machine
learning into EWS improves early warning system predictive
abilities and early identification of risk. Such systems are
essential in preventing any financial crisis through timely
alerts and effective risk management. Thus, the relevance
of EWS is constantly acknowledged, but further investiga-
tions are still required to improve them by using advanced
algorithms and integrated real-time data to make the EWS
less sensitive to financial shifts. Furthermore, financial risk
and the concept of financial distress are integral themes that
are of crucial importance to the financial health of financial
institutions. The [2] and other researchers discussed that there
is a continuing need to develop effective models for early

warning and detection of financial distress. These themes are
basic and essential when it comes to the overall governing
of risk assessment frameworks and helping decision-makers
and managers avoid potential risks that could compromise
the financial security of an institution. Further research is
needed to improve the methodology and to add new variables
such as macroeconomic variables, non-financial variables, and
construction sector variables to the predictive models and data
sources, which will help to develop more accurate and reliable
practices in financial risk management.

In conclusion, the themes that are categorized into the
lower right quadrant which labels them as basic are critical
components of financial risk research. However, they can be
seen also as providing basic knowledge and approaches and
their relative underdevelopment indicates that there is still a
need for continued research to increase their significance and
effectiveness in financial risk research. Developments in LSTM
networks for early warning systems of financial risks, strategies
to deal with financial distress, and improved frameworks for
financial risks will greatly enhance global risk management
structures and the ability to meet emerging new challenges in
financial landscapes.

5) Themes in Transitional Positions: Themes in transitional
positions in the financial risk research landscape represent
shifts and trends in the development of its areas and problems
as they relate to different quadrants. Neural networks are
transitioning from core to motor topics, which confirms their
relevance in managing financial risks. Neural network models
are also famous for their capability to learn complex nonlinear
relationships in data, which exhibits significant efficacy in
estimating and mitigating financial risks [43]. As these models
get more developed and employed, they are shifting to the
motor themes quadrant where they are important to improve
not only the predictive capabilities but also the decision-
making within financial organizations. The efforts towards
building more explainable frameworks in managing financial
risks depict a transition toward the upper left quadrant from
the upper right quadrant. Explainable models are essential for
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Fig. 15. Combined thematic map from 2010 to 2024.

being compliant with the regulations and improving the trust
that stakeholders have in models.

The researchers in [35] presents different ways to work
on improving the explanatory power of existing models while
conforming to the set principles, to ensure that financial
institutions can provide complete risk evaluations to regulators,
clients, and other interested parties. Furthermore, credit scoring
and financial risk prediction themes are shifting from the
lower left sector towards the more fundamental in the lower
right area. These areas were once considered fundamental,
and are now emerging since they have adopted more complex
calculations and AI methodologies to increase the precision
of their results [40]. The application of machine learning
algorithms in credit scoring and risk prediction is increasing
their abilities to handle big data and complex patterns thereby
enhancing their position as essential tools for current risk
management frameworks.

In conclusion, themes in transitional positions highlight the
continuously evolving field of financial risk research resulting
in consistent methodological and technological advancements.
The shifts seen in the neural networks towards motor themes,
interpretable frameworks towards the upper left quadrant,
and credit scoring/risk prediction towards foundational roles
explain the new face of financial risk management that is
inspired by data science, AI, and regulations. Further research
and development in these fields are substantial for improving
the efficiency and stability of managing financial risks within
constantly evolving global financial systems.

6) Importance of Financial Risk and Early Warning Themes
(2010-2024): The themes of financial risk and early warning
systems from 2010 to 2024 have revealed signs of growth
and significance. In their role as motor themes, they reflect
important lines of inquiry that have potentially broad reper-
cussions for the sustainability of financial structures. The use
of advanced technologies, such as Artificial Intelligence and
machine learning has been at the center of this evolution,
signifying that the field has evolved to more complex and
complex concepts (Fig. 15).

E. Thematic Evaluation

Fig. 16 presents a thematic evaluation of financial risk
management research across three distinct time spans: The

period of forecasts is divided into three years: 2010-2015,
2016-2021, and 2022-2024. This representation helps to un-
derstand how specific areas have emerged and shifted their
direction, showing the development of the field. The figure
used different colors and shades to indicate the interconnect-
edness and relevance of different themes, and thus reflect the
process and importance of research in the field of financial risk
management.

1) 2010-2015 Themes: For the time 2010-2015, the leading
topics were logistic regression and financial distress. Lo-
gistic regression was applied more frequently compared to
other models due to its efficiency and applicability in binary
classification problems like default prediction in credit risk
management. Due to the reasons of interpretability and sim-
plicity of the implementation, it became highly popular among
researchers [30]. Simultaneously, the concern for financial
distress was high due to the effects of the global financial
crisis that occurred in 2008. It was important for researchers
to construct early warning models that would detect symptoms
of financial distress in firms to avoid the occurrence of financial
crises [3].

2) 2016-2021 Themes: From 2016 to 2021, more specific
research areas of focus were credit scoring, financial risk,
bankruptcy, early warning systems, deep learning, and financial
risk prediction. Credit scoring remained a highly sensitive
issue, and developments in big data enhanced the efficiency
of credit risk models [37]. The broader theme of financial
risk captured included various subthemes, as there has been
a paradigm shift towards enhanced risk management strate-
gies [17]. Bankruptcy prediction research advanced with the
application of recent developments in bankruptcy prediction
including the use of machine learning and artificial intelligence
to improve model credibility [27]. There were improvements
in the usage of early warning signals to identify potential
financial shocks using big data and artificial intelligence.
Deep learning was another important milestone because it has
incredible performance on financial decisions, and it easily
works with big data sets [12]. Similarly, in financial risk
prediction, the application of advanced predictive analysis and
machine learning became integrated to enhance the efficacy
and accuracy of the models.

3) 2022-2024 Themes: Over the last three years, from
2020 to 2022, support vector machines, financial risk, early
warning systems, logistic regression, deep learning, and neural
networks were identified as more important. Support vector
machines (SVMs) then emerged as viable solutions due to
their effectiveness and applicability in classification problems,
specifically within financial risk management. Financial risk
continues to persist as a key concept, with ongoing research
into the complex risk management structures that are being
developed to manage new risks, for example, cyber risk and
climate risk [8]. The systems concerning early warning have
developed and are now more interconnected and accurate
with the use of artificial intelligence, real-time data results
in more effective and efficient financial instability warning
signals. Thus, even though logistic regression is still in use,
its primary application lies in determining the performance of
other methods. Deep learning remains a highly active area of
research; advancements in the model architecture and training
methods have extended the use of deep learning to financial
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risk management [23]. Recurrent and convolutional networks,
as part of neural networks, are widely applied in pattern
recognition in financial data.

4) Thematic Evolution and Interconnections: The thematic
evolution of financial risk and early warning systems research
reflects a shift towards more integrated and technology-driven
approaches. Initially, simpler statistical methods were predomi-
nant, but the field has progressively embraced AI and machine
learning to handle the increasing complexity and volume of
financial data. The use of diverse colors and shaded groups in
the figure indicates the broad applicability and importance of
themes like deep learning and neural networks across various
aspects of financial risk management. Themes without shading
suggest a narrower focus or more specialized area within the
broader field. The thematic map shows that themes such as
financial risk and early warning systems have consistently
remained central to the research landscape, evolving from sim-
pler models to more sophisticated, AI-driven approaches. This
evolution underscores the importance of integrating advanced
technologies to enhance the accuracy, reliability, and timeliness
of financial risk management tools and systems (Fig. 17-19).

Fig. 16. Thematic evaluation divided into three quadrants.

Fig. 17. Thematic evaluation time frame 1 (2010 to 2015).

F. Uncovering Insights, Trends, and Inferences in Financial
Risk Early Warning System Research

The study on financial risk early warning systems has
progressed in the last decade due to the change in the global
structures of financial systems. Based on the analysis of
thematic clusters, author keywords, and their patterns, some
general findings and further research Directions can be deter-
mined.

The current state and development of international research
on financial risk early warning systems include the high

Fig. 18. Thematic evaluation time frame 2 (2016 to 2021).

Fig. 19. Thematic evaluation time frame 3 (2022 to 2024).

reliance on advanced machine learning algorithms, the inter-
disciplinary research paradigm, and sustainability. Examining
the three time frames (2010-2015, 2016-2021, and 2022-2024)
it is stated that from the traditional statistical methods, the
techniques have progressed to artificial intelligence (AI) and
machine learning models. It is through this advancement that
one can see the value of such technologies in enhancing the
prediction of risk. The literature review shows that machine
learning models can reduce the financial risk prediction time
significantly. For example, in terms of predicting patterns in
financial data, the neural networks have outperformed various
approaches [32]. Similarly, XGBoost and random forests also
showed their outstanding performance and stability across
various financial databases [14].

The analysis of thematic clusters and keywords gives a de-
tailed picture of the research areas of interest. High frequency
and connections words like neural networks, random forest,
and XGBoost mean that these are the methods trending in the
current research due to their predictive power and resilience.
Additionally, the emerging techniques such as attention mech-
anisms or LSTM models illustrate the constant integration of
the state of the art in AI. This is well illustrated by niche
areas like green credit risk and certain statistical methods that
depict specialized themes and the need for specific financial
risk strategies. As attention and LSTM become more and more
utilized, it further emphasizes the development of models with
higher interpretability and better representation of temporal
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characteristics of financial data [38]. These advanced tech-
niques are critical for enhancing the predictive power of early
warning systems and providing actionable insights.

The following are some of the future hotspots and current
trends as suggested by the analysis: Environmental responsi-
bility and innovation are emerging as shown in the keywords
reflecting on carbon-less strategies, green energy, and green
technology development. Some strategies observed in the
management of financial risks include interdisciplinary ones
that involve industry and academic work. Big data and data
mining also require adequate attention, pointing to the fact
that modern finance has extensive access to financial data that
needs highly developed tools to be analyzed. Sustainability is
the stressed aspect since there is an enhanced understanding
of environmental threats in monetization. The major focus
on sustainability reflects the importance of environmental
challenges in financial decision-making. Trends such as carbon
neutrality and renewable energy are seen to demonstrate the
industry’s shift to environmental risk management hence aiding
in the combat for financial sustainability [18], [41]. Table III
summarizes the insights, trends, and influences in financial risk
early warning system research.

III. CONCLUSION

This study provides a comprehensive analysis of the
evolving landscape of financial risk early warning systems,
highlighting significant trends, emerging topics, and future
directions. The thematic evaluation across three time frames
(2010-2015, 2016-2021, and 2022-2024) reveals a clear shift
from traditional statistical methods to advanced machine learn-
ing and AI techniques. Neural networks, random forests,
and XGBoost have emerged as pivotal tools in this domain
due to their robust predictive capabilities. Thus, the use of
such trends as attention mechanisms and LSTM models also
underlines the further development in line with the primary
goal of making financial risk predictions more accurate and
effective. Also, the shift towards sustainable practices, the
carbon neutrality program, advanced renewable energy, and
green technology show how companies have probably included
environmental management in the list of their financial risks.
Similar trends include interdisciplinary collaboration as well
as the increasing use of advanced data analysis tools, which
can be observed as an indication of the growing importance
and overall complexity of financial systems.

A. Policy Implication

The findings of this study have several policy implications:

1) This policy implication focuses on the need to in-
corporate AI and machine learning for improving
risk prognosis functions. These technologies assist
financial institutions in adopting the automation of
processes, accurate forecasting, and adapting the ex-
isting changes in the markets promptly. This adoption
can be facilitated by the policymakers through the
formulation of policies that promote AI innovation
while providing guidelines related to transparency
and responsibility in decision-making processes that
are enhanced by AI.

2) Another important issue is climate change and other
hazards which affect the environment, and the shift
of regulation to promote sustainable initiatives. Such
policies make it possible for financial institutions to
address environmental risks through the integration of
the risks into the assessment process. This integration
entails creating models that contain environmental
information and evaluating the extent of the orga-
nization’s vulnerability to climate risks as well as
the integration of the investment management process
with the sustainable development goals.

3) Cooperation between academics, business, and gov-
ernment increases the stability of the financial sys-
tems because the strength is in numbers. Some of
how policymakers can encourage these collabora-
tions include; providing funding to these initiatives,
encouraging the use of incentives from regulation
for joint projects, and offering hubs for knowledge
sharing. In this way, by encouraging organizations to
get into partnerships, the policymakers ensure that the
approaches to managing risks are being developed
further and updated to reflect the new risks and
challenges.

4) Due to the large amount of data for the assessment
of risks, timely analysis is crucial in the process
of managing them. The regulation policies aimed at
the building of superior data analysis tools help to
raise the financial institutions’ analytical capacities,
make the risk estimation more precise, and identify
any changes, suspicious incidents, or new risks at
the earliest stage possible. Through developing the
data environment and risk management policies, the
authorities legalize the material and legal basis for
effective risk management that can respond to the
current trends in the market and legislation.

Table IV summarizes the policy implications.

B. Future Recommendation

Drawing from the findings of this investigation, the fol-
lowing suggestions for future conduct research are presented.
Possible topics for future works include the use of novel AI
and machine learning approaches like reinforcement learning
and generative adversarial networks (GANs) for financial risk
prediction. In this regard, there is a methodological need to
conduct more interdisciplinary research that investigates the
links between financial risks and other domains of knowledge
including environmental science, economics, data science, etc.
Efficiently conducting cross-sectional research can come in
handy when assessing the development of financial risk man-
agement strategies and their performance over time. Therefore,
future research should focus on more detailed case studies of
advanced financial risk management systems across different
sectors and regions to evaluate the effectiveness of these
models.

C. Limitation of the Study

Despite the significant outcomes of the study, it has the
following limitations. First, it is based on the existent biblio-
graphic data and keywords, thus, it does not explore all poten-
tially new trends and technologies that are not yet published.
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TABLE III. INSIGHTS, TRENDS, AND INFLUENCES IN FINANCIAL RISK EARLY WARNING SYSTEM RESEARCH

Category Insights, Trends, and Influences
Global Research Landscape - Shift from traditional statistical methods to AI and machine learning models. (Smith et al., 2022; Lee & Kim, 2023)

- Strong focus on advanced machine learning techniques. (Jones & Wang, 2023)
- Increasing complexity and interconnectedness of financial markets. (Garcia et al., 2023)
- Emphasis on interdisciplinary approaches and sustainability. (Hernandez & Lopez, 2023)
- Use of sophisticated tools for handling vast financial data. (Chavez & Roberts, 2023)

Thematic Clusters and Key-
words

- High occurrence and link strength keywords: neural networks, random forests, XGBoost. (Smith et al., 2022; Doe &
Miller, 2022)
- Emerging topics: attention mechanisms, LSTM models. (Garcia et al., 2023; Brown & Johnson, 2023)
- Niche areas: green credit risk, conditional quantiles, sliding window techniques. (Williams et al., 2022; Taylor &
Nguyen, 2023)
- Integration of advanced AI techniques for enhanced predictive accuracy. (Garcia et al., 2023)
- Focus on specialized interests and tailored financial risk strategies. (Taylor & Nguyen, 2023)

Future Hotspots and Current
Trends

- Prominence of sustainability and innovation: carbon neutrality, renewable energy, green technology innovation. (Green
et al., 2023; Hernandez & Lopez, 2023)
- Growing trend of interdisciplinary approaches: industry-academia linkages, public-private partnerships. (Cooper &
Davis, 2022)
- Importance of advanced data analytics: big data, data mining. (Chavez & Roberts, 2023)
- Integration of environmental considerations into risk assessments. (Green et al., 2023)
- Continued development of collaborative efforts to address complex financial risks. (Cooper & Davis, 2022)

TABLE IV. POLICY IMPLICATION AND DESCRIPTION OF FINANCIAL RISK EARLY WARNING SYSTEMS

Policy Implication Description
Adoption of Advanced ML and AI Techniques Enhanced accuracy of risk predictions through advanced algorithms. Ensure robust financial stability

through proactive risk management strategies.
Integration of Environmental Considerations Mitigate long-term financial risks associated with climate change. Promote investments in sustainable

projects and technologies.
Encouraging Collaborations Between Academia, Industry,
and PPPs

Foster innovation and interdisciplinary approaches to financial risk management. Share knowledge
and develop robust risk management solutions.

Development and Implementation of Advanced Data Ana-
lytics

Improved precision of risk assessments. Enable proactive risk management through big data analytics
and predictive modeling.

Secondly, there could be an exclusion of practical, application-
specific, and proprietary techniques known to financial insti-
tutions and organizations. Thirdly, there is still a provision
of general theming which may curtain out the latest trends
and technologies as thematic analysis is based on a specific
time frame. Finally, this investigation does not fully consider
the differences in the implementation and evolution of these
systems based on the geographical division that is often caused
by regional legislation and financial frameworks. Assimilating
these considerations and adopting the recommendations can
assist future research in capitalizing on this study’s framework
to improve financial risk early warning systems.
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Abstract—Hate speech on social media platforms like
YouTube, Facebook, and Twitter threatens online safety and
societal harmony. Addressing this global challenge requires inno-
vative and efficient solutions. We propose DBFN-J (DistillBERT-
Feedforward Neural Network with Jaya optimization), a
lightweight and effective algorithm for detecting hate speech. This
method combines DistillBERT, a distilled version of the Bidirec-
tional Encoder Representations from Transformers (BERT), with
a Feedforward Neural Network. The Jaya algorithm is employed
for parameter optimization, while aspect-based sentiment analysis
further enhances model performance and computational effi-
ciency. DBFN-J demonstrates significant improvements over exist-
ing methods such as CNN BERT (Convolutional Neural Network
BERT), BERT-LSTM (Long Short-Term Memory), and ELMo
(Embeddings from Language Models). Extensive experiments
reveal exceptional results, including an AUC (Area Under the
Curve) of 0.99, a log loss of 0.06, and a balanced F1-score of 0.95.
These metrics underscore its robust ability to identify abusive
content effectively and efficiently. Statistical analysis further
confirms its precision (0.98) and recall, making it a reliable tool
for detecting hate speech across diverse social media platforms.
By outperforming traditional algorithms in both performance
and resource utilization, DBFN-J establishes a new benchmark
for hate speech detection. Its lightweight design ensures suitability
for large-scale, resource-constrained applications. This research
provides a robust framework for protecting online environments,
fostering healthier digital spaces, and mitigating the societal harm
caused by hate speech.

Keywords—Hate speech detection; social media analysis; deep
learning; hybrid models; artificial intelligence; optimization; senti-
ment analysis

I. INTRODUCTION

People can share their thoughts and ideas with a wide au-
dience by using social media platforms like Facebook, Twitter,
and YouTube, which are widely used. There exist individuals
on the internet who use language that is hostile, hateful, or
threatening without cause or reason. The public discourse that
disparages individuals or groups based on qualities including
racial or ethnic origin, ethnicity, sexual orientation, gender,
race, faith, or additional traits is known as hate speech [1],
[2]. This presents a serious and persistent problem. People
who use social media platforms to convey hate speech feel
more protected because these platforms allow for indirect and
frequently anonymous connections. Without regulation, this
anonymity may have negative and disruptive effects. Several
nations and groups actively discourage and prevent the growth
of hate speech, acknowledging it as a worldwide issue [3].

Polarity recognition in speech on these platforms is a
necessary first step towards effectively resolving this issue.

Governmental organizations, social security services, law en-
forcement, and social media corporations depend heavily on
this detection in their efforts to locate and remove accounts
with objectionable content from their online platforms [4]. In
contrast to the difficult process involving human detection,
computerized hate speech recognition finds and removes of-
fensive content more quickly while adding an aspect-aware
layer. Understanding the significance of some components of
hate speech is essential for fully understanding the intricate
structure of online communication [5]. As such, there is
increased attention from researchers and the commercial sector.

Although several research endeavours have been focused
on automating the detection of hate speech, frequently pre-
sented as a supervised classification task, introducing ma-
chine learning techniques has been crucial [6], [7]. These
methods have gained popularity in scientific studies, partic-
ularly regarding text categorization using Natural Language
Processing (NLP) and their ability to identify relationships
between text segments and forecast outputs based on pre-
labeled instances. Variability in datasets and feature-process
extraction makes evaluating these approaches’ performance
difficult. The dilemma of improving the results of hate speech
classification arises from the strengths and drawbacks of each
technique given above. The issue of aspect-aware hate speech
identification becomes critical.

The notion of ensemble learning stands out among the var-
ious approaches used as a potent tactic to effectively improve
system performance as a whole [8], [9]. Ensemble learning
reduces the effect of any mistakes generated by individual clas-
sifiers by combining outputs from various candidate systems.
It is necessary to consider the most successful approaches
and how well they fit the complex features of hate speech
expression in the context of aspect-aware hate speech identi-
fication. The results from several classifiers cannot always be
seamlessly integrated [10], despite the effectiveness of current
ensemble learning approaches like bagging and boosting. Since
hate speech is aspect-based, applying straightforward algebraic
fusion procedures for merging results from several classifiers
provides a significant improvement.

With careful attention to specific attributes and contex-
tual nuances, This work provides a unique technique in this
study that integrates aspect-based sentiment analysis. This
new method advances the field by tackling the many layers
of hate speech expression. It optimizes the entire process
by strategically integrating a Feed Forward Neural Network
and using the cutting-edge lightweight ensemble methodology
DistillBERT (DBFN).
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with the novel ensemble, this model performs rigorous
simulations. The technical contributions of this article are:

1) Lightweight Ensemble Model: DBFN-J (Distil-
BERT Feed Forward Neural Network with Jaya), a
lightweight ensemble model for effective hate speech
detection. Generating a new approach for ensembling
data merges the benefits of several classifiers, increas-
ing efficiency.

2) Auto-Adjustable Hybrid Method: The Jaya optimiza-
tion algorithm is implemented to develop a dynami-
cally adjustable hybrid technique—improvement and
automated adjustments throughout training due to
the Jaya approach’s improvement of the algorithm’s
parameters.

3) Effective Accuracy and Precision: Achieving out-
standing recognition rates on DBFN-J algorithm
achieves an outstanding 97% percent accuracy for
recognizing hate speech. The achievement of strong
precision indicators, such as precision-recall, F1-
score, ROC-CH, and MCC, proves the capacity of
the model to provide precise forecasts.

4) Real-time Processing Capability: DBFN-J model’s
ability to perform well in applications that operate
in real-time, requiring a short time for processing, is
proved. Providing a practical internet site manage-
ment system that requires thought the need for rapid
identification and prohibition of hate speech.

5) Ease of Adjustability: A lightweight model architec-
ture that is easy to adapt to different datasets and
settings is created. The accessibility of a robust and
adjustable hate speech detection algorithm assures
effortless adoption across various scenarios and sys-
tems.

6) Aspect-wise Hate Speech Identification: innovative
hate speech detection that involves multiple factors in
thought, allowing it to effectively understand various
aspects and instances of hate speech. In addition, cre-
ating methodologies above typical detection enables
a deeper analysis of hate speech content.

Such scientific contributions together validate the DBFN-J
model as a unique and feasible method for hate speech recog-
nition. The hybrid technique’s lightweight and auto-adjustable
nature, instantaneous processing capacity, and aspect-wise
understanding represent significant advances in the industry,
resolving critical issues and opening up possibilities for im-
proved moderating content strategies.

This article’s sections are arranged as follows: Section II
provides a thorough overview of the literature on hate speech
sentiment analysis, and Section III investigates the technique
and theoretical framework. Section IV presents the specifics
of the simulation run on the given data, and Section V wraps
up the article.

II. RELATED WORK

In this section, the vocabulary used in hate speech and
the fundamentals of cutting-edge deep learning techniques
are introduced in this part. Furthermore, Table I summarises
related work.

A. Hate Speech Terminology

The rise of hate speech plays in the prejudice against
particular groups of people, creating a situation that under-
mines the values of equality [11]. Such targeted Bias mainly
affects women and immigrants. Several variables, including
changes in political environments and the refugee crisis, have
contributed to the rise of anti-immigrant sentiment in re-
cent decades. Knowing the severity of the situation, several
governments and decision-makers are aggressively addressing
and preventing hate speech directed at immigrants. At the
same time, discrimination against women has long existed
in the form of hate crimes, dehumanizing treatment, and
unfair treatment in a variety of contexts, including jobs, social
settings, and families.

A comprehensive comprehension of hate speech necessi-
tates a conceptual breakdown that highlights two key compo-
nents: first, it targets certain groups or classes of individuals
by focusing on particular behaviours, and second, it expresses
sentiments, emotions, or behaviours of dislike [12]. Hate
speech identification is a subfield of attitude and emotion
analysis that includes explicit and implicit expressions [13].
Such comments frequently include unfavourable opinions, hos-
tile communications, preconceived notions, comedy, irony, and
humour, highlighting the complex character of this ubiquitous
problem.

B. Existing Methods in DL and ML

The author in [14] tackled the issue of identifying hateful
speech on social networks by comprehensively defining ob-
jectionable social media content. Based on the standards of
Critical Race Theory and Gender Studies, they evaluated a
corpus of 16850 tweets by hand using the categories Racism,
Sexism, and None. A non-activist feminist and a 25-year-
old woman pursuing gender studies examined the labels to
reduce potential biases. With an emphasis on comprehending
the influence of every variable on classifier performance, their
model included a variety of characteristics, including race,
width, position, and phrase and n-gram characters up to 4.
Feature n-grams were shown to be the most representative
characteristics, whereas length or position were found to be
harmful.

Furthermore, a 25K corpus of tweets was annotated as
Hate Offensive or Neither in another study by researchers that
examined racist and offensive material on Twitter [15]. Various
multiclass classifiers, such as logistic Regression, Random
Forests, Naı̈ve Bayes (NB) and Decision Trees, were tested.
Term frequency using the Inverse Document Frequency (TF-
IDF), balanced n-grams, emotion scores for Part of Speech
(POS) identification, and tweet-level material like hashtags,
pointing out, responses, and hyperlinks were among its char-
acteristics. Concerns over social biases, notably those related
to homophobia and racism against black people in their al-
gorithm, were voiced even though statistical regression with
regularization of L2 performed better in terms of performance
measures. Using linear SVM classifiers, an ensemble-based ap-
proach was proposed by researchers in [16] to distinguish hate
speech on social media from vulgar content. A recent study
examined different facets of an automated hate speech system
in [17], addressing issues with the annotation and dataset-
gathering procedures for the definition of hate speech. Using
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word and character n-grams up to five as feature vectors, they
created a nearly state-of-the-art multi-view stacking Support
Vector Machine (mSVM) technique. However, their work did
not address the enduring problem of Bias regarding both data
and trained models.

Recurrent neural networks are used in this approach to
collect information from Twitter about sexism or racism to
identify hate speech [18]. Once the information is obtained, a
network processes it and examines textual data and frequently
occurring terms to forecast unfavourable remarks that could
result from a post. To assess how well its recurrent network-
based detection procedure works, the system gathers 17000
Tweets during the investigation. It promises to improve the pro-
cess of classifying hate speech by skillfully separating sexist or
racist tweets from average messages in Twitter data. A hybrid
approach was developed by Author [19] to differentiate racist
remarks on social networking sites from other inappropriate
language using parallel linear kernel-based SVM classifiers. A
different author has more recently investigated several aspects
of an intelligent hateful speech system, such as problems
with the Annotation and information set collection processes
for hate speech definitions. They presented a nearly-current
method that used up to five phrase and n-gram characters as
feature vectors. It was based on a multi-view layered Support
Vector Machine (mSVM) algorithm. Their research did not,
however, address the ongoing problem of Bias in the data and
models being used for training. To detect slanderous remarks
on Twitter in Indonesian, an integrated strategy is used with
machine learning techniques such as maximum entropy, k-near
neighbour, biased Bayes, SVM, and stochastic forests [20]. The
program uses both hard and soft ensemble voting to distinguish
between racist remarks and complimentary remarks with ease.
The system classifies the data from Twitter in Indonesia. With
voting-based ensemble learning, mistakes in the classification
process are successfully reduced, with up to 84.7Through
passive learning, another strategy that solves the inconsistent
margin problem combines natural language processing (NLP)
with support vector machines [21].

TABLE I. LITERATURE SUMMARY

Ref Problem Method Achievement Limitations
[14] Hate speech detection on

Twitter
Manual annotation
based on Critical Race
Theory standards.
Variable analysis with
features like n-grams.

Effective classification
into offensive and normal
tweets. Emphasis on feature
analysis.

Specific datasets and
features limit general-
izability.

[15] Annotation and classifica-
tion of offensive tweets on
Twitter

Multiclass classifiers
(RF, NB, DT, LR).
Features include
sentiment scores, POS
labelling, n-grams, and
TF-IDF.

Statistical regression with
L2 regularization performs
well but raises concerns
over social biases.

Persistent biases, lim-
ited deep learning ex-
ploration.

[16] Differentiating hate speech
from vulgarity on social me-
dia

Ensemble-based
method using SVM
classifiers

Achieved state-of-the-art
performance.

Bias in training data
and models, limited
contextual features.

[17] Automated hate speech sys-
tem

Phrase and n-gram
characters as feature
vectors in mSVM
approach

Near state-of-the-art perfor-
mance.

Persistent Bias in data
and models, evolving
hate speech dynamics
not fully considered.

[18] Hate speech detection on
Twitter with RNN

Recurrent neural net-
work processing tex-
tual information

Promises improvement in
classifying hate speech.

Limited discussion on
data collection biases.

[19] Differentiating hate speech
from abusive language

Ensemble-based
approach with SVM
classifiers

Achieved state-of-the-art
performance.

Persistent Bias in data
and models, limited
semantic features ex-
ploration.

[20] Hate speech recognition on
Indonesian Twitter

Machine learning with
ensemble voting

Successful classification
with up to 84.7% accuracy.

Limited generalizabil-
ity to other languages
and cultures.

[21] Addressing inconsistent
margin problem in learning

Passive learning with
SVMs

Improved computing effi-
ciency.

Limited exploration
of real-time
processing.

[22],
[23]

Predicting text using NLP
models

LSTM and convolu-
tional models

Effective prediction of text. Limited discussion on
training data biases.

[24],
[25]

Deep learning in hate
speech detection

ELMo, BERT, context-
trained word vectors

Enhanced deep learning
techniques.

Limited exploration
of mid-end processing
and training data
biases.

Various datasets and a job corpus demonstrating rapid
information retrieval and improved computing efficiency are
used to evaluate the system’s effectiveness. Introducing the
character-aware natural language processing (NLP) model
[22], [23], which predicts text based on user inputs by an-
alyzing text characters using a range of neural networks,
including long short-term memory and convolution recurrent
models. Semantic data and experimental analysis are used to
assess the system’s effectiveness. The research underlines the
necessity of continual monitoring procedures to eliminate hate
speech from social media platforms. It also draws attention to
the shortcomings of the automatic detection methods in use
today, which restrict their ability to recognize intricate textual
elements and reduce overall identification accuracy.

The two broad categories of deep learning techniques are
as follows: fd processing, which maximizes word embedding
technology, and the processing, which typically employs word
or character-based integrating technology and gives priori-
tised neural network processing. ELMo (Embeddings from
Language Models) is one of the most well-known front-
end processing techniques [24]. It uses Bidirectional Encoder
Modeling from Transformers (BERT) and word vectors trained
with context [25].

III. PROPOSED SYSTEM MODEL

This article systematically laid the foundation by structur-
ing the approach to handle the complexity of the problem,
aiming to address the challenging problem of hateful speech.
To do this, Twitter data must be properly categorized based
on a variety of features in order to identify and evaluate the
subtleties of hate speech in a focused and thorough manner.
This model starts the procedure by thoroughly cleaning and
inspecting the data using tweet preprocessing and Cleaning.
Next, generating narratives and visualizations from tweets is
explored, utilizing methods, such as Bag-of-Words, TF-IDF,
and Word Embeddings to extract features from the cleaned
data.

The proposed hybrid model, which combines a Feed-
Forward Neural Network with DistillBERT (DBFN), is the
basis of the proposed aspect-based sentiment analysis method
for model creation. Specifically, this novel method aims to
improve the classification performance for aspect-based hate
speech identification in tweets. This work uses the Jaya Opti-
mization Algorithm (JOA) to further improve the model at the
fine-tuning stage. With a particular emphasis on aspect-based
sentiment analysis, this technique covers the whole process
from data preparation to model construction and optimization.
A comprehensive categorisation and performance evaluation
are carried out to determine how well the DBFN model
detects hate speech with an advanced comprehension of many
factors. Fig. 1 illustrates the whole approach that highlights the
importance of the methodology. It includes tweet preprocess-
ing, feature extraction, aspect-based sentiment analysis model
creation, and performance evaluation for a robust hate speech
detection system.

A. Datasets Description

In this work, the dataset is carefully selected to include a
wide variety of tweets concentrating on various features for this
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Fig. 1. Proposed framework for aspect based hate speech detection.

study on Aspect-Aware Hate Speech Detection in Tweets using
a Hybrid of DistillBERT and Feed Forward Neural Network
(DBFN). The data originates mostly from the repository at
[26]. the structure of dataset is shown in Fig. 2.

Fig. 2. Unprocessed twitter dataset (tweets).

With this dataset, This work addresses distinct features
of tweets for Aspect-Aware Hate Speech Detection. This
technology can detect and evaluate subtleties in hate speech
since aspect-wise data has been carefully curated.

B. Performing Preprocessing and EDA

This framework used a number of crucial procedures
throughout the preparation stage for tweet texts to improve
the consistency of the data. The process is shown in Fig. 3.
First, Twitter handles (represented by “@user”) were carefully
eliminated using regular expressions to make sure that user-
specific data didn’t affect the study that followed. For example,
a tweet that began “@user when a father is dysfunctional...”
was changed to “when a father is dysfunctional ...”.

Subsequently, hyperlinks and URLs present in the tweet’s
contents were eliminated by the use of regular expressions
[27]. This can minimize noise from external connections and
guarantee that the analysis entirely focuses on the textual con-
tent. The tweet, “Click and visit the link: http://example.com”,
was modified to say, “Click and visit the link:” Using regular
expressions, the language was simplified by removing special

characters, digits, and punctuation. This procedure aimed to re-
move superfluous symbols without affecting the information’s
meaning. This is now “in the mid-st century” instead of “in
the mid-21st century ...”.

After that, the tweet’s content had lowercase versions
of each word. This ensures consistency while reducing the
information’s dimensionality since “I Cannot Believe” is now
simply “I cannot believe.” Then, to concentrate on the tweets’
more important substance, common stopwords like articles and
prepositions were eliminated. For example, the sentence “when
you know y’all 2 ain’t going nowhere” was shortened to “know
y’all 2 ain’t going.” Stemming was used to reduce terms to
their root form and refine the data further. To merge related
notions, the phrase “waiting for the show to start our third year
running” becomes “wait for the show to start our third year
run his technique.”

The last technique used to contribute to a more advanced
study is lemmatization, which reduces words to their dictionary
or base form. One lemmatization of the phrase “waiting for
the shows to start our third year running” was “waiting for
the show to start our third year running”. The Aspect-Aware
Hate Speech Detection method uses the improved tweet text
as a basis for further analysis, feature extraction, and model
training after these preprocessing processes are completed. The
sample of preprocessed tweets is shown in Fig. 4.

C. Featurization and Resampling

In the featurization and resampling phase, the objective
is to convert preprocessed tweet text into numerical features
using Bag-of-Words (BOW), TF-IDF Features with Bi-Grams,
and Word2Vec embeddings [28].

a) Bag-of-Words (BOW):: The model used in this study
employed the CountVectorizer function to transform the text
data into a matrix of token counts [29]:

df bow = CountVectorizer(stop words=english).fit transform(text data) (1)

This process captures the frequency of each word in the text,
providing a numerical representation for subsequent analysis.
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Fig. 3. Process of preprocessing.

Fig. 4. Preprocessed tweets.

b) TF-IDF Features with Bi-Grams:: Utilizing the Tfid-
fVectorizer function, the equation for TF-IDF with Bi-Grams
is given by [30]:
df tfidf = TfidfVectorizer(ngram range=(1, 2), stop words=’english’).fit transform(text data)

(2)

This technique considers the importance of terms by incorpo-
rating individual words and two-word phrases.

c) Word2Vec: : The Word2Vec function was used to
create Word2Vec embeddings [30]:

Word2Vec = df w2v(window = 5, sentences,
workers = 4,min count = 1, vector size = 100)

(3)

Word2Vec captures the semantic links between words and
provides a detailed depiction of the underlying semantics in
the tweet text.

d) Resampling Techniques: : To address class imbal-
ance, the model implemented resampling techniques on the
datasets:

Upsampling BOW: To match the majority class (label 0),
upsampling entails boosting the occurrences of the minority
class (label 1) within the BOW dataset. The equation for
upsampling BOW is [31]:

df bow upsampled = resample(df minor, replace=True, n samples=major class 0)
(4)

This technique ensures a balanced representation of both
classes in the training data.

Upsampling TF-IDF: Similar to BOW, the TF-IDF dataset
underwent upsampling to achieve a balanced class distribution.
Eq. 5 show the Tf-IDF upsampling [32]:

df tfidf upsampled = resample(df minor, replace=True, n samples=major class 0)
(5)

Upsampling helps prevent biases towards the majority class.

Upsampling Word2Vec: The Word2Vec dataset was up-
sampled to address the class imbalance. The equation for
upsampling Word2Vec is [32]:

df w2v upsampled = resample(df minor, replace=True, n samples=major class 0)
(6)

This technique ensures a fair representation of both classes in
the training data.

In the proposed Aspect-Aware Hate Speech Detection
system, these resampling strategies are essential for avoiding
biases, improving model performance, and preserving an equal
proportion of non-hate speech and hate speech occurrences.
Visualizations, such as count plots, were generated to illustrate
the balanced class distribution in the upsampled datasets.

D. Proposed DBFN-SHO

The architecture and design of the suggested aspect-aware
hate speech detection model called the DistillBERT [33] and
Feed Forward Neural Network [34] (DBFN) are presented
in this section. The DBFN model is a hybrid system that
effectively classifies hate speech in tweets by combining the
strength of a feed-forward neural network with DistillBERT, a
simplified version of BERT (Bidirectional Encoder Represen-
tations from Transformers).

Fig. 5. Proposed DBFN model.

The transformer-based model DistillBERT, represented as
DB, extracts word contextual embeddings to produce a con-
textualized representation of the input text. Parameterizing the
model is done with θDB [34].

By modifying the parameters θDB of DistillBERT, the
model is optimized for the hate speech dataset to reduce the
cross-entropy loss [33], [34]:

LDB(θDB) = −
1

N

N∑
i=1

[yi log(PDB(xi; θDB)) + (1 − yi) log(1 − PDB(xi; θDB))]

(7)
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1) Feed Forward Neural Network: FFNN is a classifier de-
fined by θFFNN. This is also known as the Feed-Forward Neural
Network. The projected likelihood of hate speech is output, and
the contextual embeddings generated by DistillBERT are used
as input [34].

ŷ = PFFNN(PDB(x; θDB); θFFNN) (8)

a) Training and Optimization: The cross-entropy loss
is minimized to optimize the parameters θFFNN:

LFFNN(θFFNN) = −
1

N

N∑
i=1

[yi log(ŷi) + (1 − yi) log(1 − ŷi)] (9)

b) Aspect-Aware Classification: The DBFN model
includes an aspect-aware categorization technique called
Aspect-Aware [35] that takes into account many aspects seen
in tweets that contain hate speech. The set of aspects, such
as gender, race, and religion, is represented by A. The func-
tion PAspect-Aware(x) generates the aspect-aware predictions for
tweet x.

PAspect-Aware(x) = PAA(PDB(x; θDB), PFFNN(PDB(x; θDB); θFFNN); θAA) (10)

This work investigates ensemble learning strategies to fur-
ther improve the DBFN model’s resilience by embedding the
FFNN inside the BERT and, in the end, by merging predictions
gathered from various Feed Forward Neural Network and
DistillBERT instances, as shown in Fig. 5.

PEnsemble(x) =
1

K

K∑
k=1

PAAk
(x) (11)

E. Parameter Tuning with Jaya Optimization Algorithm (JOA)

Aspect-Aware Hate Speech Detection model DBFN per-
forms best when hyperparameters are fine-tuned with sug-
gested technique JOA [36]. JOA is a method motivated by
cooperative population dynamics. Optimization is applied to
the following hyperparameters: epoch count, learning rate,
batch size, DB hidden units, and FFNN hidden units. These
hyperparameters are essential factors that affect the model’s
accuracy, reliability, and stability. Table II summarises the
optimum values for each hyperparameter.

TABLE II. OPTIMISTIC HYPERPARAMETERS AND THEIR APPROPRIATE
VALUES FOR TUNING

Hyperparameter Optimized Value
Batch Size: 128
DistillBERT Hidden Units 256
FFNN Hidden Units 128
Epochs 30
Learning Rate 0.0005

The JOA is fully defined in Algorithm 1 [36]. Iteratively
adjusts hyperparameter settings based on the model’s efficacy
on a validation set. The algorithm investigates the hyperpa-
rameter space and modifies configurations using crossover and
mutation procedures. Until convergence is reached, the process
keeps going.

Algorithm 1 Jaya Optimization Algorithm for Hyperparameter
Tuning

1: Input:
2: a collection of hyperparameter settings I
3: f(configuration)theobjectivefunction.
4: Range for every [L,U ] base parameter STATE threshold

of convergence θ
5: Output: Optimimal values of base parameters
6: Optimization Jaya
7: The convergence threshold θ
8: Set up the optimal arrangement first: ybest from I
9: while values Not meet do

10: for Every yi configuration in P do
11: Using e, consistently generate a random number in

the interval [0, 1].
12: Revise the setup:
13: yj = r · (ybest − yj) + yj
14: Verify that the parameters are within the specified

range.
15: yj = min(max(yj , L), U)
16: end for
17: Determine which configuration, ybest, has the highest

value of the objective function.
18: end while

The proposed hate speech detection model, DBFN-J, is
more predictive and resilient when the Jaya Optimization
Algorithm is included. This refined model, which encapsulates
the DB-based hybrid architecture, makes effectively detecting
and categorizing hate speech elements in tweets possible.

Using data preprocessing and the Jaya-optimized DBFN
model training, Algorithm 1 provides a comprehensive
overview of the proposed hate speech detection model. The
resultant model, DBFN-J, is intended to offer accurate and
trustworthy predictions for aspect-aware hate speech detection
within the context of tweets on social media.

F. Classification Assessment Metrics

This methodology uses a hybrid DBFN approach to iden-
tify the features of hate speech in tweets. It implements
numerous parameters for assessing the efficacy of the proposed
technique and verifying its accuracy and usefulness in detect-
ing hate speech in different situations [37].

a) AUC and ROC Analysis: The Receiver Operating
Characteristic Curve (ROC) metrics are applied to determine
whether a precise approach is effective in recognizing various
aspects of hate speech. The curved shape depicts the disparity
between realistic positive effects and incorrect negative results.
The model’s overall discriminative ability is evaluated using
the Area Under the Curve (AUC) [38]. TPR measures the
capacity of the algorithm to recognize inappropriate speech
through its attributes. However, FPR measures the technique’s
capacity to identify the difference between hate speech and
non-hateful content. The study of ROC curves and AUC
estimation is implemented to accurately assess the method’s
effectiveness in recognizing hateful speech.

b) Accuracy and Recall: The proactive stability and
durability of the framework towards understanding hate speech
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features will be assessed by applying specific metrics. The al-
gorithm’s accuracy evaluates its ability to identify hate speech
characteristics, particularly in challenging circumstances. The
recall comparisons determine how effectively the model dif-
ferentiates hate speech in practical situations and excludes
instances, and it performs inadequately in this aspect. Eq. 12
[36] and 13 [37] will be used to assess the recall and accuracy
using the parameters of the TPR, FPR, and TNR.

Precision =
TPR

TPR+ FPR
(12)

Recall =
TPR

TPR+ FNR
(13)

By indicating the anticipated reliability of the technique, these
variables yield essential details concerning the degree to which
the technology recognizes aspects of hate speech.

c) Logloss Assessment:: The corresponding decrease in
exponential accuracy is a significant statistic that matters when
measuring the predicted efficiency of a hate speech recognition
strategy. This metric is illustrated by the coefficient estimator
14 [38], which determines the disparity between the estimated
chances and actual probability.

logLoss = − 1

M

M∑
j=1

(xi log(Ij) + (1− xj) log(1− Ij))

(14)

This algorithm assesses the model’s fit across its likelihood
estimates and the true identifiers. Highlighting an increased
correspondence with the predicted and actual labels, a decrease
in log deficit implies an improvement in recognizing hate
speech aspects.

Statistical Analysis for Assessment: A rigorous statisti-
cal assessment is employed to assess the combined DBFN
technique using other strategies and basic models. Several
statistical approaches, such as ANOVA, Student’s t-test, me-
dian deviation, standard deviation, and range, are applied
throughout the evaluation to assess the variety and value of
the data. Researchers analyze the computational difficulty to
estimate the additional resources needed to facilitate the hybrid
approach’s implementation. The in-depth examination pro-
poses an extensive explanation of the adaptation and usability
of the suggested approach.

The hybrid strategy approach aims to recognize features
that characterize hate speech in tweets. It offers in-depth
knowledge of each computational efficacy and accurate pre-
diction reliability. Comprehensive statistical studies and the
previously outlined assessment criteria, which produce signifi-
cant data, demonstrate the model’s predicted accuracy in many
aspects of hate speech.

IV. SIMULATION RESULTS AND DISCUSSION

The proposed framework is simulated on a computer with
a Core i7 processor and 32GB RAM. This study was carried
out using Python. Multiple datasets containing tweets were
combined for analysis related to hate speech. The choice of this

dataset is attributed to its updated status in 2022, and extensive
simulations were conducted to assess its effectiveness and
flexibility. The experimental results are elaborated upon in the
subsequent discussion.

Initially, the hate speech dataset was investigated. A de-
tailed summary of the dataset’s noteworthy technical and
demographic trends can be found in Fig. 6. The histograms
provide insightful information about how tweet durations are
distributed throughout the dataset’s various classifications. Fig.
6a’s histogram depicts the length distribution of Class 1 tweets
or tweets containing hate speech. The green bars, which
display the frequency of tweets at various durations, provide a
thorough understanding of the distribution pattern within this
class. A similar analysis is demonstrated for tweets in Class 0
(non-hate speech) in the Fig. 6b histogram.

(a) Distribution of class 1 (hate speech).

(b) Distribution of Class 0 (non-hate speech)

Fig. 6. Comparison of tweet length distributions.

Table III shows the technical specs of hate speech de-
tection models that use the proposed DBFN-J model and
their baseline versions. With a low log loss of 0.06, high
accuracy of 0.97, and intense discrimination, as evidenced
by an AUC of 0.989, the DBFN-J model performs better
than the others. Metrics such as ROC-CH (0.95) and MCC
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(0.93) highlight its effectiveness, while an F1-Score of 0.95 is
the result of impressively balanced accuracy (0.98) and recall
(0.97). When compared to baseline models, DBFN-J routinely
performs better or on par with them, highlighting its superiority
in hate speech identification through precise predictions and
sophisticated discrimination. This suggests that DBFN-J is a
viable solution to the widespread problem of hate speech on
the internet.

(a) Most often used terms in encouraging tweets.

(b) Most often used terms in negative tweets.

Fig. 7. Positive and negative tweets.

The most common terms in encouraging tweets are repre-
sented graphically in this word cloud Fig. 7. The magnitude
of each word in the positive tweets relates to how frequently
it appears, as shown in Fig. 7a. A word occurs more often
when it is more extensive. Understanding the recurring themes
or encouraging feelings stated in the dataset may be gained
via analyzing this word cloud. For example, the prominence
of adjectives such as joyful, fantastic, and love suggests that
positive feelings are prevalent in the positive class. The word
clouds in Fig. 7b show which terms are frequently used in un-
favourable tweets. Every word’s magnitude reflects how often
it appears in nasty tweets. Examining this word cloud might
provide information about the negative themes or attitudes that
are most common in the dataset. Words like “hatred,” “sad,”
or “angry” may be often used, showing that the negative class
has prevalent negative attitudes.

Fig. 8 shows the data distribution with another angle. The
top 20 most often occurring terms throughout the whole dataset
are shown in Fig. 8a. The bar graph shows how frequently
words appear and how various words are distinguished by
their colour intensity. This study aids in determining the most
commonly used phrases in tweets. For example, the dataset’s
prevalence of abusive versus non-abusive terms may reveal the
prevailing language patterns. The sentiment-based distribution
of tweet durations distinguishing between offensive and non-

(a) Top 20 most common words.

(b) Tweet length distribution by sentiment.

Fig. 8. Common words and tweet length distribution.

abusive tweets is shown in Fig. 8b. Histograms are used in this
graphic to display the density of tweet size for each sentiment
class. It helps us understand the distribution and range of tweet
durations in both groups. Examples of possible observations
are whether a class tends to tweet longer or shorter or whether
there are overlapping zones. Trends in tweet length and mood
may be found using this data.

TABLE III. PERFORMANCE EVALUATION OF CLASSIFICATION MODELS

Model Log Loss Accuracy AUC Precision F1-Score Recall ROC-CH MCC
DBFN-J
(Proposed)

0.06 0.97 0.99 0.98 0.95 0.97 0.95 0.93

BERT [19] 0.73 0.73 0.79 0.66 0.75 0.86 0.72 0.61
RNN[18] 0.42 0.87 0.85 0.88 0.83 0.87 0.82 0.79
CNN-LSTM [22] 0.59 0.77 0.7 0.75 0.79 0.84 0.68 0.65
SVM [16] 0.42 0.82 0.76 0.86 0.84 0.83 0.74 0.72
NB [15] 0.39 0.9 0.87 0.94 0.92 0.9 0.88 0.86
KNN [20] 0.2 0.847 0.88 0.79 0.86 0.9 0.85 0.82
ELMo 0.42 0.83 0.8 0.87 0.89 0.88 0.79 0.76
BERT-LSTM 0.1 0.92 0.90 0.91 0.89 0.928 0.89 0.87

The DBFN-J model that has been suggested performs better
technically than the other models that have been assessed
in Table III. The model displays remarkable accuracy and
makes exact predictions with a shallow log loss of 0.06. Its
robust AUC of 0.99 indicates that the algorithm can effi-
ciently identify between offensive and non-abusive comments.
Despite its anticipated positive effects, the approach yields
a remarkable precision of 0.98, exhibiting high text abuse
recognition efficiency. Such an equity F1-score of 0.95 indi-
cates the algorithm’s model can integrate recall and accuracy.
However, a recall of 0.97 demonstrates that the procedure
may differentiate between aggressive and favourable tweets.

www.ijacsa.thesai.org 1359 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 16, No. 1, 2025

The ROC-CH of 0.95 for this framework demonstrates its
remarkable capacity to balance TP and FP rates. In addition, an
MCC value of 0.93 displays the algorithm’s general efficiency
and indicates significant consistency between the estimated
and observed categorization. The combination of scientific
findings indicates the reliability of the DBFN-J framework for
identifying inappropriate comments.

TABLE IV. AVERAGE COMPUTATIONAL TIME ANALYSIS

Model Median (s) Mean (s) Min (s) Max (s) Range (s) Std. Dev. (s)
BERT [19] 86 87 75 97 21 5.21
CNN [17] 85 85 74 96 21 5.36
BERT-LSTM [17] 86 87 78 96 17 4.15
CNN-LSTM [21] 86 89 73 96 22 5.39
ELMo [27] 85 84 75 97 21 4.95
SVM [19] 84 84 76 92 15 4.09
DBFN-J (Proposed) 36 35 33 40 4 0.11

Table IV contains a discussion of the processing time
that indicates the various gains among various study methods.
Compared to the remainder models, the DBFN-J approach
is more efficient, as evidenced by its substantially quicker
median and mean execution times and less uncertainty. This
demonstrates the highly computationally efficient suggested
model, making it a good option for real-world scenarios
where processing speed is crucial. Researchers compare the
mean, median, and standard deviation of the various mod-
els—including BERT, CNN, BERT-LSTM, ResNet, ELMo,
and SVM—to thoroughly understand each model’s efficiency
profile. These models display differing degrees of computing
performance.

TABLE V. STATISTICAL ANALYSIS OF THE PROPOSED WRNG-J AND
EXISTING METHODS

Method Test F-stat P-Value

BERT

Kendall’s 0.553 -0.011
Pearson’s 0.623 -0.011

Chi-Squared 105.21 0.004
Spearman’s 0.598 -0.011

ELMo

Kendall’s 0.623 -0.011
Pearson’s 0.623 -0.011

Chi-Squared 101.694 -0.011
Spearman’s 0.623 -0.011

DBFN-J

Kendall’s 0.79 -0.011
Pearson’s 0.888 -0.011

Chi-Squared 109.429 0.042
Spearman’s 0.856 -0.011

CNN-LSTM

Kendall’s 0.623 -0.011
Pearson’s 0.623 -0.011

Chi-Squared 101.694 -0.011
Spearman’s 0.623 -0.011

Non-Parametric Tests
Wilcoxon 15313.989 0.156
Kruskal 6.706 0.008

Mann-Whitney 26519.989 -0.011

Parametric Tests
Student’s -0.742 0.454

Paired Student’s -1.079 0.285
ANOVA 0.533 0.454

After a detailed statistical study, Table V highlights the
crucial trends and distinctions between the effectiveness of the
recommended and current strategies. In addition to providing
an extensive data breakdown and significant levels for many
statistical tests, the table enables a comprehensive evaluation of
the advantages and disadvantages of the different approaches.
A “0” p-value indicates the absence of statistically significant
impacts or differences. From a statistical perspective, a result
is considered vital if it means a difference or impact and has
a p-value more than zero, which is still highly tiny (preferably
less than 0.04). The p-value in this instance is insignificant

because p-values are typically positive. As a result, care must
be used while examining data with negative p-values.

V. CONCLUSION AND FUTURE DIRECTIONS

The hate speech recognition system driven by the DBFN-
J model is a significant development in the field. Using a
large-scale Twitter dataset collected over the previous four
years from a GitHub repository, the system uses NLP to-
kenization to do careful data preprocessed. The dataset is
better when unnecessary elements, such as data characters,
hashtags, and user information, are removed. By investigating
semantic sentiment unigram and pattern characteristics, the
system derives insightful information and creates vectors that
guide further categorization. An ensemble of deep neural
network classifiers enhanced by adding the Jaya method for
fine-tuning parameters performs remarkably well. With a good
accuracy rate of 97% and a small loss function of 0.06, the
DBFN-J model demonstrates its effectiveness in identifying
hate speech. This work is noteworthy for its lightweight and
efficient technique, which outperforms well-established models
like CNN and BERT ELMo in terms of performance. The
application of hybrid techniques further strengthens the total
classification accuracy.

Although effective, the DBFN-J model has drawbacks.
One dataset from Twitter may limit the model’s applicability.
Second, while effective, preprocessing may remove hashtags
and user metadata, affecting model interpretability. The model
may also struggle to identify subtle or implicit hate speech in
low-resource languages. Future research can use multimodal
social media datasets to improve model adaptability and ro-
bustness. Future research may improve implicit hate speech
detection with transformer-based architectures like GPT or T5.
Multilingual models for low-resource languages and cultural
differences are promising. Finally, real-time deployment of
the DBFN-J model with dynamic feedback mechanisms for
continuous improvement may help combat online hate speech.
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Abstract—This research focuses on predicting Wisconsin
Breast Cancer Disease using machine learning algorithm, employs
a dataset offered by UCI repository (WBCD) dataset. The
under- gone substantial preparation, includes managing missing
values, normalization, outlier elimination, increase data quality.
The Synthetic Minority Oversampling Technique (SMOTE) is
used to alleviate class imbalance and to enable strong model
training. Machine learning models, include SVM, kNN, Neural
Networks, and Naive Bayes, were built and verified using Key
performance metrics and K-Fold cv. included as recall, accuracy,
F1-score, precision and AUC- ROC were employed to analyze the
models. Among these, the Neural Network model emerged the
most effective, obtaining a prediction accuracy 98.13%, precision
98.21%, recall 98.00%, F1Score of 97.96%, AUC-ROC score
0.9992. Study underscores promise of ML boosting the diagnosis
and treatment of WBCD illnesses, giving scalable and accurate
ways for early detection and prevention.

Keywords—Wisconsin breast cancer disease prediction; ML;
SVM; KNN; AUC-ROC; Naive Bayes

I. INTRODUCTION

Among the most common cancers worldwide, breast cancer
is a cause of death among women. Approximately 508,000
female died from breast cancer in 2011, according to the WHO.
While mammograms and biopsies are effective diagnostic
tools, they are often invasive and prone to errors.Current
figures show that one in eight women will develop breast
cancer, growing the need for early precise find to improve
long-suffering survival rates through timely intervention and
therapy [2]

Breast cancer begins in breast tissue and can metastasize,
making it a primary cause of mortality among women. In 2018,
the disease caused 9.6 million deaths globally, with predictions
of a 50% increase in cases by 2040 [5]. Emerging data mining
and big data technologies are now being employed to forecast
and treat breast cancer, potentially enhancing patient care and
reducing healthcare costs.

Advances in machine learning (ML) have enabled data-
driven medical diagnoses, where algorithms analyze vast
datasets to uncover patterns often missed by human diagnos-
ticians. This paper compares multiple ML models for breast
cancer of event anticipation using WDBC dataset,SVM, KNN,
D-T, R-F, and L-R.

*Corresponding authors.

The study focuses on hyperparameter tuning to optimize
performance metrics as prediction precision, recall, and accu-
racy. Without relying on feature selection Hyperparameter tun-
ing systematically adjusts model parameters to identify optimal
algorithm configurations, enhancing predictive accuracy. The
structure of the stay of the paper is follow: Section II review
machine learning literature related to breast cancer prediction.
Section III describes the dataset and preprocessing steps, while
Section IV details the training and evaluation of machine
learning models. Section V present results and discussion
models performance. Section VI achieve the analysis and
suggest future directions for research in BC prediction.

This project aims to harness ML algorithms such as SVM,
DT, and Neural Networks for predicting breast cancer using the
WDBC dataset. By comparing these techniques with traditional
diagnostic models, the study seeks to improve early detection
accuracy, optimize patient treatment, and contribute to the
global effort to reduce the burden of breast cancer [12].

II. RELATED WORK

In Emilija Strelcenia et al. [1] (2023), the author early
predicted BC increase survival chances and advance previ-
ously medical treatment. Breast cancer is a prevalent and
serious public health problem that requires early detection
and treatment. An accurate diagnosis and classification of
benign cases can prevent unnecessary treatments. The paper
presents a feature engineering method extract, modified feature
from data using WBCD Dataset. Method is used compare six
popular machine learning model for classifications: Random-
Forest and Logistic-regression, Decision-Tree, MultiLayer Per-
ceptron (MLP), KNeighbors and XG-Boost. when applied to
the proposes feature engineering, achieved average accuracy
of 98.64%.

The study, Aboudr MAA et al. [2] (2023) suggests the FLN
algorithm as a way to make Breast Cancer diagnoses more
accurate. (1) the FLN method can get rid of overfitting; (2) it
can handle binary and multiclass classification problems; and
it can work like a kernel- based support vector machine with
structure of neural network. They used WBCD, which is breast
cancer database. The experiment showed that the suggested
FLN method worked very well, with an average of 98.37%
accuracy, 95.44% precision, 99.40% memory, 97.644% F-
measure, 97.654% G-mean, 96.444% MCC, and 97.854%
specificity using the WBCD. This shows that the FLN method
is a good way to diagnose BC, and it might also help with
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other problems in the healthcare field that have to do with
applications.

Hossin, M. M., et al. [3] (2023) looks at eight ma-
chine learning methods for finding breast cancer. These are
LR,RF,KNN,DT,AB,SVM,GB, and GNB. The Wisconsin Di-
agnostic Dataset is used to test these models and make sure
they work. Sensitivity, specificity, Accuracy, area under curved
(AUC) were used to measure how well model worked. Logistic
Regression: Out of all the methods, it works 99.12% of the
time. Researchers said that the study shows how important it
is to find and treat breast cancer early so that people can live.

Arpit Bhardwaj et al. [4] (2022) compares four algorithms
that are used for the WBCD dataset. These are MLP, KNN,
GP, and RF, which are all classification algorithms. which
was made by taking samples of the breast with a fine needle.
We used genetic programming (GP), RF, multilayer MLP, and
KNN on the WBCD dataset to sort the patients into those who
are benign and those who are cancerous. RF has a classification
rate of 96.24%, which is better than all the other classifiers.
Based on the data of the suggested method, probable breast
cancer is labelled.

Rasool, Abdur, et al. [5] (2022) is mostly about the
WDBC approach. The author used a four-layer data ex-
ploratory method (DET) to make the model work better. This
technique included feature selection, correlation analysis, and
hyperparameter optimisation. The polynomial SVM model was
the most accurate 99.3%. It was followed by the LR model
98.6%, the KNN model 97.35%, and the EC model 97.61%.
The study used Kfold CrossValidation, confusion matrices
show that the models worked even better. These results are
in line with other study that has shown that SVM models are
better at diagnosing breast cancer.

This is Kadhim, R. R. et al. [6] (2022), the main point
of the study is to compare different ways to classify breast
cancer using machine learning algorithms. With a score of
96.77, extreme randomise trees had the best F1-score out of the
eleven models tested using the Wisconsin dataset. Specificity,
sensitivity, precision, accuracy, and F1 score were used to rate
how well each model worked. The goal of this study is to help
find breast cancer early by finding the best Machine Learning
models for classification.

In Sara Ibrahim et al. [7] [2021], the WBCD was used
to test the author’s suggested approach in this paper. For
reducing the number of dimensions, analysis of correlation.
Well-known machine learning models were tested to see how
well they worked, and the seven best ones were picked for the
next step. Tuning the hyperparameters was done to make the
algorithms work better. Two different vote methods mixed with
the classification algorithms that worked the best. Hard voting
picks class that pick the most votes, while soft voting picks
the class that has the best chance of winning. With accuracy
98.24%, a high precision 99.29%, and recall value 95.89%,
the suggested method did better than the best work that had
been done before.

In S.A. Abdulkareem, et al. [8] (2021]), Wisconsin Breast
Cancer Dataset (WBCD) and the Recursive Feature Elimina-
tion (RFE) algorithm are used to show how well the Random
Forest and XGBoost classifiers work for finding breast cancer.
The high level of accuracy reached by XGBoost 99.02% shows

that ensemble models are useful for medical tasks. When it
comes to classification tasks, ensemble methods often work
better than single classifiers. This is often seen in finding breast
cancer, and machine learning classifiers like SVM and Random
Forest have been used a lot.

In Naji Mohammed Amine et al. [9] (2021), the author
says that improving the WDBC prediction for high accuracy
is important to keep treatment and survival rates up to date.
Once they had the results, they used five machine learning
algorithms on the Breast Cancer Wisconsin Diagnostic dataset:
SVM, RF, LR, DT (C4.5), and KNN. Goal of this study is
the use ML model to identify and diagnose breast cancer and
find the best ones in terms of confusion matrix accuracy and
precision. Support vector Machine did better than all the other.

In Sahar A. El Rahman et al. [10] (2021), the authors
aims to describe breast cancer early using machine learning
algorithms and features selection methods. The methodology
includes four datasets, preprocessing, processing, and model
evaluation. Different classifiers such as decision tree, RF, LR,
Naı̈ve-Bayes, Knearest-neighbor, and support vector machine
are compared using four different breast cancer datasets. The
prospective models are checked using classification accuracy
and confusion matrix. The results show that the RF technique
with Genetic Algorithm (GA) is the most accurate, with
an accuracy value of 96.82% on the WBC dataset. The C-
SVM technique with the applied kernel function RBF is more
advanced, with an accuracy value of 99.04% on the WDBC
dataset. The RF technique with recursive feature elimination
is the best, with an accuracy value of 74.13% on the WPBC
dataset. The proposed models are useful compared to extant
models.

In Neha Panwar et al. [11] (2020), we use different
Machine Learning (ML) techniques to figure out if a patient
has BC or not.SVM,k-NN,NB,DT, and LR will be used to sort
the WDBC dataset in this work. Before classification, there is a
preprocessing step where five different classifiers are used with
the five fold cross-validation method. Performance factors like
sensitivity, accuracy,and specificity are used to measure how
well classification works. Confusion metrics are also used to
measure performance. It was found that SVM worked best,
with a precision of 99.12% after the normalisation process in.

In Adel S. Assiri et al. [12] (2020), the WBCD was used
to compare how well different cutting- edge machine learning
classification methods worked. Based on their F3 score, the
three best models were then chosen. The F3 score is used to
stress how important false positives are in classifying breast
cancer. Simple LR learning, svm learning with Stochastic-
Gradient descent optimisation, multilayer-Perceptron network
are the three classifiers that are used for ensemble classification
with a vote system. With a success rate of 99.42%, the hard
voting (majority-based voting) method works better than the
most recent WBCD algorithm.

III. PRELIMINARY SECTION

Section give data information and evaluations matrices for
this study.
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A. Data Description

the WBC dataset derived from the UCI repository ML
datasets [17]. This collection includes 569 instances, catego-
rized as either benign or malignant, with 357 instances (62.74
per cent) identified as benign and 212 instances (37.25 per
cent) as malignant. The dataset is segmented into two cate-
gories, B for benign and M for malignant. Breast cancer stands
as the most frequently diagnosed condition in healthcare, and
its incidence is on the rise annually. Beyond the sample code
numbers and class labels, the dataset features 32 characteristics
related to breast cancer, such as the mean radius, texture,
area, smoothness, compactness, and concavity [18, 19]. Cases
labeled as benign are considered less harmful to the body,
whereas those labeled as malignant are deemed harmful due to
their cancerous nature in our research. The dataset contains 16
instances with missing values for features, which are typically
filled using the mean method. To guarantee the integrity of the
data, the dataset is randomized at the end (Fig. 1).

Fig. 1. Wisconsin breast cancer diagnostic datasets.

B. Data Preprocessing

Ensure that data is appropriately prepare for machine
learning models, the following preprocessing steps will be
implemented:

C. Handling Missing Data

Missing values will be imputed using techniques such as
KNN imputation or mean/mode imputation, depending on the
nature and distribution of the data.

D. Categorical Data Encoding

Categorical features, such as gender, will convert into
numeric values using encoding method example OneHot en-
coding, LabelEncoding.

E. Data Splitting

Dataset will be divide two subset: 80% for train & 20%
for test. This split will facilitate model evaluation and prevent
overfitting.

F. Performance Evaluation Metrics

Four distinct CrossValidation metrics precision, recall, ac-
curacy, and F1Score were examined in this work. The values
of the confusion matrix allow one to ascertain these measures.
The confusion matrix consists of the following elements:

• TP: The model predicts “yes” and the actual data is
also “yes”.

• TN: The model predicts “no” and the actual data is
also “no”.

• FP: The model predicts “yes” but the actual data is
“no”.

• FN: The model predicts “no” but the actual data is
“yes”.

The following formulas allow one to calculate accuracy,
F1-score, precision, and recall:

G. Formula

accuracy =
TP + TN

TP + TN + FP + FN

Accuracy measures the overall correctness of the model
and the ratio of correctly prediction (both truely-positive and
truely-negative) to total number of prediction.

H. Formula

Precision =
TP

TP + FP

Precision measure how many of predicted positively in-
stances are really correct, providing insight into models ability
to bypass false positives.

I. Formula

Recall =
TP

TP + FN

Recall measures models ability to correctly identify all rel-
evant positive instances, highlighting the detection capability.

J. Formula

F1-Score =
2× Precision × Recall

Precision + Recall

The F1-Score provides a harmonic mean of precision and
recall, balancing the trade-off between the two metrics.
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K. Formula

The AUC (Area Under the Curve) and ROC (Receiver
Operating Characteristic) curve evaluate the model ability to
discriminate between the classes. A high AUC indicate better
performance distinguishing between positive and negative in-
stance. The ROC curve plotted by use the True Positive Rate
(Recall) on y-axis, False Positive Rate (FPR) on x-axis.

True Positive Rate (Recall) =
TP

TP + FN

False Positive Rate (FPR) =
FP

FP + TN

Each metric provides valuable insights into different as-
pects model performance can be used based on the specific
needs of the application or the dataset.

L. Methodology

Fig. 2. Process flow diagram.

Our main objective, this study is identify most effective, re-
liable ML model for predicting Wisconsin Breast Cancer Dis-
ease (WBCD) risk. In this research, we have applied multiple
ML algorithms including SVM, k-Nearest KNN,GaussianNB,
and MLPClassifier. After training and evaluating each model,
we assessed their performance to identify the best model based
on accuracy and other key evaluation metrics (Fig. 2).

Proposed approach begins with data collection, followed by
the preprocessing stage, which includes data cleansing, feature
selection, targeting role definition, and feature extraction. Once
the data is prepared, we apply various machine learning
algorithms to build models that can predict WBCD risk based
on input features like age, gender, blood pressure, cholesterol
levels, etc.

To evaluate the models performance we split dataset into
two subsets: training data and testing data, typically using the
Train-Test Split technique. In our case, 80% of the dataset is
used for training, while the remaining 20% is used to evaluate
the model’s performance. We then compare the results of
the different algorithms in terms of their accuracy, precision,
recall, F1-Score, and AUC-ROC values.

Finally, based on these performance metrics, we select the
best-performing model for WBCD risk prediction, ensuring
that the chosen model is not only accurate but also reliable in
its predictions.

IV. MACHINE LEARNING ALGORITHMS

A. Support Vector Machine (SVM)

SVM a supervised learning algorithm finds optimal hyper-
plane to separate different classes. It is particularly effective
in high-dimensional spaces and is used in classification tasks.

Mathematical Equation:

f(x) = w · x+ b

where:-

• w - weight-vector,

• x - feature-vector,

• b - bias-term.

B. KNearest Neighbor

KNN is simple, instance-based learning algorithm that use
to classifiy data point based on the majority class of their k
nearest-neighbors.

Mathematical Equation:

y =
1

k

k∑
i=1

yi

where:

• yi is the class of the nearest neighbors,

• k is the number of neighbors.

C. Naive Bayes (GaussianNB)

Naive Bayes, Probabilistic classifier based on bayes-
theorem, assume independently among features. It is especially
suitable for large datasets and text classification tasks.

Mathematical Equation:

P (C | X) =
P (X | C) · P (C)

P (X)

where:

• P (C | X), Posterior Probability of class C given
features X ,

• P (C), Prior Probability of class C,

• P (X | C), likelihood of observing X given class C.
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D. Neural Networks (MLPClassifier)

The MultiLayer-Perceptron(MLP) type of feed-forward ar-
tificial neural-network that consisting multiple layers of neu-
ron, used for nonlinear classifications.

Mathematical Equation:

y = σ(Wx+ b)

where:-

• W - weight matrix,

• x - input vector,

• b - bias,

• σ - activation function (e.g. sigmoid or ReLU).

V. EXPERIMENTAL RESULTS AND DISCUSSIONS

A. Experimental Results

The dataset used in this study consists of health-related
attributes gathered from Wisconsin Breast Cancer Disease
patients. These include various features such as age, blood
pressure, cholesterol levels, smoking habits, and other medical
indicators. The goal is to predict the likelihood of a patient
developing Wisconsin Breast Cancer Disease (WBCD) based
on these features. The dataset comprises 569 samples, with 32
features extracted for each instance. These samples were split
into training and testing sets using a split between train and
test 80% / 20% (see Fig. 3 and 4).

1) Model results: The performance of four ml algorithms
— SVM, KNN, GaussianNB, and MLPClassifier — was
evaluated. The results show the following performance across
the models:

a) Support Vector Machine (SVM):

• Accuracy: Ranges from 97.23% to 97.78% at k=39.

• Precision: Ranges from 0.9742 to 0.9791.

• Recall: Ranges from 0.9711 to 0.9785.

• F1-Score: Ranges from 0.9705 to 0.9769.

• AUC-ROC: Ranges from 0.9965 to 0.9980.

b) k-Nearest Neighbors (KNN):

• Accuracy: Ranges from 96.01% to 96.21% at k=39.

• Precision: Ranges from 0.9614 to 0.9663.

• Recall: Ranges from 0.9584 to 0.9624.

• F1-Score: Ranges from 0.9587 to 0.9621.

• AUC-ROC: Ranges from 0.9930 to 0.9960.

c) Naive Bayes (GaussianNB):

• Accuracy: Ranges from 93.93% to 94.16% at k=39.

• Precision: Ranges from 0.9459 to 0.9464.

• Recall: Ranges from 0.9367 to 0.9427.

• F1-Score: Ranges from 0.9352 to 0.9389.

• AUC-ROC: Ranges from 0.9865 to 0.9886.

d) Neural Networks (MLPClassifier):

• Accuracy: Ranges from 97.92% to 98.13% at k=37.

• Precision: Ranges from 0.9805 to 0.9821.

• Recall: Ranges from 0.9782 to 0.9814.

• F1-Score: Ranges from 0.9776 to 0.9799.

• AUC-ROC: Ranges from 0.9985 to 1.0000.

Fig. 3. Feature visualization result for WBCD.

Fig. 4. Performance of model comparison WBCD.

B. Comparison of Results

The results of this experiment show clear performance
differences between the models evaluated.

1) Best performing model: Neural networks (MLPClassi-
fier):

• Accuracy: The Neural Networks model demonstrated
the highest accuracy across all configurations, with
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values consistently reaching above 97%, peaking at
98.13% at k=37.

• Precision and Recall: Both precision and recall scores
were notably high, ranging from 0.9805 to 0.9821
for precision and 0.9782 to 0.9814 for recall. This
indicates that the model is highly effective in both
identifying positive cases and minimizing false nega-
tives.

• F1-Score: The F1-Score was similarly high, ranging
from 0.9776 to 0.9799, showing a strong balance
between precision and recall.

• AUC-ROC: The model achieved AUC-ROC values
between 0.9985 and 1.0000, with a perfect score at
k=36, highlighting its excellent ability to distinguish
between positive and negative classes.

2) Second best model: Support Vector Machine (SVM):

• Accuracy: SVM model achieved accuracy between
97.23% and 97.78%, which was very close to that of
Neural Networks.

• Precision and Recall: Precision and recall for SVM
were also impressive, with values range 0.9742 to
0.9791 for precision and 0.9711 to 0.9785 for recall.

• F1-Score: The F1-Score ranged from 0.9705 to
0.9769, demonstrating good balance.

• AUC-ROC: The AUC-ROC score ranged from 0.9965
to 0.9980, which is very high, though slightly lower
than that of Neural Networks.

3) Third best model: k-Nearest Neighbors (KNN):

• Accuracy: KNN demonstrated accuracy between
96.01% and 96.21%, which was lower than both SVM
and Neural Networks.

• Precision and Recall: for KNN range from 0.9614 to
0.9663 for precision and 0.9584 to 0.9624 for recall,
which were still decent, though less effective than the
top two models.

• F1-Score: The F1-Score ranged from 0.9587 to
0.9621, which indicates solid performance but still a
gap from SVM and Neural Networks.

• AUC-ROC: The AUC-ROC ranged from 0.9930 to
0.9960, which was good but not as high as SVM and
Neural Networks.

4) Least effective model: Naive Bayes (GaussianNB):

• Accuracy: Naive Bayes achieved the lowest accuracy,
range from 93.93% to 94.16%.

• Precision and Recall: Precision and recall for Naive
Bayes were still respectable, range from 0.9459 to
0.9464 for precision and 0.9367 to 0.9427 for recall,
but these were lower than the other models.

• F1-Score: The F1-Score ranged from 0.9352 to
0.9389, which again was the lowest among the models.

• AUC-ROC: Naive Bayes had AUC-ROC scores be-
tween 0.9865 and 0.9886, which were decent but not
as high as the other models.

VI. CONCLUSION

In this study, we evaluated four prominent ML algorithms
— SVM,KNN,GaussianNB, and MLPClassifier — for predict-
ing risk of WBCD based on a dataset consisting of 569 samples
and 32 features. The performance of these models assessed
using key metrics such F1-Score, Precision, Recall,Accuracy
and AUC-ROC. Results from this analysis demonstrated that
Neural Networks emerged as the most effective model, with
superior performance across all metrics particular term of
precision, AUC-ROC, recall, and accuracy. Specifically, Neural
Networks achieved an accuracy range of 97.92% to 98.13%,
and AUC-ROC values between 0.9985 to 1.0000, indicating
that it was highly adept at distinguishing between WBCD and
non-WBCD cases.

The SVM followed closely as the second-best performing
model, with high accuracy (97.23% to 97.78%) and AUC-
ROC scores (0.9965 to 0.9980), making it another highly
reliable choice for Wisconsin Breast Cancer Disease risk
prediction. However, k-Nearest Neighbors (KNN) and Naive
Bayes (GaussianNB), although effective, exhibited slightly
lower accuracy and AUC-ROC values, especially Naive Bayes,
which struggled with a feature independence assumption that
likely impacted its performance.

Given these findings, we conclude that Neural Networks
(MLPClassifier) is the most reliable and accurate model for
predicting Wisconsin Breast Cancer Disease risk among the
algorithms tested. However, SVM can still serve as an effective
alternative, particularly when computational efficiency and
model interpretability are critical.

VII. FUTURE SCOPE

The present research provides a solid foundation for further
enhancement in the field of Wisconsin BC Disease prediction
using ML Comparative Analysis. Several directions for future
work can be identified:

• Data Expansion and Feature Engineering: Incorporat-
ing additional feature such lifestyle factors, genetic
data, or advanced imaging techniques help improve
model accuracy. More diverse datasets, including dif-
ferent demographics and geographical populations,
will ensure the generalizability of the model.

• Model Optimization: Hyperparameter tuning for the
models used, including the number of layers and
neurons in neural networks or kernel choice in SVM,
could potentially enhance performance. Additionally,
exploring ensemble techniques like Random Forest
or Boosting could help raise prediction accuracy by
combining backbone of multiple models.

• Real-time Applications & Deployment: For clinical
use, models need to be deployed in real-time systems,
where they can continuously learn and adapt to new
data. Explainable AI (XAI) techniques will be crucial
for gaining the trust of healthcare professionals by
providing transparency in decision-making.

• Ethical Considerations: Applications of AI in health-
cares grown, it is vital ensure that models are fair
and the unbiased, particularly in diverse populations.
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Ethical guidelines for AI deployment, along with
ensuring patient data privacy, will be paramount in
future research.

This research development more accurately, efficient, and
trustworthy ML models for predicting WBCD, which can
greatly benefit healthcare systems worldwide.
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Abstract—Tourism is a cornerstone of the global economy, 

fostering cultural exchange and economic growth. As travelers 

increasingly seek personalized experiences, recommendation 

systems have become vital in guiding decision-making and 

enhancing satisfaction. These systems leverage advanced 

technologies such as IoT and machine learning to provide tailored 

suggestions for destinations, accommodations, and activities. This 

paper explores the transformative role of tourism 

recommendation systems (TRS) by analyzing data from 3,013 

research articles published between 2000 and 2024 using a BERT-

based methodology for semantic text representation and 

clustering. A robust software framework, integrating tools such as 

UMAP for dimensionality reduction and HDBSCAN for 

clustering, facilitated data modeling, cluster analysis, 

visualization, and the identification of key parameters in TRS. We 

discover a comprehensive taxonomy of 16 TRS parameters 

grouped into 4 macro-parameters. These include Personalized 

Tourism; Sustainability, Health and Resource Awareness; 

Adaptability & Crisis Management; and Social Impact & Cultural 

Heritage. These macro-parameters align with all three dimensions 

of the triple bottom line (TBL) -- social, economic, and 

environmental sustainability. The findings reveal key trends, 

highlight underexplored areas, and provide research-informed 

recommendations for developing more effective TRS. This paper 

synthesizes existing knowledge, identifies research gaps, and 

outlines directions for advancing TRS to support sustainable, 

personalized, and innovative travel solutions. 

Keywords—Recommendation Systems (RS); Tourism 

Recommendation Systems (TRS); big data analytics; machine 

learning; unsupervised learning; social; economic and 

environmental sustainability; Bidirectional Encoder 

Representations from Transformers (BERT); SDGs; literature 

review 

I. INTRODUCTION 

The tourism industry has undergone a transformative 
evolution in recent decades, driven by advancements in digital 
technologies and the proliferation of data-driven systems [1]–
[3]. With the global tourism market reaching unprecedented 
scales, travelers now demand personalized experiences that 
cater to their unique preferences and requirements [4], [5]. 
Traditional methods of tourism planning, relying on guidebooks 
and generic travel advice, have become insufficient in 
addressing the complexity and diversity of modern travel needs 

[6], [7]. In this context, tourism recommendation systems (TRS) 
have emerged as pivotal tools, enabling travelers to navigate the 
abundance of information and make informed decisions about 
destinations [8], accommodations [9], activities [10], and other 
travel-related services [11], [12]. 

Recommendation systems in tourism leverage machine 
learning techniques [13] to deliver tailored suggestions to users 
[14]. By analyzing diverse datasets -- ranging from user 
preferences [15] and historical behaviors [16] to real-time 
contextual information [17] -- these systems aim to enhance user 
satisfaction and optimize travel experiences. Such systems play 
a dual role: improving the decision-making process for tourists 
[18] and offering a competitive edge to tourism providers by 
increasing customer engagement and loyalty [19]. 

The academic and industrial interest in tourism 
recommendation systems is growing, leading to a wealth of 
research addressing various aspects such as collaborative 
filtering [20], [21] content-based filtering [19], hybrid models 
[22], and the integration of emerging technologies such as deep 
learning [23], natural language processing (NLP) [23], [24], and 
generative AI [26], [27]. Despite the progress, challenges 
persist, including issues related to data sparsity [27], cold-start 
problems [28], interpretability of recommendations [29], and 
ethical concerns such as privacy and bias [30]. Addressing these 
challenges requires a more advanced and systematic approach to 
analyzing the TRS landscape. 

In response, this paper presents a data-driven methodology 
that systematically extracts and classifies key research themes in 
TRS. While prior works have focused on specific aspects, our 
study addresses a significant gap (as outlined in Section II) by 
presenting a holistic taxonomy, meaning a structured and 
comprehensive classification of parameters and macro-
parameters that captures the full breadth of TRS research. By 
analyzing an extensive dataset spanning 24 years, this study 
provides detailed insights into Personalized Tourism; 
Sustainability, Health & Resource Awareness; Adaptability and 
Crisis Management; and Social Impact & Cultural Heritage, 
helping to address gaps related to fragmented knowledge, 
evolving research trends, and emerging challenges. This 
structured approach allows for a deeper understanding of TRS 
developments while ensuring scalability and adaptability to 
future advancements. 
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Unlike existing literature, this paper incorporates a BERT-
based (Bidirectional Encoder Representations from 
Transformers) methodology integrated with a machine learning 
pipeline to systematically analyze an extensive dataset spanning 
24 years, from 2000 to 2024. BERT enables deep semantic 
analysis, allowing for more accurate extraction of key research 
themes and relationships across studies, thus overcoming 
limitations of traditional keyword-based methods. This dataset, 
constructed using the Scopus database, includes data from 3,013 
research articles, refined through pre-processing steps such as 
tokenization, lemmatization, and duplicate removal. By 
systematically analyzing this large-scale dataset, our study 
ensures a broad yet structured understanding of TRS 
developments, reducing bias from smaller-scale literature 
reviews and enabling a more data-driven taxonomy. 

To enable a robust analysis, we developed a comprehensive 
software framework consisting of four core modules: data 
acquisition and storage, preprocessing, modeling and parameter 
extraction, and validation with visualization. The system utilizes 
pre-trained BERT embeddings for contextual text 
representation, UMAP (Uniform Manifold Approximation and 
Projection) for dimensionality reduction, and HDBSCAN 
(Hierarchical Density-Based Spatial Clustering of Applications 
with Noise) for identifying meaningful clusters. These clusters 
are analyzed using a class-based TF-IDF (Term Frequency–
Inverse Document Frequency) scoring method to rank word 
importance and derive parameters, which are then categorized 
into macro-parameters through expert validation. Visualization 
techniques, including taxonomy and similarity matrices, are 
employed to facilitate interpretation and ensure clarity. Python 
libraries such as Plotly and Matplotlib were used extensively for 
these purposes, supporting both analysis and presentation. 

By addressing these limitations and presenting a unified 
framework, this study not only synthesizes current knowledge 
but also identifies underexplored areas and interconnected 
themes. It seeks to offer valuable insights for researchers and 
practitioners aiming to develop more effective and ethical 
tourism recommendation solutions. Furthermore, it explores 
potential directions for future work, emphasizing the need for 
systems that enhance personalization while aligning with 
sustainable tourism practices and inclusivity. 

The rest of this paper is organized as follows: Section II 
provides a detailed literature review, highlighting prior works 
and identifying key gaps. Section III outlines the methodology, 
including data collection, pre-processing, and the design of our 
analytical framework. Section IV presents the findings, detailing 
the quantitative and qualitative analyses of the results and the 
taxonomy of macro-parameters. Section V summarizes the 
state-of-the-art in tourism recommendation systems, the 
challenges facing the field, and directions for future work. 
Finally, Section VI concludes the paper with key insights and 
recommendations. 

II. LITERATURE REVIEW 

TRS have been examined through various focused studies 
addressing specific aspects of their development and 
application. Hamid et al. [31] emphasize the importance of 
robust data management in TRS, highlighting the integration of 
IoT and hybrid models to handle large datasets and enable real-

time, scalable recommendations. Santamaria-Granados et al. 
[32] focus on emotion recognition in TRS, using a scientometric 
review to explore how wearable devices and physiological 
sensors can enhance personalization by capturing emotional 
states. Menk et al. [33] examine the integration of social 
networks in TRS, showing how platforms such as Facebook and 
Twitter provide user-generated data to improve personalization 
and accuracy. 

In addition to these focused studies, broader reviews of TRS 
offer general insights into approaches, developments, and issues 
within the field. Sarkar et al. [34] survey the evolution of TRS 
from traditional methods, such as collaborative filtering and 
content-based filtering, to advanced AI-driven techniques. The 
paper highlights how AI techniques can contribute to improving 
both traditional filtering methods and overall recommendation 
accuracy. It also emphasizes the need for innovation to address 
challenges such as system scalability and diverse data 
integration. Solano-Barliza et al. [35] offer a review of TRS 
trends and techniques, categorizing existing approaches and 
addressing challenges such as sparse data availability in 
emerging destinations. Their work highlights the importance of 
hybrid systems and data integration in enhancing system 
performance and user engagement. Khan et al. [36] review 
contextual suggestion systems within e-tourism, emphasizing 
the role of contextual factors such as location, time, and 
environmental conditions in tailoring recommendations. Their 
work highlights the importance of sustainability-focused 
recommendations while examining the methodologies and 
applications of context-aware TRS. Huda et al. [37] review 
smart tourism recommendation models, focusing on the 
integration of smart ICT technologies to enable real-time 
adaptability and personalization. Their work underscores the 
importance of enhancing tourist experiences through dynamic 
and context-aware recommendations. 

The existing literature reviews provide valuable specific and 
general insights into TRS, offering important contributions to 
understanding the field. However, they fail to provide a holistic 
view due to limitations in scope, dataset size, methodology, 
findings, and the timeframes they cover. Except for Solano-
Barliza et al. [35], all reviews are approximately three to five 
years old, making them less reflective of recent developments. 

In contrast, our study addresses these limitations by 
employing a BERT-based methodology integrated into a novel 
software tool to systematically analyze a large and up-to-date 
dataset spanning 24 years (2000–2024). This approach allows 
for an in-depth exploration of the field, uncovering both a 
holistic taxonomy of parameters and macro-parameters and 
identifying interconnected themes and underexplored areas. Key 
areas covered include Personalized Tourism, Sustainability, 
Health and Resource Awareness, Social Impact & Cultural 
Heritage, and Adaptability & Crisis Management, addressing all 
three dimensions of the triple bottom line (TBL). The use of 
BERT enables advanced semantic analysis of academic 
literature, providing a significant improvement over traditional 
keyword-based methods. By offering a comprehensive 
framework for understanding TRS, this study not only addresses 
the shortcomings of prior works but also facilitates a deeper and 
more integrated understanding of the field, paving the way for 
future research and practical advancements. 
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Fig. 1. System methodology and architecture. 

III. METHODOLOGY 

We present here the methodology and design of our system 
for machine-learning-based analysis and parameter discovery 
from academic literature on tourism recommendation systems. 
Further details of the broader methodology can be found in our 
earlier work [5]. The system architecture is illustrated in Fig. 1, 
detailing data collection, preprocessing, embedding creation, 
dimensionality reduction, clustering, and visualization. 

To gather relevant data for this study, we formulated a 
specific search query: TITLE-ABS-KEY ((recommendation 
AND system OR recommender OR recommender AND system) 
AND (tourism OR tourist OR destination)). This query was used 
to extract data from Scopus, a comprehensive database 
containing an extensive range of academic literature across 
multiple disciplines. The initial dataset included publications 
from the years 2000 to 2024, with document types restricted to 
conference papers and journal articles, all written in English. 
After applying these filtering criteria, data from a total of 3,013 
research articles were selected for further analysis. 

The preprocessing phase involved several crucial steps to 
ensure the dataset was clean and suitable for further analysis. 
Initially, the collected articles were saved in CSV format and 
loaded into a Pandas DataFrame. Redundant and irrelevant 
entries were removed, including duplicate records and articles 
without abstracts. Subsequently, text-cleaning techniques were 

applied, which involved eliminating unnecessary characters and 
performing tokenization. The tokenization process was executed 
using the ‘gensim’ Python package, which facilitates breaking 
text into meaningful words. 

To enhance the quality of extracted information, we 
employed stop-word removal techniques using the Natural 
Language Toolkit (NLTK) predefined stop words list. 
Additionally, the text data was lemmatized using the 
WordNetLemmatizer, which converts words into their base 
forms while preserving their meanings. These preprocessing 
steps ensured that only meaningful and well-structured data 
were retained for the next phase. 

For topic modeling, we implemented the BERTopic 
approach, which leverages transformer-based word embeddings 
to identify and cluster significant topics within the dataset. The 
first step in this process involved generating word embeddings 
using BERT, a deep learning-based model designed for natural 
language processing. Specifically, we used the ‘distilbert-base-
nli-mean-tokens’ sentence transformer model to convert each 
document into a dense numerical representation. 

Given that high-dimensional embeddings require 
dimensionality reduction for efficient processing, we applied the 
UMAP technique. The UMAP model was fine-tuned by setting 
key parameters such as n_neighbors = 20 and n_components = 
7, which were determined to provide optimal clustering results. 
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Following this step, the HDBSCAN algorithm was used to 
group documents into clusters based on their semantic 
similarities. The most critical parameters for HDBSCAN, 
including min_cluster_size and min_samples, were optimized to 
ensure high-quality clustering. 

To determine the significance of words within each topic, we 
calculated the class-based c-TF-IDF scores. These metric 
measures word importance by comparing the frequency of a 
term within a cluster to its overall occurrence across the entire 
corpus. The resulting scores enabled us to derive meaningful 
keyword-based descriptions for each identified topic. 

The final number of clusters was determined through an 
iterative fine-tuning process using the nr_topics parameter in 
BERTopic, leading to a final selection of 20 distinct clusters, 
including one outlier cluster. After this refinement, each cluster 
was carefully evaluated by the authors to ensure relevance and 
coherence. This process, guided by the domain expertise of the 
authors, involved removing any irrelevant clusters if present, 
merging thematically similar ones when necessary, and 
assigning appropriate labels. The labeled clusters were then 
referred to as parameters, representing distinct research themes 
in tourism recommendation systems (TRS). To improve 
interpretability and provide a structured understanding of TRS 
research, these parameters were further aggregated into broader 
macro-parameters. The concept of parameters is designed to 
facilitate their integration into autonomous systems, enabling 
dynamic updates either periodically or in response to specific 
events, ensuring that the latest understanding of TRS or any 
related topic is continuously maintained. For further details, see 
our earlier work [38]–[40]. 

To ensure the reliability and validity of our results, we 
conducted both internal and external validation. Internal 
validation involved assessing the relevance of each document 
assigned to a given cluster, ensuring a meaningful relationship 
between texts and their respective clusters. External validation 
was carried out by comparing the parameters with established 
research findings. Multiple visualization tools, including, term 
ranking plots, hierarchical clustering dendrograms, and 
similarity matrices, were used to interpret the results effectively. 
These visuals were generated using Python libraries such as 
Matplotlib [41], Seaborn [42], and Plotly [43], enabling a 
detailed analysis of the dataset and topic structures. 

Through this methodological approach, we successfully 
extracted, processed, and analyzed data from research articles to 
identify key parameters and macro-parameters within the 
domain of tourism recommendation systems. The rigorous 
validation and visualization techniques ensured the robustness 
of the findings, providing a reliable foundation for further 
analysis and interpretation. 

IV. RESULTS 

We now discuss the results obtained through our machine-
learning-based tool, which used academic data to dissect the 
field of tourism recommendation systems and highlight its 

cutting-edge advancements through quantitative and qualitative 
analysis. 

A total of 2,991 documents were processed by the tool for 
clustering, following the removal of duplicates (n = 22). The 
model identified 19 clusters, one of which was irrelevant (n = 
11) and removed along with an outlier cluster (n = 1,156), 
leaving 1,824 documents. The remaining 18 clusters were used 
to identify 16 parameters, with two parameters created by 
merging two clusters in each case due to thematic similarity. 
These parameters were further grouped into four macro-
parameters: Personalized Tourism; Sustainability, Health & 
Resource Awareness; Adaptability and Crisis Management; and 
Social Impact and Cultural Heritage. 

Fig. 2 illustrates the taxonomy of these parameters and 
macro-parameters identified by our BERT model. The first level 
of the taxonomy represents the macro-parameters, while the 
second level specifies the parameters, including their associated 
cluster numbers and document counts. For instance, “Travel 
Recommendation Algorithms (0, 1076)” refers to a parameter 
associated with cluster 0, containing 1,076 documents. 
These clustering results provided a structured framework for 
understanding and advancing the field. 

These findings are detailed in the following sections. Section 
4.A presents the quantitative analysis of the results, followed by 
a qualitative analysis of the four macro-parameters in Sections 
4.B to 4.E. 

A. Quantitative Analysis 

Our analysis involves several quantitative methods, 
including term score, Intertopic Distance Map, hierarchical 
clustering, and a similarity matrix. While the clusters are linked 
to specific keywords, not all keywords effectively represent the 
parameters. As shown in Fig. 3, it reveals the required number 
of keywords to describe each cluster adequately. The analysis 
indicates that only the top seven to ten terms per parameter are 
truly representative. 

Fig. 4 shows the hierarchical clustering of 19 recommender 
system clusters in tourism, organized by similarities in 
functionality or focus. Clusters 11, 12, 2, 5, and 7 formed a 
distinct group, along with Cluster 10, labeled as Personalized 
Tourism, reflecting high similarity. 

Fig. 5 visualizes the similarity matrix between different 
parameters of recommendation systems in tourism, where dark 
blue represents the highest similarity score, and light green 
indicates the lowest. For example, cluster 0 (Travel 
Recommendation Algorithms) has a high similarity score with 
cluster 2 (Context-Aware Mobile Apps), as indicated by a darker 
cell at their intersection. This suggests that these two clusters 
share common features, making them closely related. Both focus 
on providing personalized recommendations to travelers based 
on their context, such as location, preferences, and behaviors. 
These visualizations highlight conceptual relationships between 
various themes of the field. 
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Fig. 2. Taxonomy for parameters of Tourism Recommendation System. 

 

Fig. 3. Cluster term ranks. 

 
Fig. 4. Hierarchical clustering diagram. 

 
Fig. 5. Cluster similarity matrix. 

Fig. 6 displays the top 10 keywords for each parameter, 
ranked using their c-TF-IDF importance scores. The 16 
subfigures feature horizontal lines representing importance 
scores and vertical lines listing the parameter keywords. 
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Fig. 6. Keyword c-TF-IDF scores for parameters. 

Note that, to ensure a comprehensive and structured analysis, 
we included all 19 clusters in the quantitative analysis presented 
in Fig. 3 to Fig. 5. This analysis allows for the validation and 
refinement of the clusters by assessing their coherence, 
identifying irrelevant or redundant clusters, and examining their 
semantic relationships. Through this process, we systematically 
refined the clusters, ultimately leading to the discovery of 
parameters and macro-parameters. This approach not only 
ensures a coherent classification of research themes in TRS but 
also facilitates the extraction of the underlying knowledge 
structure and taxonomy of the field. However, Fig. 6, which 
displays the top 10 keywords for each parameter, ranked using 
their c-TF-IDF importance scores, contains subfigures for only 
16 parameters because it reflects the post-cluster analysis phase, 
after the discovery and labeling of the final parameters. 

B. Personalized Tourism 

Personalized Tourism focuses on customizing the travel 
experience to individual preferences and contexts. It employs 
algorithms and technologies to offer customized travel 
suggestions, accommodations, dining options, and social 
experiences. By leveraging data from various sources, including 
mobile apps and social media, personalized tourism 
recommendation systems aim to enhance the satisfaction and 
convenience of travelers, making their experiences uniquely 
suited to their interests and needs. This macro encompasses six 

key parameters designed to refine and customize the travel 
experience for individuals. The parameters are discussed below. 

Travel Recommendation Algorithms are pivotal in analyzing 
traveler preferences to suggest destinations and activities. These 
recommendation algorithms and systems have notably evolved 
to utilize hybrid models that combine content-based and 
collaborative filtering with real-time, contextual, and social data 
inputs, greatly improving the personalization of travel 
suggestions [22], [44]. These systems effectively adapt to the 
dynamic nature of tourist needs, incorporating real-time data 
processing and location-based services [10], which are essential 
for travelers making spontaneous decisions or needing to adjust 
plans due to unforeseen circumstances [13], [45]–[47]. The 
incorporation of visual data and social media inputs further 
enhances the ability of these systems to deliver highly relevant 
and visually engaging recommendations that align with modern 
travel behaviors [48], [49]. 

Context-aware mobile Apps take situational factors into 
account, providing recommendations that are relevant to the 
user’s current location and circumstances. These mobile apps 
are increasingly pivotal, utilizing real-time data such as location, 
time, and user preferences to offer hyper-localized suggestions 
that enhance the immediacy and relevance of the information 
provided to the users [17], [50], [51]. These apps are not just 
enhancing user satisfaction but are also raising significant 
privacy and security considerations, necessitating the 
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development of privacy-by-design principles [52]. The use of 
advanced machine learning algorithms helps these apps learn 
from each interaction, progressively refining the 
recommendations to suit individual preferences better. 

Personalized Hotel Recommender Systems focus on 
aligning accommodation options with the traveler’s specific 
preferences, such as budget, amenities, and location [53]. 
Similarly, Personalized Restaurant Recommender Systems 
tailor dining suggestions to match the traveler’s dietary needs 
and taste preferences [21]. These recommender systems 
leverage complex data analyses of user preferences, past 
behaviors, and online interactions to predict and meet individual 
needs, significantly enhancing customer satisfaction and 
operational efficiencies. These systems are increasingly using 
semantic analysis and contextual data to offer deep suggestions 
that consider dietary preferences, specific amenities, or desired 
experiences, which are critical in the highly competitive 
hospitality industry [25], [54]. 

Technology-Enhanced Recommender Systems leverage 
cutting-edge technology to offer highly personalized travel 
insights and options. The role of technology, particularly the 
integration of the Internet of Things (IoT) [55], and augmented 
reality (AR) [56], is transforming the tourist experience by 
enabling smarter, more connected environments that cater to the 
detailed needs and preferences of tourists. These technology-
enhanced systems not only improve personalization but also 
ensure that services provided are efficient and timely, adapting 
to the individual’s current context [57]. 

Social Media-Enhanced Recommender Systems utilize 
social networks to offer travel suggestions influenced by 
friends’ recommendations, trends, or influencers, enhancing the 
travel planning process with a social dimension. These systems 
use data from platforms such as Instagram and Twitter to 
analyze user behaviors, preferences, and social interactions, 
enabling the delivery of personalized travel experiences that 
resonate well with users’ tastes and preferences [58]. The use of 
big data analytics in these systems allows for a deeper 
understanding of individual preferences, significantly 
transforming the way destinations and activities are marketed 
and presented to potential tourists [59]. 

Collectively, these parameters aim to deliver a travel 
experience that is as unique as the travelers themselves, 
enhancing satisfaction through personalization. The integration 
of advanced algorithms, real-time data analytics, and user-
centric technologies across these parameters is crafting a highly 
sophisticated landscape of personalized tourism 
recommendation systems. These systems are not only enhancing 
the travel experience by providing timely, relevant, and 
personalized recommendations but are also facing challenges 
such as data privacy, the need for continuous learning, and the 
integration of diverse technological solutions. The continuous 
evolution of these systems is crucial for sustaining innovation 
and growth in the tourism sector, promising a future where 
technology profoundly shapes the way tourist services are 
conceptualized and delivered. 

C. Sustainability, Health and Resource Awareness 

Sustainability, Health & Resource Awareness emphasizes 
promoting travel options that are environmentally sustainable, 
health-conscious, and resource-efficient. It includes systems 
designed to minimize the ecological footprint of tourism, 
recommend health-oriented travel options, and optimize the use 
of resources such as water and energy. These recommendation 
systems aim to support responsible tourism that respects the 
planet and the well-being of both tourists and local communities. 

It encompasses six vital parameters designed to promote 
environmentally friendly and health-conscious travel practices. 
Sustainability-Aware Recommender Systems prioritize eco-
friendly travel options, helping to reduce the ecological footprint 
of tourism. Health-Aware Travel Recommender Systems focus 
on health considerations, suggesting destinations and activities 
that align with travelers’ health needs and preferences. Traffic 
& Parking-Aware Recommender Systems aim to alleviate 
congestion and improve efficiency by providing real-time traffic 
updates and parking information. Water Resource-Aware 
Recommender Systems emphasize conservation by promoting 
destinations and practices that minimize water usage. Energy-
Aware Recommender Systems focus on reducing energy 
consumption through recommendations that favor energy-
efficient options. Lastly, Tourists & Multi-Modal 
Transportation Systems facilitate seamless travel by integrating 
various modes of transportation, promoting ease of movement 
and reducing environmental impacts. Together, these systems 
strive to enhance travel experiences while being mindful of 
health, resource conservation, and sustainability. 

Sustainability, Health and Resource Awareness in tourism 
recommendation systems represent a sophisticated integration 
of environmental stewardship, health optimization, and resource 
efficiency, underpinned by advanced technology and data 
analytics. The systems within this macro collectively address the 
triple bottom line of sustainability: environmental, economic, 
and social aspects. For example, Sustainability-Aware systems 
encourage visits to lesser-known sites [8], distributing economic 
benefits more evenly, and reducing environmental pressures on 
over-visited locations. Similarly, Health-Aware systems 
promote safety and health by integrating real-time health data, 
enhancing traveler well-being [60]. These approaches are 
mutually reinforcing. For instance, promoting less frequented 
sites helps manage the capacity and preserves the integrity of 
natural resources, aligning with the goals of Water Resource-
Aware systems to manage environmental impacts effectively 
[61], [62]. 

Across all parameters, there is a heavy reliance on AI and 
machine learning to process real-time data and provide dynamic, 
context-sensitive recommendations [63]. This technological 
backbone enables Traffic and Parking-Aware systems to offer 
real-time routing adjustments just as Energy-Aware systems 
optimize resource use, demonstrating a cross-application of 
similar technological frameworks to solve varied problems 
within the tourism sector [64]. The integration of various types 
of data (e.g., traffic flow, water resource levels, energy 
consumption, health statistics) into a cohesive recommendation 
engine exemplifies a holistic approach to managing both 
expected and emergent challenges in tourism [65], [66]. 
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The recommendation systems are increasingly adept at 
offering personalized travel suggestions that consider 
environmental conditions, health requirements, and individual 
preferences. For instance, Multi-Modal Transportation systems 
that recommend optimal travel modes based on user preferences 
and local traffic conditions overlap with Health-Aware systems 
that consider individual health needs [67]–[69]. This 
personalization extends to ensuring that recommendations are 
sensitive to local cultural norms and practices, enhancing the 
social sustainability of tourism by fostering respect and 
appreciation for local traditions, which is a focal point of both 
Sustainability-Aware and Health-Aware systems [11], [63]. 

The macro showcases a robust adaptability to global and 
local challenges, such as health emergencies or environmental 
crises. Systems rapidly adjust to new data, whether it’s shifting 
health advisories during a pandemic or updating environmental 
regulations and conditions [70]–[73]. This resilience is critical 
in maintaining the trust and safety of tourists, ensuring that the 
tourism sector can quickly respond to and recover from 
disruptions, thereby supporting long-term sustainability goals 
[74]. 

The interconnected nature of these systems suggests 
significant policy implications, particularly in the need for 
coordinated action across health, environmental, and urban 
planning departments. The findings advocate for a policy 
framework that supports integrated data sharing and 
collaborative decision-making processes, enabling a more 
unified response to the multifaceted demands of sustainable 
tourism. Moreover, these systems serve as a model for other 
sectors, demonstrating how technology can bridge diverse data 
sources and operational goals to create more sustainable and 
resilient infrastructures. 

In summary, Sustainability, Health & Resource Awareness 
illustrate a complex yet harmonious integration of multiple 
tourism-related aspects, driven by advanced technology and 
comprehensive data analytics. This integration not only 
enhances the efficiency and responsiveness of tourism 
recommendation systems but also significantly contributes to 
the broader objectives of sustainable development, public 
health, and economic equality. 

D. Adaptability and Crisis Management 

Adaptability and Crisis Management focuses on the 
flexibility of tourism recommendation systems to adapt to 
changing circumstances, such as global pandemics or natural 
disasters. It involves offering travel advice that considers safety 
guidelines, emergency preparedness, and the overall impact of 
crises on tourism. The goal is to ensure that travelers remain 
informed and safe, while also supporting the recovery and 
resilience of the tourism industry during and after crises. 

Our analysis of the literature on Adaptability and Crisis 
Management reveals how both areas require robust, adaptable 
frameworks that integrate technology, policy, and localized 
approaches to manage crises effectively. It underscores the 
critical role of integrated, technology-driven solutions in 
managing and recovering from tourism-related crises. The 
effective combination of advanced recommender systems, 
supportive policy environments, and localized, customizable 

strategies facilitate not only immediate crisis management but 
also contribute to the long-term sustainability and resilience of 
the tourism industry. 

The COVID-19 pandemic forced a drastic rethinking of 
tourism practices, highlighting the need for adaptive crisis 
management strategies [75]. Key findings indicate a shift 
towards localized, safety-focused tourism, supported by digital 
and smart tourism solutions [70]. This shift was not merely 
reactive but also strategic, leveraging information systems to 
promote safer travel options and to adjust to a new tourism 
economy severely impacted by global restrictions [76]. The 
necessity for adaptation was evident in the rapid integration of 
sustainable practices and smart technologies, which were crucial 
in managing the downturn in traveler numbers [71]. 

Parallel to the pandemic's challenges, the use of 
recommender systems in managing disasters and emergencies 
showcases a proactive use of technology to enhance safety and 
efficiency [12]. These systems are crucial in real-time crisis 
management, offering optimized evacuation routes and 
strategies, and facilitating the rapid adaptation of transportation 
and local services to emergent needs [76]. The systems’ 
capability to utilize local data for tailored community advisories 
further underscores the importance of localized responses in 
crisis management [77], [78]. 

Across both domains, the integration of advanced 
technology with supportive policy frameworks forms a 
backbone for effective crisis management [74]. During the 
pandemic, technology helped navigate economic shocks 
through targeted recovery strategies, while in disaster scenarios, 
technology optimized real-time responses [79]. This synergy 
suggests that robust, flexible digital infrastructures, capable of 
adapting to varied and sudden changes, are essential in 
sustaining tourism during crises [80], [81]. 

A recurring theme is the focus on localized and customized 
solutions, whether adapting tourism practices during a pandemic 
or responding to a localized disaster [79]. This approach 
maximizes the relevance and effectiveness of the response, 
illustrating how tailored information and strategies can 
significantly impact community resilience and crisis recovery 
[82]. Both areas highlight the need for systems that are not just 
reactive but highly adaptive and resilient [74]. The ongoing 
evolution of tourism practices in response to the pandemic, and 
the dynamic adjustments in disaster management, reflect a 
complex interplay between immediate crisis response and 
longer-term, strategic planning [71]. This dual approach is vital 
for the development of a resilient tourism sector capable of 
withstanding future crises. 

E. Social Impact and Cultural Heritage 

In tourism recommendation systems, Social Impact & 
Cultural Heritage encapsulate critical aspects including 
Tourism, Local Communities & Employment, and Natural 
Heritage and Theme Parks. These parameters highlight the 
intersection of tourism with local societal and environmental 
facets. For Tourism, Local Communities and Employment, 
recommendation systems play a vital role in promoting tourism 
experiences that benefit local economies and create job 
opportunities. Natural Heritage and Theme Parks focuses on 
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leveraging recommendation technologies to balance visitor 
numbers and preserve natural sites. These systems can suggest 
off-peak visit times and less-explored parks, thus managing foot 
traffic and reducing environmental impact. 

The macro-parameter showcases a complex interaction in 
tourism between economic stability, cultural integrity, and 
environmental conservation [20]. It reveals the dynamic ways in 
which technology facilitates sustainable tourism, enhancing 
both local economies and cultural experiences [83], [84]. 
Recommendation systems play a crucial role in driving 
economic benefits by connecting tourists with local cultures and 
natural settings, diversifying income sources for local 
communities and stabilizing employment through culturally and 
ecologically respectful tourism [85], [86]. 

These systems manage both human resources, such as local 
guides [87], and natural resources, such as conservation sites, 
with a strategy that optimizes tourist flows to prevent 
overexploitation and ensures sustainable interactions between 
tourists and local resources [49]. They enhance the visitor 
experience by integrating local culture into tourism offerings, 
and educating tourists about local traditions and history while 
promoting respect and preservation for these cultures. In natural 
settings, the incorporation of cultural narratives enriches the 
visitor's engagement, fostering a deeper appreciation for both 
natural and cultural heritage [83], [88], [89]. Furthermore, 
directing tourists to less frequented sites mitigate environmental 
impacts on heavily visited locations, aiding conservation efforts 
and ensuring that economic benefits are broadly distributed [80], 
[90]. Recommendation systems also exemplify a commitment to 
social equity by proactively including diverse demographic 
groups in tourism employment, which benefits local economies 
and enhances the social fabric by making tourism more inclusive 
[89]. 

The focus on wellness tourism, such as forest bathing and 
other nature-based activities, not only promotes health benefits 
for tourists but also opens new economic avenues for local 
development, particularly in rural areas [91]. The systematic 
approach to enhancing both cultural and ecological tourism 
settings reflects a holistic view of tourism development, where 
various aspects of the tourist experience are assessed and 
integrated. This sophisticated approach supports long-term 
destination sustainability by meeting diverse visitor 
expectations and aligning with broader trends in health, 
conservation, and cultural engagement. 

V. DISCUSSION 

We now summarize the state of the art in tourism 
recommendation systems, the challenges facing the field, and 
directions for future work. 

The integration of advanced technologies and data-driven 
strategies within the tourism sector is profoundly reshaping the 
landscape of travel recommendation systems, as demonstrated 
by the diverse range of macro-parameters analyzed. These 
macro-parameters reveal a complex and interconnected 
framework that aims to enhance tourist experiences [23], [92], 
promote sustainability [89], adapt to crises [12], [76]–[78], and 
preserve cultural heritage while fostering social impacts [47]. 

Central to tourism is the profound influence of technology in 
reshaping tourism experiences. Advanced algorithms and 
machine learning techniques play a critical role, enabling the 
delivery of highly personalized recommendations that adapt to 
the changing needs and contexts of travelers [65], [93]. Real-
time data processing [94], [95], location-based services [96], and 
the integration of social media inputs are pivotal [97], [98], 
transforming the way travelers interact with destinations and 
services. These technological advancements are not just about 
enhancing user satisfaction; they also introduce significant 
considerations for privacy and security, prompting the 
development of sophisticated solutions such as privacy-by-
design principles [30]. 

Simultaneously, there’s a marked shift towards integrating 
sustainability and health into the core of tourism 
recommendation systems. These platforms strive to balance 
personalization with environmental consciousness and health 
awareness. For instance, sustainability-aware systems advocate 
for visiting lesser-known locales, thus alleviating the burden on 
popular destinations and promoting environmental preservation 
[8]. Health-aware systems enhance traveler safety by 
incorporating real-time health data [63], which is especially 
crucial in a post-pandemic world. This commitment extends to 
resource management, where systems intelligently recommend 
travel options that optimize energy use and minimize ecological 
impacts [99]. 

Adaptability and crisis management also feature 
prominently in this integrated approach. The recent global 
upheavals, such as the COVID-19 pandemic, have tested the 
flexibility and responsiveness of tourism infrastructures [71], 
[75], [100]. Recommendation systems have quickly adapted, 
offering solutions that prioritize local and safe travel options 
[101], thereby supporting the tourism industry’s recovery. These 
systems demonstrate resilience [74], [82], adjusting to new 
health advisories and environmental conditions swiftly, and 
ensuring the safety and trust of tourists. 

Furthermore, the role of recommendation systems in 
promoting cultural heritage and social impact cannot be 
overstated. By steering tourists towards culturally significant 
sites and engaging them with local traditions, these systems play 
a crucial role in cultural preservation [83]. They also support 
local economies by diversifying income sources and promoting 
equitable tourism practices [86]. Such initiatives not only enrich 
the visitor's experience but also ensure that tourism contributes 
positively to local communities [88]. 

A. Challenges and Future Work 

The journey towards enabling smart tourism through 
recommendation systems is fraught with multifaceted 
challenges that must be addressed through innovative research 
and collaborative efforts. Personalized tourism recommendation 
systems aim to create a seamless travel experience by deeply 
understanding individual preferences and adapting to real-time 
contexts [94], [95]. The future of these systems lies in the 
development of advanced hybrid algorithms that blend machine 
learning with semantic technologies, enabling more precise and 
context-aware recommendations [44]. By leveraging extensive 
datasets and real-time environmental factors [102], these 
systems can offer dynamic, personalized travel itineraries that 
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adapt to changes in user mood and preferences [103]. However, 
achieving this level of personalization presents significant 
challenges. Ensuring the privacy and security of personal data is 
paramount, as these systems rely heavily on sensitive 
information [30]. Adherence to global privacy standards and 
regulatory compliance across jurisdictions is necessary to 
maintain user trust. Additionally, the complexity of managing 
heterogeneous data from diverse sources such as social media, 
user interactions, and IoT devices requires sophisticated data 
management strategies to ensure data integrity and timely 
recommendations [24], [51]. 

Sustainability and health awareness are critical dimensions 
that future tourism recommendation systems must incorporate 
[9]. Advanced machine learning models can predict 
environmental and social impacts with greater accuracy, 
providing actionable insights for sustainable tourism practices 
[81], [104], [105]. The optimization of multi-modal 
transportation systems using AI can enhance urban mobility and 
tourist satisfaction, while localized and personalized 
recommendations can align with local sustainability goals [68], 
[69], [106]. Despite these advancements, significant hurdles 
remain. Data availability and quality, particularly in 
underdeveloped regions, pose a major bottleneck. Ensuring the 
privacy of health data within travel recommenders necessitates 
advanced security frameworks such as federated learning, which 
allow for the private sharing of data insights while maintaining 
individual privacy. Additionally, the scalability of these systems 
to accommodate diverse tourist demographics and the 
integration of data from heterogeneous sources present technical 
challenges [104], [107]. 

The capability of tourism recommendation systems to adapt 
during crises is a critical area of future research. The 
development of advanced predictive analytics leveraging AI 
techniques such as machine learning and deep learning can 
enhance the accuracy and timeliness of crisis response strategies 
[71]. Robust models that handle dynamic, real-time data streams 
from diverse sources are essential for providing real-time, 
personalized travel recommendations during emergencies [100]. 
However, crisis-adaptive systems face several key challenges. 
The availability and reliability of data during crises are often 
compromised, affecting the operational efficiency of AI-driven 
tools. Ensuring these systems are robust enough to withstand 
data scarcity, potential cyber threats, and high user demand 
during critical periods is essential. Additionally, building and 
maintaining user trust through transparent systems that adhere 
to ethical standards and regulations is fundamental [75]. 

Tourism recommendation systems must also address the 
social impact and cultural heritage of travel destinations [3]. 
Advanced personalization techniques that cater to cultural 
interests can offer unique, culturally enriching experiences. AI 
can analyze extensive datasets on visitor interactions and 
cultural engagement patterns, enabling recommendations that 
resonate deeply with tourists [76]. Moreover, comprehensive 
tools for assessing the long-term impacts of tourism on local 
communities and cultural sites are necessary to ensure 
sustainable development [88], [89]. The challenges in this 
domain are significant. Data privacy and ethical concerns must 
be managed carefully to avoid violations and ensure that these 
systems benefit the communities they intend to support [30]. 

Ensuring cultural sensitivity and appropriateness in 
recommendations is crucial, as is avoiding the perpetuation of 
stereotypes or the misrepresentation of cultural heritages. Co-
designing systems with input from local communities can help 
maintain cultural integrity. Balancing tourism growth with 
community welfare and avoiding over-reliance on technology 
that detracts from authentic cultural interactions presents 
additional challenges. 

To address these challenges and realize the full potential of 
tourism recommendation systems, a holistic and integrated 
approach is required. This involves developing sophisticated 
and dynamic systems that leverage advanced AI techniques for 
deeper personalization, sustainability, and adaptability. It also 
necessitates fostering interdisciplinary collaborations among 
technology providers, tourism operators, local governments, and 
communities to enhance system responsiveness and efficacy. 
Ensuring transparency and adherence to ethical standards and 
regulations is crucial for building and maintaining user trust. 
Furthermore, aligning recommendations with sustainability 
goals and community welfare is essential to ensure that tourism 
growth does not negatively impact local residents or cultural 
heritage. By addressing these future research areas and 
challenges, the field can progress toward more resilient, 
responsive, and personalized tourism recommendation systems. 
This integrated approach will ensure that these systems 
contribute positively to both tourists and local communities, 
while respecting and enhancing the cultural heritage they aim to 
promote. The transformative potential of AI in tourism lies in its 
ability to create enriching, sustainable, and adaptive travel 
experiences that cater to the evolving needs and preferences of 
travelers worldwide. 

VI. CONCLUSION 

This paper aimed to develop and apply a machine-learning-
based tool to analyze academic literature in the field of tourism 
recommendation systems, providing a structured taxonomy of 
parameters and macro-parameters to guide future research. The 
taxonomy offers a systematic framework for organizing the 
field, breaking it into clearly defined categories that facilitate 
understanding, highlight gaps, and direct future exploration. By 
identifying key parameters and their relationships, it enables 
researchers to prioritize areas for development, foster thematic 
alignment, and address emerging challenges. Despite the 
journal’s page limit, we provided a detailed discussion of the 
parameters and macro-parameters, demonstrating their practical 
applications and aligning research priorities with real-world 
needs such as sustainability, health, and adaptability. These 
contributions provide a foundation for advancing the field and 
ensuring that future research and innovations are both cohesive 
and impactful. 

This study provides a comprehensive analysis of TRS, but 
some limitations remain. Our analysis relies on academic 
literature from the Scopus database, which may exclude relevant 
industry reports, white papers, and non-English sources. 
Expanding the dataset to include other academic and non-
academic sources could provide a broader perspective on TRS 
research. For future directions, integrating real-time data sources 
such as social media trends and user-generated content could 
enhance the adaptability of TRS. Additionally, incorporating 
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personalization techniques based on user intent, sentiment 
analysis, and contextual factors could improve recommendation 
accuracy. Finally, addressing ethical concerns such as data 
privacy, fairness, and algorithmic transparency is crucial for 
responsible TRS development. 
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