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It is a pleasure to present our readers with the October 2011 Issue of International Journal of Advanced Computer Science and
Applications (IJACSA).

The renaissance stimulated by the field of Computer Science is generating multiple formats and channels of communication and
creativity. IJACSA is one of the most prominent publications in the field and engaging the ubiquitous spread of subject
knowledge with effectiveness in all classes of audience. Nevertheless, the promise of increased engagement requires that we
consider how this might be accomplished, delivering up-to-date and authoritative coverage of advanced computer science and
applications.

The journal has a wide scope ranging from the many facets of methodological foundations to the details of technical issues and
the aspects of industrial practice. It includes articles related to research findings, technical evaluations, and reviews. In addition
it provides a forum for the exchange of information on all aspects.

The editorial board of the IJACSA consists of individuals who are committed to the search for high-quality research suitable for
publication. These individuals, working with the editor to achieve IJACSA objectives, assess the quality, relevance, and
readability of individual articles.

The contents include original research and innovative applications from all parts of the world. This interdisciplinary journal has
brought together researchers from academia and industry as well as practitioners to share ideas, problems and solutions
relating to computer science and application with its convergence strategies, and to disseminate the most innovative research.
As a consequence only 28% of the received articles have been finally accepted for publication.

Therefore, IJACSA in general, could serve as a reliable resource for everybody loosely or tightly attached to this field of science.

The published papers are expected to present results of significant value to solve the various problems with application services
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Data Mining for Engineering Schools

Predicting Students’ Performance and Enrollment in Masters Programs

Chady EI Moucary
Department of Electrical, Computer and Communication Engineering, Faculty of Engineering
Notre Dame University — Louaize (NDU)
North Lebanon Campus — P.O. Box 87, Tripoli — Municipality Street, Barsa — El Koura, Lebanon

Abstract— the supervision of the academic performance of
engineering students is vital during an early stage of their
curricula. Indeed, their grades in specific core/major courses as
well as their cumulative General Point Average (GPA) are
decisive when pertaining to their ability/condition to pursue
Masters’ studies or graduate from a five-year Bachelor-of-
Engineering program. Furthermore, these compelling strict
requirements not only significantly affect the attrition rates in
engineering studies (on top of probation and suspension) but also
decide of grant management, developing courseware, and
scheduling of programs. In this paper, we present a study that
has a twofold objective. First, it attempts at correlating the
aforementioned issues with the engineering students’
performance in some key courses taken at early stages of their
curricula, then, a predictive model is presented and refined in
order to endow advisors and administrators with a powerful
decision-making tool when tackling such highly important issues.
Matlab Neural Networks Pattern Recognition tool as well as
Classification and Regression Trees (CART) are fully deployed
with important cross validation and testing. Simulation and
prediction results demonstrated a high level of accuracy and
offered efficient analysis and information pertinent to the
management of engineering schools and programs in the frame of
the aforementioned perspective.

Keywords-component; Educational Data Mining; Classification
and Regression Trees (CART); Relieff tool; Neural Networks;
Prediction; Engineering Students’ Performance; Engineering
Students’ Enrollment in Masters’ Studies.

. INTRODUCTION

Data mining has attracted exceptionally diversified
businesses for both the descriptive and predictive capabilities it
promises, one of which is Education in its broad fields and
organizational hierarchies [15] [36] [50]. In fact, Education,
nowadays, not only involves the ancestral information- and/or
knowledge- communication and transfer, but has also become a
standalone and comprehensive business with excessive
demands in information handling and analysis, as well as the
management of a deeply spread tree of positions and
interrelated functions [49]. Indeed, Education’s features and
attributes have dramatically shifted and augmented to a point
where the integration of technology became inevitable in the
attempt of sustaining a good position and thriving in a highly
competitive and merciless market. This technology not only
involves new teaching methodologies but also osculates with
every single aspect of management of such institutions.

Furthermore, management of large amount of data has
become undeniably forbearing to even expert staff; it even
requires more powerful computational and specifications
requirements when referring to machines and/or algorithms.
Diversified challenges face Education and which fortunately
attracted researchers from different fields of expertise who
keep straining in order to achieve innovative but also intelligent
techniques to help keep up with the pressure and find astute
and reasonable answers to multifaceted questions.
Globalization, International Accreditation, and e-learning have
only added more threads to the pile.

Data mining, which is the science of digging into databases
for information and knowledge retrieval, has recently
developed new axes of applications and engendered an
emerging discipline, called Educational Data Mining or EDM.
This discipline seems to be a lot promising. EDM carries out
tasks such as prediction (classification, regression, and density
estimation), clustering, relationship mining (association,
correlation, sequential mining, and causal data mining),
distillation of data for human judgment, and discovery with
models [1]. Moreover, by exercising EDM, educators and
administrators can tackle both traditional and ad hoc
educational issues and benefit from a good decision-making
tool when facing challenges and/or exploring new horizons in
their specialties. The list is long and requires wide and long
tables to fit in. Nevertheless, in a non-exhaustive list, we can
enumerate the most frequently inquiring subject matters such as
predicting students’ performance, developing courseware,
students’ behavioral modeling, strategic planning and
scheduling of programs, supervising attrition rates, and grant
management, etc. In other words, EDM aims at enhancing the
understanding and supervision of learners’, teachers’, and
administrators’ domain representation, pedagogical
engagement and behaviors [5] [18] [32] [37] [38] [39].

Remarkable amount of EDM endeavors have been
conducted and published in many journals and conference
proceedings related to, but not limited to, Artificial
Intelligence, Learning Systems, Education, and others. In July
2011 the International Educational Data Mining Society [2]
was founded by the International Working Group on
Educational Data Mining with the main objective of capturing
contributions from the EDM community and offering a forum
for practitioners to impart their labor and exchange their
competencies. It has so far organized four international
conferences where recognized work can be archived in the

1|Page
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Journal of Educational Data Mining or JEDM (ISSN 2157-
2100) [28].

One can find many definitions for data mining in books,
journal papers, and e-articles [11] [12] [13] [14]. They all refer
to data mining as a young and interdisciplinary field in
computer science which is described as an interactive and
iterative  process aiming at sundering out/revealing
hidden/unobvious, but existing, patterns, trends and/or
relationships amidst data using statistical and mathematical
procedures with a prime objective of providing decision
support  systems  with information and  knowledge.
Furthermore, data mining is being recently interchangeably
used with what is referred to as Knowledge Discovery in
Database or KDD namely when excessively large data
repositories is being involved. Fig. 1 shows Data Mining
exercise as a step towards KDD [10].

A typical example of inexorable flood of data is the
Europe's Very Long Baseline Interferometry (VLBI), which
has 16 telescopes, each of which produces one Gigabit/second
of astronomical data over a 25-day observation session [6]. An
interesting overview of the largest databases in the world can
be found in [7] [8]. The top-ten lists include The Library of
Congress (LC) with over 130 million items, 530 miles of
shelves, 5 million digital documents, and 20 terabytes of text
data. The Central Intelligence Agency (CIA) possesses
comprehensive statistics on more than 250 countries and
entities (unknown number of classified information). Amazon,
the world’s biggest retail store, maintains over 59 million
active customers ending up with over 42 terabytes of data.
YouTube, the largest video library, observes more than 65,000
videos added each day and encompasses at least 45 terabytes of
videos. ChoicePoint, the business of acquiring information
about the American population (addresses, phone numbers,
driving records, etc.) possesses a database that extends to the
moon and back 77 times and holds over 250 terabytes of
personal data. Sprint, one of the world’s largest
telecommunication companies, offers its services to more than
53 million subscribers with a 2.85 trillion database rows and
70,000 call detail-record insertions per second. Google, the

Figure 1 - Data Mining, a Mandatory Step towards KDD

Vol. 2, No. 10, 2011

famous search engine and industry, is subjected to 91 million
searches per day (accounting to 50% of all internet search
activity) and holds more than 33 trillion database entries, etc.
It is spectacularly evident that traditional warehousing
techniques and querying algorithms cannot cope with such
colossal amount of data, thus, new techniques for information
retrieval urged tons of research papers in the data mining/KDD
field. Many strains have been deployed to manipulate and
handle considerable amount of data [20] [35] [47] [48], but in
many applications, the data available only covers parts of the
inference chain from evidence to actions. However, a versed
miner can extrapolate a small amount of initial knowledge into
more knowledge using proficient mining.

In this paper, we will present a study that aims at offering a
reliable and predictive tool for academicians and administrators
working in engineering schools and universities to monitor
students’ performance at an early stage of their educational
path. The goal is to link this observation/data with students’
chances to either finish (succeed) a five-year Bachelor-of-
Engineering program (BE) or enroll in Masters’ program in a
BS/MS track.

In the section to come, Data Mining will be reviewed and
presented from different perspectives with emphasis on its
various categories, tasks and implementations. In Section Ill,
we will elaborate on the tool developed and underline data
preparation and attributes’ selection. Furthermore, the use of
Neural Networks and Classification and Regression Trees
(CART) will be explained and applied with cross-validation
and pruning [40]. Error Histogram and ROC curves will also
be studied in section Ill. Finally, section IV will portray a
thorough analysis and discussions of the results. The core
objective of the paper will be summarized and a conclusion is
presented in this section as well.

II.  DATA MINING

A. A Multifaceted Discipline

Data mining is a twofold discipline in the sense that it
subtends two high-level primary objectives: prediction and
description [10]. Prediction involves using some variables or
fields in the database to predict unknown or future values of
other variables of interest. Description focuses on finding
human-interpretable patterns describing the data. The relative
importance of prediction and description for particular data
mining applications can vary considerably. While in the
context of KDD description tends to be more important than
prediction, prediction is often the primary goal in pattern
recognition and machine learning applications.

B. Learning Approaches and Techniques

Data mining can be described as either supervised or
unsupervised [9] [48] as shown in Fig. 2. Unsupervised data
mining is rather a bottom-up approach that makes no prior
assumptions and aims at discovering relationships in the data.
In this sense, data are allowed to speak for themselves; there is
no distinction between attributes and targets. In this context,
unsupervised data mining is a descriptive approach. Typical
methods and applications are clustering, density estimation,
data segmentation, smoothing, etc. Supervised data mining,
also called direct data mining, aims at explaining those

2|Page
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Unsupervised

Clustering

Association Classification Prediction Estimation

Figure 2 — Data Mining Learning Techniques

relationships once they are found. It is rather a predictive
approach where the variables involved are classified as
explanatory and dependent ones, and where the main goal is to
achieve a liaison between them as in Regression Analysis.
Typically, the target variable has to be well specified in
advance and three important steps follow before achieving data
mining or KDD purposes, as illustrated in Fig. 3.

Specifically, data is to be subdivided for training, testing,
and validation. The objective of the training step is to
construct a provisional model that attempts to subtend and/or
engender the hidden relationship between the attributes and the
target variable. The validation step plays a key role in reducing
the overfitting traits of the model in the sense that it helps
reduce the amount of unsatisfactory results or avoid patterns
that are not present in the general dataset (sometimes called flat
file). This would occur if the model has excessive number of
attributes relative to the amount of data collected and available;
the model will exaggerate minor fluctuations in the data and
thus, have poor predictive capacity.

Another typical hitch could be an acquired memory
characteristic that downsizes the model to specific cases in the
training phase. For instance, assume that in the training data all
students who have passed pre-calculus course have succeeded
their graduate studies; we do not want the model to remember
this liaison and create the pattern “if the student succeeds the
pre-calculus course, then he/she will succeed the graduate
studies”. Instead, the model should apply all patterns found in
the training phase to the future data and thus, acquire a
generalization characteristic/capability. A number of statistical
techniques can be applied to assess the model such as the ROC

%

Model Validation

N
Collected Data 5 ‘\&Q\\‘
Daa

Data Data
- @ Traning Data

Daa | _ Daa

LIOD!;:!;:; 1o g1 1ead3Y

Prediction
Information
Knowledge

Figure 3 - Roadmap for an Efficient Predictive Tool

Vol. 2, No. 10, 2011

(Receiver/Relative Operating Characteristic) curves, which
depict the true positive rate vs. the false positive one as the
threshold of discrimination is modified in the case of a binary
classifier. Finally, testing is used to evaluate, revisit and/or
retrain the constructed model by using new untrained data that
have been held out from the original complete dataset. At this
point, the data miner should be able to ascertain whether the
learned patterns meet the desired standards. If the outcome is
satisfactory, the data miner shall transform the model into
information and knowledge, otherwise, re-training, changing
the pre-processing and/or the data-mining algorithm is
inevitable. This is where the expertise of the data miner plays a
decisive role. In fact, not only this expertise is crucial in
rectifying the path of the mining process, but also in converting
the information into knowledge in the sense of filling the gap
between the past (existing data) and the future (prediction) and
drawing an efficient roadmap (decision making and strategic
planning) using the outcome of the KDD process.

C. Data Mining Tasks

Data mining objectives can be carried out by means of
various procedures, frequently called tasks. Thus a further
categorization of data mining is obtained:

e Classification: Typical supervised-learning task where
information is arranged into predefined classes
according to some learnt rules. The learning process
aims at developing a model for predicting/assigning the
class of a new instance. In other words, it is the
generalized application of a known structure to a new
data for mapping and classification purposes. The
most widely used classifiers are Decision Trees,
Bayesian and Neural Networks, etc. This task is
applied to diversified fields of expertise such as,
Speech and Handwriting Recognition, Web Search
Engines, Geostatistics (remote sensing), etc. [42] [44]

e Regression: The goal of this task is to achieve a
function (regression function) of the independent
variables that allows computing the conditional
expectation of a dependent variable for prediction and
forecasting exercises based on the minimization of a
certain type of error via an iterative procedure.
Practically, Classification and Regression Trees
(CART) summarize these tasks; -classification is
referred to when the target is nominal, whereas
regression is used for continuous values of the target
(infinite number of values).

e Clustering: It is a descriptive and typical unsupervised
machine-learning task common to statistical data
analysis wherein a finite set of groups and clusters are
identified to describe the data. It is referred to in
applications such as Image Analysis, Machine
Learning, Biology and Medicine, Pattern Recognition,
Education, Crime Analysis, etc. The most reputed
approaches related to this task are the K-Means [26]
and Fuzzy Clustering techniques [25] [33].

e Summarization: Various methods are formulated to
describe the set of data and information in a more

3|Page
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compact representation.
generation.

It also includes report

e Association Rule Learning or Dependency Modeling:
This task aims at identifying frequent itemsets in a
database and deriving association rules. A local model
is identified and which describes the important
dependencies between variables and datasets. It has
been mainly used in applications involving decisions
about marketing activities in supermarkets. It is also
applied in the fields of Web Mining, Bioinformatics,
etc. The most popular and famous algorithm used in
this field is the Apriori [23] [24] [30] [31].

o Outlier/Deviation Detection: Important and significant
deviations in the dataset are reported. It finds
application in Fraud Detection, Intrusion Detection
(Data Security), etc. It is used to increase accuracy by
removing anomalous data from the dataset
(supervised). Popular algorithms are based on K-
Nearest Neighbor, Support Vector Machines, etc. [21]
[22] [34].

e Link Analysis: Find relationships amongst richly
structured databases where hidden patterns are
somewhat difficult to be discerned using traditional
statistical approaches [20].

Finally, it is noteworthy to mention that estimation and
prediction are sometimes interchangeably used when dealing
with classification and regression problems. The reality is that
estimation is used when a continuous value is to be forecasted
while prediction is referred to when new data is classified into
one of predefined classes, which are predetermined when
building the model.

D. Data Miner Role

It should be noted that efficient and plausible mining
exercises remain highly dependent from data preprocessing
such as gathering, cleaning, representation, etc. Indeed,
although data mining tools and tasks can be very appealing,
domain-specific skills are required as a prerequisite before
embarking on the trip towards KDD. In other words, human
interface plays a decisive role in somewhat deploying or
transforming data from an opaque entity into a transparent one
in order to be resourcefully processed [3]. The data miner has
a fundamental role in formulating the problem and preparing
the suitable and relevant data. Additionally, data mining can
turn out non-satisfactory results at first attempts and miners are
to integrate their expertise into the model before starting
another iteration of the process. Moreover, astutely adjusting
some parameters or trying out different algorithms not only
reveals necessary but also requires relevant and consistent
justifications. Particularly, the choice of apposite and pertinent
attributes can grow intractable, intricate and strenuous namely
with large and/or complex classes or datasets. In this sense,
adept miners would simplify this task at an early stage and at
low computational cost by refining and consolidating the raw
data. A typical example would be of David Heckerman [4]
about Hot-Dogs and Barbecue-Sauce false inference.
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I1l. PREDICTING ENGINEERING STUDENTS SUCCESS AND/OR
ENROLLMENT IN MASTERS PROGRAMS

In this paper, we will deal with a particular concern that
considerably affects engineering programs in various types of
Higher Education Institutions. Pondering over the engineering
students’ primordial performance demonstrated imperative for
an efficient supervision of the attrition rate (on top of probation
and suspension rates) and students’ chances to further enroll in
Masters’ studies or to simply achieve (succeed) their
engineering degrees [45] [46] [53] [54]. We will, at a first
stage, aim at discovering the relationship between the most
affecting factors and the aforementioned issues, then, we will
try to construct a predictive model that will endow both
advisors and administrators with a powerful decision-making
tool. The predictive tool or model, as we will call it here, will
help tackle such issues as predicting students’ GPA, the
attrition rate in the Engineering program, and have an insight of
the enrollment rate in Masters’ studies. Consequently, it will
decisively help in planning the courseware and designating
needed faculty members, amongst many other pertinent and
resulting matters [16].

Another benefit of this tool is to help advisors and
instructors have an insight about their students, namely the
weak ones. This would help advisors know the capabilities of
their advisees and thus, have a better decision when choosing
their courses during registration. It would help instructors pay
attention to these students during various in-class activities and
team forming. Furthermore, special recommendations could be
prescribed such as doing extra work or having office-hours
visits, etc.

Engineering degrees are mostly offered in two different
curriculum structures. One of them is the 150-credit Bachelor
of Engineering program (BE) and the other one is the BS
(107cr.)/MS (43 cr.) program. In either case, students are to
fulfill strict requirements in order to graduate and hold a degree
in the Engineering profession. Generally, the engineering
program consists of different categories of courses to be
completed by the students to fulfill the graduation
requirements. Engineering students at Notre Dame University-
Louaize (NDU) in Lebanon accounts for approximately 1,200
students (25% of the total number) repartitioned into three
departments and four majors (Electrical, Computer and
Communication, Civil and Environmental, and Mechanical).
Courses are split into four categories: General Education, Core,
Major, and Technical Elective courses. Currently, NDU offers
the Bachelor of Engineering degree but it is also studying the
prospect of launching the BS/MS program. The study
undertaken in this paper applies to both cases since the main
objective is to predict the performance of engineering students
at an early stage of their residency for it affects various factors
related to their academic path such as probation, suspension,
attrition, graduation, and enrollment in further more-advanced
tracks.

The purpose of displaying Fig. 4 below is to first show that
a very strong correlation exists between the performance of a
student in Major courses and his/her cumulative GPA.

4|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Cumulative GPA vs. Major GPA
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Figure 4 - Relationship between Performance in Major courses and the
Cumulative GPA

Certainly, the latter data is unswervingly related to the
issues stated at the beginning of this paragraph and therefore, it
would be beneficial to use this indicator for it can be obtained,
or as we will see later on, is related to attributes obtained at
early stages of the engineering curricula.

Most of the core courses are usually taken during the first
year. They comprise essentially Math, Physics, and Chemistry
courses. These courses are the prerequisites of almost all
major courses since students are exposed to the fundamental
and basic concepts required to pursue specialized theories on a
later stage. It is straightforward and safe to assume that if a
student has weakly achieved a course, he/she will have fewer
chances to excel or have superior performance in a higher-
level, directly dependent course to which it is a prerequisite.
Indeed, the material covered in the higher-level course
generally relies on the one covered in the prerequisite and is
sometimes a natural/further continuation and advancement in
same or similar concepts and topics. Consequently, core
courses convincingly play a decisive role in the students’
performance in major courses.

As a result, the sought predictive tool will be based on the
performance of students in the core-requirement courses, which
can be tracked or depicted early. The study will subtend all
types of students for the purpose of generalization: weak,
average and good performers are included. Table 1 displays
the distribution of students with respect to their owverall
performance.

A. Data Preparation

Five hundred Computer and Communication Engineering
students’ records have been gathered covering a period of
almost seven years. These records consist of comprehensive
transcripts with the students’ grades in all courses taken
throughout their academic path. These records also include the
number of times students went on probation, those who have
been suspended and the cumulative General Point Average
(GPA) upon graduation.

The records were preprocessed and cleansed in the sense
that records with non-consistent structures were eliminated if
adjustment revealed not possible. In fact, over the period of
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seven years, the engineering curricula have slightly changed;
courses have been deleted, modified and/or replaced by new
courses. Additionally, straightforward 4.0 or near 4.0 GPA
have also been discarded in order to avoid misleading the
prediction procedure. This significantly reduced the outlier
presence and noisy data. This part of the data mining process
resulted in 305 clean records with no missing data and seamless
consistency amongst attributes.

Table 1 below displays the distribution of students in
relationship with the cumulative GPA. As mentioned earlier,
various types of learners have been enrolled in this study;
weak, moderate and superior performers have been chosen as
to try enhancing the generalization capacity of the model as
well as it accuracy.

Table 2 shows a snapshot of the students’ records and
transcripts as obtained from the Registrar’s Office of NDU.

B. Choosing The Most Pertinent Attributes Using Relieff
Algorithm

The core requirement pool consists of 39 credits comprising
the following courses: CEN 201, ENG 201, ENG 202, MAT
211, MAT 213, MAT 215, MAT 224, MAT 235, MAT 326,
MAT 335, CHM 211, PHS 212, and PHS 213. For more
details regarding a description for each course, please refer to
NDU’s online catalog cited in [29]. The core requirement pool
represents a blend of some chemistry, physics, statics, and
mostly math courses, which are mandatory and fundamental.
Furthermore, they introduce the students to the most important
topics and concepts necessary to pursue courses in Electric
Circuits and  Electronics,  Microprocessor  Systems,
Electromagnetism,  Signal  Processing, Communication,
Programming, Database, Networking, etc.

In order to produce an effective tool, namely with such
database size (not very large), we opted for underlying the most
influential attributes prior to exercising data mining CART.
This helped achieving some sort of pre-pruning before even
training the Decision Tree.

Matlab Relieff algorithm computes the ranks and weights
of attribute (predictors) for an input data matrix and response
vector for classification and regression with K-Nearest
neighbors. When applied to the 305-record data matrix, the
importance of the Math courses outperformed the one of
Physics courses and finally, ENG 201, ENG 202, CHM 211,
and CEN 201 came at the bottom of the list. Particularly, the
following courses were retained for our classification and
regression study based on the outcome of the Relieff algorithm:
MAT 213, MAT 224, MAT 235, MAT 335, PHS 212, and
PHS 213. Furthermore, weights of the latter Math courses
were very close to each other. A similar observation was

Table 1 - Students Distribution vs. GPA

O.W’UH .\'a‘mibe'r o Cumulative % Relative %
Performance Students
GPA =20 0 0.00% 0.00%
20<GPA<27 104 34.10% 34.10%
27<GPA<33 128 76.07% 41.97%
3.3<GPA =40 73 100.00% 23.93%
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Table 2 - Snapshot of the Students' Records

depicted for the Physics courses. Consequently, and for other
practical reasons such as keeping a reasonable tree size and
achieving a good balance between the number of attributes and
records, we decided to design a classification tree with two
highly predominant attributes: computed average performance
in Math courses and computed average performance in Physics
courses [43] [51] [52].

It is noteworthy to mention that students’ grades are ordinal
and they belong to the following set of Letter-Grade/GPA:
AJA* (4.0), A" (3.7), B" (3.3), B (3.0), B (2.7), C" (2.3), C
(2.0), C (1.7), D" (1.3), D (1.0) and F (0.0).

C. Creating the Model — Training, Validating, and Testing

We used Matlab Classification and Regression Trees
(CART) to achieve two objectives. The first one is to elaborate
a regression tree to predict students’ GPA upon graduation
based on the GPAs they obtained for the abovementioned Math
and Physics courses. The second objective was to create a
binary classification tree that dictates the possibility of a
student to either enroll in an Engineering Masters’ track or
graduate (succeed) the Bachelor of Engineering (BE) program
since the decision is based on same academic standards and
conditions [17].

For the training stage, 75% of the records were used. The
remaining records were equally distributed between cross-
validation and testing. We also used Matlab Neural Network
Pattern Recognition Tool (NNPRT) to derive the ROC curves
and test the performance of our created model.

D. Neural Networks for Pattern Recognition

Matlab Neural Networks tool for Pattern Recognition is
applied to the 305 students’ records and Fig. 5 and 6 show
some performance indicators obtained in our case. Seventy
percent of the data have been used for training, 15% for cross-
validation and 15% for testing [19] [41]. In order to apply the
tool to the data, the nominal classes were transformed as
follows:
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e |f the student succeeds the BE or enrolls in Masters, a
1’ is assigned to represent the class “YES”.

e If the student did not succeed the BE (failed, dropped
out, or suspended) or did not enroll in Masters (failed
to meet the academic standards), a 0’ is assigned to
represent the class “NO”.

Fig. 5 shows the Error Histogram while deploying the
model; the results are promising and reveal a reliable tool since
the great majority of the error is substantially low.

Fig. 6 shows the ROC curves (Receiver/Relative Operating
Characteristic) obtained. These curves also confirm a highly
performant operating model in the frame of our application.

E. Classification and Regression Trees

Matlab offers an algorithm described by classregtree,
which allows inducing classification and regression trees for
different types of attributes. This algorithm creates a binary
decision tree for predicting the class and/or estimating the
value as a function of the predictors (attributes). Each
branching node within the tree is split based on the values of a
column of the attributes [27]. This algorithm is endowed with
powerful control parameters such a minimum splitting criterion
and a pruning level, which prunes branches giving less
improvement in error cost using a resubstitution method by
turning some branch nodes into leaf nodes and thus, removing
the leaf nodes under the original branch. Furthermore, using
the test function, Matlab allows a 10-fold cross-validation to
compute the cost vector and returns a vector containing the
standard error of each cost value and a scalar value for the best
level of pruning. For a classification tree, the cost of a node is
the sum of the misclassification costs of the observations in that
node whereas for a regression tree, the cost of a node is the
average squared error over the observations in that node. The
classregtree also induces an if-then structure of rules for a
different visualization of the model.

Finally, the eval function of Matlab produces a vector of
predicted response values based on a matrix of new, untrained
data predictors.

Error Histogram with 20 Bins
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Figure 6 - ROC Curves

Fig. 7 shows how the cumulative GPA is estimated based
on the performance of students in Math and Physics courses
from the core-requirement pool with a best pruning level
reached at 72. It is obvious that the cumulative GPA
significantly worsens when students do not highly perform in
these courses. Nonetheless, it is indubitably not reliable for
accurate prediction because of both the size and type of the
data. On the other hand, it constitutes another indicator that
confirms our postulations and hypotheses.

To use the decision tree effectively and make use of the
results from the Neural Networks Error-Histogram and ROC
curves, a binary classification tree will be deployed and which
will accurately predict the ability of students to either succeed
their bachelor of engineering or enroll in Masters’ programs.
As shown in Fig. 8, the classification tree designates one class,
“YES” or “NO”, to a record based on the attributes. The
former class infers achievement of a BE or enrollment in
Masters, while the latter one signifies that the student would
most probably fail or not be allowed to enroll in Masters, as
previously detailed.

Estimation of the Cumulative GPA (Best Pruning Level)

MAT_GPA < 3.125

MAT_GPA <2.0125 PHS_GPA < 3.25

PHS_GPA < 2.575 PHS_GPA <225 MAT_GPA <3.78

48 2.506

Figure 7 - Regression Tree for Estimation of the Cumulative GPA
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Fig. 8 portrays two different pruning levels: Fig. 8-b
exhibits the best-pruning level while Fig. 8-a exhibits a pruning
level that is less by one than the best level. The purpose is to
have a deeper and wider bifurcation when a student presents
close attributes with respect to some deciding node values and
has to be evaluated by the model.

Prediction of Masters’ Enrollment/BE-Success
(One Pruning Level below Best Level)

MAT GPA <2.7375

MAT GPA < 20125 PHS GPA <2425

MAT GPA <2375

PHS_GPA<19

Iy YES
Figure 8.a - Classification Tree (Best Level minus one)

The induced if-then structure as given by Matlab is shown
below. This structure is related to the decision tree obtained for
the best pruning level.

Decision tree for classification

if MAT_GPA<2.7375 then node 2 else node 3
if MAT_GPA<2.0125 then node 4 else node 5
class = YES

class = NO

if PHS_GPA<2.75 then node 6 else node 7
class = NO

class = YES

NoOuh N~

After examining the classification tree, we can summarize
the following results:

o If a student’s GPA in Math courses is above 2.7375,
then he/she is most likely to succeed and/or enroll in
Masters.

e If a student’s GPA in Math courses is above 2.0125,
then the condition for a positive outcome is to have a
GPA on the Physics courses of at least 2.75.

e Otherwise, the chances for students who have a GPA
in Math courses less than 2.0125 are scarce to enroll
in Masters or accomplish a Bachelor of Engineering.

IV. RESULTS ANALYSIS, CONCLUSION

In this paper, we carried out a study to find a reasonably
accurate and reliable predictive tool that enables academicians
(instructors and advisors) and administrators to decide about
the enrollment of engineering students in Masters’ studies or to
succeed a Bachelor-of-Engineering program.

The study has been conducted in different stages and on
different levels. The strong correlation between students’
performance in major courses, which are usually taken during
the last three years of a Bachelor-of-Engineering program or
during the Masters’ curriculum, and their cumulative GPA was
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demonstrated. The objective of this part of the study was to
enable linking core-requirement courses with the GPA and
thus, allow predicting students’ overall performance at an early
stage of their studies.

At first, Matlab Neural Networks Pattern Recognition tool
was applied in order to examine and decide of the accuracy of
the predictive tool, which was to be eventually developed. The
Error Histogram as well as the ROC curves demonstrated high
level of satisfaction and reliability, namely given the size of the
data.

Preprocessing the data was of high importance because it
helped achieve a low level of outliers and present the data in a
more efficient way to classification and regression trees.
Particularly, the number of attributes was relatively high when
compared to the number of records and thus, preliminary
studies have been conducted and which efficiently, and without
loss of information, reduced the size of attributes to two highly
decisive ones. Matlab Relieff function was used to reveal the
most influential attributes to be taken into account.

At the last stage, Matlab classregtree tool was used in two
steps. The first one was to create a regression tree that
estimates the cumulative GPA based on the attributes. This
gave us another confirmation of the postulation we started from
and then, at a later step, a binary classification tree was
achieved after cross-validation and appropriate pruning. This
decision tree created an if-then rule structure that enables the
engineering staff to ponder over students’ chances of
succeeding their engineering studies.

The results revealed promising especially when discussed
with Math and Physics courses’ instructors and engineering
advisors who all agreed on the discovered/learnt liaison and
patterns. It confirmed that students, who are weak performers
particularly in this pool of courses, exhibit difficulties in most
of the cases in comprehending advanced engineering concepts
and in achieving high performance in major courses.
Furthermore, the study gave specific numbers and thresholds in

Prediction of Masters’ Enrollment/BE-Success
(Best Pruning Level)

MAT_GPA < 2.7375

MAT_GPA <2.0125

PHS_GPA <275

! YES
Figure 8.b - Classification Tree (Best Pruning Level)
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courses taken at early stages that would alarm academicians
about the situation of the concerned students.

Finally, this study will indubitably help in predicting the
number of students who will reach the end of the engineering
program and thus, constitutes a performant tool for decision-
making and forecasting enrollment and courseware planning as
well as pondering over attrition in engineering studies. It
would also endow advisors and courses’ instructors an
anticipated estimation of their advisees and students
capabilities during registration and in-class activities and a
reliable platform for special recommendations.
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Ytterbium -doped Fiber Amplifier Operating at 915
nm Pumping Configuration
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Abstract— We numerically analyze the temperature dependence
of an ytterbium-doped fiber amplifier (YDFA) operating at 915
nm, investigating its gain and Noise Figure properties variation
with temperature. The temperature-dependent gain and noise
figure variation with YDFA length are numerically obtained for
the temperature range of +20 °C to +70 °C. The results show that
good intrinsic output stability against temperature change can be
achieved in ytterbium doped fiber amplifiers even when
operating at high gain regime with small signal input. This result
demonstrates the great potential for stable high power laser
communication systems based on ytterbium system.

Keywords- YDFA; Gain; Noise Figure.

. INTRODUCTION

Fiber lasers and amplifiers have attracted great interest
recently, because they offer the advantages of compact size,
high gain, guided mode propagation, better stability and their
outstanding thermo-optical properties [1-4]. Ytterbium (Yb*") -
doped fiber Amplifier (YDFA) has a great potential because it
does not have some of the drawbacks associated with erbium-
doped amplifier: excited state absorption phenomenon that can
reduce the pump efficiency and concentration quenching by
interionic energy transfer do not occur, and high doping levels
are possible. Thus, it offers high output power (or gain) with a
smaller fiber length. YDFA’s have a simple energy level
structure and provide amplification over a broad wavelength
range from 975 to 1200 nm. Moreover, YDFA’s can offer high
output power and excellent power conversion efficiency [1,5-
12].

YDFA’s have great potential in many applications,
including power amplification, sensing applications, free-space
laser communications, and chirped-pulse amplification of ultra-
short pulses [1,12-14].

This paper explores the effects of temperature on amplifier
performance. For an amplifier, the temperature affects relative
extraction by the signal and ASE. Thermal management is a
critical issue and cannot be ignored. Some papers about
temperature effect of Er**-doped fiber laser and amplifier were
reported [15-17]. Temperature can affect the absorption and
emission cross sections [2]. This paper demonstrates output
characteristics of Yb*-doped fiber laser at different

Fady I. EL-Nahal

® Department of Elec. Eng., Islamic University of Gaza,
Gaza, Gaza Strip, Palestine

temperatures degrees. So from this research the temperature
can affect the gain and noise figure (NF) at different length.

Established methods of modeling erbium amplifiers can be
used to model ytterbium system [11,18-19]. However,
modeling temperature sensitivity is completely different. The
small energy gaps in the relevant stark levels in erbium
systems, makes the determination of distinct sub-transition
characteristics quite difficult [17], while this is not true in
ytterbium system. Accurate characterization of Yb*" absorption
and emission cross sections is crucial [20,21].

Il.  THEORETICAL MODEL

We used standard rate equations for two-level systems to
describe the gain and propagation characteristics of the Yb-
doped fiber amplifier operating at 975 nm because the ASE
power is negligible for a high power amplifier with sufficient
input signal (about 1 mW). After the overlap factors are
introduced and the fiber loss ignored, the simplified two-level
rate equations and propagation equations are given as follows
[12]:

N,z ) TP TP N,
TR _ 2 N N —L?INo, -N,g, ]-—2 1
dt Ahus[ T 20“*]+Ahup[ On N2l @
N,(z,t)—N,(z,t)=N, (2)
(Pds_(z): P.I'[N,(z,t)o, —N,(z t)o,] 3)
z
dP_ (z)
(Fijz =P, I,IN,(z.t)oy, =N, (z,t)o,] “)

Here, Npis the Yb-dopant concentration, N; and N, are the
ground and upper-level populations. I'; and T, are the

oveperlapping factor between the pump (signal) and the fiber-
doped area. P, (z,t), P,(z,t) are the signal and pump power

respectively. o, and o, are the signal absorption and
emission cross sections. o, and o, are the  signal
absorption and emission cross sections. o, and v, are the
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frequencies of signal and pump light, respectively. A is the
doped area of the fiber. 7 is the upper state lifetime.

Under the condition of the steady state regime, where all of

the level population are time invariant e,
dN.@Y g 21 2)
dt
N, T.P, r.P
?2: Ahl)s [N 10sa _Nzo_se]"—ﬁ[N 10pa _NZO—pe] (5)
N,(z,t)=N,y(z,t)-N,(z.t) (6)

A. Spectroscopy of ytterbium in silica

Ytterbium in silica is a simple, two level system having
four Stark levels in the lower manifold F;, and three Stark
levels in upper manifold Fs,. An energy level diagram specific
to Nufern 5/125 fiber is shown in Figure 1 [22]. Because the
splitting of the levels depends on the glass composition,
concentration of dopants and co-dopants, and the degree of
structure disorder of the glass network, the energy level
diagram for Yb in silica may vary with each individual fiber.
The absorption and emission cross-sections for Yb in silica are
related to the temperature and the energy of the levels by the
following relationships:

g
Level Energy [cm-1]

a 0 f ¥

b 492 ol

¢ 970

d 1365

e 10239 ]

f 10909 a1,

g 11689 6nm | | Fin
(16] 976 nm i 2l

Figure 1: Energy level diagram of Yb in silica with 976 nm, 1040 nm, and 1064
nm transitions labeled [22].

E

d g efﬁ
Gsa(U’T):ZZd—EX ) )
x:ay:eze’ﬁ

X=a

e 0T)=Y Y2 o2 ) @

where E, are the energies of the level difference between
level x and a, when x e (a,d) where a is the ground state in
lower manifold and the energies of the level difference
between levels x and e, in the ground state in upper manifold
when x e (e,g), T is the temperature, K=1.3806x10J /K is
Boltzmann's constant, and oy (v) and o}, (v) are the
absorption and emission cross-sections of the sub-transitions
[17]. To be able to calculated o, , it needed to use McCumber
theory [23] in the Yb system, this expressed as

Vol. 2, No. 10, 2011

o, (T)=0c,e " )

—Epa /KT E../KT Egal KT

+e
—Epe /KT

+e
Eq /KT

Wheree#/KT — gEsa/kT l+e

. E,=E,-E, (10
1+e o =E.-E, (10)

And h=6.626 x 10 J.s. is Planck constant and ¢ is an
active energy and given by

+€

% =exp(e/KT) 1y

2

Where N; and N, are Yb doping concentration at the upper
and lower energy levels, respectively. Using the absorption and
emission cross section from Eqgs.(7-11), and the propagation
equations (3) and (4) can even be solved analytically in this
case [23].

The small signal gain G for active length of the fiber L can
be given by

G(4) =exp[[ (N, (z t)o, —N,(z,t)o,)L] 12)

Figure 2 and 3 show the variation of Yb absorption and
emission cross sections at various temperatures respectively
[21]. It is clear from figure 3 that the signal absorption cross
section declines with increasing wavelength and it is almost 0
at 1064 nm. The term N,(z,t)o,, can be ignored as it is a

decreasing function of signal wavelength, then
G (dB) =10log,, exp[I',N ,o,. L | (13)

The amplified spontaneous emission (ASE) noise spectrum
uses the noise figure (NF) given or as input parameter. In the
practical case the ASE is presented at input of the doped fiber,

therefore the amplified input ASE P, spectral density can be
0]
added to the amplified output ASE spectral density Pase , SO
PASE =Pamp +PAse G (14)

Where G is the gain and P, is the spectral density of ASE

generated by the doped fiber. For input ASE gives the signal
spontaneous beat noise (1/G) limited noise figure as a function
of the signal gain and input and output ASE spectral densities
therefore the NF can be expressed as:

NE = L, PAse (&) PAse (%) (15)
G Ghy hog

Where 1/G is the beat noise, Py (4 ) is the output ASE
spectral density (Watt/Hertz) at signal wavelength, P, (1) is

the input ASE spectral density at signal wavelength, and v, is

the frequency of the signal wavelength. For lower gains, a
much simpler model which ignores the effect of ASE on the

level populations can be used, so the PASE (4)=0.

For each signal wavelength the noise figure can be
calculated in decibel (dB) and is given by:
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1 Pa
NF (dB) =10 logyg 1, Pase (%) (16)
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Figure 2: Yb absorption cross sections at various temperatures. [18]
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Figure 3: Yb emission cross sections at various temperatures [21].

I1l.  RESULTS AND DISSCUSSIONS

For numerical calculation, the fiber parameters for YDFA
amplifier are shown in Table 1. We studied the variation of
gain and NF with the length of the amplifier over the
temperature range from 20 °C to 70 °C at signal wavelength of
1064 nm. The results are shown in Figures 4 and 5,
respectively. It is clear from the results that the signal gain
raises with increases in the length, at the same time the gain
declines when the temperature increases. However the NF
increases when the temperature rises. Furthermore the NF
increases with increasing the length. It is clear from the results
that the variation of the NF with temperature is minimal for
lengths over 5 m.

Vol. 2, No. 10, 2011

IV. CONCLUSION

A YDFA model has been introduced including the
temperature effects for gain and noise figure of a length of the
YDFA amplifier. The temperature dependence of the gain and
noise figure on various temperatures was taken into
consideration which shows that the performance of YDFA
exhibit excellent low temperature sensitivity. The analytical
solution of the propagation equations has also been derived for
the temperature range from 20 °C, to +70 °C for finding the
gain. These results demonstrate that highly stable ytterbium

doped fiber amplifiers can potentially be achieved.

Table 1: The fiber parameters and symbols used in the
numerical calculations [18]

Symbol Definitions Value
o Signal absorption 2.3x10% m?
. cross sections
o Signal emission 1.09%10% m?
* cross sections
v Frequency of input 3.279x10% Hz
s signal
D) Frequency of pump 2.819x10%Hz
. signal
2, Signal Wavelength 1064nm
Ay Pump wavelength 915nm
T The upper state 0.84 ms
lifetime
N, Yb-dopant 3.35%10%m°
concentration
A Doped area of the 7.8x107m?2
fiber
r Oveperlapping 0.6
) factor between the signal
and the fiber-doped area
r Oveperlapping 0.01
. factor between the pump
and the fiber-doped area
P Input Pump power 10 ;W to10W
P of 20°C and 70°C
i _ Amplified input 0
Pase (L =0) power of ASE
L Length of the fiber 0to7m
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Figure 4: The change of the signal gain with temperature and length.
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Abstract-

The purpose of this study was to assess the perceptions of
healthcare providers towards health information technology
applications in King Abdul-Aziz Medical City in terms of
benefits, barriers, and motivations.

The study population consists of all healthcare providers working
at KAMC. A sample size of 623 was drawn from a population of
7493 healthcare providers using convenience random sampling
method. 377 were returned, giving a response rate of 60.5%.

A self-administered questionnaire was developed based on
extended literature review and comprised 25 statements on a five-
point Likert-scale.

Results indicate that the majority of healthcare providers use
KAMC health information applications. The majority of
healthcare providers perceived that the applications are valuable
and beneficial. However, healthcare providers were split over the
barriers to HIT use in KAMC. As for drivers, healthcare
providers generally would be motivated to use the IT applications
by provision of new applications and training, contribution in
change hospital's work procedures, and provision of technical
support. Also, there were many barriers identified by healthcare
providers. These were insufficient number of computers,
frequent system down, and the use of computerized systems is
time consuming. Finally, there were significant differences in the
perceptions with respect to gender, occupation, and training.

Keywords- Healthcare providers; Health Information Technology;
Computerized Patient Record; King Abdul-Aziz Medical City.

. INTRODUCTION

a. Health Information Technology (HIT):

Healthcare information technology (HIT) has become a key
preoccupation of healthcare systems worldwide [1, 2]. A
review of the literature reveals that there is significant
consensus that the implementation of electronic health records
(EHRs) and HIT systems is considered among the highest
priorities of modern healthcare systems [3].

Clinical practices rely heavily on the collection and analysis
of medical data for decision-making abilities when caring for
patients [4]. Thus, health information systems are capable of
having a significant, positive impact on patient care within
healthcare settings [5].

Health information technology is in general increasingly
viewed as the most promising tool for improving the overall
quality, safety and efficiency of the health delivery system [6,7,
8]. The institute of Medicine (IOM) identified information
technology as one the critical forces that could significantly
improve healthcare quality and safety [9].

One of the most challenging areas of health information
technology is integrating it into the workflow of the healthcare
providers [10]. Despite the increasing availability of health
information technology applications, anecdotal evidence
suggests that its use has not been well accepted by healthcare
providers [11,12]. Acceptance of information technologies has
occupied a central role in information technology research.
There have been many studies investigating IT acceptance in
different settings at both individual and organizational levels of
analysis and different theoretical models have been used
[13,14]. The literature provides evidence of failed clinical
system implementations, due to lack of adoption by users [15].
However, with few significant exceptions, information system
research is scarce regarding information technology acceptance
in a healthcare environment [16,17,18,19].

In Saudi Arabia, the government strives to improve quality
and safety of healthcare services through adoption health
information technology [20]. However, most Saudi health
organizations have no electronic health records (HER) systems
implemented in their facilities, and they are totally dependent
either on manual paper work or on very basic software tools to
do their day to day tasks such as patient admissions [21].
KAMC is one of the few hospitals that have a basic EHR
system which was later replaced by a computerized Patient
Record (CPR) system. CPR is a single integrated system with a
comprehensive suite of modules that provides depth and
breadth of patient-care support and workflow management.
CPR system streamlines administrative functions and
eliminates paperwork to get caregivers back in the business of
quality patient care. CPR system provides for an array of
technological imperatives, including Computerized Physician
Order Entry (CPOE), Clinical Decision Support (CDS),
automated nursing documentation, integrated pharmacy and
automated medication administration. A CPOE system, for
example, makes prescription orders legible, identifies the
correct medication and dose as well as signals alerts for
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potential medication interactions or allergic reactions [20].
According to Dr. David Brailer, cited in Harrison and Daly
[22], CPOE reduces medication errors by 20 percent .

Despite the importance of HIT in improving healthcare
efficiency, there were few studies carried on use, barriers and
drivers to HIT in Saudi health organizations. Therefore, there is
a need for investigating the perceptions of healthcare providers
towards the health information technology applications. This
research is an attempt to understand the perceptions of
healthcare providers towards health information technology
applications in King Abdul-Aziz Medical City in terms of
benefits, barriers, and motivation toward the use of health
information applications. In addition, the research will
investigate the effect of demographic and organizational
variables on the perceptions of the healthcare providers towards
the health information technology applications.

b. King Abdul-Aziz Medical City (KAMC):

King Abdul-Aziz Medical City commenced its operations
in 1983 in Riyadh under National Guard Health Affairs
(NGHA). NGHA has passed the requirements for accreditation
under the (JCI) Joint Commission International standards with
excellent performance in December 2009. The total bed
capacity of the hospital is 847 beds. The average length of stay
is 4.6 days, and the average number of outpatient visits per day
is 3,145 patients. Total number of physicians is 1564, total
number of nurses is 3921, and the total number of
clinical/paramedical staff is 2008.

1. METHODS

a. Survey Instrument:

In this study, quantitative research method approach was
used. To collect the data, a questionnaire form was designed to
achieve the research objectives. Based on extended literature
review, appropriate research constructs which had been
validated in prior studies were developed. These include
benefits, barriers, and motivation to use health information
systems. In addition, the questionnaire included a section of
general information about the respondents' demographics and
organizational variables which were considered as moderators
to the perceptions towards the health information applications.
The second section included 25 statements regarding the
benefits, barriers, and motivation of the health information
applications using five-point Likert-scale (1=Strongly
Disagree, 2=Disagree, 3=Neither agree nor disagree, 4=Agree,
5=Strongly agree). Thereafter, the questionnaire was validated
through evaluation by two faculty members of King Saud
University, and a pilot study. Cronbach's alpha values for the
three dimensions (benefits, barriers, and drivers) were strictly
above 0.74; meeting the recommended alpha threshold values
of at least 0.7 [23;24]. Therefore, all the three dimensions were
internally consistent.

b. Population and Sample

The study population consists of all healthcare providers
working at KAMC. The healthcare providers include
physicians, nurses, and clinical/paramedical personnel. The
population size is 7493. A sample size of 623 was drawn from
the population using convenience random sampling method.
Convenience sampling is a non-probability sampling technique
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where subjects are selected because of their convenient
accessibility and accessibility to the researcher [25]. The
questionnaires with cover letters that explained the purpose of
the study were distributed during April/May 2011. Of 623
questionnaires distributed, 377 questionnaires were returned,
giving a response rate of 60.5 percent.

c. Analysis:

Descriptive statistics were used to analyze the demographic
and organization variables and the respondents' perceptions
towards benefits, barriers, and motivation to use health
information systems. One-sample t-test was conducted to
determine whether the mean score of each item of the three
dimensions (benefits, barriers, motives) is significantly higher
than a score 3; this being the mid-point on the Likert scale for
"Neither agree nor disagree" response to the item. Two-sample
t-test was used to test whether there are differences in
respondents' perceptions towards IT benefits, barriers to using
IT, and motives to using IT variables with respect to gender.
One-way analysis of variance (ANOVA) was used to test
whether there are difference in respondents' perceptions
towards IT benefits, barriers to using IT, and motives to using
IT variables with respect to education and occupation.

1. RESULTS:

a. Respondents' Characteristics:

Table | shows the profile of respondents by age, gender,
education, work experience, and occupation. The average
respondent's age was 36.2 years associated with a relatively
high standard deviation of 9.6 years. This shows the medical
workforce at KAMC is young. With respect to gender, the vast
majority of the respondents were female, 86.2 percent, while
the remaining 13.8 percent were males. The sex disproportion
is due to the fact that most of the sample were nurses, 55.2
percent; as nurses are usually females.

In terms of educational background, most of the
respondents, 79.3 percent, hold bachelor's degree, followed by
17.2 percent who had postgraduate degree and 3.4 percent had
high school education or less.

The work experience of the respondents ranged from one
year to twenty-six years. About 43 percent of the respondents
had less than five years of work experience; followed by 27.3
percent who had between five to nine years, 20.2 percent
between ten to fourteen years, 5.6 percent between fifteen to
nineteen years, and lastly 4.2 per cent had work experience of
more than twenty years. The average working experience was
7.1 years with a relatively high standard deviation of 5.5 years.

As for occupation, the table shows that about two thirds of
the sample were nurses, followed by 17.2 percent were
physicians and the same percentage were other medical staff.
The results show that the nurse-physician ratio is relatively
high; 3.8 nurses per physicians in the sample compared to 2.5
for the Ministry of Health [26].

TABLE I. PROFILE OF RESPONDENTS

Variables Frequency Percent

Age (Years):
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Variables Frequency Percent
20-29 107 28.4
30-39 157 41.6
40-49 63 16.7
50 and above 50 13.2
(Mean =36.2, Std deviation=9.6)

Gender:

Male 52 13.8
Female 325 86.2
Education:

High school or less 13 34
Bachelors’ degree 299 79.3
Postgraduate degree 65 17.2
Experience (years):

< 5 161 42.7
5-9 103 27.3
10-14 76 20.2
15-19 21 5.6
20 and above 16 4.2
(Mean =7.1, Std deviation=5.5)

Profession:

Physician 65 17.2
Nurse 247 65.5
Other 65 17.2

b. Literacy and Use of Information Technology

Table Il presents the levels of IT applications' knowledge
and training and frequency of IT use. The results show that
about two-thirds of the respondents attended training courses in
information applications, while the remaining respondents,
34.5 percent, stated that they didn't attend any training course
in this field. With regards to information technology literacy,
82.8 percent of the respondents stated that they had good
knowledge and skills in the use of information applications,
whereas 17.2 percent had poor skills in the use of information
applications. However, the results show that most respondents
who had training in IT had also good IT applications skills. The
Chi-squared test confirmed there were significant relationship
between training and IT knowledge at 0.01 level of
significance. As can be seen from the table, 62.1 percent had
training in IT field had also good IT skills compared to 20.7
percent of the respondents who had no training and had good
IT knowledge. These results indicated that training has positive
effect on health providers' IT knowledge and skills.

Table 1l shows also that, the vast majority of the
respondents, 86.2 percent, reported that they always use
systems' applications, while 10.3 percent stated that they
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sometimes systems' applications. The remaining 3.4 percent of
the respondents expressed that they rarely use systems'
applications in KAMC. However, the results show there was
significant relationship between frequency of systems'
application use and IT knowledge at 0.01 level of significance.
The results show that most respondents with good IT
applications skills use always KAMC computerized systems.

TABLE II. RELATIONSHIPS BETWEEN RESPONDENTS' IT KNOWLEDGE
WITH TRAINING AND FREQUENCY IT USE
Knowledge of IT Total Chi-square
applications Test
Good Poor
Training:
234 13 247
Had training in IT
62.1% 3.4% 65.5%
Did not have 8 52 130
training in IT 20.7% 138%  34.5%
312 65 377
All respondents 2
82.8% 172% 100 X = 757
(sig.=0.000)
Frequency of IT
use:
Always 286 39 325
75.9% 10.3% 86.2%
sometimes 13 26 39
3.4% 6.9% 10.3%
Rarely 13 0 13
3.4% 0.0% 3.4%
312 65 377
All respondents 2
82.8% 17.2% 100% X = 72.0;
(sig.=0.000)

C. Perceptions of healthcare providers towards the benefits,
barriers, and motives to use information technology
applications in KAMC

Table Il presents the perceptions of healthcare providers
towards benefits, barriers, and motives to use IT applications.
The high mean scores of the respondents' responses on benefits
of IT applications, ranged between 3.6 to 4.4, reveal that all the
respondents perceive that the information technology
applications in KAMC are valuable. Therefore, healthcare
providers believe that all information technology applications
are important and beneficial to both patients and KAMC

With regard to barriers to IT use, the mean scores of the
respondents' responses ranged between 2.6 to 3.4. This explains
that the respondents were split over the barriers to IT use in
KAMC. The results of the t-test show that the following
represent barriers to IT use in KAMC (items with p-values less
than or equal 0.05):
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o Insufficient number of computers
e Time consuming

o LoOw system performance

e System being down frequently

The results of the t-test show that the following do not
represent barriers to IT use in KAMC (items with p-values
greater than 0.05):

o Lack of training for the hospital staff
o Lack of technical support

o Incapability of the system

o Lack of management support

As for drivers to IT use, the respondents' mean score on
items measuring the motives of IT use ranged from 3.58 to
3.89, implying the respondents agree with four motives shown
in the table. Therefore, it can concluded that healthcare
providers generally would be motivated to use IT applications
in KAMC by provision of new applications and training,
contribution in change hospital's work procedures, and
provision of technical support.

d. The effect of gender, occupation, and training on
respondents' perceptions towards IT benefits, barriers to
using IT, and motives to using IT variables:

1) Gender:

Two-sample t-test was used to test whether there are
differences in respondents' perceptions towards IT benefits,
barriers to using IT, and motives to using IT variables with
respect to gender. As for benefits of IT, Table IV shows that
there were significant differences in respondents' perceptions
on items 2, 4, 6, 7, 8, 9, and 13 with respect to gender at 0.05
significance level. The mean score of these items by gender
show that the female respondents rated items “provides speed
to accomplish work", "easier to find investigation results",
"facilitates coordination among departments”, and "improves
quality of patients’ care" significantly higher than did male
respondents. Whereas, male respondents were more likely to
agree on items "prevent loss of patients’ data”, "helps in
preparing hospital reports ", and "improves decisions making
process" compared to female respondents.
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3. Prevent loss of patients” data 43 0.71 36.7 0.000
Helps in preparing hospital
reports 4.3 0.81 30.8 0.000
5. Helps in managing patients 4.2 0.81 285 0.000
6. Provides speed to accomplish
work 41 0.77 28.3 0.000
7. Saving paper work 4.0 1.01 19.4 0.000
8. Facilitates coordination
among departments 4.0 0.99 18.9 0.000
9. Improves decisions making
process 4.0 0.86 21.8 0.000
10. Ensures patients’ privacy 4.0 1.00 19.7 0.000
11. Reduces medical errors 3.9 0.70 241 0.000
12. Improves quality of patients’
care 39 091 19.3 0.000
13. Decreases work load 3.6 1.27 8.5 0.000
Barriers to IT use:
1. Time consuming 34 1.18 59 0.000
2. Insufficient number of 32 1.26 3.0 0.001
computers

3. System being down frequently 3.1 112 25 0.007

4. Low system performance 3.1 1.08 16 0.053

5. Lack of training for the

hospital staff 29 1.07 -1.2 0.880

6. Lack of technical support 2.7 1.04 -5.9 1.000
7. Incapability of the system 2.6 0.87 -9.9 1.000
8. Lack of management support 2.6 0.98 -7.9 1.000

Motives to IT use:
1. Provide new / durable

applications 3.8 0.65 23.3 0.000
2. Provide training to staff 3.8 0.79 20.0 0.000
3. Change hospital’s work

procedures 3.6 0.87 13.1 0.000
4. Provide technical support 3.9 0.62 28.1 0.000

TABLE III. RESPONDENTS' PERCEPTIONS TOWARDS BENEFITS, BARRIERS,
AND MOTIVES TO USE INFORMATION TECHNOLOGY APPLICATIONS IN KAMC
(N=377)

o S
8 kS 3 E
Item S é $ §
[} - - o

E Pl
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Benefits of IT:

1. Easier to access patient records 44 0.61 43.3 0.000

2. Easier to find investigation
results 44 0.62 449 0.000

The two-sample test's results show there were no significant
differences between male and female respondents in their
perceptions towards items 1, 3, 5, 10, 11, and12 at 0.05 level of
significance.

With respect to barriers to IT use, the results of two-sample
t-test show that there were significant differences in
perceptions of respondents on all items except for items 5, and
6 by gender. Male respondents indicated a higher agreement
with the first two barriers (insufficient number of computers
and time consuming) than did female respondents. While,
females were likely to agree on four barriers, low system
performance, system being down frequently, incapability of the
system, and lack of management support, than male
respondents. Furthermore, the results show there were no
significant differences in the perceptions of male and female
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respondents towards "lack of training for the hospital staff" and
"lack of technical support” at 0.05 level of significance.

As for motives, the results show there were significant
differences between male and female respondents in their
attitudes towards the item which states "IT provides motives
new / durable applications” at 0.05 level of significance.
Female respondents indicated a higher agreement with the
statement compared with male respondents. Whereas, the
results show no other significant perceptions differences
between male and female respondents on the remaining items,
"provide training to staff", "change hospital’s work procedures"
and "provide technical support”, at 0.05 level of significance.
This means all health providers, regardless their gender, agreed
that these three items represent motives to IT applications in
KAMC

Vol. 2, No. 10, 2011

1.  Provide new / durable 35 3.8 -3.2 0.002
applications

2. Provide training to staff 3.8 3.8 -0.3 0.800

3. Change hospital’s work 3.8 3.6 1.7 0.096
procedures

4.  Provide technical 4.0 3.9 1.9 0.063
support

TABLE IV. RESULTS OF TWO-SAMPLE T-TEST OF IT BENEFITS, BARRIERS,
AND MOTIVES WITH RESPECT TO GENDER
Two-sample t-
Mean Score test
Item
P-val
Male  Female t-value vale
Benefits:
1. Easier to access patient 43 44 -1.0 0.300
records
2. Provides speed to 38 4.2 -34 0.001
accomplish work
3. Saving paper work 3.8 4.0 -1.8 0.068
4. Easier to find investigation 43 45 2.1 0.041
results
5. Helps in managing patients 43 4.2 1.0 0.310
6. Facilitates coordination 33 4.1 55 0.000
amona departments
7. Prevent loss of patients’ 45 4.3 2.0 0.049
data
8. Helps in preparing hospital 45 4.2 2.1 0.032
reports
9. Improves decisions making 4.3 3.9 2.6 0.011
process
10. Reduces medical errors 3.8 3.9 -0.7 0.474
11. Ensures patients’ privacy 4.0 4.0 0.2 0.812
12. Decreases work load 3.8 35 13 0.196
13. Improves quality of 35 4.0 -3.3 0.001
patients’ care
Barriers:
¢.  Insufficient number of 3.8 3.1 3.6 0.000
computers
d.  Time consuming 3.8 3.3 2.7 0.007
e.  Low system performance 2.5 3.2 -4.5 0.000
f. System being down 2.3 3.3 -6.5 0.000
frequently
g.  Lack of training for the 3.0 2.9 0.6 0.548
hospital staff
h.  Lack of technical support 2.5 2.7 -1.4 0.170
i Incapability of the 2.3 2.6 -2.7 0.006
system
j. Lack of management 2.0 2.7 -4.9 0.000
support
Motives:

2) Occupation:

One-way Analysis of Variance (ANOVA) was used to
determine whether there was a significant mean difference in
the respondent’s perceptions on benefits of IT applications,
barriers to using IT applications, and motives to use IT
applications with respect to occupation. Table VV demonstrates
the results of ANOVA test of IT benefits with occupation.

As for benefits, the results of the ANOVA tests showed that
there were significant differences between physicians, nurses
and other staff in their perceptions of all items measuring the
benefits of IT applications at 0.05 significance level. Nurses
had a higher positive perception than physicians and other staff
in the following items:

e Provides speed to accomplish work.
o Easier to find investigation results.
e Helps in preparing hospital reports.
o Improves decisions making process.
o Decreases work load.

Whereas, other staff indicated higher agreement with the
following statements when compared to physicians and nurse:

o [Easier to access patient records

e Saving paper work

e Helps in managing patients

o Facilitates coordination among departments
o Preventloss of patients” data

e« Reduces medical errors

e [ENsures patients’ privacy

e Improves quality of patients’ care

Interestingly, the physician’s respondents indicated the
lowest agreement with all statements that measure the benefits
of IT applications in KAMC. These results are sensible since
all these benefits affect the performance of nurses and other
staff more than physicians. For example, from physician’s
point of view IT does not decrease their workload, which is
why it was rated by them as low as 1.6 compared to 4 and 3.8
for nurses and other staff respectively.

As for barriers, the results of the ANOVA tests showed that
there were significant differences between physicians, nurses
and other staff in their perceptions of all items measuring
barriers to use IT applications at 0.05 significance level; all p-
values were strictly less than 0.02. Physicians indicated higher
agreement with the following seven statements:
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o Insufficient number of computers

e Time consuming

o LoOw system performance

e System being down frequently

o Lack of training for the hospital staff
o Lack of technical support

o Incapability of the system

o Lack of management support

Whereas, the results show that the higher mean score of
respondents responses to item "System being down frequently”
was for other staff, followed by nurses and physicians. It is also
noted that nurse respondents were less likely to agree with
these stated barriers.

Table V presents the results of ANOVA test of motives IT
applications use with occupation as the factor.

Regarding motives, the ANOVA results showed that there
were significant differences between physicians, nurses and
other staff in their perceptions of all items measuring motives
to IT use at 0.01 significance level. Other staff respondents
indicated higher agreement with the statements "Provide
new/durable applications ", "Provide training to staff’, and
"Provide technical support” compared to physicians and nurses:
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Item Mean score ANOVA

Physician Nurse Other Total F Sig.

Improves 3.0 4.0 4.6 3.9 724 0.000
quality of

Barriers:

Insufficient 3.6 3.1 3.2 3.2 4.3 0.015
number of
computers
Time 4.4 3.1 3.4 3.4 39.7 0.000

consuming
Low system 3.8 2.9 3.2 31 21.6 0.000

performance
System being 2.8 31 3.8 31 175 0.000

down

frequently

Lack of 34 2.9 2.6 2.9 10.6 0.000
training for

the hospital

Lack of 34 2.5 2.6 2.7 23.0 0.000
technical

support

Incapability of 3.0 2.4 2.6 2.6 12.6 0.000
the system

Lack of 3.0 2.6 2.4 2.6 6.8 0.001
management

support

TABLE V. ONE-WAY ANALYSIS OF VARIANCE TEST OF IT BENEFITS
AND OCCUPATION
Item Mean score ANOVA
Physician Nurse Other Total F Sig.
Benefits:
Easier to access 42 43 4.6 4.4 7.3 0.001
patient records
Provides speed 3.6 42 4.2 41 17.3 0.000
to accomplish
work
Saving paper 2.6 4.3 44 4.0 1215 0.000
work
Easier to find 42 45 45 4.4 4.7 0.010
investigation
Helps in 4.0 42 44 4.2 4.2 0.015
managing
Facilitates 3.0 41 4.2 4.0 48.1 0.000
coordination
Prevent loss of 40 44 4.6 4.3 12.6 0.000
patients” data
Helpsin 4.0 44 4.0 43 10.5 0.000
preparing
Improves 3.2 4.2 4.0 4.0 37.9 0.000
decisions making
Reduces medical 3.6 3.9 4.0 3.9 5.1 0.007
errors
Ensures patients’ 3.6 4.0 44 4.0 10.2 0.000
privacy
Decreases work 1.6 40 3.8 3.6 178.3  0.000
load

Motives:

Provide 3.0 3.9 4.0 3.8 81.2 0.000
new/durable

applications

Provide 2.8 4.0 4.2 38 109.2  0.000
training to

staff

Change 3.2 3.7 34 3.6 13.6 0.000
hospital’s

work

Provide 34 39 4.2 39 333 0.000
technical

support

3) Training:

A two-sample t-test was performed to test whether there
were differences in respondents' perceptions towards IT
benefits, barriers and motives to using IT with respect to
training (Table VI). As for IT benefits, the results show that
there were significant differences (p-value < 0.05) in
perceptions of respondents who had training in IT and those
who had no training on all items except items "Ensures
patients' privacy" and "Improves quality of patients' care". It is
worth noting that the mean scores of the respondents who had
training on these items were higher than the mean scores of the
respondents who did not attend training in IT field. This shows
that the staff who attended training courses in IT perceive the
benefits of IT more than those who did not attend training
courses in this field. As shown in the table, the two-sample
test's results show that there were no significant differences in
the perceptions of staff who had training and those did not
attend training on items: "Ensures patients' privacy" and
"Improves quality of patients' care"

As for barriers, the results show there were significant
differences between respondents who attended training in IT
and those who did not attend training in their perceptions
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towards barriers to using health information applications in
KAMC in the following items:

e Time consuming

o LoOw system performance

o Lack of training for the hospital staff
o Lack of technical support

The mean scores of the respondents who did not attend
training on IT on these items were higher than the mean scores
of the respondents who had training except for the item "low
system performance". This indicates that the staff who attended
training courses in IT perceive less obstacles to IT use in
KAMC compared to staff who had no training in IT.
Conversely, the respondents who had training in IT perceive
that the system performance was low more than those who had
no training in IT. Moreover, the results show there were no
significant differences between respondents who had training
in IT and those who had no training in their perceptions
towards barriers to using health information applications in
KAMC in the following items:

o Insufficient number of computers
o System being down frequently

o Incapability of the system

o Lack of management support

With regards to drivers of IT use, the results show there
were significant differences between respondents who attended
training in IT and those who did not attend training in their
perceptions towards two items; "IT provides new/durable
applications™" and "IT provides technical support at 0.05 level
of significance. The mean scores of the respondents who did
not attend training on IT on these items were higher than the
mean scores of the respondents who had training except for the
item "Provide new / durable applications". This reveal s that the
staff who attended training courses in IT perceive less
motivation to IT use in KAMC compared to those who had no
training in IT. On the contrary, the respondents who had
training in IT perceive that IT provides technical support more
than those who had no training in IT. Furthermore, there were
no significant differences between respondents who had
training in IT and those who had no training in their
perceptions towards two items; "IT provides training to staff"
and "IT changes hospital’s work procedures".

TABLE VI. RESULTS OF TWO-SAMPLE T-TEST OF IT BENEFITS, BARRIERS,
AND MOTIVES WITH RESPECT TO ATTENDANCE OF TRAINING IN IT

Vol. 2, No. 10, 2011

Mean Score Two-sample t-test
Items
Not
Attended attended t-value  P-value
Easier to find investigation 45 4.3 3.2 0.001
results
Helps in managing patients 4.3 3.9 4.5 0.000
Facilitates coordination
among departments 4.1 3.8 2.4 0.016
Prevent loss of patients’ data 44 42 3.4 0.001
Helps in preparing hospital 4.4 41 27 0.006
reports N )
Improves decisions making 42 36 6.2 0.000
process
Reduces medical errors 4.0 3.6 5.9 0.000
Ensures patients” privacy 4.0 4.0 -0.3 0.747
Decreases work load 3.7 33 31 0.002
Improves quality of patients’ 40 38 15 0134
care
Barriers:
Insufficient number of 32 32 00 0.965
computers
Time consuming 32 3.7 -4.2 0.000
Low system performance 3.2 2.9 2.6 0.010
System being down 31 32 09 0.365
frequently
Lack_ of training for the 28 32 36 0.000
hospital staff
Lack of technical support 25 3.0 -4.6 0.000
Incapability of the system 2.6 25 0.8 0.451
Lack of management support 2.6 2.7 -1.3 0.197
Motives:
Prov'ide'newl durable 3.7 3.9 29 0.004
applications
Provide training to staff 3.9 3.7 19 0.057
Change hospital’s work 3.6 3.6 03 0.789
procedures ' ' ' '
Provide technical support 4.0 3.7 3.7 0.000

Mean Score Two-sample t-test
Items
Not

Attended attended t-value  P-value
Benefits:
Easier to access patient 45 4.0 8.0 0.000
records ' ' ’ ’
Provides speed to accomplish 4.2 3.9 3.8 0.000
work ' ' ' ’
Saving paper work 4.2 3.7 3.9 0.000

V. DISCUSSION

The results show that the majority of healthcare providers
use KAMC health information systems when the survey was
conducted. This result somewhat conflicts with Ananzy [19]
who found about 26 percent of healthcare providers use
electronic health records in six hospitals in Riyadh. Despite the
high HIT use, KAMC healthcare providers with good IT skills
used KAMC computerized systems more than those with poor
skills. This finding is consistent with that of Alam and Noor
[27, 28] who found significant effects of IT skills on adoption
of ICT.

The high mean scores of the respondents' responses on
benefits of HIT applications reveal that healthcare providers
perceive that the information technology applications in
KAMC are valuable and beneficial to both patients and
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KAMC. This is consistent with findings of many researches
carried in USA which found that the healthcare providers
perceive the benefits of HIT in improving healthcare
[29,30].With regard to barriers, the healthcare providers were
split over the barriers to HIT use in KAMC. The healthcare
providers agreed that insufficient number of computers, time
consuming, low system performance, the system being down
frequently as barriers to HIT use in KAMC. Whereas, they
didn't perceive that lack of training for the hospital staff, lack of
technical support, incapability of the system, and lack of
management support were barriers to HIT use. These results
are somewhat consistent with Houser and Johnson [29]. As for
drivers, the results showed that healthcare providers generally
would be motivated to use IT applications in KAMC by
provision of new applications and training, contribution in
change hospital's work procedures, and provision of technical
support.

The results showed the perceptions of healthcare providers
on benefits, barriers and motives were influenced by gender.
However, the gender effect on perceptions of healthcare
providers is not consistent, as some items of the three
dimensions (benefits, barriers, and motives) were higher by
males and others were rated higher by females. However, there
were no significant differences in perceptions of some items
between male and female health providers. These results are to
some extent consistent with other research findings [31,32].

With respect to the effect occupation, the results show that
there were significant differences between physicians, nurses
and other staff in their perceptions towards all items measuring
benefits, barriers, and motives. However, the effect of
occupation is also inconsistent; as some healthcare providers
had a higher positive perceptions than others. These results
conform with those of other research findings [33].

As regards the effect of training, the results show that
healthcare providers who attended training courses in IT
perceive the benefits of HIT more than those who did not
attend any training courses in this field. Similarly, the results
indicate that healthcare providers who attended training courses
in IT perceive less barriers to HIT use in KAMC compared to
those who had no training in IT. As for drivers of IT use, the
results show that the effect of training on motives to HIT use
were inconsistent as there were significant differences between
healthcare providers who attended training in IT and those who
did not attend training in their perceptions towards some items.
These results are consistent with previous research findings
which acknowledged the positive impact of training on IT
adoption [32,34].

The major research limitation of this study was the use of
convenience sample for data collection which might not
represented the target population accurately. Despite this
limitation and due to the lack of research in this area, the study
provides important information on the perceptions of
healthcare providers towards benefits, barriers and drivers of
health information technology in KAMC.
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V. CONCLUSION , RECOMMENDATIONS AND FUTURE
SCOPE

The purpose of this study was to assess the perceptions of
healthcare providers towards health information technology
applications in King Abdul-Aziz Medical City in terms of
benefits, barriers, and motives to use these applications. This
study also contributes in investigating the effects of gender,
occupation, and training on the perceptions of the healthcare
providers towards the health information applications.

Despite the perceived benefits and motives of health
information technology use, there were many barriers identified
by healthcare providers. The barriers include insufficient
number of computers, frequent system down, and that using
computerized systems is time consuming. Furthermore, there
were significant differences in the perceptions of healthcare
providers towards benefits, barriers, and motives to health
information technology with respect gender, occupation, and
training. Based on these results, the study recommends that
KAMC to provide easy access to health information
applications, continuous training to all healthcare providers on
health information technology, technical support services and
change hospital's work procedures. Further, the study also
recommends that KAMC administration to engage healthcare
providers in planning and promotion of health information
applications.

As a future scope, more research on the adoption of health
information technology applications can be carried out. The
scope can also be widened by considering the effect of
additional demographic and organizational variables on the
adoption HIT. Moreover, similar research can be carried in
other KAMC braches to trace geographic variations in HIT
adoption.
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Abstract— Mobile Ad hoc Network (MANET) consists of a
group of mobile nodes that can communicate with each
other without the need of infrastructure. The movement of
nodes in MANET is random; therefore MANETS have a
dynamic topology. Because of this dynamic topology, the
link breakages in these networks are something common.
This problem causes high data loss and delay. In order to
decrease these problems, the idea of link breakage
prediction has appeared. In link breakage prediction, the
availability of a link is evaluated, and a warning is issued if
there is a possibility of soon link breakage. In this paper a
new approach of link breakage prediction in MANETS is
proposed. This approach has been implemented on the
well-known Dynamic Source Routing protocol (DSR). This
new mechanism was able to decrease the packet loss and
delay that occur in the original protocol.

Keywords- MANET; link breakage prediction; DSR.

l. INTRODUCTION

Mobile Ad hoc Network (MANET) consists of a group of
mobile nodes that can be communicated with each other
wirelessly without the need to any existed infrastructure.
MANETSs in general are known with its dynamic topology.
The nodes are mobile and their movement is random.
MANET’s dynamic topology makes link breakages a frequent
habit. This habit causes many problems such as data loss,
delay, and others which degrade the performance of the
MANETSs protocols. In order to reduce the damage size of
this phenomenon, the idea of link breakage prediction has
appeared.

In link breakage prediction, a link breakage can be
predicted before its real occurring so route maintenance can
start before the occurring of the problem avoiding the
problems that come with a link breakage. In the link breakage
prediction, a node in an active route can predict if the link
between it and its previous hop will break soon. In this case it
can inform the source node about the problem and the source
node, if still needs the route, will be able to construct a new
route which avoids this soon to be broken link. It has been
found that this procedure has made a good improvement in the
performance of the mobile ad hoc network’s protocols, but the
problem is that the focusing during constructing a new route
was only on excluding the link that was predicted to have a
link breakage. This mechanism may cause constructing a new

Abdul Samad Ismail

Faculty of Computer Science and Information Systems
Universiti Teknologi Malaysia (UTM)
Johor, Malaysia

route with some or all bad links from the current used route
which are weak but did not predicted to be broken yet. These
links may break during or directly after the constructing of the
new route which will cause a high decrease in the packet
delivery ratio and a high increase in the packet loss and delay.
In order to improve the idea of link breakage prediction, this
paper has proposed a new approach for link breakage
prediction in MANETS. In this new approach, the source node
of an active route, after being informed about a link breakage
in its current used route, will construct a new route which
avoids the use of any link from the current used route. That
means excluding all the links in the current route, or in other
words, excluding the whole current used route not just the
soon to be broken link. So, the new constructed route will be
completely different from the current used one. This approach
is novel and it has been implemented on the well-known
reactive routing protocol Dynamic Source routing Protocol
(DSR).

This paper is organized in seven sections: Section | is an
introduction. Section Il gives some examples of the works
that have been done in this area. Section Il gives a
description about the Dynamic Source Routing protocol
(DSR). Section IV illustrates the proposed idea. Section V
discusses the simulation environment. Section VI detailed the
results that have obtained. Section VII concludes this paper,
and section V111 provides some future works.

Il.  LITERATURE REVIEW

Several researchers have investigated the area of link
breakage prediction in mobile ad hoc networks. In this
section, some examples of their works are discussed.

Ramesh et al. [1] have studied the problem of link
breakage prediction in the DSR routing protocol. Their idea is
that during the route discovery process, the source node builds
two routes which are the source route and another route can be
used as a backup. The backup route can be used if the primary
route (source route) was predicted to have a link breakage
soon.

Li et al. [2] have studied the link prediction in the AODV
routing protocol by establishing a signal intensity threshold
which is Pr-THRESHOLD. If the received signal intensity is
lower than the threshold, the upstream node will calculate the
distance between it and the sending node through the intensity
of the received packet signal, and estimate the relative velocity
between it and the sending node through the time difference of
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the neighboring received data and the intensity of the packet
signal.  Then, according to the relative position and the
relative velocity with the sending node, a node can estimate
when to send a RRER to the sending node to warning it about
a link failure. When the source node received this RRER
message, it will start its restored process searching its routing
table and find another route to the destination.

Qin & Kunz [3] have dealt with the problem of link failure
prediction by proposing an equation to calculate the exact time
that a link breakage can occur. They named their method the
link breakage prediction algorithm. In their idea, each node
maintains a table that contains the previous hop node address,
the value of the received packet signal power, and the time
which this data packet has been received. After receiving
three data packets, a node will calculate the link breakage time
and compare it with a fixed threshold. If the node predicted
that the link with its previous neighbor will have a link
breakage soon, it will send a warning message to the source
node of the active route to warn it about the link breakage
probability. If the source still needs the route it will perform a
route discovery process to establish a new route to the
destination. Their idea has been implemented using DSR
routing protocol.

Zhu [4] has studied the problem of link breakage
prediction by using the same equation that have been proposed
by Qin & Kunz [3] which is the link breakage prediction
algorithm, but she has implemented this algorithm using the
AODV and MAODV routing protocols

Choi et al. [5] has dealt with the problem of link breakage
prediction in vehicular ad hoc network. They proposed an
algorithm to predict a link breakage possibility using the value
of the RSSI (Received Signal Strength Indicator). Each
vehicle in the network periodically scans the received signals
from its neighbors and uses the collected value to calculate the
distance, the velocity, and the acceleration of its next hop
which it receives data packets from. By calculating these
three values, the node can predict if a link breakage will occur,
and can determine if the effected link can be maintained or a
new link is needed to be constructed. If the effected vehicle
found that a link breakage in the link with its next hop will
occur, it will use one of its neighbors which has the highest
value of RSSI with (that means the one which is the nearest to
it) to build a new link with before the previous link with its
other neighbor becomes broken.

Goff et al. [6] have studied the link breakage problem in
the DSR routing protocol. They defined a region they named
it the preemptive region, and they also defined a threshold
which they named it the preemptive threshold, they defined
this threshold as the signal power of the received packets at
the edge of the preemptive region. When a node enters the
preemptive region it will send a warning message to the source
node of the active route in order to inform it that a link
breakage will soon occur. So if the source is still interesting
with the route, it will generate a route discovery process to
establish a new route without that soon to be broken link.

Ouni et al. [7] studied the problem of link breakage
prediction in the DSR routing protocol and tried to propose a
solution by proposing a check model composed of two
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modules. The first module includes performing different
simulations to have an idea about the nodes behavior and by
this allowing determining the suitable routes to use, while the
second model checks the path availability and the deadline
delay satisfaction. This check model was also used to predict
the validity periods of the selected path and the satisfaction of
the delay constrains.

Lu et al. [8] have worked on the DSR routing protocol and
proposed a mechanism for switching to a new route if the
current route is found to have a link breakage soon. Their
mechanism which is named DSR-link switch (DSR-LS) first
detects a link breakage between a nod and its next hop to the
source by measuring the power of the received packets. If a
link failure is detected to occur soon, the node, using this
mechanism, will send a link switch request (LSRE) in one hop
range to search appropriate nodes that act as relaying stations
or bridge nodes. This LSRE request will be sent by including
it in the RTS/CTS packets of the MAC layer during the
current communication. After finding a new strong links, the
current route will be shift to a more stable path.

I1l.  DYNAMIC SOURCE ROUTING (DSR)

The Dynamic Source Routing (DSR) is a simple and
efficient routing protocol designed to be used specifically in
mobile ad hoc networks. Through using DSR, the network is
completely self-organizing and self-configuring.  Network
nodes cooperate to forward packets for each other to allow
communication over multiple hops between the nodes that are
not located within the transmission range of each other. As
nodes in the mobile ad hoc network move about, join or leave
the network, and as wireless transmission conditions such as
types of interference change, all routing is automatically
determined and maintained by the DSR routing protocol.

The DSR routing protocol applies the idea of source
routing, this idea can be summarized by sending the whole
route from the source node to the destination node in each
transmitted IP packet, so the intermediate nodes will have to
only forward these packets without taking any routing
decision. In order to implement the idea of source routing,
DSR makes use of special header for carrying control
information which can be included in any IP packet. This
header is named DSR options header [9].

The DSR options header is a header existed in any sent IP
packet by a node implements DSR routing algorithm. This
header must immediately follow the IP header in the sent
packet. It consists of two fields, fixed length field and
variable length field. The fixed length field is a 4-octet
portion that has four fields (Next Header, F, Reserved,
Payload Length) while the variable length field is called the
options field, which has zero or more pieces of optional
information which are called DSR options.  In DSR routing
protocol there are eight types of options, each one of them
must be included in a DSR options header in order to be
transmitted along the network.

DSR options header is located in an IP packet directly after
the IP header and before any other header in the packet. It can
contain one or more of the following options:
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1) Route Request option.

2) Route Reply option.

3) Route Error option.

4) Acknowledgement request option.
5) Acknowledgement option.

6) DSR source route option.

7) Pad1l option.

8) PadN option.

The DSR protocol composes of two basic mechanisms
which work together to allow the discovery and maintenance
of the source routes in mobile ad hoc networks. These two
basic mechanisms are:

1) Route discovery
2) Route maintenance

Route discovery is the mechanism that is used by a source
node which wishes to send data packets to a destination node
which has no route to it in its route cache. Using this
mechanism the source node can obtain a source route to the
destination.

Route maintenance is the mechanism that is used by a
source node to detect a link breakage along its source route to
a destination node. Using this mechanism the source node can
know if it can still use the route or not. When the source node
indicates the existence of a broken link in the source route, it
can use another route or trigger a new route discovery process.
Route maintenance is used only with active routes.

Route discovery and route maintenance mechanisms each
operates entirely on demand. Unlike other protocols, DSR
does not require periodic packets of any kind at any level
within the network. For example, DSR does not use any
periodic routing advertisement and does not use neighbor
detection messages. This is a full on demand behavior.

It is possible that a link may not work equally well in both
directions because of antenna, or propagation patterns, or
sources interference.  These types of links are called
unidirectional links. The routes that compose of such type of
links are called asymmetric routes or paths. DSR allows
unidirectional links to be used when necessary; this improves
the overall performance and the network connectivity.

DSR also supports the internetworking between different
types of wireless networks allowing a source route to be
composed of hops over a combination of any types of
networks available [10]. As an example, some nodes in the ad
hoc network may have only short-range radios, while other
nodes have both short-range and long-range radios; the
combination of these nodes together can be considered by
DSR as a single ad hoc network.

IV. THE PROPOSED IDEA

In this section a new approach for the link breakage
prediction in the mobile ad hoc networks will be introduced.
The idea is to construct a new route which is completely
different from the current used route by excluding all the links
exist in the current used one. So during the phase of
constructing the new route if another link or other links have
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been predicted to be broken, there will be no need for trying to
avoid this link or these links, because from the beginning, the
new constructed route has excluded all the links in the
previous route. The approach’s idea is as follows:

Each node along an active source route scans the received
data packets signals from its previous hop node. When a node
found that the Received Signal Strength Indicator (RSSI)
value of the received data packets from its previous hop is still
decreasing after three successive measurements, the node will
realize that the link between it and its previous hop will have a
link breakage soon. In this case it will generate a packet and
initialize a new option which will be named Soon Link
Breakage warning (SLBW). This option will be inserted in
the options field of the DSR options header of the packet.
Then, this packet which can be named SLBW message will be
unicasted to the source node of this active route to indicate to
it that a link breakage along this route will occur. The SLBW
option is similar to the RERR option of the DSR routing
protocol with some modifications, the error type in the SLBW
will be set to (4) in order to indicate the link breakage
probability. SLBW will include the source node’s address in
order to reach the source of the affected route in case more
than one route share some of the links of the affected route,
and will also include the addresses of both, the node that
predicted the link breakage and its previous hop node’s
address. By sending the addresses of the nodes at the end of
the soon to be broken link, the source node will be able to
determine which route will have a link breakage. When the
source node receives the SLBW message, if it still needs the
route, it will set the route that has a soon to be broken link
with the state of Route with a Breakage Prediction (RBP) in its
route cache. Then it will check its route cache to see if it has
another route to the destination. If it has one, it will make a
match between the intermediate node addresses of the cached
route and the node addresses in the current used route which
has the state (RBP). If there was no match, the source starts
sending data packets using this new source route. Otherwise,
it will trigger a route discovery process by broadcasting to its
neighbors a Modified Route Request (MRREQ) message. The
MRREQ message is an IP packet generated by the source node
which its DSR options header contains two options, the RREQ
option and the source route option.

In the source route option, the source node will append the
route with the (RBP) state. This step is made by the source
node in order to discover a new route which has no any
relationship with the current used route which has the state
(RBP), because the current route may have other weak links.
Each node receives this MRREQ message will check first if it
is the destination of this MRREQ. If it is the destination, it will
initialize a RREP option similar to the one in the original DSR
routing protocol. Else, it will check if it has received this
message before, so if the RREQ option in the received
MRREQ message has the same source address and REQUEST
ID of a previous received one, or if the receiving node found
its address appended in the RECORD of the received option, it
will discard this message. Otherwise, the node will check if
its address is appended in the source route option of the
MRREQ message. If it found its address appended, it will
discard the MRREQ message. Else, it will append its address
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in the RECORD of the RREQ option in the MRREQ message
and rebroadcast the message to its neighbors.

In Fig. 1, in order to construct a route which has no any
relationship with the current used one, when node 1 receives
the MRREQ message it will make a match between its address
and the addresses in the source route option of the MRREQ
message. So when it found its address appended, it will
discard the message and not forward it any more. The same
situation will repeat with the other nodes of the route.

V. SIMULATION

In this section the parameters that have been manipulated,
the metrics that have been used for comparison, and the
environment that has been used to make the experiments will

be discussed in detail.

THE USED PARAMETERS

From our literature review, we found that most of the other
papers have used three parameters for making their
comparisons; these parameters are (number of nodes in the
network, simulation time, and pause time). In order to make
new and unique comparisons, we used in this paper three other
parameters which we found that no other paper in the link
prediction area has used before. These three parameters are:

1) Number of nodes per route.
2) Node mobility speed.
3) Node transmission range.

THE USED METRICS

In this paper three metrics have been used in order to make
the comparisons between the two protocols. These metrics
are:

Figurel. A clarification to the idea

1) Packet Delivery Ratio.
2) Number of dropped data packets.
3) Average End to End Delay.

The following is the definision of each metric:

o Packet Delivery Ratio: It is the ratio between the
number of received data packets by the destination
and the number of generated data packets by the
source.
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e Number of dropped data packets: It is the number of
data packets that have failed to arrive successfully to
the destination.

e Average End to End Delay: It is the time that is
taken by a packet in order to transfer from a source
node to a destination node.

THE USED ENVIRONMENT

As we mentioned, the simulations in this paper have been
carried out by varying three parameters. When any parameter
(of the three used parameters) is manipulated, all the other
parameters will be fixed. See Table I.

TABLEI. SIMULATION PARAMETERS
Parameter Value
Mumber of nedes inthe network 1000
Number of nodes per route 10-100
Mobility speed 10-100 m/s
Transmission range 750-10 m
Simulation time BO sec
Pause time 5 ms
Terrain size 1000x1000
Traffic mode CBR
Packet size 1300 byte
Packet sending rate S pfs
MAC protecel IEEE 802.11
Meobility model Random Waypeint
Antenna type Omni-directional
simulator NCTUns 6.0

VI. RESULTS AND DISCUSSION

In this section, the achieved results will be discussed in
detail. In figure 2, we can see that the (Packet delivery ratio) is
decreasing for both protocols as the number of nodes per route
is increasing, but the decreasing in the case of (DSR modified)
is much less than the decreasing in the (DSR original). The
reason of decreasing in the PDR is that when the number of
nodes in the route increases this means that the number of
links in that route also increases, so the probability of link
breakages occurrence also increases. Also, we can notice that
the difference in PDR between the two protocols is big when
the number of nodes per route is low (as it is clear when there
is 10 nodes), but this difference is reduced gradually as the
number of nodes per route increases (as it is clear when there
is 100 nodes). The reason behind this is that the increase in
the number of nodes per route reduces the efficiency of the
new mechanism where link breakages will so frequently
occur.

In figure 3, we can see that the (Number of dropped data
packets) is increasing for both protocols as the number of
nodes per route is increasing, but the increasing in the case of
(DSR modified) is much less than the increasing in the (DSR
original). The reason of increasing in the number of dropped
data packets is that when the number of nodes in the route
increases this means that the number of links in that route also
increases, so the probability of link breakages occurrence also
increases. Also, we can notice that the difference in the
number of dropped data packets between the two protocols is
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big when the number of nodes per route is low (as it is clear
when there is 10 nodes), but this difference is reduced
gradually as the number of nodes per route increases (as it is
clear when there is 100 nodes). The reason behind this is that
the increase in the number of nodes per route reduces the
efficiency of the new mechanism where link breakages will so
frequently occur.

In figure 4, we can see that the (Average End to End
Delay) is increasing for both protocols as the number of nodes
per route is increasing, but the increasing in the case of (DSR
modified) is much less than the increasing in the (DSR
original). The reason of increasing in the average end to end
delay is that when the number of nodes in the route increases
this means that the number of links in that route also increases,
so the probability of link breakages occurrence also increases.
Also, we can notice that the difference in the average end to
end delay between the two protocols is big when the number
of nodes per route is low (as it is clear when there is 10
nodes), but this difference is reduced gradually as the number
of nodes per route increases (as it is clear when there is 100
nodes). The reason behind this is that the increase in the
number of nodes per route reduces the efficiency of the new
mechanism where link breakages will so frequently occur.

In figure 5, we can see that the (Packet delivery ratio) is
decreasing for both protocols as the mobility speed of nodes is
increasing, but the decreasing in the case of (DSR modified) is
much less than the decreasing in the (DSR original). The
reason of decreasing in the PDR is that the increase in the
mobility speed of nodes forming a route means the increase in
the link breakages in the links between those nodes. Also, we
can notice that the difference in PDR between the two
protocols is big when the mobility speed of nodes is low (as it
is clear when it is 10 m/s), but this difference is reduced
gradually as the mobility speed increases (as it is clear when it
iS 100 m/s).

In figure 6, we can see that the (Number of dropped data
packets) is increasing for both protocols as the mobility speed
of nodes is increasing, but the increasing in the case of (DSR
modified) is much less than the increasing in the (DSR
original). The reason of increasing in the number of dropped
data packets is that the increase in the mobility speed of nodes
forming a route means the increase in the link breakages in the
links between those nodes. Also, we can notice that the
difference in the number of dropped data packets between the
two protocols is big when the mobility speed of nodes is low
(as it is clear when it is 10 m/s), but this difference is reduced
gradually as the mobility speed increases (as it is clear when it
is 100 m/s). The reason behind this is that the increase in the
mobility speed of nodes of the route reduces the efficiency of
the new mechanism where link breakages will so frequently
occur.

In figure 7, we can see that the (Average End to End
Delay) is increasing for both protocols as the mobility speed of
nodes is increasing, but the increasing in the case of (DSR
modified) is much less than the increasing in the (DSR
original). The reason of increasing in the average end to end
delay is that the increase in the mobility speed of nodes
forming a route means the increase in the link breakages in the
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links between those nodes. Also, we can notice that the
difference in the average end to end delay between the two
protocols is big when the mobility speed of nodes is low (as it
is clear when it is 10 m/s), but this difference is reduced
gradually as the mobility speed increases (as it is clear when it
is 100 m/s). The reason behind this is that the increase in the
mobility speed of nodes of the route reduces the efficiency of
the new mechanism where link breakages will so frequently
occur.

In figure 8, we can see that the (Packet delivery ratio) is
decreasing for both protocols as the transmission range of
nodes is decreasing, but the decreasing in the case of (DSR
modified) is much less than the decreasing in the (DSR
original). The reason behind the decreasing in the PDR is that
the decrease in the transmission range of nodes in a route
means that the links between those nodes will be weaker, so
the probability of breaking such links will be higher. Also, we
can notice that the difference in PDR between the two
protocols is big when the transmission range of nodes is high
(as it is clear when it is 750 m), but this difference is reduced
gradually as the transmission range decreases (as it is clear
when it is 10 m). The reason behind this is that the decrease in
the transmission range of nodes of the route reduces the
efficiency of the new mechanism where link breakages will so
frequently occur.

In figure 9, we can see that the (Number of dropped data
packets) is increasing for both protocols as the transmission
range of nodes is decreasing, but the increasing in the case of
(DSR modified) is much less than the increasing in the (DSR
original). The reason behind the increasing in the number of
dropped data packets is that the decrease in the transmission
range of nodes in a route means that the links between those
nodes will be weaker, so the probability of breaking such links
will be higher. Also, we can notice that the difference in the
number of dropped data packets between the two protocols is
big when the transmission range of nodes is high (as it is clear
when it is 750 m), but this difference is reduced gradually as
the transmission range decreases (as it is clear when it is 10
m). The reason behind this is that the decrease in the
transmission range of nodes of the route reduces the efficiency
of the new mechanism where link breakages will so frequently
occur.

In figure 10, we can see that the (Average End to End
Delay) is increasing for both protocols as the transmission
range of nodes is decreasing, but the increasing in the case of
(DSR madified) is much less than the increasing in the (DSR
original). The reason behind the increasing in the average end
to end delay is that the decrease in the transmission range of
nodes in a route means that the links between those nodes will
be weaker, so the probability of breaking such links will be
higher. Also, we can notice that the difference in the average
end to end delay between the two protocols is big when the
transmission range of nodes is high (as it is clear when it is
750 m), but this difference is reduced gradually as the
transmission range decreases (as it is clear when it is 10 m).
The reason behind this is that the decrease in the transmission
range of nodes of the route reduces the efficiency of the new
mechanism where link breakages will so frequently occur.

27|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 2, No. 10, 2011

105 105

095
095 -
05
09 \\\
Packet Dlelivery Pack;t:;lwew 085
Ratio - —+—DsRoriginal \\ =4=DS5Roriginal

—#—DSRmodified 08

. —&-D5Rmodified
08 - ‘\\
0.75 \\
0.75

-\ . i

10 20 30 40 S0 60 70 80 90 100 1020 30 40 50 60 70 80 S0 100
Number of nodes per route Mohility speed
Figure2  PDR and No. of nodes per route Figure 5 PDR and mobility speed
Lom 18000

16000
14000

/ )4
/4 /

7 7

/ / No.of d ddata 10000
0. of dropped da
No. of dropped data 2000 ackets /f
packets // —+—DsRoriginal 3000 =+—DSRoriginal
- DSRmodified ‘// == DSRmodified
oo / / ‘ 6000 /
4000 ‘// 4000 ‘/
2000 2000
0 / 0

10 20 30 40 50 60 70 80 90 100 10 20 30 40 50 60 70 80 90 100

Number of nodes per route Mobility speed

Figure 3 No. of dropped packets and No. of nodes per route Figure6  No. of dropped packets and mobility speed

L /. ;

| /
2 2 //
Average End to End s // Average End to End //
Delay : 15
—+~—DSRoriginal Delay —4=DSRoriginal
=f=DSRmodified =&~ DSRmadified
1

05 0.5

10 20 30 40 50 60 70 80 S0 100 10 20 30 40 50 60 70 80 50 100

Number of nodes per route Mobility speed

Figure4  Delay and No. of nodes per route Figure 7 Delay and mobility speed

28|Page
www.ijacsa.thesai.org



105

11lm

035

09
Packent;-ehverv 08 \\
o \\ =+ DSRoriginal
03 \\ 8- DSRmodiied
075 \\
07 \

750 650 550 450 350 250 150 100 30 10

065

Transmission range

Figure8  PDR and transmission range

18000
16000 i
14000 //
12000 ///j
Number of dropped 10000 / /
data packets 3000 ——DSRoriginal

/ / —&-DSRmodifed
5000 ’_// /
4000 /

2000 ./.’./
0

750 650 550 450 350 250 150 100 30 10

Transmission range

Figure9  No. of dropped packets and transmission range

35

25 //
2
Average End to End /
Delay 15 =4=DSRoriginal
/‘f =&=DSRmodified
] /N///-
) l/l_./‘

750 650 550 450 350 250 150 100 30 10

0

Transmission range

Figure 10  Delay and transmission range

(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 2, No. 10, 2011

VII. CONCLUSION

Many approaches have been proposed to deal with the
idea of link breakage prediction, but the problem is that all the
previous approaches were building a new route that avoids
using only the same soon to be broken link, but no one of
these approaches was able to build a new route which avoids
all the other links in the old route. In this paper, a new
approach for solving the problem of link breakages in
MANET has been proposed and implemented on the Dynamic
Source Routing (DSR) routing protocol. In this approach, the
Received Signal Strength Indicator (RSSI) value will be used
by a node along an active route to predict a link breakage in its
link with its next hop to the source node of this active route.
The node will warn the source node, and the source (if it still
needs the route) will discover a new route without using any
link from the current route which has a soon to be broken link.
The idea behind this is to reduce the probability of
constructing a route with bad links which can break during or
directly after the constructing of a new route. It has been
found that this approach was able to increase the packet
delivery ratio and decrease both the packet loss and the end to
end delay comparing to the DSR routing protocol. So, this
approach was able to improve the performance of the protocol.

VIIl. FUTURE WORK

As a future work, this work can be extended by using
other metrics for making the comparisons between the original
and modified DSR routing protocols such as the terrain size,
packet size, packet sending rate, and others. Also, the traffic
mode can be changed from CBR to VBR and find the
difference. Another change can be made to the mobility
model. In this work the mobility model that has been used is
the random way point mobility model, so another research can
be done by using other mobility models such as the random
walk mobility model, or the random direction mobility model,
and see the difference.
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Abstract—With the rapid advancements in Information
Technology, Information Retrieval on Internet is gaining its
importance day by day. Nowadays there are millions of Websites
and billions of homepages available on the Internet. Search
Engines are the essential tools for the purpose of retrieving the
required information from the Web. But the existing search
engines have many problems such as not having wide scope,
imbalance in accessing the sites etc. So, the effectiveness of a
search engine plays a vital role. Meta search engines are such
systems that can provide effective information by accessing
multiple existing search engines such as Dog Pile, Meta Crawler
etc, but most of them cannot successfully operate on
heterogeneous and fully dynamic web environment. In this paper
we propose a Web Service Architecture for Meta Search Engine
to cater the need of heterogeneous and dynamic web
environment. The objective of our proposal is to exploit most of
the features offered by Web Services through the implementation
of a Web Service Meta Search Engine.

Keywords-Meta Search Engine; Search engine; Web Services.

l. INTRODUCTION

A Meta Search Engine is a search tool that sends user
requests to several other search engines and/or databases and
aggregates the results into a single list or displays them
according to their source. Meta Search Engines enable users to
enter search criteria once and access several search engines
simultaneously [18]. More comprehensive search results can be
obtained by combining the results from several search engines.
This may save the user to use multiple search engines
separately.

This paper explores the web services and also the
Acrchitecture of a Meta Search Engine. In section 2, we propose
the existing background and architecture of a Meta Search
Engine. Section 3 describes the architecture of a Web Service
framework. Section 4 describes about the Meta Search Engine
architecture, components and function of the each component.
In section 5, we propose the Web Service Meta Search Engine
architecture and Section 7 provides the advantages of Web
Service Metasearch Engines. Section 8 finally presents the
conclusions and the future work.

Il.  BACKGROUND

There are many methods for finding information, but one of
the leading ways is through search engines. Now a day,
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everyone uses search engines for research, school, business,
shopping, or entertainment. So, the traffic on the Web is
growing exponentially [2]. To understand the working strategy
of a Search Engine, one should have an overview and clear
understanding of Information Retrieval System. Information
retrieval deals with the representation, storage, organization
and access to information items in order to give the user
desired information. A distinction between traditional
information retrieval and web information retrieval is that in
traditional or classic information retrieval, the process of
search is simple[6] and these document collections are stored in
physical form. An example would be looking for information
in books of a public library. Nevertheless, nowadays, most of
the documents are computerized that can be retrieved with the
help of a computer. Web information retrieval is on the other
hand, not like the traditional IR, where, searching is performed
within the globally largest collection of documents that are
linked, such as the well known search services on the internet
like Google or Yahoo [4].

Intense stress on user requirements recommended the
architecture of Meta Search Engine. A few Meta Search
Engines has been already proposed that provides quick
response with re ranked results after extracting user preference.
It uses Naive Bayesian Classifier for re ranking. An enhanced
version of open source Helios Meta Search Engine takes input
keywords along with specified context or language and gives
refined results as per user’s need [8]. All the proposed solutions
refine search-results up to some extent but they have a serious
drawback, which is that the user profile is not stationary. The
idea behind metasearch is to use multiple “helper” search
engines to do the search, then to combine the results from these
engines. Engines that use metasearch include Metacrawler,
SavvySearch, MSN Search and Altavista, among others [11].

IIl.  WEB SERVICES

Web service protocol is designed for providing service via
web. Web Services are emerging as the fundamental building
blocks for creating distributed, integrated and interoperable
solutions across the Internet. They represent a new paradigm in
distributed computing that allow applications to be created
from multiple Web Services dispersed across the web
originating from various sources regardless of where they
reside or how they were implemented [19]. Unlike services in
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general, Web services are based on specifications for data
transfer, method invocation and publishing. This is often
misunderstood and when a Web service is mentioned it
sometimes refers to a general service provided on the Web, like
the weather forecast on a Web page for example. The weather
forecast is a service and provides its functionality for a variety
of users but unless it comprises an interface to communicate
with other applications via SOAP [16]. Web services can be
seen as software components with an interface to communicate
with other software components. They have a certain
functionality that is available through a special kind of Remote
Procedure Call. In fact they even evolved from traditional
Remote Procedure Calls.There are various aspects of Web
services. Messaging, discovery, portals, roles, and
coordination. The format of the messages exchanged between a
client and a Web service is specified by a standard called
SOAP. The Simple Object Access Protocol (SOAP) is defined
by the W3C as a lightweight protocol for exchange of
information in a decentralized, distributed environment. SOAP
is an XML based protocol that consists of three parts: an
envelope that defines a framework for describing what is in a
message and how to process it, a set of encoding rules for
expressing instances of application-defined data types, and a
convention for representing remote procedure calls and
responses [12],[16].

Web service messages are sent across the network in an
XML format defined by the W3C SOAP specification. In most
Web services, there are two types of SOAP messages: requests
and responses. When a SOAP request is received, the Web
service performs an action based on the request and returns a
SOAP response. In many implementations, SOAP requests are
similar to function calls with SOAP responses returning the
results of the function call [12]. With SOAP, a communication
between Web services is possible and structured and each
participant knows how to send or receive the corresponding
SOAP Message. The final step to complete the communication
architecture of Web services is to define how to access a
service once it is implemented.

Smart

Developer

g Tools
"& Servers

XML Web
Services

Figure 1.
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Web services are the core any type of service, as it holds
and connects everything together as shown in Figure 1.

IV. META SEARCH ENGINE

Meta Search Engines can be classified into two types. a)
General purpose metasearch engine and b) Special purpose
Meta Search Engines. The former aims to search the entire
Web, while the latter focuses on searching information in a
particular domain (e.g., news, jobs).

e Major Search Engine Approach: This approach uses a
small number of popular major search engines to build a
metasearch engine. Thus, to build a general-purpose
metasearch engine using this approach, we can use a
small number of major search engines such as Google,
Yahoo!, Bing (MSN) and Ask. Similarly, to build a
special purpose Meta Search Engine for a given domain,
we can use a small number of major search engines in that
domain.

e Large scale Metasearch engine approach: In this approach,
a large number of mostly small search engines are used to
build a Metasearch engine. For example, to build a
general-purpose metasearch engine using this approach,
we can perceivably utilize  all documents driven search
engines on the Web. Such a metasearch engine will have
millions of component search engines. Similarly to build a
special purpose metasearch engine for a given domain
with this approach, we can connect to all the search
engines in that domain. For instance, for the news domain,
tens of thousands of newspaper and news-site search
engines can be used.

Each of the above two approaches has its advantages and
disadvantages. An obvious advantage of the major search
engine approach is that such a metasearch engine is much
easier to build compared to the large-scale metasearch engine
approach because the former only requires the metasearch
engine to interact with a small number of search engines.
Almost all currently popular metasearch engines, such as
Dogpile, Mamma and MetaCrowler, are built using the major
search engine approach, and most of them use only a handful
of major search engine. One example of a large-scale special-
purpose metasearch engine is AllinOneNews, which uses about
1,800 news search engines from about 200 countries/regions.
In general, more advanced technologies are required to build
large-scale metasearch engines. As these technologies become
more mature, more large-scale metasearch engines are likely to
be built.

V. PROPOSED ARCHITECTURE

The proposed architecture takes both approaches into
consideration for designing web service metasearch engine
system. Significant software components included in this
architecture search engine selector, search engine connectors,
result extractors and result merger.
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A. Search Engine Selector:

If the number of component search engines in a metasearch
engine is very small, say less than 10, it might be reasonable to
send each user query submitted to the metasearch engine to all
the component search engines. In this case, the search engine
selector is probably not needed. However, if the number of
component search engines is large, as in the large scale Meta
Search Engine scenario, then sending each query to all
component search engines will be an inefficient strategy
because most component search engines will be useless with
respect to any particular query. For example, suppose a user
wants to find 50 best matching results for his/her query from a
metasearch engine with 1,000 component search engines. Since
the 50 best results will be contained in no more than 50
component search engines, it is clear that at least 950
component search engines are useless for this particular query.

Passing a query to useless search engines may cause serious
problems for efficiency. Generally, sending a query to useless
search engines will cause waste of resources to the metasearch
engine server, each of the involved search engine servers and
the Internet. Specifically, dispatching a query, including needed
query reformatting, to a useless search engine and handling the
returned results, including receiving the returned response
pages, extracting the result records from these pages, and
determining whether they should be included in the final

Vol. 2, No. 10, 2011

merged result list and where they should be ranked in the
merged result list if they are to be included, waste the resources
of the metasearch engine server; receiving the query from the
metasearch engine, evaluating the query, and returning the
results back to the metasearch engine waste the resources of
each search engine whose results end up useless; and finally
transmitting a query from the metasearch engine to useless
search engines and transmitting useless retrieved results from
these search engines to the metasearch engine waste the
network resources of the Internet. Therefore, it is important to
send each user query to only potentially useful search engines
for processing.

The problem of identifying potentially useful component
search engines to invoke for a given query is the search engine
selection problem, which is sometimes also referred to as
database selection problem, server selection problem, or query
routing problem. Obviously, for metasearch engines with more
component search engines and/or more diverse component
search engines, having an effective search engine selector is
more important.

B. Search Engine Connectors:

After a component search engine has been selected to
participate in the processing of a user query, the search engine
connector established a connection with the server of the search
engine and passes the query to it. Different search engines
usually have different connection parameters. As a result, a
separate connector is created for each search engine. In general,
the connector for a search engine S needs to know the HTTP
(Hyper Text Transfer Protocol) connection parameters
supported by S. There are three basic parameters, (a) the name
and location of the search engine server, (b) the HTTP request
method (usually it is either GET or POST) supported by S, and
(c) the name of the string variable that is used to hold the actual
query string.

When implementing metasearch engines with a small
number of component search engines, experienced developers
can manually write the connector for each search engine.
However, for large-scale metasearch engines, this can be very
time-consuming and expensive. Thus, it is important to develop
the capability of generating connectors automatically.

An intelligent metasearch engine may modify a query it
receives from a user before passing it to the search engine
connector if such a modification can potentially improve the
search effectiveness. For example, a query expansion technique
may be used by the metasearch engine to add terms that are
related to the original user query to improve the chance for
retrieving more relevant documents.

C. Web Service:

A Meta search engine is a search engine that collects results
from other search engine. Web service offers such functionality
and then presents a summary of that information as the results
of a search. Most search engines available on the Web provide
only a browser based interface; however, because Web services
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start to be successful, some of those search engines offer also
an access to their information through Web services. Two types
of search engines are observed, one that acts like a wrapper for
the HTML pages returned by the search engine and other one is
build upon the Web service offered by the search engine but
this difference is visible only when looking at the internal
processing of the service. It is difficult to distinguish them from
the outside as they implement the same interface.

Web service are built for, any process that can be integrated
into external systems through valid XML documents over
Internet protocols. This definition outlines the general idea of
Web services. Web services can be seen as software
components with an interface to communicate with other
software components. They have a certain functionality that is
available through a special kind of Remote Procedure Call.

SOAP, the Simple Object Access Protocol [16] was
developed to enable a communication between Web services. It
was designed as a lightweight protocol for exchange of
information in a decentralized, distributed environment. SOAP
is an extensible, text-based framework for enabling
communication between diverse parties that have no prior
knowledge of each other. This is the requirement a transport
protocol for Web services has to fulfill. SOAP species a
mechanism to perform remote procedure calls and therefore
removes the requirement that t