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Editorial Preface 

From the Desk of Managing Editor… 

IJACSA seems to have a cult following and was a humungous success during 2011. We at The Science and Information 

Organization are pleased to present the December 2012 Issue of IJACSA. 

While it took the radio 38 years and the television a short 13 years, it took the World Wide Web only 4 years to reach 50 

million users. This shows the richness of the pace at which the computer science moves. As 2012 progresses, we seem to 

be set for the rapid and intricate ramifications of new technology advancements. 

With this issue we wish to reach out to a much larger number with an expectation that more and more researchers get 

interested in our mission of sharing wisdom. The Organization is committed to introduce to the research audience 

exactly what they are looking for and that is unique and novel. Guided by this mission, we continuously look for ways to 

collaborate with other educational institutions worldwide.  

Well, as Steve Jobs once said, Innovation has nothing to do with how many R&D dollars you have, it’s about the people 

you have. At IJACSA we believe in spreading the subject knowledge with effectiveness in all classes of audience. 

Nevertheless, the promise of increased engagement requires that we consider how this might be accomplished, 

delivering up-to-date and authoritative coverage of advanced computer science and applications. 

Throughout our archives, new ideas and technologies have been welcomed, carefully critiqued, and discarded or 

accepted by qualified reviewers and associate editors. Our efforts to improve the quality of the articles published and 

expand their reach to the interested audience will continue, and these efforts will require critical minds and careful 

consideration to assess the quality, relevance, and readability of individual articles. 

To summarise, the journal has offered its readership thought provoking theoretical, philosophical, and empirical ideas 

from some of the finest minds worldwide. We thank all our readers for their continued support and goodwill for IJACSA.  

We will keep you posted on updates about the new programmes launched in collaboration. 

We would like to remind you that the success of our journal depends directly on the number of quality articles submitted 

for review. Accordingly, we would like to request your participation by submitting quality manuscripts for review and 

encouraging your colleagues to submit quality manuscripts for review. One of the great benefits we can provide to our 

prospective authors is the mentoring nature of our review process. IJACSA provides authors with high quality, helpful 

reviews that are shaped to assist authors in improving their manuscripts.   

We regularly conduct surveys and receive extensive feedback which we take very seriously. We beseech valuable 

suggestions of all our readers for improving our publication. 

Thank you for Sharing Wisdom! 
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Abstract— Distributed information systems are needed to be 

autonomous, heterogeneous and adaptable to the context. This is 

the reason why they resort Web services based on SOA Based on 

the advanced technology of SOA. These technologies can evolve 

in a dynamic environment in a well-defined context and 

according to events automatically, such as time, temperature, 

location, authentication, etc... This is what we call self-

adaptability to context.  In this paper, we are interested in 

improving the different needs of this criterion and we propose a 

new approach towards a self-adaptability of SOA to the context 

based on workflow and showing the feasibility of this approach 

by integration the workflow under a platform and test this 

integration by a case study. 

Keywords- SOA; Webservices; self-adaptability; ubiquitous system; 

workflow. 

I.  INTRODUCTION 

System Information (SI) must meet some specific 
constraints surrounding context adaptation in the case of 
ubiquitous computing [22]. This is particularly the case in areas 
of industry relating to many domains such as RFID (Radio 
Frequency Identification) [19][42], e-Learning ect... For this 
case, considerable approaches related to adaptability with 
different modes of implementation such as: AOP (Aspect 
Oriented Programming)[10]. This aspect used by various 
platforms on the goal to adapt the Web service (WS) [30] to the 
context dynamic changes of environment. Web services, like 
any other middleware technologies, aim to provide 
mechanisms to bridge heterogeneous platforms, allowing data 
to flow across various programs. The WS technology looks 
very similar to what most middleware technologies looks like. 
The emergence of Web services as a model for integrating 
heterogeneous Web information has opened up new 
possibilities of interaction and adaptability to context when 
offered more potential for interoperability. However, from a set 
of requirements on SOA (Service Oriented Architecture in 
English) [6], and to provide self adaptation to the context of 
Web services, we need to integrate more generic connector that 
takes into account all ambient or distant events. 

Based on technology platforms to adapt of Web services to 
the context, and also gain benefit from the advantages of Web 
services. These platforms deal with "simple" adaptation to 

functional and technical exchange purpose it is by no means 
clustering adaptation to ambient context year. These systems 
must be used in different contexts depending on the 
environment of the user profile and the terminal to use. One of 
the major problems of such systems relates to the context 
adaptation. It is important that applications adapt to their 
surroundings [23]. The adaptation software can take many 
forms, and we refer to system adaptable when a user can 
interact with the system and, through them, modify and 
customize. An adaptive system identifies a situation and adapts. 
Activation of this system changes can be caused by human 
intervention or a number of observations. 

The main goal of context execution is to allow the 
application to manage the external situations that affect its 
quality of service seen by the user. Thus, the application must 
be adaptable to disappearances and appearances of devices on 
the network, for example, or all sorts of technical failures, 
malicious or unusual expense. Our goal is to study the 
adaptability with a presentation of platforms to adapt their 
operating principles, and trying to improve the SOA to 
empower the Web services to be self adaptive to the contexts. 
In our paper we propose an approach for self adaptation of 
SOA to the context. 

The rest of this paper is organized as follows: In Section 2, 
we review previous research on adaptability of Web services as 
well as other related issues. Section 3 proposes the needs of self 
adaptability of SOA to the context. In section 4 we present our 
approach for self adaptability of SOA to the context and 
illustrated our work by feasibility and a case study. Finally, we 
summarize our work and discuss future research in Section 5. 

II.  RELATED WORKS 

Based on aspects, AspectWerkz [12], supporting weaving at 
loading, offers various means of expression of cut points. It 
offers different methods to specialize or customize the 
middleware according to the code on the works. Furthermore, it 
supports different various methods of expression (XML and 
Java). DynamicTAO [8] have a particularity that can represent 
different aspects of the ORB [2] in the form of strategy design 
pattern. The system configuration is offer via a file (specifies 
the different strategies applied by the ORB before launching 
the system). Based on our work, we conclude that this platform 
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suffers like all conventional middleware for the inability to 
reconfigure the ORB during execution time. DynamicTAO, 
address aspects such as: competition, safety and supervision, 
and can provide a set of interfaces allowing users to 
reconfigure its structure. 

Each WS has an Interface Definition Language, namely 
WSDL (Web Service Description Language) [31], that is 
responsible for the message payload, itself described with the 
equally famous protocol SOAP (Object Access Protocol) [32], 
while data structures are explained by XML (eXtended Markup 
Language) [33]. Very often, WS are stored in UDDI (Universal 
Description Discovery and Integration) [34] registry. Based on 
aspects and Web services, Charfi and al. approach [1] propose 
a framework that provides support for middleware BPEL 
(Business Process Execution Language) [37] engines. The 
authors apply the concepts of deployment descriptor and 
container for the Web service composition. Ferraz Tomaz and 
al. approach [24] proposed a tool for weaving aspects for a 
simple adaptability of the Web services, implementing aspects 
of the services as loosely coupled, where aspects are woven 
dynamically. In this approach, aspects are themselves Web 
services, thus they are independent of languages and platforms. 
This approach provides a mechanism, based on the AOP for 
Web services, to dynamically adapt to different policies of use. 
This approach has two major limitations related to its 
architecture and its implementation. These limitations are: the 
dependence of the runtime architecture of Web services and 
dependence on aspects of language.  

Mehdi Ben Hmida approach [18] extended the solution 
proposed by [24] to specify BPEL processes adaptable, that is 
to say, the adaptability of complex services. This specification 
allows the generation of customers that adapt to dynamic 
changes on the server side. Changes made to the service can 
lead to further exchanges of information between client and 
server that were not initially planned during implementation of 
the client application. These new interactions normally cause 
runtime errors of the customer. This approach is based on 
process algebras to dynamically generate customers. Process 
algebras manage the interactions between a BPEL process and 
its customers, this by specifying formally the interaction 
protocol (abstract BPEL) and automatically generating a client 
who is successfully communicating with the service. This 
approach overcomes the limitations in the dynamic 
modification of a process that can lead to a change in the 
pattern of interaction with the client and will fit the client and 
server parts. Hence the need to extend the semantic aspects and 
Web services, which resulted in the ASW (Aspect Service 
Weaver). Aspects are themselves loosely coupled Web 
services, they are independent of languages and platforms, but, 
this approach has limitations. Adaptation to context is not taken 
into account, that is to say, if an event occurred during a search 
on a Web service, this approach does not take into account this 
event. 

In the other approaches we find those based on context 
adaptation. The ambient computing encourages the 
proliferation of associated devices. A key aspect of the ambient 
computing is its invisibility. Users perceive the features but do 
not see the devices that provide these features. Adaptability and 
evolution of software in these devices becomes an asset to their 

condition of use. From studies by [4] we can summarize the 
descriptions of the following platforms. Aura [5] is a context-
sensitive middleware that enables the design of mobile 
applications. Aura's goal is to provide each user with a set of 
implicit processing services and information. ExORB [21] 
demonstrates the ability of a middleware to support its 
configurability, the possibility of putting it-to-day 
improvement. ExORB examine in particular middleware for 
mobile phones. Such devices require a middleware on which it 
is possible to configure new software, to improve the software 
already built without manual intervention by the end user. 
ExORB purposed of contributing to the construction of 
middleware services for strengthening the main features of 
configurability, the ability to update and improvement. DoAmI 
(Domain-Specific Ambient Intelligence) [17] deals with the 
dynamic aggregation of distributed services. Its offers an 
architectural model that relies on a service-oriented middleware 
for integration and activation of services at runtime. 

CORTEX (Co-operating Real-time sentient objects: 
architecture and Experimental Evaluation) [9] aims to build a 
middleware component-based applications to accommodate 
influenced by the external environment, particularly in the 
transportation field. CORTEX needs and capabilities of local 
services for local decision making. The system participates in a 
cooperative global system. Thus, it has a system for collecting 
real-time environment. In addition, local systems can be 
equipped with additional features such as consideration of 
traffic lights or a mechanism to allow pedestrians (presence 
sensor, obstacle avoidance). CORTEX defines objects aware. 
They are moving objects that behave independently and are 
responsible for interactions with the physical environment. 
These behaviors are based on sensor inputs and the internal 
state of each object. To address the problems of coordination, 
control, adaptability and scalability, CORTEX provides a first 
programming paradigm using objects aware. The discovery 
mechanism is not well detailed by the authors and does not 
measure the scalability of the architecture. In addition, it lacks 
the tools to do a self adaptation. 

WComp [14][15][16] represent the implementation of 
experimental models presented in the work of RAINBOW 
(research team of the I3S laboratory, hosted by University of 
Nice - Sophia Antipolis). This is a platform for lightweight 
components for service composition SLCA (Service 
Lightweight Component Architecture) which enables the 
design of ambient computing applications by assembling 
software components, orchestrating access to services through 
infrastructure devices from ambient. WComp supports 
protocols such as UPnP (Universal Plug and Play) [38] and 
Web services, allowing components through the proxy to 
interact with them. WComp is a prototyping “development” 
environment for context-aware applications. The WComp 
Architecture is organized around Containers and Designers 
paradigms. The purpose of the Containers is to take into 
account system services required by Components of an 
assembly during runtime: instantiation, destruction of software 
Components and Connectors. The purpose of the Designers 
allows configuring assemblies of through Containers. To 
promote adaptation to context WComp uses Aspect [30] 
Assembly paradigm. Aspect Assemblies can either be selected 
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by a user or fired by a context adaptation process. It uses a 
weaver that allows adding and or suppressing components. A 
container includes a set of (Beans) components and each bean 
has properties, input methods that use received input 
information, and output Methods to send to another bean, for 
instance, output information. Aspect Assemblies allow defining 
links between Beans by using input and output information. 
WComp uses UPnP (Plug and Play) technology to detect 
locally whether the device is active or not and to define input 
methods and sent events for each component. With this 
architecture WComp allows: i) managing devices heterogeneity 
and dynamic discovering by using UPnP, ii) events driven 
interactions with devices, iii) managing dynamic devices 
connection and disconnection (dynamic re configuration on run 
time) in infrastructure. 

III.  ADAPTABILITY OF SOA TO THE CONTEXT AND NEEDS 

OF SELF ADAPTABILITY 

A.  Adaptability of SOA to the context 

The SOA offer great flexibility that is a great ability to 
functional and technical changes. Moreover, this type of 
architecture is most often used as Web services support, which 
provide the flexibility and interoperability expected, that is the 
ability to communicate between heterogeneous systems. When 
the SOA is based on Web services, is referred to as WSOA for 
(Web Services Oriented Architecture). The application in such 
information systems that incorporate SOA need to 
communicate across the exchange software (middleware or 
platforms). These middleware are the source of our work. It is 
on them that will think the same expectations in terms of 
flexibility, interoperability and adaptability. 

The adaptability of a system [13] is the software 
mechanisms that achieve system changes. It is these 
mechanisms that modify the behavior of the system while 
preserving the properties of the system. The self-adaptability 
means the power to dynamically modify the behavior of a 
system in response to internal and external events. If the user 
has the possibility to adapt the interaction of these preferences, 
the interface is said to be configurable and adaptable. If the 
system is able to adapt his behavior to the needs (capabilities 
and preferences of the current user) during the interaction, with 
its capacities of perception and interpretation of the interaction 
and its context, the interface is called adaptive. The adaptivity 
of a system is how the system adapts. It consists of strategies to 
trigger changes in the system based on incentives. 

The main goal of context [36] execution is to allow the 
application to manage the external situations that affect its 
quality of service seen by the user. Therefore, the application 
must be adaptable to disappearances and appearances of 
devices on the network, for example, or all sorts of technical 
failures, malicious or unusual expense. The context is not 
directly involved in the application, but it sets the execution 
environment of the application that is a subset of the software 
infrastructure. It is in fact available resources of the system at a 
given [26]. 

B.  Needs of self adaptability 

The adaptation of service-oriented architectures is at the 
heart of building new applications. 

A self-adaptable architecture is that it takes into account the 
business logic and HMI (Human Machine Interface). A 
workflow engine allows you to run a process defined elsewhere 
in the tool design process that accompanies it. This execution is 
sequential and is completely unconditional, conditional and is 
based on a set of rules defining the conditions of connection. 

The workflow tools allow the definition of rules more or 
less sophisticated but still generally quite simple and few: 
Boolean operators, data fields of the process values entered by 
operators, properties of any documents involved in the process, 
etc… 

The workflow engine can then connect to the rules engine 
to "know" what option to take during the course of a process. 
The rules engine also allows users to expose simple interfaces 
for generating these rules. 

Following the research and the state of the art described 
above, lead us to determine the list of needs: 

• An SOA for its flexibility, interoperability with Web 
services. 

• Use of aspects for adaptation to changes that do not 
provide Web services. 

• The use of such powerful concepts: reflexivity and / or 
MOP (Meta Object Protocol) [25] to gain flexibility and 
performance, or dynamic reconfiguration. 

• Adaptation to the prevailing situation with 
mechanisms and platforms to capture the events and process 
them in real time, or in a near real time, by invoking the right 
service. 

• Consideration of transverse functions such as security, 
log management, etc... 

• Consideration of management rules intrinsically. 

• The management of processes and data. 

• Interoperable intelligent connectors that can be 
applied to the platform regardless of its technology. 

IV.  SELF-ADAPTABILITY OF SOA TO THE CONTEXT 

BASED ON WORKFLOW 

In this section we present the functional and technical 
architecture of our new approach for the self adaptability to the 
context of SOA based on the needs that we have already cited. 

A.  Functional architecture WSOA with WWF 

Fig. 1 shows our needs in terms of self adaptability of 
service oriented architecture to the context. We present in the 
following the functionality provided by our system:  

• Decentralized and reconfiguration: our architecture is 
based on objects or components to make the dynamic 
reconfiguration of components using more advanced 
mechanisms. It qualifies the distribution of applications across 
multiple servers and not the increase in service levels. is a 
distributed architecture whose purpose is to deliver services to 
their audience and they will be accessible from any types of 
clients. 



(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 3, No. 12, 2012 

4 | P a g e  

www.ijacsa.thesai.org 

• Event and communication management: The events 
sent by the external environment are adapted to the context. 
This architecture must include an inference engine, which 
specifies the behavior of applications in a given context and 
uses the execution model events-conditions-actions. 
Management communication, use the mechanism based on 
events that are created dynamically during system operation. 
The analysis of the communication is based on modeling the 
communication events in composite services for ambient 
spaces. 

• Weaving and generation: Weaving is the process that 
takes as input a set of aspects and a base application, and 
outputs an application whose behavior and structure are 
extended by aspects. Generating code corresponding to the 
component assembly, manipulation of the graphical 
representation of the application, generation of the executable 
code corresponding to the application. The weaving can Occur 
at compile time (Modifying the compiler), load time 
(Modifying the class loader) or runtime (Modifying the 
interpreter). 

• Work flow and rules management: The workflow 
engine can then connect to the rules engine to "know" what 
option to take during the course of a process. The rules engine 
also allows users to expose simple interfaces for generating 
these rules. 

• Composition and flow orchestration: enables the 
design of ambient computing applications by assembling 
software components and orchestration of access to services by 
devices from the ambient infrastructure. 

• Security and administration: Offered by this system in 
treating the business logic from the workflow and rules. 

• Discovery: Contextual resource discovery is the use of 
context data to discover other resources within the same 
context. 

• Invocation ambient and distant services: The 
invocation of distant and ambient services is also permitted by 
this architecture using technologies dedicated to each type of 
invocation. 

B.  Technical architecture WSOA with WWF 

This architecture (Fig. 2) allows the structuring of technical 
capabilities and infrastructure in our new approach to SOA. 

In this architecture, we present the different functionality by 
connectors well integrated within our system. What is specific 
in our approach, we propose to integrate connectors rules 
Engine that communicates with a workflow engine in our 
framework. In this rules engine we need to define the rules that 
manage the data flow to finally produce events providing 
services to the customer. The data management shall be 
provided from a component that specifies the service to send it 
to another component by assembling them that allows the 
management process, event management and orchestration 
services. Web services are invoked by remote proxy with their 
specific WSDL URL, as well as ambient services using 
specific technologies such as UPnP. 

 

Figure 1.  Functional Architecture.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.  Technical Architecture. 

C. Feasibility 

In our research [26] [27] [28] we studied some platforms 
and in particular WComp and CORTEX, whose our main goal 
is to propose a self-adaptive SOA to the context. These studies 
have led to several implementations and case studies in 
different fields, such as, e-learning, smart house, RFID, etc... 
Result of these studies, we presented in our work [7] a proposal 
to an self-adaptable SOA when we've built a rules engine 
within WComp which can offer management rules that deal 
with business logic. Business logic can help in the development 
and optimization of these assemblies separating the events 
produced by the components defined in a WComp application. 

Under WComp we have integrated a rule engine that can 
provide management rules that deal with business logic.  
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The rules engine can communicate with a workflow engine, 
which helps optimize and evolution of these assemblies 
separating the events produced by the components defined in 
an application WComp.WWF (Windows Workflow 
Foundation) [40][41] is a framework that allows users to create 
flow systems or user applications written for Windows Vista, 
Windows XP and Windows Server 2003 family. WWF can 
solve simple scenarios such as displaying user interface 
controls based on user input or complex scenarios encountered 
by large companies, such as order processing and inventory 
control. WWF treat the flux activation in business applications, 
the flow of pages the user interface, the flow of paper, user 
flows, mixed flows for applications based on services, and 
flow-driven rules business. 

Our solution represented in Fig. 3 is based on the WWF 
under .Net that can solve simple scenarios such as displaying 
user interface controls based on user input or complex 
scenarios encountered by large enterprises. This integration 
solves simple scenarios such as displaying user interface 
controls based on user input or complex scenarios encountered 
by large enterprises. 

In this architecture, except for the different needs initially 
used by WComp (service invocation ambient and remote data 
orchestration ...) describe above in the related word section, we 
integrated connectors rules engine that communicates with a 
workflow engine in framework .Net. In this rules engine we 
need to define the rules that manage the data flow to finally 
produce events providing services to the customer. The 
information shall be provided from a component that specifies 
the service to send it to another component by assembling them 
in a container through the language of Aspect of Assembly. 

 

Figure 3.  Technical Architecture WComp integrating workflow. 

D. Case Study 

1) Description 
We chose to take a sample case study of authentication. 

This authentication is supposed to capture with a RFID sensor 
using UPnP technology in WComp. This authentication can, 
thereafter, to monitor such access to a well determined. In our 
case, and to simulate this case study, we created a man-
machine interface that captures a user authentication; this 
authentication is then verified based on business rules defined 
in XML, to finally show a message validation or invalidation of 
the value set as authentication. 

2) Implementation 

In a first step, we built the container WComp under 
sharpdevelop1.0.2a [39]. This container contains all 
components necessary to make the bean test authentication 
with an assembly between them. In a second step, we imported 
the container WComp sharpdevelop3.2 under a project to 
integrate the flows and rules. We chose to show the code (Fig. 
4) of the rule that deals with the flow and data entered by the 
user. This code is in XML form. 

 In this block we defined as an example the rule that gives 
the exact value of authenticating a user. As shown in line 19, 
the exact value is “Felhi”. This value is normally detected by 
RFID and simulated in this example by entering a “TexField”, 
and for example displayed on a screen that is simulated by a 
“label”. 

 

Figure 4.  Setting value. 

V. CONCLUSIONS 

In this paper we presented our new approach for a self-
adaptability of service-oriented architectures to the context 
based on workflow by presenting the functional and technical 
architecture. In our solution we have given different features in 
terms of the needs of self-adaptability offered by the 
integration of workflow, which allows the management rules 
and a kind of security and administration of Web services. This 
solution which can offer management rules that deal with 
business logic. Business logic can help in the development and 
optimization of these assemblies separating the events 
produced by the components of Web services. 

We have shown the feasibility of this approach by making 
use WComp platform and we integrated WWF workflow and 
we tested this integration through a case study. 

This solution is a first step towards our problem of defining 
a service-oriented middleware self-adaptable to the context. We 
want in our future work added other connectors generic for the 
more needs of self adaptability. 
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Abstract—Monte Carlo Ray Tracing: MCRT based sensitivity 

analysis of the geophysical parameters (the atmosphere and the 

ocean) on Top of the Atmosphere: TOA radiance in visible to 
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particles and molecules in the atmosphere is major contribution 

followed by water vapor and ozone while scattering due to 

suspended solid is dominant contribution for the ocean 
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I. INTRODUCTION  

It is not easy to solve Radiative Transfer Equation: RTE 
when the RTE includes radiative transfer in the ocean. There 
are some widely used RTE software codes, 6S, MODTRAN, 
and the others. These RTE models do not take into account the 
radiative transfer in the ocean; there are some RTE models for 
the RTE models for the ocean, though. RTE model proposed 
here is based on Monte Carlo Ray Tracing: MCRT model [1]. 
Therefore, it is assumed any materials, particles, molecules, 
and the others in the ocean.  

Considerable geophysical parameters of the atmosphere and 
the ocean are assumed for investigation of sensitivity of the 
geophysical parameters on the Top of the Atmosphere: TOA 
radiance. The following section describes the proposed method 
for sensitivity analysis including MCRT simulation model. 
Preliminary simulation results are described together with the 
simulation results for sensitivity analysis followed by 
conclusion with some discussions. 

II. PROPOSED METHOD 

A. Monte Carlo Ray Tracing Simulation Model 

Illustrative view of the proposed MCRT simulation model 
is shown in Figure 1. Photon from the sun is input from the top 
of the atmosphere (the top of the simulation cell). Travel length 
of the photon is calculated with optical depth of the 
atmospheric molecule and that of aerosol.  

There are two components in the atmosphere; molecule and 
aerosol particles while three are also two components, water 

and particles; suspended solid and phytoplankton in the ocean. 
When the photon meets molecule or aerosol (the meeting 
probability with molecule and aerosol depends on their optical 
depth), then the photon scattered in accordance with scattering 
properties of molecule and aerosol [2]. 

 

Figure 1. Proposed MCRT simulation model 

For simplifying the calculations of the atmospheric 
influences, it is assumed that the atmosphere containing only 
molecules and aerosols. Thus the travel length of the photon at 
once, L is expressed with equation (1). 

L=L0 RND(i)     (1) 

L0=Zmax/τ     (2) 

where Zmax, τ, RND(i) are maximum length, altitude of the 
atmosphere, optical depth, and i-th random number, 
respectively. In this equation, τ is optical depth of molecule or 
aerosol. The photon meets molecule when the random number 
is greater than τ.  

Meanwhile, if the random number is less than τ, then the 
photon meats aerosol. The photon is scattered at the molecule 
or aerosol to the direction which is determined with the phase 
function and with the rest of the travel length of the photon. 
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Reflection, transpiration, and refraction of the photon at the 
sea surface are followed by Fresnell law [3] and Snell law [3] 
as shown in Figure 2.  

In three dimensional simulation cells, photon direction has 
to be changed when the photon meets aerosol particle, 
molecule, ocean surface, suspended solid, phytoplankton, and 
so on in accordance with the rotation matrix shown in equation 
(3) and in Figure 3. In accordance with the number which put 
at the top left corner, the direction is changed. 

 

Figure 2. Two dimensional expression of reflection, transpiration, and 

refraction of the photon at the sea surface 

(3) 
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Figure 3. Process flow for photon direction changes when the photon in concern meets aerosol particle, molecule, ocean surface, suspended solid, phytoplankton, 

and so on 

Where phi denote azimuth and psi denote elevation angles. 
In Figure 3, particle is situated in the center (origin of the three 
dimensional coordinate system). The phone comes from the 
bottom and meets with the particle in concern. The scattering 
angle is expressed as a function of sp.theta and sp.phi is the 
incident vector is (0,0,1) while the true incident angle is a 
function of iT.theta and iT.phi in this figure. Then rotation 
matrix is reduced as shown in equation (3). This process flow is 
same for reflection, refraction, and scattering. 

The scattering property is called as phase function. In the 
visible to near infrared wavelength region, the scattering by 
molecule is followed by Rayleigh scattering law [3] while that 
by aerosol is followed by Mie scattering law [3]. Example of 
phase function of Mie scattering is shown in Figure 4 (a) while 
that of Rayleigh scattering is shown in Figure 4 (b). In the 
figure, scattering angle is defined as the angle between 
incidence and reflected angle from the particle. These phase 
functions can be calculated with Mie Code in the MODerate 
resolution atmospheric TRANsmission; MODTRAN

1
. 

B. Top of the Atmosphere: TOA Radiance Calculation 

If the photon reaches on the wall of the simulation cell, the 
photon disappears at the wall and it appears from the 
corresponding position on the opposite side wall. Then it 
travels with the rest of travel length. Eventually, the photons 
which are reached at the top of the atmosphere are gathered 
with the Instantaneous Field of View: IFOV of the Visible to 
Near Infrared Radiometer: VNIR onboard satellite. At sensor 

                                                           
1
 http://modtran.org/ 

radiance, I
+
 with direction and IFOV of μ, μ0 can be calculated 

with equation (4)  

I
+
(μ, μ0)=I N

+
(μ, μ0)/Ntotal         (4) 

where N
+
 is the number of photons which are gathered by 

VNIR, Ntotal denotes the number of photons input to the 
simulation cell. Also I denotes extraterrestrial irradiance at the 
top of the atmosphere.  

 
(a)Mie scattering 
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(b)Rayleigh scattering 

Figure 4. Phase functions for Mie and Rayleigh scattering 

III. EXPERIEMNTS 

A. Preliminary Simulations 

Preliminary simulation results are shown in Figure 5. 

 

(a)TOA radiance 

 

(b)Water leaving radiance 

Figure 5. Examples of the preliminary simulation 

In the preliminary simulation study, TOA radiance and 
water leaving radiance is calculated when the number of 
photons is changed from 1 to 50 million. The size of simulation 
cell is defined as 50km by 50km by 50km for the atmosphere 
while that is set as 50km by 50km by 500m (in depth) for the 
ocean. Wavelength is set at 500nm while the solar azimuth and 
zenith angles are set at 90 and 30 degrees. All the parameters 
required for the simulation are set as follows, 

Optical depth of suspended solid: 0.03 

Molecule optical depth: 0.25 

Aerosol optical depth: 0.3 

Single scattering albedo of suspended solid: 0.3 

Single scattering albedo of molecule in the ocean: 0.15 

As the results, it is found that water leaving radiance is 
almost twice much greater than that of TOA radiance. Also 
TOA radiance includes pass-radiance (the photons are scattered 
in the atmosphere and then come out from the top of the 
atmosphere without reaching the ocean surface). Therefore, 
less than 1/10 of small number of photons are come out from 
the top of the atmosphere from the ocean surface in comparison 
to the photons which are come out from the atmosphere from 
the atmosphere. Both TOA and water leaving radiance are 
saturated at the number of photons is around 30 million. 
Therefore, the number of photons is set at 30 million for the 
detailed simulation study on sensitivity analysis. 

B. Sensitivity Analysis 

Radiance_S and Radiance_T denote water leaving radiance 
and TOA radiance excluding the contribution due to scattering 
component in the atmosphere. Meanwhile TOA radiance 
includes all the contributions from the atmosphere and the 
ocean. Figure 6 (a) shows these radiances as a function of solar 
zenith angle. Default parameters for this simulation is as 
follows, 

Optical depth of suspended solid: 0.015 

Molecule optical depth: 0.15 

Aerosol optical depth: 0.2 

Single scattering albedo of suspended solid: 0.6 

Single scattering albedo of molecule in the ocean: 0.3 

All the parameters are set as default except optical depth of 
suspended solid. Then the simulation result of TOA radiance, 
water leaving radiance and TOA radiance excluding scattering 
component in the atmosphere as a function of optical depth of 
suspended solid is obtained and is shown in Figure 6 (b). 
Meanwhile, those radiances as functions of oceanic molecule 
optical depth, atmospheric molecule optical depth, aerosol 
optical depth, single scattering albedo of suspended solid, and 
single scattering albedo of molecule in the ocean are shown in 
Figure 6 (c), (d), (e), (f), and (g), respectively. From these 
figures, it is found that TOA radiance is not so sensitive to the 
suspended solid optical depth, oceanic molecule optical depth, 
atmospheric molecule optical depth, aerosol optical depth, 
single scattering albedo of suspended solid and is sensitive to 
single scattering albedo of molecule in the ocean comparatively.  
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(a)As a function of solar zenith angle 

 

(b)As a function of optical depth of suspended solid 

 

(c)As a function of oceanic molecule (sea water) optical depth 

 

(d)As a function of atmospheric molecule optical depth 

 

(e)As a function of aerosol optical depth 

 

(f)As a function of single scattering albedo of suspended solid 
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(g)As a function of single scattering albedo of molecule in the ocean (sea 
water) 

Figure 6. TOA radiance, water leaving radiance and TOA radiance 

excluding the contribution due to scattering in the atmosphere 

TOA radiance changes are summarized in Table 1. TOA 
radiance changes for suspended solid optical depth is greatest 
followed by sea water optical depth, single scattering albedo of 
suspended solid, atmospheric molecule optical depth, aerosol 
optical depth, and single scattering albedo of sea water.  

TABLE I.  TOA RADIANCE CHANGES 

Contribution TOA_radiance_changes 

Oceanic_molecule_optical_depth 0.02813 

Suspended_solid_optical_depth 0.1994 

Atmospheric_molecule_optical_depth 0.006545 

Aerosol_optical_depth 0.003067 

Oceanic_molecule_single_scattering_albedo 0.000761 

Suspended_solid_single_scattering_albedo 0.009676 

C. Bi-directional Reflectance Distribution Function: BRDF  

Bi-directional Reflectance Distribution Function: BRDF is 
estimated with the same default parameters. Solar zenith angle 
is set at 90 degree. Figure 7 shows the estimated ocean surface 
reflectance as a function of observation zenith angle. There is 
sun glint at around 80 degree of observation zenith angle 
because the solar zenith angle is 90 degree. 

IV. CONCLUSION 

Monte Carlo Ray Tracing: MCRT based sensitivity analysis 
of the geophysical parameters (the atmosphere and the ocean) 
on Top of the Atmosphere: TOA radiance in visible to near 
infrared wavelength regions is conducted. As the results, it is 
confirmed that the influence due to the atmosphere is greater 
than that of the ocean. Scattering and absorption due to aerosol 
particles and molecules in the atmosphere is major contribution 
followed by water vapor and ozone while scattering due to 
suspended solid is dominant contribution for the ocean 

parameters.   

It is also found that the sensitivity on TOA radiance for 
suspended solid optical depth is greatest followed by sea water 
optical depth, single scattering albedo of suspended solid, 
atmospheric molecule optical depth, aerosol optical depth, and 
single scattering albedo of sea water.  

 

Figure 7. Estimated ocean surface reflectance as a function of observation 

zenith angle 
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Abstract— The aim of this paper is to make an analysis and a 

comparative study of the demographic ageing process in the 

former communist countries which are currently EU member 

states. Taking into account the complexity of the phenomenon, 

the study approaches only a part of the indices involved in this 

process. According to the structure of the population on groups 

of ages and sexes, the population pyramid is built and in this 

context we carried out various analyses and comparisons among 

countries. Further we approach determining demographic 

factors for the ageing process of the population, as for example 

the evolution of the young population, the mortality rate and the 

life expectancy and the changes in the population structure are 

pointed out with the help of the demographic dependency rate. 

There have been made a series of statistical correlations and 

predictions which allowed for a more concrete explanation of the 

evolution of the demographic ageing phenomenon. 

Keywords- component; statistical analysis; demographic analyse; 

statistical correlation. 

I.  INTRODUCTION  

Demography is considered a social science, with a unitary 
character, its main objective being the study of population and 
demographic phenomena. Its basis was set by John Graunt 
(1620-1674) and it can be defined as the science which studies 
the population dynamics which comprises the size, structure 
and demographic age phenomenon as well as its implications. 

In the last two decades, the demographic ageing process 
has increased on a global level which represents an important 
growth of the aged population segment of the total number of 
population employed in the socio-economic field. The 
phenomenon is also found in the EU member states, with 
special features due to the socio-cultural and economic 
systems [1]. 

The population aging combined with the decrease of the 
birth rate is one of the major problems from an economic, 
budgetary and social point of view. Some EU countries are 
developing some programs to fight against this phenomenon 
especially through reforms of the retirement, health and social 
care systems. 

Due to the lack of such institutional changes and of 
adequate policies this ageing process will have a strong impact 
on the economic growth leading to the growth of the public 

expenses but also of the ones from the infrastructure, 
education etc. 

The debates from the European Council have led to the 
conclusion that there is a need to manage the effect of the 
population aging on the economies of the EU countries. 
Therefore, the Hampton Court Summit from October 2008, the 
renewed Lisbon Strategy, the new EU development strategy 
have set the need for a long term coordination of the actions 
between the member countries in what the retirement, health 
and care systems are concerned as well as a strategy for the 
increase of the young population and of the public finances in 
the context of the Stability and Growth Pact [8]. These debates 
have shown a margin of manoeuvre of almost 10 years when 
the labour force continues to grow, and this fact will allow the 
accomplishment of some specific reforms for an aging society. 

This paper seeks to identify, analyse and predict the 
evolutions of the phenomenon in the former communist 
countries, now EU member states. It has been conducted a 
comparative study of the indices involved and the 
consequences of this process have also been presented. For the 
statistical data processing we used analysis and data 
processing software as well as MINITAB and SPSS.  

II. STATISTICAL DEMOGRAPHIC IMPLIED MODELS 

A. Study on population. Descriptive notions. 

For the analysis of the aging process the definition of some 
concepts is needed and also their calculation methodology.   

For the concept number of population we distinguish two 
categories: the number of registered population and the 
calculated number of population. 

Definition 1 [ 11] 
a) the registered number of population is the number 

determined after the population survey representing the 
physical number of population at the moment of registration. 
With the help of this number one can determine the density of 
population as well as the indices for the average rhythm of 
growth of the population; 

b) the calculated number of population is its number 
determined with the help go various calculation methods for a 
date or a given period, for which there are no information;  



(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 3, No. 12, 2012 

14 | P a g e  

www.ijacsa.thesai.org 

From the point of view of the dynamic or time series, the 
number of population might be an indicator for the moment 
(the number of population on the date of the survey or at 
another moment), but also interval indicator (the average 
number of population in a certain period), for most of the 
descriptive statistical data which require the use of the number 
of population as an interval indicator. The calculation formula 
for the population number is the following:   

P1 = P0 + (N(0,1) – M(0,1)) + (I(0,1) – E(0,1)) = 

    P0 + Δsn + Δsm             (1) 
where  

P0 şi P1 – population number at two different dates;   

N(0,1) – the number of living new born babies in the 0,1 

interval; 

M(0,1) – the number of deceased in the 0,1 interval; 

I(0,1) – the number of immigrants in that population in the 0,1 

interval;   

E(0,1) – the number of emigrants in that population in the 0,1 

interval;   

Δsn – the natural growth determined as a difference N(0,1) – 

M(0,1); 

Δsm – the migrating growth determined as a difference I(0,1) 

– E(0,1). 

The two basic demographic characteristics in the analysis 
of the population structure are the sex and the age. The 
population structure represents a statistical distribution of a 
population according to the qualitative characteristic sex in 
two sub-populations: masculine and feminine. The population 
structure according to age represents a statistical distribution 
of a population according to the quantitative characteristic 
age. Usually, for the demographic calculations, population is 
distributed on the following intervals: 0-4; 5-9; 10-14; …; 95-
99; +100.  

The most important tool for the analysis of the structure 
according to age is represented by the so called population 
pyramid, used in the study of the process of demographic 
aging of the population. The pyramid designates a special 
graphical representation of the population distribution 
according to age, consisting of two charts, one for the 
masculine and the other for the feminine population. On the 
vertical we can see the age of the population, from 0 years old 
(the pyramid base) to 100 years old (its top), in the left there is 
the masculine population and in the right the feminine one. 

As a consequence of the population decrease due to 
ageing, the chart becomes a triangle, thus explaining the name 
of population pyramid. 

B. Population ageing 

The demographic ageing of the population represents a 
demographic process which relies in the growth of the old 
population combined with the decrease in the young 
population; usually the proportion of the adult population 
remains unchanged for a long time. 

The determining factors of the ageing process are the 
decrease of the birth rate and the mortality.  

In this context, it has to be mentioned the fact that the 
demographic ageing of the population due to the decrease in 
the birth rate is also known under the name of ageing at the 
bottom of the pyramid, and the one resulted from the decrease 
of mortality and consequently to the growth of the average life 
expectancy is called ageing on the top of the pyramid.   

In order to study the demographic ageing process, 
according to the International Labour Organization(ILO) and 
EUROSTAT standard, the population is divided into three 
groups: 0-14 years old (young population); 15-64 years old 
(adult population or, in some references, named people of 
working age); 65+ years old (old population). The share in 
percentage is calculated according to the formulae:   

Pt = (P0-14/Nt) •100             (2) 

 

 Pv = (P65+/Nt) •100             (3) 
where 

Pt – percentage share of the young population;  

Pv – percentage share of the old population; 

Nt – total number of population 

P0-14 – total number of population with ages between 0-14 

years old,  
It is thought that a population where the 65 years old 

groups and over has less than 7% of the total cannot be 
regarded as young from a demographic point of view.  Under 
the circumstances when the share of the elder people 
fluctuates between 7-12%, that population is in a full 
demographic ageing process, and when it exceeds 12%, we 
are talking about a demographic aged population.   

Due to the fact that the structure according to ages is 
directly involved in setting the productive potential of the 
society, it is recommended to set a dependency ratio, which 
measures the pressure exerted by the population from the 
inactive age groups on the adult population. This ration 
expresses the number of young and old people from a 
population below and over the limit of the working age which 
goes to 100 people which are able to work, belonging to that 
population. 

The dependency ratio is determined according to the 
relation: 

 Rd = [(P0-14 + P65+)/P15-64]•100                         (4) 

The demographic dependency ratio is sometimes divided 
into the old age dependency ratio (the ration between the 65 
years old population and the population between 15-64 years 
old), written down as Rdv and the young age dependency ratio 
(the ration between the population below 15 years old and the 
population between 15-64 years old), written down as Rdc.  

 Rdv = P65+/P15-64•100                                          (5) 

 Rdc = P0-14/P15-64•100                                         (6) 

The structure of the population of the countries might be 
different according to the fertility, mortality and migration 
models, from the past and present, which are characteristic for 
each country, thus distinguishing four general profiles of the 
population structure, Fig. 1. 
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Figure 1. Types of people pyramids 

 

Type 1, also called circumflex pyramid is specific for a 
young population from a demographic point of view, with a 
high birth rate and mortality.  

Type 2, also called rick is characteristic for the countries 
where the ageing process is not advanced and the fertility is 
relatively high.  

Type 3, the urn pyramid, represents a population with high 
demographic ageing symptoms, as a consequence of the 
significant decrease of fertility, leading to the de-population 
process.   

Type 4, the clubs pyramid is characteristic for a population 
which is getting younger, after a demographic ageing process.  

The general mortality rate (RGM) [2,10].  It is 
calculated as a ratio between the number of deceases in a 
period (usually year) and the average number of population 
from that year. The formula is:  

RGM = (D/P)•1000                                                  (7) 

where 

D – amount of deceases; 

P – average number of population;  

RGM expresses the number of deceases for 1.000 
inhabitants in a random population, in a year.   

The mortality rate on ages (RMV). It is calculated as a 
ratio between the number of deceases at a certain age (age 
group), in a given period of time (usually a year) and the total 
number of population of that age (age group). The formula is:   

 

RMV= (Dv/Pv)•1.000                                              (8) 

where 

Dv –the number of deceases for the young population (age 

group) v; 

Pv – the number of old population of x years old or from the v 

age group;   
Mortality rate on sexes (RDM, RDF). It is calculated by 

reporting the number of deceases registered for the male and 
female persons, in a given period of time, to the number of 
persons belonging to that sex.  

RDM = (Dm/Pm) • 1.000 or RDF= (Df/Pf) • 1.000               (9) 

where 

Pf, Pm – the number of women and men; 

Dm, Df – the number of deceases registered around men, 

women;   

C. Statistical models 

The causality ratios among different demographic indices 
can be quantified and analysed with the help of correlation [7]. 

The obtained information offers the possibility of knowing the 
following aspects:  

 The existence of the causality ratios among 

phenomena ;   

 The contribution of each factor to the global 

variability of the effect phenomena;  

 The intensity of the causes connections between the 

socio-economic phenomena and processes;   

 The evolving tendencies of the correlation among 

phenomena.   
In analyzing the correlation we take into account two main 

aspects: 

- regression – which helps to determine the contribution of 
the determining factors to the variability of the effect 
phenomena by using and interpreting the regression 
coefficients of the different statistical-mathematical functions;   

- the intensity of correlation – synthesised with the help 
of the correlation coefficients.     

For the simple correlation, the first aspect can be pointed 
out with the help of the following functions: linear – for the 
causal-linear connections; higher parabolic, hyperbolic, 
exponential, logarithmic, semi-logarithmic, logistic, etc- for 
non-linear causal connections.   The simple correlation can be 
linear and non-linear according to the form of the tendencies 
of causal connections.  

The linear regression analysis uses the linear function with 
the following formula:   

bXaYx                                                          (10) 

where 

xY - empirical values; 

a- values of the resulting variable Y determined outside the 
influence of the factorial variable X; 

b- regression coefficient which synthesises the growth or 
the decrease of the Y variable corresponding to a growth or a 
decrease of the X variable which is equal to the unit; 

X – values x1, x2, ...    xn of the factorial variable X. 
In practice, in order to determine the contribution of some 

of the influential factors (the factorial variable) for the 
variability of the dependent phenomenon, the determination 
coefficient is used with the following calculation relation [7]: 

           

  
22

2
2 ,cov

yx

YX
R


                                 (11) 

where 
2
x  and 

2
y  represent the dispersion of the 

variable X, respectively Y, and ),cov( YX  represents a 

measure of the degree in which the variation of a variable suits 
with the variation of the other variable.   

In practice R
2
 is expressed in percentages. 

The correlation coefficient r points out the intensity of 
the causal connection between the two variables. Both 
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coefficients rely on the Pearson relation; the determination 
coefficient is the square of the correlation coefficient. 
Therefore:   

            

 

yx

YX
Rr



,cov2                           (12) 

where  x  and y  represent the standard deviations for 

the X and Y variables.   

The correlation coefficient r takes values between -1 and 1 
with the following signification: 

- values between 0 and 1 point out a direct correlation 
more and more intense as they are getting close to 1 ;  

- values between 0 and  -1 point out a reverse correlation 
more and more intense as they are getting close to  -1; 

- zero value points out the fact that there is no connection 
between these the two variables.   

In order to test the signification of the correlation 
coefficient we are taking into account the verification of the 
null hypothesis (H0) – which is carried out with the help of the 
test Student (t)-  according to which there is no linear 
connection between the two variables.  For this purpose, the 
parameter tcalc is calculated with the formula: 

               
21

2

r

n
rtcalc




                                  (13) 

where 

        r – correlation coefficient; 

 n – number of value pairs x and y.   
Value tcalc is compared with the tabular value from table t 

(Student), for n-2 degrees of liberty and the determined 

signification degree (usually 05,0 ). 

The rejection region of the null hypothesis 0H , (for  n-2 

degrees of freedom) is: 

2,2/2,2/ sau    ncalcncalc tttt   (14) 

If 0H is rejected, we can draw the conclusion with an 

assumed risk (usually 5%), that the value of the correlation 
coefficient does not equal 0, that is between the two variables 
there is a significant connection or in other words, the 
correlation coefficient is statistically significant.   

 If 0H is accepted, he correlation coefficient is not 

significant and between the variables there is a casual 
connection.   

III.  STUDY ON THE POPULATION AGEING PHENOMENON 

A. Analysis of the people pyramid and its implications 

Starting from the socio-economic problems of the former 
communist countries [6] and after a close analysis of the 
population evolution, there have been pointed out the long 
term effects in these countries. Table 1 presents the evolution 
of the population in Romania according to age groups between 

1990 and 2010. The population pyramid was made based on 
this data, Fig.  2. 

TABLE 1. STRUCTURE OF ROMANIAN POPULATION ON AGE 

GROUPS   

  Females Males 

 year 1990 2010 1990 2010 

<5 886785 528013 924652 558232 

5 to 9 840908 515289 879347 544950 

10 to 14 965846 539363 1010941 566271 

15 to 19 926797 617312 967764 646396 

20 to 24 936256 845711 972155 880085 

25 to 29 695718 792972 730443 830994 

30 to 34 861549 861023 885855 908512 

35 to 39 847369 821235 861305 850839 

40 to 44 688201 832093 689118 844271 

45 to 49 629281 624305 609852 613462 

50 to 54 740820 776890 701320 728226 

55 to 59 705496 749830 659262 671502 

60 to 64 641048 598618 569872 509384 

65 to 69 545966 509613 418864 396275 

70 to 74 283694 547217 191709 382994 

75 to 79 324529 429818 217727 279752 

80 to 84 166702 272024 111738 162052 

>85 73599 149767 48907 76896 
Source: EUROSTAT 

 
Figure 2. Population pyramid for Romania 

A brief analysis of the type of pyramids for the two years 
shows that Romania has passed from a type 2 pyramid in 1990 
when the ageing process when the ageing process was not too 
advances to a type 3 pyramid showing a population with 
advances symptoms of demographic ageing as a consequence 
of the significant decrease of fertility, announcing the process 
of de-population.  

The ageing process is argues by the fact that the share of 
the population over 65 years old in the total number of 
population increase from 10,27% in 1990 to 14,94% in 2010. 
If in 1990 the percentage of 10,27% showed an ageing 
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population, the one of 15% from 2010 overcomes substantially 
the limit of 12% (see previous section) which shows a 
demographic aged population. 

At the same time, Fig. 2 shows that there was an ageing on 
the bottom of the pyramid due to the decrease of the birth rate. 
It is true that the share of the young population (0-14 years 
old) in the total number of population experienced a 
spectacular decrease from 23,73% in 1990 to 15,15% in 2010. 
The most obvious decrease can be noticed for the population 
from the age group 10-14 years old which is 44,06% smaller 
than that from 1990, followed by the <5 group (the age group 
younger than 5 years old) with a percentage of 40,03% and the 
5-9 years old group with 38,36%. All these aspects show a 
decline of fertility in Romania in the 20 years from the fall of 
communism. 

We notice that the principle of the people pyramid is 
fulfilled; according to this principle the adult population is 
relatively constant.  There is a significant growth in the year 
2010 for the 40-44 years old group (21,71%) which is 
explained due to the birth rate policy carried out by the 
government in the 70’s. 

On the whole, the female population of 65 years old and 
over in Romania has increased in 2010 by 513949 people as 
opposed to 1990, while the male population has increased by 
only 309024 people. Although the male ratio ((number of 
men/number of women)*100) shows a decreasing trend of  
70,91 men to 100 women in 1990, of 68,01 to 100 women, in 
2010, Romania holds one of the first places for this indicator. 
This fact is explained due to the life expectancy which is 77,1 
years old for women and 69,6 years old for men 2009. 

By taking over the information from the Eurostat database, 
the following results have been obtained for the other former 
communist countries which belong to EU [12]. 

The type of pyramid in Bulgaria is almost identical to the 
one in Romania, since it passed from a type 2 to a type 3. We 
can say that the ageing process is stronger in Bulgaria because 
the share of the aged population in the total number of 
population was of 12,96% in 1990 and of 17,53% in  2010, so 
in 1990 the population was already demographically aged. 
These high values explain why the top of the pyramid has a 
flattened form than the one of Romania.   

In this case we also have an ageing on the bottom of the 
pyramid, the share of the young population (0-14 years old) in 
the total of population evolving from 20,54% in 1990 to 
13,57% in 2010, that is a decrease of 6,97 percentage points. 
The largest decrease was registered for the age group 0-14 
years old with a percentage of 51,24%.   

The female population over 65 de years old, has increased 
in 2010 by 151057 people as opposed to 1990, while the male 
population by 38568 people. The male ration shows a decrease 
from 78,73 man to 100 women in 1990 to 68,51 in 2010, the 
larges as compared to other countries (almost 10 percentage 
points). In spite of these, together with Romania it holds one 
of the first places for the ration of the number of men to 100 
women. In consequence, we can say that the demographic 
evolution from these two countries is very similar.   

For Lithuania, the type of the people pyramid is similar to 
the one from Romania and Bulgaria. The share of the 
population over 65 de years old in the total number of 
population has increased from 10,81% in 1990 to 16,05 % in 
2010, which is a similar evolution to that of Romania, from an 
ageing population to a demographically aged one.   

The ageing took place on the bottom of the pyramid, the 
share of the young population (0-14 years old) in the total 
number of population evolving from 22,57% in 1990 to 15% 
in 2010, that is a decrease of 7,57 percentage points. Here the 
largest decrease was registered for the age group 5-9 years old 
with a percentage of 45,36%. 

Although the people of working age are relatively constant 
one can notice high differences in certain age groups. 
Therefore, the population in the age group 40-55 years old is 
smaller in 1990 due to the effects of the Second World War, 
while the population in the interval 20-40 years old in 2010 is 
smaller due to the migration phenomenon. 

The feminine population over 65 years old in Lithuania has 
increased in 2010 by 92118 as opposed to 1990 while the male 
population has increased by 42829 people. This fact explains 
why the pyramid for 2010 is slightly asymmetrical to the right. 
The male ration shows a decrease from 52,54 men for 100 
women in 1990 to 50,96 in 2010. 

And for Latvia the population pyramid shows a transition 
from a type 2 pyramid to a type 3, which stand for an ageing 
process. The share of the population over 65 years old in the 
total number of population has increased from 11,82% in 1990 
to 17,36% in 2010, that is an evolution similar to the one from 
Romania from an ageing population to a demographically 
aged one. 

The ageing took place on the bottom of the pyramid, the 
share of the young population (0-14 years old) in the total 
number of population evolved from 21,43% in 1990 to 
13,75% in 2010, that is a decrease by 7,68% percentage 
points. Here the largest decrease was registered for the age 
group 10-14 years old (the same as for Romania and Bulgaria) 
with a percentage of 44,27%) 

The female population over 65 years old from Latvia 
increased in 2010 by 44630 as opposed to 1990, more than the 
male population which registered a growth of 30189 people. 
The masculinity ratio shows a growth from 44,44 men for 100 
women in 1990 to 48,37 in 2010. 

The evolution of the ageing process in Estonia is much 
more similar to that from Romania and Bulgaria. The pyramid 
type is the same, the share of the population over 65 de years 
old in the total number of population has increased from 
11,56% in 1990 to 17,07 % in 2010, that is an evolution from 
an ageing population to a demographically aged one.   

The share of the young population (0-14 years old) in the 
total number of population evolved from 22,29% in 1990 to 
15,14% in 2010, that is a decrease of 7,15 percentage points, 
meaning an ageing on the bottom of the pyramid. The largest 
decrease was registered for the age group 10-14 years old (the 
same as in Romania, Bulgaria and Latvia) with a percentage of 
44,99%. 
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In this country the female population over 65 de years old 
has increased in 2010 by 26789 people as opposed to1990, 
more than the male population which registered a growth of 
20359 people, the masculinity ratio showing a growth from 
43,35 men to 100 women in 1990, to 49,05 in 2010. 

 Poland is one f the countries where the ageing process is 
on the bottom of the pyramid. The share of the population over 
65 de years old in the total number of population has increased 
from 9,95% in 1990 to 13,52 % in 2010, which is a similar 
evolution to the one of Romania, from an ageing population to 
a demographically aged one. The growth in percentage points 
is of 3,57, which is an average value as compared to the other 
countries. The larges growth was registered by Latvia with 
5,53 pp, and the smallest by Slovakia with 1,99 pp. 

The share of the young population (0-14 years old) in the 
total number of population went down from 25,27% in 1990 to 
15,15% in 2010, that is a decrease of 10,12 percentage points 
meaning the largest decrease in the analysed countries. The 
largest decrease was registered for the age group 5-9 years old 
(the same as in Lithuania) with a percentage of 47,25%. 

The principle of people pyramid according to which the 
adult population is constant is not complied in Poland, this 
group of population increased by 10,48% in 2010 as opposed 
to 1990. One can notice high disparities in certain age groups. 
Therefore, the population from the age group 45-55 de years 
old from 1990 is smaller than that from 2010 due to the effects 
of the Second World War. 

The female population over 65 de years old has increased 
in 2010 by 851586 people as opposed to 1990, more than the 
masculine population which registered a growth of 524221 
people, the masculinity ratio showing a decrease from 60,03 
men to 100 women in 1990, to 60,44 in 2010. 

In Hungary we are also dealing with an ageing process. 
The share of the population over 65 de years old in the total 
number of population has increased from 13,24% (the highest 
level) in 1990 to 16,61 % in 2010, meaning that the population 
was already aged in 1990 and the phenomenon increased in 
2010 with 3,37 pp. 

The share of the young population (0-15 years old) in the 
total number of population went down from 20,54% in 1990 to 
14,75% in 2010, that is a decrease of 5,79 percentage points 
meaning the slightest decrease in the analysed countries. The 
largest decrease was registered for the 5-9 years old age group 
(the same as in Lithuania and Poland) with a percentage of 
26,50%. 

The principle of people pyramid according to which the 
adult people of working age remains constant is complied in 
Hungary, the population being identical in the two analyzed 
years (the only country which does not registers a growth or a 
decrease). 

The female population over 65 years old has increased in 
2010 by 208690 people as opposed to 1990, more than the 
masculine population which registered a growth of only 80871 
people, the masculinity ratio showing a decrease from 62,31 
men to 100 women in 1990, to 57, 65 in 2010. An interesting 

aspect for this country is the fact that the number of people 
above 85 years old has doubled as opposed to 1990. 

The Czech Republic also presents a demographic ageing 
process. The form of the pyramid evolves from a type 2 to a 
type 3. The share of the population over 65 de years old in the 
total number of population has increased from 12,47% in 1990 
to 15,22% in 2010, meaning that the population was 
demographically aged in both analysed years. The growth in 
percentage points is of 2,75 one of the smallest growth , 
second after Slovakia.  

The share of the young population (0-14 years old) in the 
total number of population went down from 21,74% in 1990 to 
14,22% in 2010, that is a decrease of 7,52 percentage points, 
representing the smallest decrease as compared to other 
countries. The largest decrease was registered for the age 
group 10-14 years old with a percentage of 48,66%. It is 
remarkable the fact that in the last five years, there has been an 
increase in the birth rate, the bottoms of the two pyramids 
from the years 1990 and 2010 tend to unify. So for the age 
group <5 years old we have a decrease by 13,76%, the 
smallest as compared to the other countries.. 

The adult population has increased by  8,74%, which is 
explainable because the Czech Republic is one of the few 
countries which registered a growth in the number of 
population in 2010 as opposed to 1990. This is a unique 
situation as compared to the other analyses; the number of 
female population over 65 de years old is almost identical with 
the number of the male population (153206, respectively 
153655 people). The masculinity ration shows a growth from 
60,48 men to 100 women in 1990, to 66,85 in 2010.  In this 
case, similarly to Hungary, the number of people over 85 years 
old almost doubled in 2010 as opposed to 1990, supporting 
one more time the demographic ageing phenomenon. 

In Slovakia there has been an ageing on the bottom of the 
pyramid, meaning that the birth rate decreased. The share of 
the young population (0-14 years old) in the total number of 
population, experienced a tremendous decrease from 25,45% 
in 1990 to 15,32% in 2010 that is a decrease by 10,13 
percentage points. This country together with Poland 
registered the largest decrease as compared to the other 
countries.  The most obvious decrease is noticed for the 
population from the age group 5-9 years old, which is 42,25% 
smaller than the one from 1990, followed by the age group 10-
14 years old with a percentage of 39,24% and the group  <5 
years old with 32,72%. Al these facts show a decline of 
fertility with the observation that in the period 2006-2010 
there has been noticed an improvement of this indicator.   

We notice that the principle of the people pyramid is not 
complied, according to which the people of working age (15-
64 years old) remains relatively constant. The number of 
population has increased from 3398783 in 1990 to 3928471 in 
2010, that is a percentage of 15,58%, the largest in the 10 
analysed countries. The most spectacular growth was 
registered for the age groups 45-59 years old, and the smallest 
for the groups 15-44 years old, phenomenon which can be 
explained due to the decrease in the young population. Similar 
processes of growth were registered in Slovenia, Poland, 
Hungary and the Czech Republic.  
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The share of the population over 65 de years old in the 
total number of population has increased from 10,27% in 1990 
to 12,26 % in 2010, that is an evolution similar to the one from 
Romania, from an ageing population to a demographically 
aged one. The growth in percentage points is of 1,99 that is the 
smallest value as compared to the other  countries.   

On the whole the female population over 65 years old from 
Slovakia has increased in 2010 by 91227 people as opposed to 
1990, while the masculine population has increased by only 
30992 people, meaning that the female population increased 3 
times as compared to the masculine population. The 
masculinity ration shows a decrease from 44,75 men for 100 
women in 1990 to 39,4 men in 2010. 

An in Slovenia there has been an ageing process on the 
bottom of the pyramid due to the decrease in the birth rate. 
The share of the young population (0-14 years old) in the total 
number of population experienced a decrease from 20,95% in 
1990 to 14,03% in 2010 that is a decrease of 6,92 percentage 
points. This country has registered one of the smallest 
decreases, being the second after Hungary. The most obvious 
decrease is noticed for the population  in the age group10-14 
years old, which is 38,01% smaller than the one from 1990, 
followed by the group 5-9 years old with a percentage of 
35,76% and the group <5 years old with 18,15%. All these 
show a decline of the birth rate with the observation that in the 
period 2006-2010 this indicator has considerably improved. 

The principle of people pyramid according to which the 
adult population is relatively constant, is fulfilled in this case. 
The number of population increased from 1366532 in 1990 to 
1421436 in 2010, that is a percentage of 4,01%, Slovenia 
being one of the few countries which registered growth for this 
type of population.  

The share of the population over 65 de years old in the 
total number of population increased from 10,60% in 1990 to 
16,53 % in 2010, that is an evolution from an ageing 
population to a demographically aged one. The increase of 
5,93 percentage points, that is the highest as compared to the 
other countries. These considerations show a strong ageing 
process.  

On the whole the female population over 65 de years old 
from Slovenia has increased in 2010 by 67039 people as 
opposed to 1990, while the masculine population has 
increased by only 59620 people. The masculinity ratio shows a 
decrease from 34,37 men for 100 women in 1990, to 30,9 in 
2010. 

From the analysis we carried out above, we can distinguish 
the following common features regarding the demographic 
evolution of the 10 EU member countries in the period 1990-
2010: 

 The share of the young population (0-14 years old) in 

the total number of population has significantly 

increased; 

 The share of the old population (65 de years old and 

over) in the total number of population has increased; 

 The number of old women is larger than that of the 

men;   

 The ageing process took place on the bottom of the 

pyramid.   
In these general tendencies there are a series of disparities 

between the countries on the background of different socio-
economic situations. 

Therefore for the young population, age group <5 years 
old, the Czech Republic and Slovenia are registering the 
highest decreases (13,76% respectively 18,16%). These 
figures are correlated with the ones from the age groups 5-9 
years old and 10-14 years old and show us that in these 
countries there is going to be a process of rejuvenation of the 
population. Taking the Czech Republic as an example we 
analysed the evolving trend for the age <5 with a parabolic 
model and we made a prediction for the next 6 years. The 
results, Fig. 3, show us the fact that around 2014 there will be 
a restoration of the number of people in the age group <5, 
from 1990. 

On the opposite pole there is Latvia and Romania which 
announce a long term demographic ageing process due to the 
spectacular decreases (45,25% respectively 40,03%). For the 
rest of the countries we notice a shy beginning of population 
rejuvenation, but the process will last for a long time because 
the number of young people has significantly decreased.   

Analysing the share of the old population in the total 
number of population we can notice that countries as Bulgaria, 
the Czech Republic and Hungary used to have in 1990 a 
population which was already demographically aged (shares 
higher than 12%). The other countries had an ageing 
population, with a special notice for Poland which registered 
the smallest share (9,95%) in that year. Expressed in 
percentage points, the largest growth were registered in 
Slovenia (5,93) and the Baltic Countries (approx. 5,5) and the 
smallest in the Czech Republic (2,75) and Slovakia (1,99). 

In all these countries, the number of old female population 
has increased as compared to the number of men. For this 
chapter on the first place there is Hungary and Slovenia where 
the number of women is 3 times higher than the number of 
men, and on the opposite pole the Czech Republic where the 
two populations have equal values.   

Comparing the level of decrease for the young population 
with the level of growth for the old population we can draw 
the conclusion that there has been an ageing process in all 
countries and it took place on the bottom of the pyramid. (see 
Def. 2). 

B. The Analysis of the Mortality Rate 

The mortality rate is an indicator which is used in the 
analysis of the ageing process of the population. Taking into 
account the subject of this article we have chosen the mortality 
rate on age and sex groups for the age group 65 de years old 
and over. The number of this population on the whole and 
sexes as well as the mortality rate is presented in Table 2 and 
Fig. 4.   

The analysis of the data in Table 2, shows us the fact that 
in all countries the number of old population has increased in 
2009 as opposed to 1990. 
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Figure 3. Evolving trend of the age group <5 for the Czech Republic

The largest percentage for the total number of people is 
registered by Slovenia with 57,85% followed by Poland with 
35,94% and Romania with 34,19%. On the opposite pole there 
is Hungary with 19,39% and on the last place Bulgaria with 
only 16,51%.  

The situation on sexes is the same as in the case of the total 
number of women but there are interesting changes on the 
bottom. Therefore, the smallest percentage (16,32%) goes to 
the Czech Republic while Bulgaria overcomes countries as 
Estonia, Latvia and Hungary. In the case of men, the first 
place goes to Slovenia with a high growth (77,39%) followed 
by Estonia and Poland. On The last places there is Hungary 
and Bulgaria. (13,61% respectively 7,89%). 

TABLE 2. DATA OLD POPULATION 

 

Males Females 

No. population No. deceases No. population No. deceases 

1990 2009 1990 2009 1990 2009 1990 2009 

BG 501 540 38 38 636 784 38 43 

CZ 487 620 42 37 805 936 52 45 

EE 55 76 5 5 127 154 8 7 

LV 97 128 7 9 218 263 14 13 

LT 138 182 11 13 262 354 14 17 

HU 527 599 44 41 846 1041 53 52 

PL 1420 1940 112 122 2365 3206 137 147 

RO 989 1299 72 88 1394 1899 84 98 

SI 74 131 5 6 138 203 7 8 

SK 217 244 17 16 326 410 19 21 
              Source: EUROSTAT 

With respect to the total number of old deceased people in 
the three countries (The Czech Republic, Hungary and 
Slovakia) there have been registered decreases in 2009 as 
opposed to 1990, the most significant being in the Czech 
Republic of 13,44%.The rest of the countries have registered 
growth on the first place being Romania with 22,69%.   

 The number of female deceased persons has 
decreased in the Czech Republic, Estonia, Latvia and 
Hungary, the highest decrease of 13,52% being in Estonia. 
The rest of the countries experienced growth, on the first place 
being Romania with 16,96%. 

 With respect to men there have been registered 
decreases in the Czech Republic (13,44%), followed by 
Hungary and Slovakia with 6,03% respectively 4,92%. The 
other countries experienced growth, Romania being still on the 
first place 22,69%. 

The mortality rate is analysed according to the information 
from Fig. 4 and in the context of the life expectancy Fig. 5. 
The mortality rate on the entire old population has decreased 
in all 10 countries but with some particularities we are going 
to discuss. The highest values are in the Czech Republic, 
Estonia and Slovenia and on the last places Romania, Bulgaria 
and Lithuania. The particularity lies in the fact that the Czech 
Republic and Estonia have experienced decreases both in the 
number of deceased people (with 12,97% respectively 5,84%) 
and for the mortality rate (with 27,74% respectively 25,47%). 
In this context if we take into account the fact that the number 
of old population has increased in 2009 by 20,44% 
respectively 26,34% we can say that in there is a demographic 
ageing process in the two countries and a high life expectancy. 
For this indicator the Czech Republic has registered a growth 
from 71,26 in 1990 to 76,6 in 2009, that is a growth of 5,34 
percentage points, being on the last place and Estonia with a 
life expectance of 74,5 years old in 2009 has a growth of 4,76 
years.  

Slovenia had a different evolution as compared to the two 
countries. The decrease of the mortality rate was higher 
(26,82%) but the number of deceased people has substantially 
raised by 15,52%. This negative status was cancelled by the 
spectacular growth of the old population by 57,85% in 2009 as 
opposed to 1990, fact which has led to the demographic 
ageing and to a life expectancy of 78,5 years old in 2009, the 
highest of the analysed countries.  
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The high values of the life expectancy in Slovenia and the 
Czech Republic are argued by the fact that the population from 
the age groups 80-84 de years old and over 85 de years old has 
increased in 2009 by almost 80% as opposed to 1990. 

Romania and Bulgaria have one of the smallest life 
expectancies, of 73,3 or 73,4 years. We reached this result in a 
different way. Romania has experienced a slight decrease of 
the mortality rate (10,87%) but a high increase in the number 
of deceased people (19,60%) which was cancelled by a 
substantial growth of the number of old people (34,19%).  
Bulgaria experienced a decrease in the mortality rate of 8,09% 
an increased in the number of deceased people of only  7,08% 
(as opposed 19,60% in Romania) and an increase in the old 
population of only 16,51% in 2009. Although the evolutions 
of the indicators have been contradictory, the demographic 
ageing process is present but with a small life expectancy. 
Lithuania is on the last place in what the life expectancy is 
concerned (72,5 years old) with an evolution close to the one 
of Romania.  

 
Figure 4. Mortality rate per total and per sexes for old population 

The mortality rate on sexes for the old population has 
decreased in all 10 countries both for the female and the male 
population fact which shows a process of demographic ageing. 

For the female population, the highest decreases for the 
mortality rate were registered in the Czech Republic and 
Estonia (24,85% and 28,74%), which correlated with the 
decrease in the number of deceased population  (12,58% and 
13,52%) and a moderate increase of the old population 
(16,32% and 21,36%) led to a process of demographic ageing 
for the female population and to a life expectancy of 79,7 
respectively 79,5 years old, being overcome by  Slovenia with 
81,9 years old. As for the total of old population, Slovenia 
registered a high mortality (23,10%), but as compared to the 
other two countries an increase in the number of deceased 
persons (cu 13,36%) compensated by a high increase in the 
feminine population (47,42%). We have to notice for this type 
of population the life expectancy in Poland (79,5 years old) is 

identical with that from Estonia but the evolution of the 
indicators is not similar but is follows the trend of the one 
from Slovenia. 

Romania and Bulgaria are on the last two places with 

a decrease of the mortality rate of only 14,3% respectively 

8,65%. The other indicators have similar evolution with the 

one from the old population and led to a life expectancy on 

only 77,1 respectively 77,0 years old. 

 
Figure 5. Life expectancy at birth 

For the male population the highest decrease in the 
mortality rate was registered in Slovenia (with 33,25%) but 
also an increase in the number of deceases of 18,41%. This 
data correlated with the high increase in the number of old 
population (77,39%) make Slovenia the country with the 
highest life expectancy, 75,1 years old. On the second place 
there is the Czech Republic with 73,5 years old, but as 
compared to Slovenia there is also a decrease in the number of 
deceased persons. The evolution of the two countries is similar 
with the ones registered in the feminine population and old 
population. 

Romania and Bulgaria are not on the last places, these 
being occupied by Estonia, Latvia and Lithuania. The 
surprising emergence of Estonia in this category is due to the 
fact that there has been a growth by 7,50% in the number of 
deceased people. Lithuania is on the last place for the life 
expectancy with 66,9 years old, under the circumstances of a 
mortality rate with a modest decrease of 8,06% but a strong 
growth of the number of deceased people (21,50%).  

C. Demographic dependencies. Implications 

The analysis of the demographic ageing process requires 
the study of the demographic dependency indicator [3, 8, 9], 
due to its social and economic implications.  

Therefore the growth of the percentage of population over 
65 years old and on the total determines the decrease of the 
share in the other age groups, and tends to create social and 
economic pressures determined by the change of the way of 
granting the resources in the society. In Table 3 we present the 
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old age dependency rates [relation 5] for the years 1990 and 
2010. 

A high demographic dependency rate indicates the fact that 
a high number of beneficiaries of public health and retirement 
systems will be ”supported” by a low number of tax payers, 
the analysis of these aspect were done in [4]. Therefore the old 
people of working age will be ”burdened” to pay higher taxes 
and contributions which should provide the retired people a 
stable and sufficient income. In other words there will be a 
decrease in the living standard of the population.  

TABLE 3. DEPENDENCY RATE FOR OLD PEOPLE 

 

People of working age 

(15-64) 
Old population (65+) 

Rdv 

 

1990 2010 1990 2010 1990 2010 

BG 5830075 5211619 1136266 1325891 19,49 25,44 

CZ 6817371 7413560 1292022 1598883 18,95 21,57 

EE 1038860 908466 181605 228753 17,48 25,18 

LV 1780927 1549011 315390 390209 17,71 25,19 

LT 2460639 2295339 399454 534401 16,23 23,28 

HU 6870352 6873985 1373922 1663483 20,00 24,20 

PL 24639820 27223082 3785663 5161470 15,36 18,96 

RO 15319481 15003660 2383435 3206408 15,56 21,37 

SI 1366532 1421436 211606 338265 15,48 23,80 

SK 3398783 3928471 542915 665134 15,97 16,93 
               Source : EUROSTAT 

The comparative analysis of the data from Table 2 shows a 
series of interesting aspects. Slovenia presents the highest 
growth for the dependency rate (8,31 percentage points) 
although the adult population has increased. It is the country 
with the highest pressure exerted by the old population on the 
people of working age. Here we can see a strong process of 
demographic ageing, fact which was underlined above, where 
we showed that the share of the old population increased in 
2010 by 5,93 percentage points as opposed to 1990 (the largest 
growth as compared to the analysed countries). 

For the Czech Republic, Poland and Slovakia there is also 
a growth in the number of people of working age, but the 
dependency rates have increased with less percentage points( 
2,62 for the Czech Republic, 3,60 for Poland and 0,96 for 
Slovenia), which shows us a moderate process of demographic 
ageing. Hungary is also in this category – with an adult 
population almost identical it registered a growth in the 
dependency rate by 4,20 percentage points.  

Romania and Bulgaria show a decrease in the number of 
people of working age and at the same time the dependency 
rates have significantly increase in percentage points by 5,81 
and 5,95. We can conclude that in these countries there is a 
high pressure of the old population on adult population. There 
is a demographic ageing process in these countries as well. 

The most difficult situation is registered for the Baltic 
Countries which register decreases for the number of people of 
working age and high growth for the demographic dependency 
rate, fact which indicates a strong ageing process of the 
population and a strong pressure on the adult population. The 
causality ratios between the people of people of working age 
(PVM) and  the population over 65 years old (P65+) can be 

quantified and analysed with the help of regression and 
correlation.    

The data to be analyzed, Fig. 6, are taken from 
EUROSTAT and represent the 1990-2010. Using the linear 
regression where PVM is the factorial variable and P65+ the 
resulting variable and the analysis and data processing 
program MINITAB 14.1, we will obtain the following 
information for Romania:   

Regression Analysis: P65+ versus PVM           
The regression equation is 

P65+ = 20486378 – 1,15 PVM 

Predictor     Coef           SE Coef           T             P 

Constant     20486378   4860702        4,21     0,000469 

PVM          -1,15           0,320301       -3,61    0,001834 

R-Sq = 40,7% 
 

Correlations: P65+; PVM  

Pearson correlation (r)= - 0,63 

 
Figure 6. Evolution of indicators PVM and P65+ in Romania 

The value of the determination coefficient (R-Sq), points 
out the fact that PVM (number of people of working age) 
influences P65+ (number of old population) in proportion of 
40,7%.  

At the same time the value of the correlation coefficient r 
(-0,63) shows a reverse correlation with average intensity. The 
signification of this result is noticed with the help of the test 
Student (t), where tcalc calculated with relation 13 has the value 
-3,617. The tabular value of t for 21-2 degrees of freedom and 
α/2=0,025 is: 2,093 (respectively -2,093). 

As the value of tcalc is outside the interval of the tabular 
values it means that r is significant, that is there is a significant 
connection between the two variables or in other words the 
correlation coefficient is statistically significant.  

We can notice that the value of the constant parameter a is 
very high (20486378) and that the determination coefficient 
has a modest value (0,407) meaning that other factors are 
influencing the number of old population. For example we 
might use the multiple regression with two factorial 
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parameters (PVM and the life expectancy-SV) obtaining the 
following results: 

The regression equation is 

P65+ = - 3534847 - 0,285 PVM + 150851 SV 
 

Predictor      Coef           SE Coef        T          P 

Constant   -3534847      7181243    -0,49     0,629 

PVM        -0,2846         0,3303        -0,86     0,400 

SV              150851       38731          3,89     0,001 
 

R-Sq = 67,9% 
 

Correlations: PVM; SV; P65+  
 

             PVM      SV 

SV      -0,679 

P65+  -0,639     0,816 
 

In this case the determination coefficient has substantially 
increased showing the fact that PVM and SV are influencing 
P65+ in a proportion of 67,9%. The partial correlation 
coefficient for the life expectancy (rP65+,SV) has a very high 
positive value (0,816), meaning that between the variations of 
the two variables (P65+ and  SV) there is a direct strong 
connection. The partial correlation coefficient for PVM 
(rP65+,PVM ) has a moderate negative value (-0,639), meaning 
that between the variations of the two variables (P65+ şi 
PVM) there is a reverse connection of average intensity. The 
compound correlation coefficient rSV,PVM, for the two factorial 
variables-PVM şi SV- has a value of -0,679 pointing out a 
reverse moderate intensity connection.  

Working in a similar way for the other countries we obtain 
a series of information regarding the correlation between the 
two variables, Table 4. 

 

TABLE 4. PARAMETERS OF THE REGRESSION EQUATION 

AND THE CORRELATION COEFFICIENTS  

 Regression equation R-Sq ( %) r tcalc 

BG P65+ = 2873139 -0,28 PVM 70,6 -0,84 -6,757 

CZ P65+ = -1569689+0,41PVM 92,7 0,96 15,625 

EE P65+ = 491010,1 -0,30PVM 65,6 -0,81 -6,032 

LV P65+ = 890211,1 -0,32PVM 79,0 -0,88 -8,462 

LT P65+ =2205327   -0,73PVM 87,8 -0,88 -11,718 

HU P65+ =5652582   -0,59PVM 6,45 -0,25 -1,144 

PL P65+ =-9843770 +0,55PVM 99,7 0,99 44,991 

RO P65+ = 20486378-1,15PVM 40,7 -0,63 -3,617 

SI P65+ = -3274244+2,54PVM 94,7 0,97 18,577 

SK P65+ = -130823  +0,19PVM 96,9 0,98 24,56 

 
From the analysis of the data from Table 4 from the point 

of view of the determination coefficient (R-Sq) we can notice 
that Hungary has the smallest coefficient, adult population has 
an insignificant influence on the number of old population, 
which means that other factors have influenced this number. 
For example the growth of the living standard which led to the 
growth of the life expectancy, Hungary registering an 
important performance for this chapter. The life expectancy 

for men has increase from 64,29 years old in 1990 to 68,7 
years old in 2009, and for women from 72,84 years old to 76,8 
years old; with an average of 4,2 years it holds the third place 
after the Czech Republic and Slovenia.   

Romania is on the second place in this classification with a 
determination coefficient of only 0,407 which shows that the 
influence of other factors on the number of old people is pretty 
high (59,3%). This situation is pointed out by the very high 
value (20486378) of the parameter a (intercept) for the 
regression equation.  

On the opposite pole there is a group of countries (The 
Czech Republic, Poland, Slovenia and Slovakia) where the 
influence of the active population on the old population is 
above 90%, which is other factors have a slight influence. 
Poland is remarkable with an influence percentage of 99,7% 
and shows us that the number of old population was 
determined exclusively by the people of working age number.   

There is a group of countries between these extremes 
(Bulgaria, Estonia, Latvia, Lithuania) where the determination 
coefficient has a moderate value, suggesting the fact that other 
factors have a pretty high influence on the number of old 
population.   

The intensity and sense of the correlation between the two 
variables is analysed through the correlation coefficient. The 
intensity level was refined on intervals of values from a 
strong, functional connection to a weak one or to the 
inexistence of a connection. 

Bulgaria, Estonia, Lithuania, Latvia, Hungary and 
Romania present a reverse correlation between the variables 
with the following intensities:  Hungary, very weak intensity (-
0,25), almost non-existing, Romania has an average intensity 
and the other countries a strong intensity.   

The Czech Republic, Slovakia and Slovenia present a 
direct correlation with high values of the correlation 
coefficient (above 0,95) indicating a functional connection 
between the two variables. 

The significance of the above results is pointed out with 
the help of the statistical test Student(t). Therefore, all 
analysed countries except for Hungary have the value of tcalc 
outside the interval of the tabular values that is the null 
hypothesis is rejected and between the variables there is a 
causal connection. Hungary has a value of tcalc of -1,144 
situated in the interval of the tabular values, meaning that this 
null hypothesis is accepted, in other words there is no 
causality relation between the two variables.    

IV. CONCLUSIONS 

This study pointed out the way in which different 
population parameters have evolved in the former-communist 
countries and their implications of the social environment. It 
was notices that some of the data was influenced by the 
economic and political evolution and in some cases there were 
major interferences between the evolution of the population 
and that of the involved parameters. The obtained results show 
the fact that in the former-communist countries we see a 
growing ageing phenomenon which exists in the other EU 
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countries, but the determining factor for the first group of 
countries is the severe decrease of the birth rate after the 
removal of the restrictive policies regarding abortions (after 
1990).All these data rely on official EU sources 
(EUROSTAT) and their analysis has been made using 
mathematical analysis methods for demographic statistics and 
analysis and statistical data processing software. Without the 
claim of having discussed all the interpretative valences of the 
phenomenon, our intention is to further study the implications 
on the economies of the states with which of studied countries 
have economic relations and their social motivations, using 
non-linear models from the statistical mathematics.    
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Abstract—There has been a continuous increase in the demands 

for Global Navigation Satellite System (GNSS) receivers in a wide 

range of applications. More and more wireless and mobile 

devices are equipped with built-in GNSS receivers; their users’ 

mobility behavior can result in challenging signal conditions that 

have detrimental effects on the receivers’ tracking and 

positioning accuracy. A major error source is the multipath 

signals, which are signals that are reflected off different surfaces 

and propagated to the receiver's antenna via different paths. 

Analysis of the received multipath signals indicated that their 

characteristics depend on the surrounding environment. This 

paper introduces a machine-learning pattern recognition 

algorithm that utilizes the aforementioned dependency to classify 

the multipath signals’ characteristics and identify the 

surrounding environment. The identified environment is utilized 

in a novel adaptive tracking technique that enables a GNSS 

receiver to change its tracking strategy to best suit the current 

signal condition. This will lead to a robust positioning under 

challenging signal conditions. The algorithm is verified using real 

and simulated Global Positioning System (GPS) signals with 

accurate multipath models. 

Keywords-component; GPS; GNSS; machine learning; pattern 

recognition; PCA; PNN; multipath. 

I. INTRODUCTION 

A Global Navigation Satellite System (GNSS) [1, 2] is a 
radio navigation system that employs spread spectrum 
techniques to transmit ranging signals and navigation data. The 
ranging signals are used by a GNSS receiver to identify the 
visible GNSS satellites and measure the distance between the 
visible GNSS satellites and the GNSS receiver. The measured 
distances are used with the navigation data to solve the 
navigation equation to determine the user’s 3-diemntional 
position and velocity.   Examples of GNSS systems are the US 
Global Positioning System (GPS), the Russian GLONASS, and 
the European Galileo Navigation System.   

GNSS receivers perform three main functions: signal 
acquisition, signal tracking, and navigation message decoding. 
Signal acquisition identifies the visible satellites and provides 
rough estimates of the Doppler frequency, fd, and the ranging 
code delay, τ. Signal tracking applies closed loop tracking 
techniques to provide continuous accurate estimates of the 
carrier phase, the Doppler frequency, the Doppler rate, and the 

code delay. Those estimates are used to measure the distance 
between the GNSS satellite and the receiver.  

GNSS receivers can give positioning accuracy up to a few 
millimeters when the receiver is stable and has a clear view of 
the sky, where the Line-of-Sight (LOS) signal is received with 
strong power. However, in environments like urban, suburban, 
and indoor, the received signals suffer from attenuation and 
multipath errors because of the surrounding objects [3]. In 
addition, the user’s mobility behavior can subject the receiver 
to changing and unstable signals dynamics. This leads to 
deterioration in the tracking and positioning accuracy.  

Multipath signals are a major error source. They appear 
when the GNSS satellite signals are reflected off different 
surfaces and propagated to the receiver's antenna via different 
paths. This leads to the reception of several versions of the 
same signal, which causes tracking errors. Analysis of the 
received signals indicated that their characteristics depend on 
the surrounding environment [4, 5, 6, 7, 8]. Urban, sub-urban 
and indoor environments generate different characteristics, 
which include multipath signals' parameters like the number 
and duration of echoes and signals power, and LOS signal's 
parameters like amplitude fluctuation, Doppler shift and rate. 
Different tracking strategies are needed for each environment 
to mitigate multipath errors and maximize the tracking 
performance. 

There have been numerous tracking strategies that are 
optimized for specific signal condition or environment. For 
example, conventional tracking techniques [1, 2] are used with 
strong signals. Kalman Filter based techniques are used with 
weak signals [3, 9]. Tightly-coupled GNSS with Inertial 
Navigation System (INS) techniques are used with weak 
interrupted signals or blocked signals [10]. Open-loop batch 
processing, and combined batch and sequential processing 
techniques are used in high dynamic applications [11]. Particle 
Filter-based techniques are used for tracking in multipath 
environments [12, 13, 14].  

A GNSS receiver is usually tuned to one tracking 
technique, and there have been no methods that enable a 
receiver to change its tracking strategy based on the 
surrounding environment.  This paper introduces a machine-
learning pattern recognition algorithm to identify the 
surrounding environment, and hence enable the implementation 
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of a tacking strategy selector that adaptively changes the 
tracking strategy to best suit the current signal condition.  

The LOS and multipath signals’ patterns of each possible 
environment are represented by a class. The introduced 
algorithm is structured into several channels, each of which is 
tuned to one of the classes. The channels are trained on sets of 
patterns from each class, and then they are used to classify new 
unclassified patterns. The proposed pattern recognition 
algorithm performs two main functions, which are feature 
extraction and pattern classification. Feature extraction is the 
process of learning the distinctive characteristics of the data 
and removing redundant data. This is done to get a compact 
and robust representation of the distinctive features of each 
class, thus reducing the processing overhead and memory 
requirements without degrading the classification performance. 
Feature extraction, which is used in image and face recognition 
[15, 16, 17, 18, 19, 20, 21, 22, 23], is performed using a 
Principal Component Analysis (PCA) approach. Pattern 
classification is the process of building neurons that capture the 
dominant features shared by different realizations of each class, 
and then classifying new patterns into one of the classes. 
Neurons are computational units that are connected by 
weighted links. Pattern classification has many applications, 
like radar detection and remote sensing [24, 25, 26]; it is 
performed here using a multi-layer feedforward Probabilistic 
Neural Network (PNN) approach [27, 28, 29, 30, 31,32]. 

The proposed tracking strategy selector module utilizes 
both closed loop tracking techniques and open loop tracking 
techniques to accommodate various patterns. Open loop 
tracking techniques are activated in unstable or rapidly 
changing signal conditions, while closed loop tracking 
techniques are activated in relatively stable or light multipath 
environments. In addition, based on the environment 
classification, the activated technique adjusts its parameters to 
achieve reliable tracking performance.   

The rest of this paper is organized as follows. Section II 
presents some signals patterns that appear in urban and 
suburban environments. Section III presents the proposed 
pattern recognition algorithm. Section IV discusses the 
adaptive tracking concept. Section V presents some testing and 
results to verify the algorithm performance. Section VI 
concludes the paper. 

II.LOS AND MULTIPATH PATTERNS 

The received GNSS signal consists of the LOS signal and 
NMP multipath signals. The down-converted sampled received 
GPS C/A signal can be expressed as 

 

 

 

                                                                                           

Where, A is the signal amplitude. d is the navigation data. 
C is the ranging code. fIF is the intermediate frequency (IF). fd 
is the Doppler shift. α is the Doppler rate. θn is the phase. τ is 
the code delay. n is the measurement noise. Ψm is the 
attenuation in the multipath signal amplitude relative to the 

LOS signal amplitude. τm is the multipath signal delay. Φm is 
the multipath phase advance relative to the LOS signal. 

The received signal is processed by the receiver to generate 
the integrated signal, which has the form 

 

 

 

                                                                                             

Where, Λ is a reference amplitude that is used to express 
any amplitude relative to it, e.g. the LOS amplitude is A = γ0 Λ. 
γm = γ0 Ψm. R(.) is the auto-correlation function. τeu is the code 
delay estimation error at time instance u. feu is the Doppler shift 
estimation error. θeu is the phase estimation error. Δ is a code 
delay relative to the estimated code delay of the LOS signal. Ti 
is the integration time.  

The attenuation of the LOS signal and the number and 
distribution of the multipath signals depend on the surrounding 
environment. Elaborate studies exploring the effects of urban 
and suburban environments on real signals were presented in 
[4, 5, 6, 7, 8]. Identifying the distribution of the LOS and 
multipath signals will enable adjusting the tracking strategy or 
the tracking parameters to obtain the best attainable tracking 
performance under various signal conditions. The software 
provided in [33] is used to generate received signal patterns 
that typically appear in urban and suburban environments. 
Some of these patterns are shown in Figs. 1-3. Each figure 
shows two plots: a 3-dimensional (3-D) plot that expresses the 
pattern in time, delay, and power; and a 2-D plot that is a 
rotated version of the 3-D plot.  

Fig. 1 shows a pattern generated in a suburban environment 
when a user is walking at a speed of 4 miles/hour. The pattern 
exhibits a strong LOS signal with light multipath signals that 
have weak power compared to the LOS signal. Fig. 2 shows a 
pattern generated in a suburban environment when a car is 
moving at a speed of 20 miles/hour. The LOS signal here is 
weaker than the LOS signal shown in Fig. 1, and the multipath 
signals are not much weaker than the LOS signal. The pattern 
exhibits changing characteristics over 5 seconds, and it can be 
divided into several sub-patterns. For example, from 0-2 
seconds the LOS signal is stronger than the multipath signals, 
around 2 seconds the LOS signal appears to be completely 
blocked, from 2-3.5 seconds the LOS signal is weaker than the 
multipath signals, and around 3.5 seconds there are no 
multipath signals. Fig. 3 shows a pattern generated in an urban 
environment when a car is moving at a speed of 20 miles/hour. 
This pattern also exhibits changing characteristics. The LOS 
signal either suffers from complete blockage, or frequent 
interruption over a short period of time. The multipath signals 
in this urban environment are denser than the suburban cases.  

 The distribution of the surrounding objects and their shape 
and height directly contribute to the multipath signals (echoes) 
distribution. Indoor patterns are usually characterized by weak 
or blocked LOS signals. Obviously, different patterns will need 
different tracking strategies to achieve optimized tracking 
performance, and hence optimized positioning accuracy.   

          (1) 

            (2) 
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Figure 1.  Multipath pattern in a pedestrian suburban environment. 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.  Multipath pattern in a car suburban environment. 

 
Figure 3.  Multipath pattern in a car urban environment. 

III. MULTIPATH PATTERN RECOGNITION (MPR) 

3-D patterns can be constructed from different parameters, 
like amplitude and phase. Each 3-D pattern is represented by a 

2-D matrix, where each entry contains the value of a parameter 
at a code delay and a time instance. For example, a matrix that 
expresses the amplitude pattern over Np code delays and NPNN 
time instances is 

 

 

 

 

A PNN maps an input feature vector to an output class. The 
feature vector describes the similarities and differences 
between the features of the pattern in question and the 
dominant features of the training patterns. The process of 
learning the dominant features of the training patterns, and 
removing redundant data, is feature extraction.  

Feature extraction is performed using PCA. In PCA, an 
eigen-decomposition is performed on the covariance matrix of 
the training patterns. The eigenvalues are sorted in a decreasing 
order, and then the eigenvectors that are associated with the 
largest eigenvalues, i.e. the dominant eigenvectors, are 
retained. A reduced-size pattern matrix is reconstructed with 
the dominant eigenvectors. The training patterns are divided 
into Ncl classes, where the characteristics of each class are 
selected based on the desired identification criteria. The criteria 
can be chosen to characterize the reflected signals (e.g. dense 
reflected signals, occasionally blocked LOS signal), a specific 
surrounding objects (e.g. trees, buildings), or a specific 
environment (e.g. urban, suburban). The classes should have 
distinctive characteristics relative to each other. The criteria 
and the number of steps, NPNN, can be adjusted and optimized 
to fit the classification objective. The following will use the 
pattern matrix Ωγ to explain the proposed algorithm.  

Assume that there are a total of Ntr training patterns from all 
the Ncl classes. The PCA decomposition on the training 
matrices Ωγ

k
 where k = 1, …, Ntr, is done as follows: 

Each Ωγ
k
 matrix is converted into one vector, by reading the 

matrix column by column. 

The Ntr vectors are joined in one matrix, where each row 
contains one vector. So, a matrix of size Ntr (Np  NPNN) is 
obtained; define it as Ώγ. 

The mean pattern is calculated. This is the mean of each 
column of Ώγ. A row vector, Ωγ

m
, of size (Np NPNN) is obtained.  

The mean pattern is subtracted from each row in Ώγ to get a 
matrix defined as ξγ. 

Eigen patterns (or eigen images) are patterns that 
characterize the similarities and differences between the 
training patterns. The eigen patterns are obtained using the 
training set, ξγ, and they are used in the classification process of 
unclassified patterns. Eigen patterns are the eigenvectors of the 
following covariance matrix: σˆtr = ξγ

H
  ξγ. Where, σˆtr  has a 

size of (Np NPNN) . (Np NPNN), and it will produce (Np NPNN) 
eigenvectors. It can be an intractable task to decompose a 
matrix of large size, so an alternative approach is used for 
decomposition. This is possible because the algorithm only 
needs a maximum of Ntr eigenvectors (those with the largest 
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eigenvalues), and not all the (Np NPNN) eigenvectors. Getting 
the eigen patterns is done as follows: 

 An alternative covariance matrix of size Ntr . Ntr is 
found as σtr = ξγ  ξγ

H
. 

 The eigenvectors and eigenvalues of the covariance 
matrix σtr are calculated. The eigenvectors are a set of 
orthonormal vectors.  

 The eigenvectors are sorted based on the associated 
eigenvalues. The NEtr dominant eigenvectors are 
chosen, where NEtr ≤ Ntr. The chosen eigenvectors are 
appended to one matrix, defined as Ґtr, which will have 
a size of  Ntr NEtr. 

 The eigen patterns are obtain as λtr = ξγ
H  

Ґtr, where, λtr 
has a size of (Np NPNN) . NEtr. Those eigen patterns are 
orthonormal vectors, and they span NEtr-dimensional 
subspace, instead of the original (Np NPNN) space.  

The contribution of each eigen pattern in representing each 
training pattern is calculated by projecting the training patterns 
into the pattern space. This results in the following PCA 
weights: Wtr = λtr

H
 ξγ

H
. Where, Wtr has a size of NEtr . Ntr. Each 

column represents the projection of one training pattern into the 
pattern space, and each entry in a column represents the 
contribution of each eigen pattern in expressing the associated 
training pattern. 

This process accomplishes two goals: expressing the 
patterns in terms of the dominant eigenvectors, i.e. the features 
that distinctly characterize the patterns; and, reducing the size 
of the training patterns. 

The concept of classification of a new unclassified pattern 
is to find the class that best describes that pattern. The 
classification is based on finding the class with the minimum 
Euclidean distance to the projection of the new pattern. To 
classify a new pattern, Ωγ

n
, it is first projected into the training 

pattern space as follows:  

1) Ωγ
n
 is converted into one vector, by reading the matrix 

column by column. A vector Ω  γ  
n
 is obtained.  

2) The mean pattern, Ωγ
m
, is subtracted from Ω  γ  

n
 to get a 

vector  Ω  γ
n
.  

3) Ω  γ
n
 is projected into the training pattern space (i.e. the 

PCA weights are calculated) as Wp = λtr
H
 (Ω γ

n
)

H
. Where.  Wp 

has a size of  NEtr . Ntr. 

4) The feature vector of the new pattern can be obtained as  

Ω  γ
p 
= λtr Wp. 
The classification is done using PNN. The introduced PNN 

is a fully connected network that consists of four layers: input 
layer, pattern layer, summation layer, and output layer. Fig. 4 
illustrates the PNN layers and their connections. The input 
layer has a number of units equal to the number of variables 
used in the classification process.  

The training patterns are stored in the pattern layer, and 
they are used to construct the probability density function of 
each class. The summation layer employs a Bayesian approach 
to calculate the probability that a new unclassified pattern 
belongs to each class.  

The output layer uses a competitive transfer function to 
choose the maximum probability and generate an output that 
indicates the class that the new pattern belongs to it. The 
introduced MPR algorithm is designed with a flexibility to 
learn new patterns, and adapt the performance based on new 
training data. Adding new patterns requires recalculating the 
weights Wtr. 

The number of training patterns available for each class is 
defined as Nc, where c = 1,…, Ncl. The eigen patterns for each 
class are defined as λtri

c
, where c is the class index, and i = 1, 

…, Nc. The PDF for each class is estimated using the Parzen's 
estimator [24] as follows 

               

Where, L is the λtr vector length, and σc is a smoothing 
factor.  

The PCA weight matrix, Wtr, is divided into Ncl matrices, 
where each matrix contains the weights of one class. Define 
those matrices as Wtr

c
, where c is the class index. Each matrix 

has a size of NEtr.Nc. Define each column vector of Wtr
c
 as 

Wtri
c
, where i = 1, …, Nc. Another PDF, for each class, can be 

estimated as 

 

 

Similarly, the PCA weights matrix relating the unclassified 
pattern to each class, Wp, is divided into Ncl matrices, defined 
as Wp

c
, where c is the class index, and p is the new pattern to 

be classified. Each column vector is defined as Wpi
c
, where, i = 

1, …, Nc. The summation layer of the PNN calculates the 
probability that the unclassified pattern belongs to each class. 
This is done as follows. The distance between each training 
pattern in each class and the unclassified pattern is found as 

 

 

The probability that the unclassified pattern belongs to a 
class c is calculated as 

 

 

Where, c = 1, … , Ncl. The output layer of the PNN uses a 
decision function based on gp

c
 to classify the unclassified 

pattern. Fig. 5 outlines the steps of pattern recognition. 

 

Figure 4.  Illustration of the PNN layers and their connections. 

                                              

                                                                                                (3)       

            (4) 

                                                         (5) 

                              (6) 
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Figure 5.  Illustration of the steps of pattern recognition. 

More than one pattern maybe needed to identify the 
surrounding environment. This is because similar patterns can 
be generated from different environments, and also some 
environments can generate several distinctive patterns at 
different times. The pattern recognition algorithm is modified 
to avoid misclassification of the environment. Each 
environment has its own class, and each class consists of Nsc 
subclasses, where each subclass defines patterns with 
distinctive features. Training patterns are collected for each 
subclass. In the classification step, instead of collecting one 
pattern to identify the environment, Npe patterns are collected 
over separate times. Each pattern is classified separately, and 
then the class that most of the patterns are classified to it is 
chosen, and its corresponding environment is identified as the 
current surrounding environment. Fig. 6 outlines this approach 
of environment classification. Another approach to identify the 
environment is to collect statistics from the unclassified 
patterns and include them in the classification process. On 
average, an urban environment has higher number of reflected 
signals than a suburban environment, and indoor signals are 
weaker and can incur longer blockage times. 

 

 

 

 

 

 

 

 

 

 

Figure 6.  Illustration of the steps of environment recognition. 

IV. ADAPTIVE TRACKING STRATEGY SELECTION 

Signal acquisition can be done under strong and weak 
signal conditions, and in low and high dynamics environment 
[3]. Following a signal acquisition, the receiver obtains rough 
estimates of the code delay, the Doppler shift, and the Doppler 
rate. A closed-loop tracking is initialized using the acquisition 
output, and then it works to refine the parameters estimates and 
continuously track changes in the code and carrier parameters. 
Closed-loop tracking techniques are based on generating error 

signals proportional to the current errors in the estimated 
parameters. Those error signals are fed back to the tracking 
algorithm to readjust the estimated parameters and maintain 
locks on the code and carrier parameters. A sudden large error 
in the estimated parameters due to sudden changes in the signal 
dynamics or the signal condition can cause loss of lock on the 
signal, and the tracking can no longer continue its operation. In 
this case, an acquisition process has to be re-initiated to 
reacquire the signal. If the signal is in an unstable environment, 
like continuous changes in dynamics, frequent signal blocking, 
or dense multipath environment, then closed-loop tracking will 
not be able to achieve lock on the signal. An open-loop 
tracking can provide the solution to tracking in such cases.  

Open-loop tracking performs an acquisition-like process on 
the received signal, but with a smaller search range in the code 
delay and Doppler shift. The search range is adjusted based on 
the signal dynamics and condition. For example, in dense 
multipath reflected signals, high dynamics will require larger 
search range than low dynamics.    

The output of the introduced MPR algorithm is fed to a 
tracking strategy selector, which uses the output to decide on a 
tracking strategy and tune the filters parameters to best suit the 
signal condition. The tracking algorithms previously introduced 
for weak signals [3], weak interrupted signals [10], and 
multipath tracking [14] are used as basis for closed loop 
tracking. The acquisition algorithms previously introduced for 
weak signals and high dynamics in [3] are used as basis for 
open loop tracking. An extra module is added to each algorithm 
to detect changes in the environment by detecting changes in 
the carrier to noise ratio C/N0, the signal dynamics, the number 
of detected multipath signals, or loss of lock. Detecting 
changes in the signal conditions will invoke a rerun of the MPR 
algorithm to identify the new signal pattern and/or the 
environment.   

V. TESTING AND RESULTS 

Real and simulated GPS C/A signals are used to assess the 
performance of the algorithm. Urban and suburban multipath 
patterns are generated using the models in [4, 5, 6, 7, 8] and the 
software in [33], while indoor and outdoor patterns are 
simulated. The real GPS data were provided by the University 
of New South Wales, Australia. The real GPS data had strong 
LOS signal and no multipath signals. It is processed to add few 
multipath non-varying signals, and then it is used to generate 
some of the training patterns for strong outdoor signals. 
Hardware and software simulators are used as sources for the 
simulated GPS signals. The hardware simulator’s GPS data 
were provided by the PLAN group at the University of 
Calgary, Canada. The software simulator’s GPS data are 
generated as in [3, 14]. The simulated GPS signals are used 
with the multipath patterns to get a variety of signals conditions 
to be used in the verification process.   

Pattern recognition depends on the set of patterns used to 
train the algorithm. The classes are chosen to serve the 
underlying target application. The parameters chosen to 
identify the patterns should be enough to describe each class, 
and should express the differences between the classes. The 
target application in this paper is adaptive tracking, and so the 
first test is setup to serve that application. The classes are 
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chosen to accommodate various tracking strategies.  Six classes 
are selected for the test. The classes are as follows: 

1) SL-CM: Slow varying LOS signal power with very few 

non-varying multipath reflected signals. 

2) SL-DM: Slow varying LOS signal power with very 

dense multipath reflected signals. 

3)  FL-VM: Fast changing LOS signal power with various 

scenarios for multipath reflected signals. 

4) BL-VM: LOS signal with occasional blockage, and with 

various scenarios for multipath reflected signals. 

5) BL-DM: Blocked or very weak LOS signal with dense 

multipath reflected signals. 

6) BL-LM: Blocked or very weak LOS signal with few 

multipath reflected signals. 
A total of 150 training patterns are generated. The 

integration time, Ti, used here is 5 milliseconds, and each 
pattern spans 1 second. The patterns are divided into the six 
aforementioned classes, where each pattern is allocated to the 
most appropriate class. To test the classification performance, 
25 new patterns are generated, where none of them were used 
in the training process. The probability that each unclassified 
pattern, p, belongs to one of the classes is calculated as in (6). 
Those probabilities are normalized as follows: 

 

 

Tables I and II show 11 of the classifications results. Each 
column contains the result for one unclassified pattern, and 
each row contains the results for each class type. The pattern 
with the slow varying LOS signal with non-varying few 
multipath signals was classified with probability 1 to its class, 
SL-CM, which means it did not show any similarities to any of 
the other classes. The number and density of multipath 
reflected signals can vary from very light to very dense, and 
there is no actual boundary to classify any possible multipath 
density pattern into only two classes, However, the 
classification results indicate how light or how dense a pattern 
is. This is clear in the results in the last four columns of table II. 
This indicates that the probability of each class can be used to 
draw further conclusions about a pattern.  

Environment identification test is also conducted. Four 
environments are defined: Outdoor, indoor, urban, and 
suburban. The outdoor is defined here as an environment that 
has very few surrounding objects. Urban and suburban 
environments structures differ from one place to another. In 
this test, a suburban environment is a one with wide streets, 
trees, and low-rise buildings with large separation between 
them. Urban environment is a one with less wide streets, dense 
and high-rise buildings. Training patterns are recorded for each 
environment and divided into subclasses, where the patterns for 
each subclass are chosen to have distinctive features relative to 
each other.  

The outdoor environment is assigned two subclasses, where 
one subclass has strong LOS signal and no multipath signals, 
and the second subclass has strong LOS signal and few non-
varying multipath signals.  

The indoor environment is assigned two subclasses, where 
one subclass has light multipath signals and the other has dense 
multipath signals. Those two subclasses are characterized by 
weak power for all the signals.  

TABLE I.  PATTERN RECOGNITION CLASSIFICATION RESULTS 

  Unclassified Pattern Type 

Class  SL-CM SL-DM SL-DM FL-VM FL-VM 

SL-CM 1.0 0.017 0.015 0.009 0.012 

SL-DM 0.0 0.755 0.762 0.146 0.146 

FL-VM 0.0 0.193 0.189 0.648 0.687 

BL-VM 0.0 0.035 0.034 0.142 0.11 

BL-DM 0.0 0.0 0.0 0.03 0.008 

BL-LM 0.0 0.0 0.0 0.025 0.006 

TABLE II.  PATTERN RECOGNITION CLASSIFICATION RESULTS 

 Unclassified Pattern Type 

Class BL-VM BL-VM BL-DM BL-DM BL-LM BL-LM 

SL-CM 0.012 0.012 0.0 0.0 0.0 0.0 

SL-DM 0.254 0.269 0.0 0.0 0.0 0.0 

FL-VM 0.15 0.14 0.082 0.093 0.074 0.069 

BL-VM 0.564 0.562 0.033 0.039 0.029 0.028 

BL-DM 0.011 0.009 0.542 0.524 0.38 0.322 

BL-LM 0.009 0.007 0.343 0.344 0.517 0.437 

The urban environment is assigned four subclasses as 
follows: (1) LOS signal with dense multipath signals; (2) LOS 
signal with light multipath signals; (3) blocked LOS signal with 
dense multipath signals, and (4) occasionally blocked LOS 
signal with occasionally disappearing multipath signals.  

The suburban environment is assigned six subclasses as 
follows: (1) a subclass that characterizes the effect of trees; (2) 
LOS signal with light multipath signals; (3) LOS signal with 
dense multipath signals; (4) blocked LOS signal with light 
multipath signals; (5) blocked LOS signal with dense multipath 
signals; and (6) LOS signal with no multipath signals.  

A total of 500 patterns are used for training. Twelve sets of 
unclassified patterns are tested, where each set had Npe = 5 
patterns. Each set represents patterns of one environment, and 
each environment type had 3 sets of patterns; define this 
number of sets as Nenv (Nenv=3).  

Table III shows a summary of the results. This summary is 
calculated by averaging the results obtained from each 
environment’s three sets of patterns.                                  

TABLE III.  SUMMARY OF ENVIRONMENT CLASSIFICATION RESULTS 

The first row of the results in table III is the average of the 
maximum probability that a subclass has generated at each of 
the Npe patterns, and each of the Nenv sets, i.e., 

 

Environment Outdoor Indoor Urban Suburban 

Psc 1 0.95 0.8 0.75 
Pcl 1 1 0.95 0.9 

Classification percent  100 100 100 100 

                                                                (7) 

                                     (8) 
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The second row of the results is the average of the 
summation of Pp

c
 in (7) of the subclasses that belong to the 

correct environment, i.e.,  

 

 

 

The third row is the percent of correct classification taken 
over the Npe patterns of each of the Nenv sets. As shown, the 
results of this test generated 100 percent correct environment 
classification. 

The definition of environments is application dependent. 
The selection of subclasses depends on the structure of the 
selected environments. The MPR algorithm is very flexible in 
that the training patterns can be changed to suit the desired 
classification. 

VI. CONCLUSIONS 

This paper introduced a novel machine-learning pattern-
recognition algorithm to identify the surrounding environment 
from the characteristics of the multipath reflected signals. The 
algorithm employed feature extraction and pattern 
classification functionalities to identify the distinctive features 
of the training patterns and classify new unclassified patterns 
into predefined classes. The predefined classes can be chosen 
based on the desired classification criteria. The algorithm has 
the flexibility to work with new classes. New environments or 
signal conditions can be added by simply adding new training 
patterns from those environments. Testing results indicated the 
ability of the algorithm to correctly classify multipath patterns 
and reliably identify the surrounding environment. This 
algorithm opens the door for the implementation of adaptive 
tracking techniques that adjust their tracking strategy based on 
the surrounding environment or the signal condition. Adaptive 
tracking techniques can play a major role in providing highly 
accurate and reliable positioning in wireless and mobile 
applications.     
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Abstract— This paper proposes a novel Vehicle to Vehicle (V2V) 

communication system for collision avoidance which merges four 

different wireless devices (GPS, Wi-Fi, ZigBee® and 3G) with a 

low power embedded Single Board Computer (SBC) in order to 

increase processing speed while maintaining a low cost. The three 

major technical challenges with such combinations are the 

limited system bandwidth, high memory requirement and slow 

response time during data processing when accessing various 

collision avoidance situations. Collision avoidance data 

processing includes processing data for vehicles on express ways, 

roads, tunnels, traffic jams and indoor V2V communication such 

as required in car parks. Effective methods are proposed to 

address these technical challenges through parallel Central 

Processing Unit (CPU) and Graphic Processing Unit (GPU) 

processing. With this, parallel V2V trilateration and parallel 

bandwidth optimization, multi-dimensional real time complex 

V2V data streaming can be attained in less than a second. The 

test results have shown that there is at least a 4 to 10 times 

improvement on processing speed with parallel CPU and GPU 

processing used in V2V communication depending on different 

road safety conditions. 

Keywords-component; CUDA; Parallel processing; Vehicle to 

Vehicle Communication; WLAN; ZigBee. 

I.  INTRODUCTION  

Road safety has drawn worldwide attention due to an 
increasing number of accidents every year. According to the 
United Nations (UN) road safety report approximately 90% of 
road fatalities occur in low and middle income countries [1] 
and high portion of these accidents are due to issues directly 
related to the driver. 

Due to its high impact, much research on Vehicular Ad-
Hoc Networks (VANET) and the safety applications that go 
along with it have been carried out to prevent or lower the rate 
of accidents [2] [3] [4] [5]. VANETs are the customary 
implementation of network communications for Intelligent 
Transport Systems (ITS). Dedicated Short-Range 
Communication (DSRC) is the standard used for V2V 
communication operating in 5.9 GHz. The most basic V2V 
communication system consists of GPS and General Packet 
Radio Service (GPRS) which transmit the current vehicle 
location to the nearby vehicle using mobile the Point to Point 
(P2P) network protocol. 

VANET is designed to target for quicker response of the 
low latency network V2V communication connectivity. 
However as the infrastructure of the vehicles are getting more 
complex and the flow of traffic is increased, more sensors and 
electronic devices are built on-board the vehicle to enhance 
road safety conditions. Much research and the accompanying 
solutions have been implemented to lower down the cost of 
replacing the wireless V2V communication system which uses 
expensive transceivers with commonly used wireless network 
systems such as Wi-Fi (802.11), Wireless Broadband (802.16) 
ZigBee® (802.15.4) or other emerging network device [6] [7] 
[8] [9] [10] 

The objectives of this research are as follows: 

 LOW COST -To design a low cost V2V collision 
avoidance system through parallel CPU and GPU 
processing based on widely available GPS, Wi Fi, 
ZigBee® and 3G broadband units. 

 LOW POWER, HIGH SPEED - Development of 
parallel bandwidth, data optimization and V2V 
trilateration algorithm, able to process the data in real 
time on a low power SBC. 

II. RELATED WORK 

Vehicular ad-hoc networks (VANET) have gain wide 
popularity since the mid-90s [11]. VANET is an important 
element for accident prevention for on road vehicle. Data 
retrieval and clear presentation to the driver from the 
surrounding environment has been proven to reduce human 
errors while driving [12] [13]. However, the wireless 
bandwidth for vehicle communication system is very limited 
[14] [15]. An efficient communication protocol is needed to 
avoid overloading the system. 

In view of this, [16] [17] [18] [19] et. al proposed the GPS 
and GPRS/GSM communication which tracks the location of 
the vehicle. The data is uploaded to the server and is monitored 
in real time. The main weakness for the system is that, the data 
is transmitted or received through GPRS/GSM which only 
allows a small amount of data to be transferred in and out the 
system. 

[20] [21] [22] [23] et. al proposed the V2V communication 
by implementing the Collision Warning Systems (CWS) which 
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are radar, camera and radio based. Radar/Ladar and camera-
based collision detection is meant for detecting and viewing 
what is in front and at the rear of the vehicle. Their proposed 
method uses a radio based system which covers the side angle 
where a potential collision might occur. Radio based methods 
adopt a similar concept such as Wi-Fi stack - Time Division 
Multiple Access (TDMA). The main drawback for such setup 
is the system cost increases due to the implementation of 
Radar. 

[24] [25] [26] [27] et. al proposed the Wireless Access for 
Vehicular Environment (WAVE) for V2V and Vehicle to 
Infrastructure (V2I) system. The proposed system uses the 
Road Side Unit (RSU) coordination scheme for WAVE safety 
services support. This means that, the Access Point (AP) or 
known as WAVE provider is set up along the road. The 
economic drawback of this method is the need to set up the 
high cost RSU’s and this limits the number of locations that is 
covered. 

Our work is focused on creating a cost effective real time 
V2V network system. This system in each vehicle consists of a 
Global Positioning System (GPS) satellite based positioning 
system and a wireless location positioning system (LPS) which 
was developed using low cost short range wireless ZigBee® 
device (IEEE 802.15.4). 3G broadband is used to transmit or 
receive the information from the server in case of emergencies 
such as vehicle breakdown, traffic jam or road accidents. The 
methodologies for such configurations are implemented 
through parallel CPU and GPU processing. This method is 
capable of not only boosting the performance occupancy but 
also reduces the delay latency on data transfer between 
hardware and software in an efficient order. 

III. PROPOSED WORK 

As shown in Fig. 1, is a top down embedded system 
architecture view. It consists of 5 layers, Red, Green, Blue, 
Purple and Orange. The system can be categorized into two 
parts: real time data processing and non-real time data 
processing. The real time requirement for data processing such 
as with the Wi Fi, ZigBee® and GPS will be given a higher 
priority as compare to Broadband transmission and speech 
recognition. Non real time data processing  

Figure 1.  System Architecture 

A. The Red and Green Layer 

This is the hardware layer where Wi Fi, ZigBee®, GPS and 
Broadband Modem (represented in the block diagram) are 
connected and data is obtained from the real world. Data 
synchronization between devices was previously performed at 
the Green layer - Task parallelism library (TPL). TPL is one of 
the features in Microsoft® .net framework. The objective of 
using TPL is to divide the task into sections and parallel 
processed through the CPU. The incoming data from different 
devices were split into four different tasks. Each task was split 
into multiple threads. Threads can be parallel processed 
through multiple Central Processing Unit (CPU) and Graphic 
Processor Unit (GPU). If different data streams from the 
hardware devices simultaneously, data processing priority was 
given from the left to the right, which means the Wi Fi device 
has the highest priority and the Broadband device has the 
lowest. 

Both Wi Fi device and ZigBee® consist of two parts, with a 
total of four devices. There are two devices in Wi Fi block 
diagram: Wi Fi router and Wi Fi client adapter. The Wi Fi 
client was installed on individual vehicle. Data transfer 
between Wi Fi client adapters of different vehicle is facilitated 
through the Wi Fi router. The maximum transmission range for 
the Wi Fi device is 100 meter radius wide, supporting up to 
54Mbps of data transfer rate. 

ZigBee® system consists of two items:  the ZigBee® 
Coordinator and the ZigBee® router. The ZigBee® router is 
used to establish connection between vehicles in a mesh 
topology the total number depending on the ZigBee® system 
standard for number of devices within a mesh. Although the 
maximum data transfer rate for ZigBee® device is 250Kbps, it 
has a very low packet overhead during transfer. The data 
transfer rate will maintain its consistency within 100 meter 
radius. ZigBee® devices were used in V2V communication 
mainly for range estimation. ZigBee® devices are very low in 
power consumption. Hence, the device will therefore continue 
to operate even when the vehicle engine is turned off. 

For outdoor location tracking, the Global Positioning 
System (GPS) is used. The GPS device follows the NMEA 
0183 format for location and time zone retrieval. The 
fundamental problems for GPS are: the distance estimation 
tolerance is up to ±15 meters [37] and GPS can only work in 
outdoor environment. Therefore, the combination of ZigBee® 
and GPS is a necessity to solve the problem. 

The 3G broadband device is used for internet connection to 
send or download the latest update from the centralized 
management server. This information includes traffic info and 
accident location from the vehicle itself (if any). 

B. The Blue Layer 

The software layer, represented in Blue Layer, is the 
interface to the Hardware layer (Red Layer). Vehicle to vehicle 
communication was facilitated using Windows Communication 
Foundation (WCF) framework, which is a replacement for 
Winsock API.   
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Windows Communication Foundation served as the 
Transmission Control Protocol/Internet Protocol (TCP/IP) 
stack to support communication with the router. Each vehicle 
has its designated Internet Protocol (IP) address and a unique 
ID tag. The ID tag can be transmitted through ZigBee® device 
from vehicle to vehicle in a star topology that used multicast 
protocol. The IP address is generated in random order; it 
follows the IPV4 format, Class C network ranging from IP 
address 192.168.9.4 to 192.168.9.254. IP address which range 
from 192.168.9.1 to 192.168.9.3 is reserved for debugging and 
testing purposes. If IP conflict occurs, Windows Management 
Instrument (WMI) will assign a new IP to the current vehicle. 
The vehicle to vehicle communication is within 100 meters 
radius and has maximum of 30 vehicles linked within the 
range. Each time a communication is established, the router 
search through the network IP polls (192.168.9.4 
to192.168.9.254) for unique ID. Once the ID was identified, the 
properties of the vehicles, including the speed, location and the 
ID, are sent through the wireless communication. Once the 
vehicle is out of the 100 meter radius range, the IP will be 
released automatically so that the IP address will be available 
for another incoming nearby vehicle.  

Without GPS, the location of the vehicle is calculated by 
using the distance trilateration method. This method pinpoints 
the vehicle location by comparing the distance of the 3 nearby 
vehicle. Once the location of the nearby vehicle location is 
identified, the vehicle location is computed through the Thread 
Building Block (TBB) [39]. TBB allows the thread to be 
parallel processed on two different GPU cores. Whenever the 
GPS signal is available, the map will be updated accordingly to 
reflect the latest location of any vehicle within the 100 meters 
vicinity radius range.  

The vehicle ID, location, speed, time and date will be sent 
to the server through 3G broad. The server will help to monitor 
the traffic flow. If any accident happened in the particular 
location, the server will transmit the data to alert the driver. 

C. The Purple Layer 

Speech recognition was located at the purple layer. It was 
integrated into the system based on the built-in function from 
Windows OS. The system is programmed to detect extreme 
changes in voice pitch, e.g. shouting. The system has some pre-
programmed command such as ―send it‖, ―retrieve it‖ that 
allows user to interact with the system while driving. Once the 
system detects an abnormal tone, the system will switch to 
panic mode and take control of the dangerous situation 
automatically. The system will give audible warning such as 
―warning, nearby vehicle is within the range of xx meters‖. 
Information regarding the vehicle, for example the location and 
the vehicle ID, will be transferred to the server as needed. 

D. The Orange Layer 

The orange layer represents the Graphic Processing Unit 
(GPU) parallelism layer. Compute Unified Device Architecture 
(CUDA) programming model has two parts: Host and Device. 
The Host is the CPU and the Device is the GPU.  Data were 
transferred from the Host (CPU) to the Device (GPU) in a 
single-program, multiple data (SPMD) for preprocessing. 
Thread building block [39] transfers the array of data from the 
parallel CPU to the CUDA core 1 and CUDA core 2 for 

parallel processing. The device will send the final results back 
to the Host. Standard C++ compiler is used for compiling data 
in the host, while CUDA’s own ANSI C based compiler is used 
for compiling in the device (GPU) coding. 

IV. METHODOLOGY 

A. Received Signal Strength Indicator (RSSI) Trilateration to 

find vehicle location. 

Trilateration was used to locate a vehicle in the vicinity of 
three other vehicles. This was done in order to monitor the 
relative movement of vehicles surrounding each other to 
predict occurrences of abrupt evasive action such as when blind 
spots are encountered which leads to dangerous situations. This 
was accomplished by monitoring wireless signal strength. GPS 
was not used in this case because it cannot be used in indoor 
(car park) or in a sheltered operation. 

The basic concept of wireless signal strength is shown Fig. 
2. There are two wireless devices, as the two devices getting 
further apart, signal strength within the radius will be getting 
weaker. The measurement of the signal strength which received 
from the device is known as Received Signal Strength Indicator 
(RSSI). RSSI measures the power which received from the 
antenna in decibel meter (dBm). Thus, higher positive RSSI 
value indicators stronger signal strength. 

Figure 2.  Received Signal Strength 

Based on the signal strength, there are 3 common methods 
to measure the distance between two points: Received Signal 
Strength Indicator (RSSI), Time of Arrival (TOA) and Angle 
Of Arrival (AOA). The simplest and cheapest method is the 
Received Signal Strength (RSS) method as it doesn’t required 
additional hardware. 

As shown in Fig. 3, in order to estimate a location, at least 
three wireless devices were needed to triangulate the position 
of the 4th wireless device. There are three wireless devices, a, b 
and c. Wireless device d is within the intersection of a, b and c. 
The coordination of a, b and c can be obtained from either the 
Wi Fi or a fix point ZigBee® router from the vehicle. 

Figure 3.  RSSI trilateration 

As shown in Fig. 3 above, the equation of the trilateration 
can be written as: 
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 (1)  

 

Where 

ra, rb, rc = radius of circle a, b and c 

xa, xb, xc, ya, yb, yc, za, zb, zc = x, y and z of GPS 
coordination of circle a, b, c and d 

The intersection point of these three circles can be 
anywhere in the shaded orange area. In order to minimize the 
estimated error, the least square error method can be used: 

 

(2) 

 

 

 

Square Error = E1
2 
+ E2

2 
+ E3

2   
(3) 

Where 

Wdx,Wdy, Wdz = weight for dx, dy, dz coordination 

From equation (2), the equation can be expanded as: 
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By using Newton-Raphson method to find the trilateration 
of circle a, b and c: 
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The initial root value xn+1,yn+1,zn+1 of function F is chosen 
arbitrarily at the beginning. Every n iteration, check the 
absolute value of gx, gy and gz: 

The algorithm will stop at n iteration if gx, gy and gz value 
≤ 0.1. As gx, gy and gz get closer to 0, the estimated vehicle 
location gets closer to the coordinate of dx, dy and dz. 

B. Bandwidth Optimization 

1) Media Access Control (MAC) Address Lookup Table 

(LUT) 
In order to implement the technique discussed previously, 

the ZigBee® was used to initiative data transfer from vehicle to 
vehicle and the WiFi network was used to transfer higher 
volumes of data. The Zigbee® has a lower overhead and 
therefore establishes the connection faster while the WiFi has a 
larger overhead (slower connection) but is able to handle 
higher amounts of data. Hence by using both in parallel we 
obtain a better performance. 

Bandwidth optimization for the ZigBee® and WiFi systems 
is important because of the amount of data transfer which 
occurs from the surrounding vehicles at any given time. This 
amount adds uncertainty to the system hence optimization is 
needed. As this information is also processed in real time to 
predict dangerous situations, bandwidth optimization is a 
necessary part of feasibly implementing the trilateration 
technique discussed previously. In order to optimize the 
bandwidth usage for the Wi Fi, a Lookup Table (LUT) is used 
to map the MAC addresses of the Wi Fi router with ZigBee® 
coordinator and ZigBee® router. 

As previously mentioned the WiFi network is used to 
transfer trilateration data between vehicles. Wi Fi was designed 
for data streaming and the maximum data streaming bandwidth 
from one Wi Fi device to another is up to 54 Mega bit per 
second (Mbps). However, establishing a connection between a 
Wi Fi client and a Wi Fi router connection requires some time.  

As shown in Fig. 4, OpenWRT Wi Fi router is configured 
to be in a mesh topology. Wi Fi routers (yellow dot) can take 
up to 5 second to establish a single connection from the client 
(purple dots). It is more common to have the Wi Fi router to be 
fixed permanently on a particular spot, for example inside a 
building whereby the clients join the same Wi Fi router 
network. 
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Figure 4.   Wi Fi router and Wi Fi Clients 

In this V2V communication system, there are 5 devices: 
GPS, ZigBee® coordinator, ZigBee® router, Wi Fi client and 
Wi Fi router. Each device of every vehicle has a unique MAC 
address and the same MAC address cannot be repeated. 

Based on the Wi Fi 802.11 standards [40] Wi Fi MAC 
address can be obtained whenever the Wi Fi wireless signal is 
transmitted. The signal contains information on the Network 
Type, Authentication, Encryption and Basic Set Service Set 
Identification (BSSID). 

BBSID has divided into 5 sections: wireless MAC address, 
Signal Strength, Signal Type and Data Transfer rate 
represented in Mega bit per second (Mbps).  

The Wi Fi router wireless MAC address format is as 
follow: 

CC: XX: XX: XX: XX: XX  

CC = country code from 00- FF (Hexadecimal), 
representing 256 different countries based on a unique country 
code ID store on the server. 

XX = Wi Fi MAC address (expressed in 2 bytes 
Hexadecimal from 00 – FF) 

Since the Wi Fi router’s MAC address is unique for each 
vehicle, the following LUT is generated: 

CC: XX: XX: XX: XX: XX, YY: YY: YY: YY: YY: YY: 
YY: YY, ZZ: ZZ: ZZ: ZZ: ZZ: ZZ: ZZ: ZZ 

Where 

YY= ZigBee® coordinator MAC address 

ZZ= ZigBee® router (node) MAC address 

2) Data Transfer Optimization 
The wireless distance from one device to another is directly 

proportional to the rate of change of data transfer. In other 
words, the further the distance between vehicle 1 and vehicle 2 
is, the weaker the wireless signal will be. Weak wireless signal 
limit less data to be transmitted or received from vehicle 1 to 
vehicle 2.   

In order to find the optimal data transmission distance 
between vehicle 1 and vehicle 2, data optimization method is 
implemented to the system. As shown in Table I, the data 
transmission occurs only when the Wi Fi signal strength is 
greater than 10%. If the signal is low, the data which has the 
highest priority will be transmitted. 

TABLE I.  WI FI SIGNAL STRENGTH 

Wi Fi Signal Strength (%) Types of data to be transmitted 

Less than 10% X 

10% to 29% 1 

20% to 39% 2 

40% to 59% 3 

60% to 79% 4 

80% to 100% 5 

The data transfers are as follows: 

C. Parallel CPU and GPU Implementation 

The Parallel Central Processing Unit (CPU) and Graphic 
Processing Unit (GPU) improve overall system performance 
with greater processing speed. It is crucial to implement the 
parallelization threads in a proper manner. In order to obtain an 
optimal result with parallelism, the system is relies strongly on 
the combination of CPU and GPU hardware performance 
strength, specifically favoring different type of memories for 
prioritize memories sequential access [41]. Currently, the 
limitation on CPU and GPU bandwidth become the bottleneck 
for hardware acceleration. There are limited bandwidth data to 
compute per cycle, CPU and GPU have to wait for the cycle to 
complete before proceeding. Compute Unified Device 
Architecture (CUDA), is a multithreaded GPU programming 
library designed by NVidia® to perform general purpose 
computation on a GPU. The GPU threads are executed through 
kernel [42]. A kernel has similar function to C programming 
function; the only difference is that the kernel function is 
requested from the CPU to the GPU device. The host (CPU) 
will sent the matrix array of data to the device (GPU) for 
arithmetic calculation. The final arithmetic value is then 
transferred back to the host.  

1) Parallel CPU and GPU Implementation 
The system is implemented in two folds. As shown in Fig. 

1, there are 4 tasks handled by WLAN, ZigBee®, GPS and 3G 
broadband. Firstly prioritize the task. Among them, both 
WLAN and ZigBee® have the highest priority, followed by 
GPS and 3G broadband. Secondly, split the tasks into multiple 
threads. By using ―divide and conquer‖ technique, each thread 
is partitioned into multiple parts. At the maximum performance 
occupancy, each part will not have more than 512 threads.  

  

1. Transmit the GPS coordination for maximum of 5 vehicle 

within 20 meters Wi Fi range 

2. Scan for MAC address of ZigBee® coordinator and router 
of any vehicle nearby, once it found, linked up all the nodes 

together so that data can be transferred from one vehicle to 

another. Scanning stop when it reaches 10 vehicles or GPS 
coordination with Wi Fi radius of 40 meters (whichever 

comes first). 

3. Scan and established the coordination between Wi Fi and 
ZigBee®, for any nearby vehicle. Stop scanning after it 

reaches 20 vehicles or Wi Fi range of 60 meters (whichever 

comes first)  
4. Scan and established the connection of up to 25 vehicles up 

to 80 meters Wi Fi radius. 

Scan and established the connection of up to 30 vehicles up 
to 100 meters Wi Fi radius 
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Lastly, the data matrix is sent to GPU for parallel 
calculation. Once the final answer has been obtained from the 
parallel GPU, it is transfer back to CPU for further processing. 

Table II shows the 4 tasks implemented using Parallel CPU 
and GPU or Parallel CPU processing. 

TABLE II.  PARALLEL TASK DISTRIBUTION 

Task 
Parallel 

CPU + GPU 

Parallel 

CPU 

Task 1 (Bandwidth optimization)    

Task 2 (GPS location 

transmission) 
   

Task 3 (3G broadband data 

transmission) 
   

Task 4 (vehicle location 

trilateration) 
   

TABLE III.  PSEUDO CODE (TASK 1 – BANDWIDTH OPTIMIZATION): 

1. Create a task and name it as Task1 using Task parallel 

Library (one of the .net framework 4.0 features) 

2. Search nearby vehicle Wi Fi router for BSSI wireless 
MAC address, if different BSSI wireless MAC address is 

found, go to step 3, else go to step 8. 

3. Allocate the matrix array in GPU device  
4. Store the WiFi MAC and LUT to global kernel of the GPU 

5. Compare the WiFi MAC to match the LUT 

6. Once a match is found, transfer the match back to CPU 
host. If not, continue with Step 6. If no match is found, go 

to Step 2. 

7. Connect the wireless client based on the match, check for 

wireless data transfer optimization algorithm to optimize 

the data transfer bandwidth. If the WiFi router is further 

than 100 meters radius, release the IP for the next vehicle. 
If any IP address collision, reconfigure a new IP address. 

8. Go back to step 2. 

TABLE IV.  PSEUDO CODE (TASK 2 – GPS LOCATION TRANSMISSION): 

1. Create a task and name it as Task2 using Task parallel Library 
(one of the .net framework 4.0 features) 

2. Check for CPU usage if it is more than 95%, if true, delay step 2 

until progress it is less than 95%. 
3. Send the NMEA code to the GPS device to get the coordination 

of x, y and z. Get the amount of satellites, maximum 12. At the 

same time get the date and time. 
4. Broadcast the GPS coordination to the wireless network within 

the same transmission range. 

5. Check for incoming data from other vehicle, if the distance is 
too close, hidden vehicle at winding road; activate speech audio 

to warn drivers. 

TABLE V.  PSEUDO CODE (TASK 3 – 3G BROADBAND DATA 

TRANSMISSION): 

1. Create a task and name it as Task3 using Task parallel Library 

(one of the .net framework 4.0 features) 
2. Check for CPU usage if it is more than 95%, if so, delay step 2 

until progress it is less than 95%. 

3. Check whether the 3G wireless broadband is more than 80% and 
is stable. If not don’t transmit to the server. (Step 3 is to avoid 

data transmission error) 

4. Check whether current vehicle stop at certain location for a 

certain time period at middle or side of the road. If so transmit 

the coordination to the server, the vehicle could be having an 

accident or break down on the road. 

2) Two dimension Newton-Raphson using parallel CPU 

and GPU 

Used in the trilateration calculation, the Newton-Raphson 
algorithm parallel CPU and GPU optimization steps are as 
follow: 

Radius of circle ra, rb, rc in meters = 10
(RSSI-A+Xơ)/10n

           (7) 

Where 

A = RSSI value of distance in 1 meters = -40dBm 

Xơ = Value of random noise = 0  

n = path loss component value from 2 to 4. 

From Equation (4), (5), (6): 

Assume 

Wdx, Wdy, Wdz = 0 

 

 

 

 

 

 

(8) 

 

 

 

 
(9) 

 

 

 

 (10) 

 

*Note: The initial value for xd, yd, zd were assigned 
randomly on the first iteration. 

TABLE VI.  PSEUDO CODE (TASK 4 – VEHICLE LOCATION 

TRILATERATION): 

1. Create a task through Task parallel Library (one of the .net 

framework 4.0 features) and name it as Task4. 
2. Within Task4 parallel function, check for the coordination of the 

GPS from nearby vehicle, if no GPS signal can be found, take 

the RSSI value only. 
3. Split the Task into two threads using Thread Building Block so 

that it can be parallel process using two GPU core at the same 

time. 
4. Allocate the array of 100 x 100 matrix array in GPU  

5. Allocate the block and threads in GPU global memory 

a. Compute the RSSI to distance value using 
equation (7) 
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b. Substitute the coordinate value of

, , , , , , , ,a a a b b b c c cx y z z yx xy z
into equation 

(4), (5) and (6) 

c. Compute Inverse matrix of J from equation (9) 

d. Allocate the share memory 10x10x10 of GPU: 
shared_memory[threadIdx.x][threadIdx.y][thre

adIdx.z] 

e. Initial guess value for 

200

  200

200

d

d

d
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z
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i. Check weather is it the first time 
running the While loop, if so take 

the initial value of 

d

d

d

x

y

z

 
 
 
 
   Step e) or 

else skip step i and proceed straight 

to step ii. 
ii. shared_memory[threadIdx.x][thread

Idx.y][threadIdx.z] = Compute the 

equation (10) using 

d

d

d

x

y

z

 
 
 
 
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iii. synchronous threads 

iv. move the value to 
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6. Transfer the final answer of xn, yn, zn from the GPU back to 

CPU 
Compute the final coordinate xn, yn, zn of current vehicle 

location and transmit to other vehicle using Windows 

Communication Foundation (WCF). 

V. RESULTS AND DISCUSSION 

A. Software Setup 

The following software in Table VII is used to compile and 
implement the proposed parallel system: 

TABLE VII.  SOFTWARE SETUP 

Software Methodology/Algorithms used in this research 

CUDA 4.1 [28] 

Parallel GPU processing for WiFi and ZigBee® 

transmission protocol and bandwidth 
optimization.  

Visual Studio 

2010 (C# and 

C++) [29] 

C# for handling non time critical task, that is 

graphical user interface (GUI). C++ for handling 
time critical real time task WiFi and ZigBee®, 

GPS and 3G broadband interface  

Windows 

Communication 

Foundation 4.0 

[30] 

V2V WiFi IP address assignment  

Microsoft® .Net 

Framework 4.0 

[31] 

Parallel CPU processing. The total work load is 
split into 4 tasks which consist of Bandwidth 

optimization, GPS location transmission, 3G 

broadband data transmission and vehicle location 

trilateration.  

Windows 

Management 

Instrumentation 

[32] 

V2V WiFi IP address conflict reset.  

Speech 

Recognition SDK 

11.0 [33] 

Based on Microsoft® OS Speech recognition  

  

B. Hardware Setup 

The system was tested on a 2.6GHz x86 Intel Centrino dual 
core mobile processor, with 4 Gigabytes of RAM and two 
NVidia® 8800M GTX GPU graphic card with Scale Link 
Interface (SLI) disabled. The 8800GTX consist of 768MB 
RAM, 6 stream multiprocessors, with each multiprocessor 
consist of 16 stream processors, which comes to the total of 96 
stream processors. Each multiprocessor has 8192 of 32-bit 
registers; each multiprocessor can have up to 768 threads. 
Threads are partitioned into thread blocks which can consist of 
up to a maximum of 512 threads, and can be furthered be 
divided into warps of 32 threads. 

The following hardware devices in Table VIII used in this 
work are: 

TABLE VIII.  HARDWARE SETUP 

Device Function 
Methodology/Algorit

hm 

OpenWRT Wi-Fi 

WRT54g router 

(802.11g) [34] 

V2V communication 

for real time location, 

speed and time 
tracking 

Based on Open source 

Wi-Fi stack and 

customized to fit 
specifically in this 

research.  OpenWRT Wi-Fi 

WRT54g wireless 

client adapter 

(802.11 g) [34] 

Client for V2V 

communication to 
OpenWRT router 

communication, up to 

maximum of 30 clients 
per router. 

ZigBee® 

Coordinator 

(802.15.4) [35] 

ZigBee® client for 

V2V communication  

Based on ember [36] 

ZigBee® stack. Based 
on RSSI for vehicle 

trilateration and 

Bandwidth 
optimization  

ZigBee® Router 

(802.15.4) [35] 

ZigBee® router to 

communicate with a 
ZigBee® coordinator  

GPS [37] Vehicle location, time 

and date 

NMEA 0183 GPS 

protocol to retrieve the 
current vehicle 

location.  

3G broadband 

[38] 

In an emergency 

situation, the device 
will send the vehicle 

location to database 

server. 

standard 3G software 

protocol for 
transmitting and 

receiving from client 

to client , client to 
server and V2V 

communication.  

LCD Touch 

Screen 

Display vehicle 
location  

- 

C. Trial run 

As a trial run, the system was tested in an outdoor 
environment on a local surface road. For safety reasons the 
vehicle maximum speed limit was set to 60kmh. For indoor 
testing, the GPS setting is deactivated. The vehicle to vehicle 
distance estimation is based on the ZigBee® trilateration and 
Wi Fi signal for distance judgment.  

As shown in Fig. 5, the red spot shows the current vehicle 
location while the green spot indicate other vehicles within 100 
meters radius. With this information, the system analyzes the 
potentially dangerous incoming vehicles and warns the driver 
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about vehicles at blind spot, hidden corners or idle vehicle on 
the middle of the road. 

Figure 5.   Map and vehicle info 

Table IX shows the data transmitted from vehicle B to 
vehicle A during the test. However, the following data is used 
for debugging purposes only. It is hidden from the driver. The 
1

st
 column shows the date, 2

nd
 column stores the time taken in 

24 hours format, 3
rd

 column is the unique ID from vehicle B 
which is ―Client 1‖. The 4

th
 column is the time difference in 

terms of speed in kmh. Negative value means the vehicle B is 
moving faster than vehicle A. The 5

th
 and 6

th
 column is the 

difference of longitude and latitude value between vehicle B 
and vehicle A. The negative value of the longitude shows the 
vehicle B is moving towards the right side. The last column, 
latitude with a positive value indicates that the vehicle B is 
front of vehicle A.  

TABLE IX.  VEHICLE TRACKING SYSTEM 

05-04-12 , Client1 , 11:35:29 , -5.092995 , 0.00017 , -0.00006 

05-04-12 , Client1 , 11:35:29 , -5.092995 , 0.00017 , -0.00006 

05-04-12 , Client1 , 11:35:30 , -3.223 , 0.00019 , -0.00006 

05-04-12 , Client1 , 11:35:30 , -3.223 , 0.00019 , -0.00006 

05-04-12 , Client1 , 11:35:31 , -0.5550003 , 0.00020 , -0.00006 

05-04-12 , Client1 , 11:35:31 , -0.5550003 , 0.00020 , -0.00006 

Table X and Table XI are the RSSI value on a field test 
within line of sight. The error rate for Wi Fi Packet Error rate is 
within 10%. A 5dBi and 2dBi omnidirectional antenna is used 
for Wi Fi and ZigBee® devices. The test results have shown 
that the trilateration range estimation for ZigBee® is within ±3 
meters tolerance. 

TABLE X.  WIFI RSSI* 

Wi Fi 

(meters) 

Transfer 

rate  

RSSI (dB) - OpenWRT 

Router with 5dBi 

omnidirectional antenna 

Packet 

Error 

Rate(PER) 

10 ≤54Mbps -65dBm 

<10% 

50 ≤48Mbps -67dBm 

80 ≤36Mbps -70dBm 

100 ≤12Mbps -80dBm 

*Maximum Wi Fi client to router, Wi Fi router to router enumeration = 5 second 

 

 

 

 

 

TABLE XI.  ZIGBEE® RSSI* 

ZigBee® 

(meters) 

RSSI (dB) – with 2dBi 

omnidirectional Antenna 

Trilateration error 

Tolerance 

10 -40dBm 

±3 meters 
50 -58dBm 

80 -72dBm 

100 -83dBm 

*Maximum ZigBee® Node to node enumeration = 30ms 

Fig. 6 and 7 shows the data transfer rate against distance for 
Wi Fi and RSSI against distance for ZigBee® signal 
respectively. The experimental results were obtained within 
line of sight of two vehicles on an express way during the test 
drive. The Wi Fi transfer rate from Vehicle 1 Wi Fi client to 
Vehicle 2 Wi Fi router is directly proportional to the distance. 
As for the ZigBee® router on vehicle 1 and 2, the data transfer 
rate remains consistent at 250Kbps as wireless signal strength 
directly proportional to the distance. 

Figure 6.  Wi Fi distance (meter) against transfer rate (Mbps) 

Figure 7.  ZigBee® Distance (meter) against RSSI (dBm) 

Table XII shows the results for the time taken for vehicle A 
to search for vehicle B within 100 meter radius. The total time 
taken to detect the vehicle in normal road condition has been 
reduced tremendously from 4.6 sec to 426 millisecond with the 
used of parallel CPU and GPU processing. In term of speed, it 
has significantly improved approximately 10 times on the 
system performance. 

D. On road conditions 

1) Scenario 1 Express way and road tunnel condition  
Under normal traffic conditions, vehicles are 

communicating in a star topology protocol.  There are two 
different wireless connections on each vehicle, Wi Fi and 
ZigBee® signal.  
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TABLE XII.  PARALLEL CPU AND GPU ACCELERATION 

Condition Without Parallel CPU 

and GPU(millisecond) 

With Parallel CPU 

and GPU 

(millisecond) 

Cornering ≤4645 ≤426 

Tail gating ≤1787 ≤289 

Break Down at 

middle of road 

≤1812 ≤335 

Lane Change ≤1884 ≤383 

Blind Spot ≤1921 ≤399 

Speed Track ≤2779 ≤438 

While waiting for the Wi Fi client to link up with other 
vehicles, ZigBee® coordinator and ZigBee® router have 
established the connection and estimated the trilateration 
distance between vehicle to vehicle and transmit the location 
through ZigBee® from vehicle to vehicle. At the same time, 
GPS location is transmitted through Wi Fi signal. If the vehicle 
is in a tunnel, the GPS will not be functional. Thus, the distance 
estimation will rely solely on ZigBee® RSSI from one vehicle 
to another.  

Fig. 8 shows how the communication of Vehicle 1 to 5 is 
established on normal express way. Each vehicle is linked up to 
30 vehicles either on a single hop Wi Fi router to Wi Fi client 
communication or Wi Fi router to Wi Fi router multi hop 
communication. 

Figure 8.   V2V - Normal condition 

Table XIII shows how V2V communicate with each other 
on a road. From Fig. 8, Vehicle ID=1 communicates with the 
other vehicle ID=2, 3, 4 and 5, vehicle ID=2 communicates 
with vehicle ID=1, 3, 4 and 5 in a star topology. Similarly for 
vehicle ID=3, Vehicle ID = 4 and Vehicle ID = 5. 

TABLE XIII.  V2V COMMUNICATION 

Vehicle ID Vehicle Communication 

1 2,3,4,5 

2 1,3,4,5 

3 1,2,4,5 

4 1,2,3,5 

5 1,2,3,4 
 

2) Scenario 2 Traffic jam condition (ZigBee® off) 
In this scenario, the system will pin point the vehicle 

current location using GPS solely. The GPS location from one 
vehicle to another is transmitted through Wi Fi until it reaches 
100m radius or maximum of 30 vehicles (whichever comes 
first) on a single hop transmission. Although the Wi Fi takes a 
few seconds to establish a connection with the client, it is still 

reasonable for the driver to wait for the time delay in a traffic 
congested area. 

3) Scenario 3 Indoor car park condition (GPS off)  
The 3

rd
 scenario is in an indoor car park as shown in Fig. 9. 

ZigBee® routers and ZigBee® coordinators from vehicle 2 to 7 
remained functioning even though the vehicle engine is switch 
off; the RSSI data is transmitted on every second interval. The 
car park is normally divided into different sections. Assume 
there are 10 vehicles parked on both left and right row. As 
vehicle 1 moved towards the direction of vehicle 2 and 5, the 
RSSI from vehicle 2 to 7 is received by the ZigBee® router of 
vehicle 1. The estimated error is ±3 meters, which is 
approximately 2 vehicle space. 

 

 

Figure 9.   V2V - Indoor car park 

VI. CONCLUSIONS 

This paper has presented an efficient V2V communication 
implementation for driver safety by implementing the 
following methods: 1) Using a variety of real time V2V 
wireless communication protocols in different circumstances 
that optimizes performance, and 2) utilizing parallel CPU and 
GPU processing to accommodate real time processing of 
massive amounts of data. The methods implemented here are 
an improvement on past solutions due to the lower cost and 
lower power consumption of the proposed system without 
sacrificing performance. 

The results in Table XII have shown that, by using parallel 
CPU and GPU, the time taken can be decreased up to 10 times 
of normal CPU alone implementations without parallel 
processing. However the results can further be improved when 
better hardware CPU and GPU options (in terms of 
performance per cost) become available. In comparison to 
other related work in the domain our results in Table XIV 
shows that the techniques implemented here are lower costs 
using lower power but with higher or similar speed 
performance. 

Looking forward, the next objective is to port the current 
system to a mobile device such as a multi core OS hand phone. 
This porting will further reduce the cost and at the same no 
additional processing hardware is required other than the 
mobile phone. The total cost can further be reduced and the 
design can have much lower power consumption in order to 
achieve the same performance as the system discussed here. 
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TABLE XIV.  COST AND PERFORMANCE COMPARISON 

Criteria Results for 

this 

research 

GPS, 

GPRS/G

SM 

system 

[16] [17] 

[18] [19] 

et. al 

Radar/Ladar

, camera, 

radio based 

system [20] 

[21] [22] [23] 

et. al 

WAVE/RS

U system 

[24] [25] 

[26] [27] 

et. al 

Total cost ≤USD950 ≤USD40
0 

≤USD10K ≤ USD14K 

Power 

consumpt

ion 

≤150Wa  

≤ 1W for 
ZigBee® 

transceiver 

≤50Wa ≤150Wa Depending 

on RSU 
[44] 

Accuracy ±3 meters ±15 
meters 

±1 meter ±1 meter 

Speed ≤ 0.5 

second 

≤5 

second 

≤ 50 

millisecond 
Radar [43] 

response time 

and ≤ 2 
second total 

timeb 

≤ 2 secondb 

a. Whole System running at full load 

b. Depending on the system configuration 
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Abstract—There are many situations where it is needed to 

represent and analyze the concepts that describe a document or a 

collection of documents. One of such situations is the information 

retrieval, which is becoming more complex by the growing 

number and variety of document types. One way to represent the 

concepts is through a formal structure using ontologies. Thus, 

this article presents a fast and simple method for automatic 

extraction of ontologies from documents or from a collections of 

documents that is independent of the document type and uses the 

junction of several theories and techniques, such as latent 

semantic for the extraction of initial concepts, Wordnet and 

similarity to obtain the correlation between the concepts. 

Keywords-document ontology; ontology creation; ontology 

extraction; concept  representation. 

I.  INTRODUCTION  

The continuous increase in the amount of documents 
produced both on the Web and in local repositories makes it 
increasingly complex and costly to analyze, categorize and 
retrieve documents without considering the semantics of the 
whole or each document. Generally, the semantics is analyzed 
based on the concepts contained in the documents, and the 
ontologies are one of the ways to represent these concepts. 
Ontology can be defined as a formal and explicit specification 
of shared conceptualization [1]. These can also be seen as 
conceptual models that capture and explain the used 
vocabulary in semantic specifications. For documents, 
ontology may be seen as significant group of terms that 
expresses the vocabulary of the document through concepts 
and relations modeled after those terms.  

Ontology can be constructed in a more general way or a 
domain-dependent, depending on how general are the sets of 
concept. In the context of this article, the concepts of 
ontologies are general, since the terms used for formation of 
the concept may be present in any document. However, the 
ontology creation is based on documents from a specific area, 
thereby resulting ontologies directed to the document domain. 

There are many situations where presence of semantics is 
necessary in order to best perform certain tasks in certain areas, 
however, depending on the task, it is not necessary that the 
semantics be extremely detailed regarding the formation of 
concepts and semantic relations, since the semantics is an 

auxiliary item to the task. Thus, the proposed method tries to 
meet the need of creating a simple and meaningful semantic 
description of documents without analyzing these documents 
through artificial intelligence techniques, language and context 
analysis. 

The method extracts an ontology from a collection of any 
documents (text only or structured) or descriptive ontologies of 
single documents using tools and techniques such as latent 
semantic analysis, clustering and Wordnet. The initial concepts 
of the ontology and its relations are obtained from the terms of 
the documents and other concepts are created from the analysis 
of the terms using latent semantic and clustering. The relations 
between the concepts are obtained from analysis using a 
thesaurus or ontology, and for this work Wordnet was chosen 
to.  

This article is organized as follows: section II presents the 
state of the art for the automatic extraction of ontologies, in 
Section III it is presented the concepts of latent semantic 
analysis, clustering and Wordnet used in this work; it is 
presented in Section IV the proposed method detailing its 
operation and experiments, and in section V the conclusions of 
the article. 

II. RELATED WORK 

There are many works in the literature that deal with 
generation or extraction of ontologies. Most of the works focus 
on certain documents types or on specific domains.  

Initially, it is presented solutions related to ontologies 
generation using algorithms such as clustering and latent 
semantic that are relatively independent of the document type, 
since they only use the textual content of the documents for the 
ontologies creation. 

The work of Maddi et al. [2] presents a way to extract 
ontologies for text documents using singular value 
decomposition (SVD) to obtain the concepts from terms and 
represents the obtained results using bipartite graphs.  

Fortuna et al. [3] present a process for obtaining concepts 
semi-automatically, because the solution only suggests terms 
sets and from this suggestion the user chooses the concepts and 
makes connections between them. 
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Still considering the use of latent semantic, Yeh and Yang 
[4] generate ontologies from historical documents from digital 
libraries, using latent semantics for generating the initial 
concepts and clustering for the other concepts. Regarding the 
semantic relation generation, the paper proposes the use of a 
specific set of pre-defined relations to the language and 
document domain. 

Some paper presents detailed studies on the generation of 
concepts and ontologies. Thus, the state of art for methods, 
techniques and tools to the ontologies generation is presented 
in [5, 6, 7], and in [3] it is presents a study of concepts 
generation focused on clustering and latent semantic. 

Considering the solutions that generate ontologies for 
applications and specific document types, there is the work of 
Sanchez and Moreno [8] that presents a methodology for 
automatic construction of domain ontologies in which concepts 
are obtained of keywords from Web pages. The ontologies 
creation for lecture notes in distance education systems is 
presented in [9] and it uses natural language processing to 
extract keywords, algorithms based on frequency to select the 
concepts from the keywords and association rules algorithms to 
define the semantic relations.  

Gillam and Ahmad [10] propose the obtainment of concepts 
using statistical methods for comparison between a vocabulary 
created by domain experts and the general vocabulary words 
from the text. For the hierarchy creation it is used solutions 
from literature, such as smoothing and extraction and 
placement technique.  

Lee et al. [11] present a solution for creating ontologies 
from text document in Chinese using fuzzy logic, similarity and 
clustering to obtain the taxonomy of the ontology. 

The works presented in the literature are generally directed 
to a particular area or document type, whereas the proposed 
method is developed to meet different domains and document 
types.  

Most solutions in the literature generate, as an answer, an 
ontology that can be manipulated by only using the tool that 
develops the solution, limiting the use of ontology developed or 
requiring an adaptation for use in other environments. Thus, the 
proposed method generates a standard OWL ontology that can 
be accessed and manipulated in ontology editors or other tools, 
for example, Gena when programmed in Java.  

Another consideration that must be made about the 
solutions for creating ontologies is that solutions from the 
literature require the intervention of a specialist to obtain the 
semantic relations or algorithm that take much time and effort. 
Therefore, the proposed method uses a simple and relatively 
quick way to automatically generate the basic semantic 
relations between the concepts, generating an ontology that has 
the properties, axioms and constraints on its outcome. 

III. CONCEPTS 

In this section, it is presented some concepts and techniques 
used in the development of the proposed method.  

A. Latent Semantic Analysis and Singular Value 

Decomposition (SVD) 

Latent Semantic Analysis is a way to manipulate sets of 
documents [12]. However, in the context of this work, it is used 
to obtain concepts that comprise a set of documents [2].  

The latent semantic analysis explores the relation between 
terms and documents to build a vector space, which allows the 
performing of analyzes between documents. To apply the latent 
semantic index-terms must be obtained which are the most 
frequent terms in the documents. From the index terms, it is 
mounted a term-document matrix containing the terms in rows 
and the term frequency in columns for each of the documents. 
As the document-term matrix can be very large to be fully 
analyzed, the SVD is used to obtain an approximation of this 
matrix through linear combinations. 

The SVD decomposes the term-document matrix into three 
matrices U, Σ and V, where U is an orthonormal matrix whose 
columns are called singular vectors to the left, Σ is a diagonal 
matrix whose elements are called not   negative singular values 
and V is an orthonormal matrix whose columns are called 
singular vectors to the right. Fig. 1 shows the decomposition of 
an A document-term matrix with dimensions mxn, resulting in 
matrices U with dimensions mxr, Σ with dimensions rxr and V 
with dimensions rxn.  

 

Figure 1. Example of singular value decomposition for a term-document matrix 

A. 

The use of SVD allows both dimensionality reduction of 
term-document matrix for an information recovery task and the 
creation of concepts and their association with the document.  

The creation of concepts is performed by analyzing the two 
matrices term-document and U. The first level (ground level) of 
the ontology hierarchy is obtained from its own index terms 
from the term-document matrix. The next level of the hierarchy 
is formed of concepts obtained from the term analysis of the 
matrix U columns, which provides the relation between terms 
and concepts. A concept consists of chosen terms from each 
column according to some criterion.  

The matrix V provides the relation between concepts 
obtained from the U matrix and the documents of collection, 
allowing one to know which concepts are from each document 
and create a descriptive ontology for each document. 

B. Hierarchical Clustering Algorithms  

The clustering algorithms in the context of this method are 
used to perform an analysis on concepts obtained to generate 
the other levels of the hierarchy of the ontologies. Thus, this 
section presents the concepts related to hierarchical clustering. 
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There are two ways to implement hierarchical clustering: 
bottom-up and top-down. The bottom-up solution starts with 
several individual concepts that are grouped together with more 
similar ones until it forms a single group. On the other hand, a 
top-down solution starts with all objects in one group and these 
are subdivided according to their proximity in smaller groups. 

Among the various bottom-up clustering algorithms, there 
are two that are most commonly used for creating ontology 
hierarchies. The K-Means algorithm was presented in 1967 and 
it begins at the choice of baseline groups (centroids). The 
algorithm works by arranging objects according to these 
centroids and recalculating these centers until the result of 
convergence is satisfactory [13]. However, the clustering 
algorithm initially considers that all objects are separate 
groups. The algorithm analyzes the similarity between the two 
groups putting them together based on the proximity between 
the groups until there is only one group. Fig. 2 illustrates the 
operation of K-Means clustering algorithms and clustering. 

 

(a) 

   

(b) 

Figure 2. Example of operation of clustering algorithms that can be used in the 

building of ontologies [13]. 

C. Wordnet Ontology 

Wordnet [14] may be considered an ontology constructed in 
a more general way or also a lexical reference which can be 
used online or locally. According to Snasel et al. [15], Wordnet 
has information of nouns, adjectives, verbs and adverbs, which 
can be used to determine semantic connections and to trace the 
connections between morphological words. 

Generally, there is a version of Wordnet for each language. 
However, there are tools to extend the analysis in one language 
to others, for example, if the noun "house" is analyzed to obtain 
synonyms, using the tool, all its synonyms may be obtained for 
English or for any other language. 

In this method context, Wordnet is used to create the 
semantic relations between the ontology concepts focusing on 

the creation of properties, axioms and restrictions. For the 
creation of these relations are analyzed possible relations 
proposed in Wordnet, as shown in Fig. 3.  

 

  Figure 3. Wordnet Semantic Relationships [16]. 

IV. PROPOSED METHOD 

The proposed method presents a simple, rapid and 
automatic way of obtaining an initial organization of concepts 
from collection of any documents that can be formed only by 
text or structure and text. This proposal aims to meet 
applications that require semantic descriptions that are 
meaningful only enough to meet the application and does not 
need much detail. This method improves some solutions that 
make use of clustering and statistical methods in order to obtain 
more significant ontologies by improving the development of 
concepts and semantic relations. In this method it is possible to 
obtain an ontology that describes the concepts of an individual 
document or of a collection of documents. The method seeks to 
work only on an automated way, making a specialist 
unnecessary at the time of the ontology creation. However, a 
domain expert may do an analysis of the ontology using an 
ontology editor and make changes to improve the result 
obtained automatically. The method also keeps stored 
summaries and elements used to obtain the concepts and terms, 
so that this method allows the inclusion of new documents in 
the collection, as well as the deletion and alteration. 

Fig. 4 shows the method general outline of ontologies 
extraction from a collection of documents. In the following 
sections the main parts of the method and the results obtained 
using it are shown.  

 

  Figure 4.General outline of the proposed method operation. 
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A. Documents Preparation 

In this first phase, documents are prepared for obtaining 
concepts. First, it is necessary that the collection of documents 
be analyzed in order to define which documents have structure 
(XML documents) or text only.  

Considering only text documents, initially, it is analyzed 
the necessity of obtaining a summary if the document is very 
large. For summaries preparation can be used one of the 
algorithms present in the literature depending on the desired 
quality and efficiency. The summaries of documents can be 
kept stored in files or databases, since their preparation need a 
reasonable computational time that can be suppressed by 
keeping them for use in the preparation of other ontologies 
when these documents are used. 

For documents that have structure, there is a prior step to 
the summaries creation. This step is the separation between 
structure and content of the document. In this separation, the 
structure is analyzed to verify if the elements have definitions 
that can be considered concepts in the ontology. The elements 
are ignored if the structure does not have relevant ones, 
otherwise they are also stored. The separated contents are 
analyzed following the same idea of only text documents.  

The summaries / documents are read, extracting the terms 
that will be used in the preparation of the ontology, i.e., these 
are transformed into set of strings containing terms not 
repeated and considered relevant of each of the summaries / 
documents.  

These terms also undergo a standardization process, that is, 
the terms are analyzed in order to withdraw from the set terms 
that are grammatically different forms for the same word, such 
as student and students, and terms that are different tenses for 
the same verb, for example, walk and walks. For XML 
documents, the term set can contain structure elements that are 
relevant to the formation of concepts. 

Still at this stage, the terms need to have their TF-IDF 
(Term Frequency Inverse Document Frequency) calculated. 
The TF-IDF is calculated in two steps, first TF is obtained by 
the formula presented in (1): 

TF= freq_(i,j)/max⁡(freq_(l,i) )                                  (1) 

where freq_(i,f)   is the frequency of term i for a document j 
and e max⁡(freq_(l,j) ) is the frequency of the most frequent  
term in the document. However, the IDF is the second stage of 
the calculation, and it is obtained by the formula (2) shown 
below:  

IDF= log⁡〖N/n_i 〗                                      (2) 

where N is the total number of documents of the set and n_i 
is the number of documents that contain term i. The final result 
of TF-IDF is obtained by multiplying the TF by the IDF. The 
TF-IDF is used in the next phase, in getting the concepts. 

B. Concepts Obtainment 

Initially, it is obtained the index terms, which are the set of 
terms that appear in more than twenty five percent of the 
documents.  If this obtained set of terms is very large, it can be 
reduced by selecting a subset of these terms observing the 

criterion of keeping in the index the terms that appear more 
frequently in the documents, so that the manipulation of the 
document-term matrix and of the matrices created by SVD 
become easier.  

For the resulting matrices from the application of SVD in 
term-document matrix, the matrices U that links the concepts to 
the terms and V matrix that links the concepts to documents are 
used.   

The use of the matrix U in order to obtain the ontology 
concepts has been shown in [2, 3]. The concepts are created 
from the terms of the matrix U columns. Thus, each column 
from U creates a concept from the union of the terms that have 
the highest values in the column, with maximum of three terms 
united. A comparative analysis is made in this obtained set of 
concepts in order to verify the concepts that may be the same, 
i.e., those having the same terms only placed differently. If the 
concepts are actually different, they are kept in set of concepts 
and the terms are attached to these concepts. The linking 
between the terms and concepts is done through analysis of 
matrix U, verifying in each column the terms that have values 
greater than 0.5, because the relation is only considered valid if 
the connectivity degree is greater than fifty percent.  

The obtained concepts from the matrix U are the ones of the 
intermediate level of the ontology, that is, the second level in 
the hierarchy. At the base level of the ontology, there are the 
initial concepts that are themselves index terms.  

Fig. 5 shows an obtained concept in one experiment 
performed and its terms, with concept being formed of two 
terms with the greatest value in the matrix U column.  

 

Figure 5.Example of a concept and its terms. 

From the two obtained levels of concepts, it is necessary to 
create the other levels of the ontology to form a complete 
hierarchy. Thus, it is used the algorithm shown in Fig. 6 for 
clustering the concepts until obtaining an only group which 
will be the main concept of hierarchy. 

 

 Figure 6. Agglomerative Algorithm. 

At this point you need to check which concepts belong to 
which documents, because only the concepts of each one of the 
documents are clustered. Thus, before clustering, it is necessary 
that the matrix V be analyzed by separating the concepts and 
terms of each of the documents. As the terms, the concepts also 
have its degree of connectivity analyzed, and it is considered 
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for the document only those concepts that have connectivity 
superior to fifty percent, therefore ensuring greater quality in 
the developed ontology. 

C. Creation of properties, Axioms and Restrictions 

After defining the concepts of each document, it is obtained 
the semantic relations for each one of the ontologies. These 
relations are organized into properties, axioms and constraints. 
Two types of properties can be defined: the object properties 
and data type properties. Object properties relate instances with 
other instances defining restrictions and behaviors. Data types 
refer to properties that express only values, e.g., strings or 
numbers. The concepts can have super and sub-concepts, 
providing a rationalizing mechanism and property inheritance. 
Finally, the axioms are used to provide information about the 
concepts and properties, such as, to specify the equivalence of 
two concepts or range of a property. 

There are many semantic relations that can be obtained 
using Wordnet. Initially, it is set up the simplest of the 
properties, which is the subclass_of between concepts of 
different levels that form the ontology. After, other relations 
like, equivalent_to (between synonyms or similar concepts), 
disjoin_of (between antonyms), part_of (between terms that 
complete others) and inverse_of (between antonyms and 
synonyms), can be defined. To define these relations, the 
concepts are analyzed using Wordnet, verifying possible 
correlations between the considered concepts. For these found 
correlations, it is analyzed the ones which are suitable for the 
use in the ontology definition, for example, if the concepts are 
synonyms, they are given an equivalence defined axiom. In this 
work, only Wordnet ontology was used to obtaining these 
correlations, however, depending on the document field, other 
ontologies may be used. 

Besides Wordnet, the concepts are also analyzed for their 
degree of similarity. Depending on this similarity value, the 
concepts receive the semantic relation of equivalence. For this 
work, it was accepted as equivalent the concepts which have a 
degree of similarity greater than 0.90. 

To simplify the process of the semantic relations 
obtainment, the analysis is performed by level, i.e., the 
concepts of a same level are examined in pairs until all possible 
relations are defined.  

Fig. 7 presents the semantic relations defined for the 
concept in Fig. 5, being these relations are: subclass_of 
between the concept and the terms, and equivalant_to for 
synonymous terms. 

 

 Figure 7. Example of defined properties for a concept. 

D. Ontology Creation 

This is last phase of method. The concept and semantic 
relations are organized in ontologies that are stored in files 

encoded in OWL language. This language is used to define 
ontologies and it provides mechanisms for component creation: 
concepts, instances, properties and axioms.  

As a result of this phase, there is a set of ontologies in 
OWL for the documents in the collection. However, using all 
concepts and relations obtained, a single ontology describing 
the entire collection can be created, thus creating an ontology 
that may be worked by a specialist to form an ontology of 
domain. 

Fig. 8 shows an example of a possible OWL coding to the 
concepts of Fig. 7.  

 

 Figure 8. OWL codification to the concepts of Fig. 7. 

E. Experimental Results 

To validate the proposed method, ontologies were created 
for both text and XML collections of documents. The 
descriptions of collections and of obtained results are provided 
below. The first experiment creates ontologies for a simple 
collection of documents with small texts about book titles. The 
group has seventeen documents, as shown in Fig. 9.   

 

Figure 9. Presentation of the experiment documents and their contents [12]. 
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As it is a collection with very short texts there is no need to 
create summaries. Thus, the method begins obtaining the terms 
sets of documents, on which it is applied the latent semantic 
technique and the other method steps for the building of 
ontologies. 

Fig. 10 shows encoding OWL of ontology of document B4 
and its graph generated in the Protégé editor available at [17].  
Fig. 11 shows created ontology of document B11 where it can 
be seen a larger number of semantic relations between 
elements. 

 

 

 Figure 10. Example of generated ontology for document B4 of the collection 

presented in Fig. 9.  

 

Figure 11. Generated ontology for document B11 of the collection presented in 

Fig. 9. 

Still considering only text documents, a second experiment 
was carried out using documents with larger size, which require 
the preparation of a summary. The collection has fifteen 
documents chosen randomly from a collection of twenty-seven 
thousand documents about international movie reviews. From 
this collection, the ontologies for each one of the documents 
and for the whole collection of documents were obtained. Fig. 
12 shows in (a), a text of document example; in (b), terms of 
the generated summary for the document; and in (c), the 
ontology created for the document. 

 

(a) 

 
(b) 
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(c)  

 

Figure 12. Text example, summary and ontology created. In part (a), the 
document was presented; in part (b), the summary generated for the document; 

and in part (c), the ontology for this document. 

As presented in the previous sections, it is possible to 
generate an ontology that describes the concepts and terms of 
the whole collection of documents. Thus, Fig. 13 shows the 
generated ontology for the experiment fifteen documents.  

The third experiment was carried out with a collection of 
twenty-four XML documents about historical manuscripts. For 
the development of this experiment, first it was carried out the 
separation between structure and content.  

After the separation between the documents structure and 
content, the analysis was performed to verify if the structure 
had relevant information for the ontology formation. In the case 
of used documents in experiment, the structure is nothing but 
the structuring of text sections, so only the content was used.  

Since each document in the set has a considerable number 
of pages, the number of terms in summaries is high, and also 
the index-terms set, complicating the matrix manipulation at 
the concept obtainment time. Thus, it was considered for this 
experiment only the five hundred more frequent terms in the 
documents to obtain the index-terms. Applying the proposed 
method, ontologies have been created for each of the 
documents and for the collection. 

Fig. 14 shows the ontology created to the collection of 
document, demonstrating concepts, terms and semantic 
relations 

The carried out experiments showed that the individual 
ontologies generated to documents express significantly, even 
though simply, the concepts contained therein. For example, 
for the document shown in Figure 12, it is possible to notice 
that the film described in the presented review has to do with a 

local (Beverly Hill), police and violence (lethal and weapon). 
As for the document B4, it is possible to know that the 
document is a book about some aspect of differential equations 
as show the ontology concepts, differential and equations. 

These experiments demonstrated that the method 
satisfactorily obtained the semantic relations between concepts 
and terms simply and automatically, improving the created 
ontology, because it can be identified similar terms by 
synonymy and other relations due to the use of similarity and 
Wordnet. In order to improve the obtained semantic relations in 
the created ontologies, it would be possible to use other 
ontologies or a thesaurus besides Wordnet.  

The proposed method has fulfilled its proposition because 
even though it is very simple, the use of Wordnet combined 
with the employed techniques have improved the obtained 
results, allowing better definition of document concepts and the 
semantic relations that compose the generated ontology. 

The resulting ontologies are stored in an OWL file that can 
be edited or viewed by the usual ontology editors, allowing its 
easier handling. 

V     CONCLUSION 

This paper presented a method for document or collection 
of documents ontology extraction using latent semantic, 
clustering and Wordnet. The proposed method is fully 
automatic and simple, but with significant results enough to 
allow the understanding and manipulation of the document 
concepts without needing advanced techniques, the 
intervention of an expert, or even the entire understanding of 
the domain. 

The experiments showed that the obtained ontologies 
satisfactorily represent the concepts of the documents. Despite 
that, this method can still be improved using other tools and 
techniques that allow the definition of other semantic relations 
between the concepts and enhance the concepts obtainment. 
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Figure 13. Generated ontology for the collection of fifteen text-only documents. 

Figure14.   The ontology representing the whole experiment collection of XML documents. 
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Abstract-A growing number of educators are using social 

networking sites (SNS) to communicate with their students. 

Facebook is one such example which is widely used by students 

and educators. Facebook has been recently used by many 

educational institutions but most of these have been related to 

provide the information to the general audience. There has not 

been much study done to propose Facebook as an educational 

tool in a classroom scenario. The aim of this paper is to propose 

the idea of using Facebook in team based learning (TBL) 

scenario. The paper demonstrates the use of Facebook at each 

level of TBL The paper shows how Facebook can be used by 

students and teacher to communicate with each other in a TBL 

system. The paper also explains teacher – team and teacher – 

student communication via Facebook. 

 
Keywords-Social Networking; Facebook; Team Based Learning; 

Communication. 

I.  INTRODUCTION  

Team based learning (TBL) is based on the use of small 
groups in order to transform them into high performance 
teams to accomplish complex tasks. According to Fink [2], 
“Team based learning is a particular instructional strategy 
that is designed to (a) Support the development of high 
performance learning teams. (b) Provide opportunities’ for 
these teams to engage in significant learning tasks”. There 
have been a lot of studies that prove that team based learning 
and teaching have extremely effective to achieve wide range 
of goals. TBL promotes higher level reasoning, enhances 
content retention and learning and increases the social support 
in the classroom. TBL offers an opportunity for an average 
student to put more effort and enables teams to accomplish 
tasks which could not have been done by even the excellent 
students individually [2, 23].  

Social networking site like Facebook has gained extreme 
popularity among the internet user over the past few years. 
These sites were intended for personal communication among 
individuals but now increasing number of organizations are 
using these sites to engage their stakeholders [13]. Facebook is 
one such site which has seen huge growth since its launch. 
Facebook offers a means of informal communication among 
its users [15]. A lot of studies have been conducted recently on  

the use of Facebook in educational sector. These studies 
have established that Facebook can act as a tool of 
communication in the modern educational system. Today 
more and more educational institutions are experimenting with 
Facebook as a tool in education. 

This paper examines the use of Facebook in a Team based 
learning system and points out the benefits of using Facebook 
in a TBL system. The paper is organized as follows; first we 

will provide a brief background of TBL and Facebook. 
Second, we will discuss the related work done in this regard. 
Next, we will describe how Facebook can assist TBL. And at 
last, we will provide a conclusion to the study. 

II.  BACKGROUND 

A  .Team based learning 
The term “Team based learning” was first coined by 

during the 1970‟s.Team based learning(TBL) in education is a 
technique in which students work together in teams in order to 
learn things with better understanding. TBL transforms the 
traditional lecture based coursework into a more active self-
learning and promotes teamwork. It allows students to achieve 
the levels of higher quality learning which can be hard to 
achieve when students are working individually [1]. TBL 
involves making small groups of students and using these 
groups as instructional strategy. TBL links each learning 
activity to the next activity in order to achieve deeper 
understanding among students and develop the teams of 
higher performance and understanding [2]. As an example, 
students can be asked to work in teams so that they can cover 
a more learning material without having to exert excessive 
pressure individually [3]. According to Michaelsen, Knight 
and Fink, 2002, there are two specific purposes of TBL: 

1. Form Teams of high learning performance. 

2. Participate and gain experience in tasks of educational 

importance. 
Another important factor of TBL is group cohesiveness. 

As the students start working in teams, the group cohesiveness 
increases which results in higher level of efficiency and 
understanding among students. Once a student group is 
formed there are four stages of transforming it into a team. 
First the students interact with each other.  Second, the 
students review the resources that are available to them. Third 
students receive a task and work towards its completion. And 
at last, performance of each individual member of group is 
evaluated. Once these stages are completed, the group has 
transformed into the team [1, 4]. 

One of the important benefits of team based learning is 
that it helps students with developing skills. Possessing 
excellent teamwork skills is one of the important factors for 
employers in the job market [5]. According to a survey 
conducted by Wall Street Journal, a teamwork skill is the 
second most important skill for the business graduates to 
possess [6]. TBL allows students to organize the problems and 
devise a solution for each problem accordingly.TBL also 
allows students to interact with each other on a daily basis and 
enables students to complete tasks within teams [4]. 

 B.  FACEBOOK 
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Facebook is one of the most popular Social networking 
Site today. It was created by Mark Zuckerberg in 2004 while 
he was a student at Harvard.[9,10]  It was initially established 
to be used by Harvard students only and was extended to be 
used by other universities and school students in 2005. It was 
eventually opened to public in 2006. [11,12]. Facebook is 
currently one of the most sites visited on internet with more 
than 845 million monthly active users and is available in more 
than 70 languages. 

Facebook is now used by a wide range of people at all 
levels of education and society as well as by large companies 
and universities.     

Facebook provides its users with numerous ways to 
communicate with each other. As far as education field is 
concerned, Facebook can be used to: 

a.) Create a group or network 

b.) Build educational application for Facebook 

c.) Integrate Facebook into current educational tools   

d.) Develop a educational application with Facebook 

developer platform 

e.) Share classroom and topic information with other users of 

the Facebook 
 

According to Withall, (2005) “Facebook.com has become 
our social Bible for definitive information on our classmates 
crushes and high school peers we have not spoken to in who-
knows-how long.”  Users use Facebook for daily chat or to 
discuss events in their life. People also use Facebook to share 
their thoughts as well as share information and URL‟s. People 
also use Facebook to comment on current events and also on 
some news items. 

III.  RESEARCH OBJECTIVES 

The trend of using Facebook in a classroom is relatively 
new and little research has been done with reference to using it 
in classroom scenario. The aim of this study is to propose the 
use of Facebook in a team based learning scenario in a 
classroom. The study proposes following questions: 

 How can Facebook be used by faculty in a TBL 

scenario? 

 How can Facebook be used by students in a TBL 

Scenario? 

 How can Facebook assist the Overall TBL Scenario? 

IV.  RELATED WORK 

Facebook has been subject of research among many 
scholars recently. Facebook has become a big part of student 
lives and that‟s the reason Facebook can have a major impact 
on education. Previous research has established that the 
university campuses have more than 90% usage rate of 
Facebook [14,15]. 

A study conducted by Nemec et.al demonstrated the use of 
Facebook applications as well as Facebook groups and chats 
to be used in courses. They concluded that Facebook 
applications and features can act as a supplement for the 
classroom program. Another study conducted by Ractham  & 

Firpo, 2011, noted that Facebook allows students to gain 
informal learning through informal communication, get 
feedback on their thoughts and communicate without time ans 
space limit. They also noted the facility provided by Facebook 
to faculty which allows receiving feedback from students and 
constantly in touch with students. 

Yu-ching Chen found that Facebook provided a common 
interaction environment which helps in problem solving and 
reasoning of the people which was reflected by the user 
satisfaction of Facebook and better academic performance of 
the students. The study also found that students found 
Facebook easy, convient, user friendly and simple for 
academic discussion. Another study by Madgea et.al proposed 
that Facebook can act as an important tool to aid students in 
settling in the classroom. They also proposed that Facebook 
can enhance their team work and organizational skills. 

Mazer et.al conducted a study that found that students 
achieved higher level of motivation after they accessed the 
teacher‟s Facebook page them to create a positive atmosphere 
in the classroom. Laurie & Paula, 2007 proposed the use of 
Facebook to promote online library services and events. 

V.  PREPARING FOR THE FACEBOOK BASED TBL 

Before the Facebook is introduced in the class, some 
actions must be done by the teacher. The following things 
must be done before Facebook is integrated in a classroom: 

A.  Profile Page: A teacher must create a separate profile page 

that should only to be used for communication with his 

students. 

B. Create class group page: A separate group page for each 

course should be created. On this page students can find their 

classmates and can communicate with them as well as with the 

teacher. 

C. Create a team group: Each team must create a team group 

page for discussion with the other members of the team. 

 

Once the Facebook environment for TBL is created a teacher 

can continue with the integration of Facebook into the courses. 

VI. FACEBOOK BASED TEAM BASED LEARNING 

In TBL majority of class time is spent on activities so that 
students can learn to solve problems which they are likely to 
face in professional world. According to Michaelsen et al [20], 
there are three phases of any Team based Learning; 
preparation phase, application phase, assessment phase. We 
will discuss how Facebook can assist and enhance each of 
these three phases [21]. 

A.  Facebook based preparation phase 
In this phase students read the topics before they are 

discussed in the class. The main aim of this activity is to have 
a prior knowledge about the topic to be discussed in the class. 
This phase starts with individual preparation of the topic by 
each student of the group followed by discussing the topic in 
the group. The students first undergo the test individually 
followed by the same test in the group based on the topic. 
Both the tests are graded in class and announced. At the end 
teacher offers understanding of the concepts that were not 
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understood by the student. This marks the end of the 
preparation phase. 

Facebook can be of extreme importance in this phase. 
Firstly, students can communicate with teacher as well as 
among themselves to know about the topics to be discussed in 
the class before they actually enter the class over the 
classroom group page. The teacher can share the topic name 
on their classroom group page and all the students can have a 
prior knowledge about the topic. The teacher can also choose 
to give individual task to teams by sharing the topic on the 
team‟s group page. Once the topic is provided, the students in 
the group can discuss topic among each other both prior to 
coming in the class and during the class. Students in the group 
can communicate with each other by constantly sharing their 
thoughts on the question. This will enable students to work 
individually on the question and discuss it in the group.  This 
will also help teacher to know about the students actively 
trying to solve the question and also about the students who 
are not contributing to solve the problem.  This may help 
teachers to identify the weaker student in the group and 
possibly put more effort towards the weaker students of the 
group. 

 Once the tests are conducted individually as well as in 
teams, the teacher can declare results and provide solution to 
the question over the classroom group page or by posting the 
solution to the each team page. This will allow each student to 
cross examine their result and check the weakness in their 
answer. Once the results are announced the students can 
discuss the results among themselves. After the class is over 
the students can continue discussing the question and can 
continue discussing the topic even at their home. Using 
Facebook in this way enables to continue the classroom 
activity even after the class. The teacher can also participate in 
the discussion even after the school is over. The teacher can 
add to the topic at any time. The teacher can choose to inform 
few things about the topic so as to start the discussion and then 
gradually add to the topic. This will increase better reasoning 
among students and can help students to research more about 
the topic. 

Facebook can also allow students an easier way to ask 
questions. If there is any point in the topic that a student don‟t 
understand or need more clarification, they can ask teacher or 
his team by raising the point on Facebook at any time. 

B. Facebook based Application phase 
In this phase students apply the knowledge of the course 

content they learned during the preparation phase to solve the 
problems, make predictions or create explanations for 
complex problems. Each group or team in this phase provides 
their responses to the problem in the class and the teacher 

evaluates the responses of each group to provide feedback to 
every group. At the end of this phase, students learn to work in 
team to provide solutions as well as form a strong bonding 
with the other students in the group. 

Facebook can help in this phase by connecting students 
with each other as well as with teacher.  The students and 
teacher can communicate with each other over the team 
specific group page. The constant contact between students 
and the teacher create cohesion among them which is 
important for student persistence [14]. Facebook can act as a 
constant medium for student groups and teacher interaction 
which is an important factor for the success of students [22].  

The students in this phase can solve the problems and 
share their responses on their team page with other members 
of the team and with teacher. The teacher can post their 
responses on the Facebook page of the team. This will create a 
secret form of communication between teacher and the 
students. The teacher can choose to guide a particular group or 
student if they are not doing well as compared to the class. 
The student can post their arguments and question anytime on 
the team or classroom page and the teacher can choose to 
respond to these questions at any time. This will promote out 
of class learning and students and enable anytime / anywhere 
learning. 

C.  Facebook based Assessment phase 
This is the Final phase of team based learning. In this 

phase teams are required to solve the problems based on the 
understanding of the course material [21]. This phase also 
allows students to use the previous studied material and 
incorporate it with the new material [1]. The responses from 
each team are evaluated by the teacher and the grades for each 
student and teams are decided. 

Timely feedback is one of the fundamental principles of 
team based learning. It helps students in content retention and 
learning which in turn helps in student and team development 
[2]. Facebook can help in this notion of timely feedback. A 
teacher can provide feedback to student and teams on 
Facebook as soon as he is done with the assessment. For 
student it provides an opportunity to readily assess their 
performance as well as the performance of the team. A team 
can also share their comments regarding their results and 
performance.   

Besides helping teacher and teams to accomplish their 
tasks, Facebook can also help in the formation of teams. A 
teacher can look at the profile page of students and can form 
teams based on students with similar interests. Facebook can 
also act as a debate starter. For example, a teacher can post 
some topic on classroom group page and ask teams about their 
thoughts about the topic. This can encourage out of class 
learning. Teams can discuss the topic over Facebook before 
the topic is actually discussed in the class.   



(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 3, No. 12, 2012 

55 | P a g e  

www.ijacsa.thesai.org 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. Facebook based TBL 

Fig. above shows a general framework of using Facebook 
in a classroom structure. A team can communicate with each 
other using Facebook as well as communicate with teacher 
and other students in class via Facebook. Teams can set up 
their intra team Facebook page and discuss the problem 
assigned to the in team. Teams can remain in constant touch 
with each other even outside the class and can increase 
cohesiveness among the team which is important for the 
successful completion of the tasks. Students can also 
communicate individually with groups, teacher and other 
students via a common classroom Facebook page. Teachers 
can disseminate classroom information on the common 
Facebook page of the class. As far as teacher- team 
communication is concerned, this can be accomplished by 
forming a team specific page. Each team in the class can for a 
page which is connected only to their teacher. Teams can post 
their questions on this page and can receive answers from 
teacher on this page without the interference of out of team 
members. This can help to increase the teacher- team 
communication and can allow teacher to access the progress of 
each individual team. If the teacher has comments for a 
particular team, teacher can post his comments on the team 
specific page  

 
without other teams and students getting to know about the 

comments. This can encourage the teams to work hard without 
going through embarrassment in front of the class. 

VII. CONCLUSION AND FUTURE WORK 

It is established that TBL can enhance education in 
multiple ways. Recently Facebook has been used by many 
educational institutions as a tool to enable student achieve the 
desired outcomes. More and more educational organizations 
are using Facebook in one way or the other. Keeping this in 
mind, we tried to demonstrate how Facebook can further 
enhance the widely accepted mode of learning i.e. TBL. We 
tried to establish the high level of inter student, intra team 
interaction, student – teacher and team – teacher interaction 
via Facebook. This study demonstrated to use Facebook at 
each phase of TBL as well as tried to demonstrate the use of 
Facebook in a general classroom scenario. The paper tried to 
suggest the ways in which Facebook can be used in a TBL. As 
the use of Facebook in educational institutions grows, we 
recommend measuring the impact of Facebook in a TBL 
scenario. We also recommend measuring the impact of 
Facebook with other learning scenario as well as explore new 
ways of integrating Facebook into classroom structure. 
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Abstract—This paper presents a comparative study between two 

control methods in order to optimize the efficiency of the solar 

generator. The simulation had been established by using 

Matlab/Simulink software to apply the MPPT P&O and MPPT 

Fuzzy controls on this system which is supplied through a Boost 

converter.Many results have been illustrated under standard and 

then variable weather conditions such as the illumination and the 

temperature. The voltage and the power of the panel and the 

battery as well as the duty cycle are well presented and analyzed 

for the two control methods. The obtained results show the 

effectiveness of MPPT Fuzzy controller in optimizing the PV 

generator. These results can encourage the use of this control 

strategy on solar panels in real time to optimize their yield. 

 

Keywords-solar energy; photovoltaic; PV; MPPT; P&O; Boost 

converter; fuzzy; optimization. 

I.  INTRODUCTION 

The photovoltaic solar energy is among the renewable 
energies which have the largest development potential. 
Photovoltaic (PV) generator is based on the smallest unit which 
is the solar cell. This last is PN junction that generates 
electricity when it is exposed to light [1]. 

There are several circuit models for a PV cell but the 
Single-Diode model is most used because it is the simplified 
one. Fig. 1 shows a Single-Diode equivalent circuit of solar cell 
[3] [4]. 

The output current of the solar cell is given by: 



By considering the electrical characteristics of the PN 
junction, this current can be given by: 

           

 

Figure 1.  Single-Diode equivalent circuit model of solar cell 

When we replace the term , we find: 



The output voltage of the cell becomes: 



The output power of the solar cell is calculated as: 



Where: 

: series resistance 

 parallel resistance 

 short circuit current 

 current of the diode 

 current of the parallel resistor  

 output current and of the solar cell 

 output voltage of the solar cell 

: reverse saturation current of the diode  

 charge of the electron 

 diode ideality factor 

 Boltzmann constant 

 temperature in ºK 

II. MAXIMUM POWER POINT TRACKING  

A dynamic tracking method is necessary to extract the 
maximum power from the PV cells [3].  Many researches has 
been developed concerning the different algorithms for the 
maximum power point tracking (MPPT) considering the 
variations of the system parameters and/or weather changes [2] 
[6], such as perturb and observe method, open and short circuit 
method, incremental conductance algorithm, fussy logic and 
artificial neural network. The block diagram in Fig.2 presents a 
PV generator with MPPT [5] [11]. The load or the battery can 
be charged from a PV panel using a MPPT circuit with a 
specific controller to track the peak power generated by the PV 
panel. 

Other protection devices can be added. The control 
circuit takes voltage and current feedback from the battery, and 
generates the duty cycle D, This last defines the output voltage 
of the Boost converter [10] [13]. 

 I 
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Figure 2.  Schematic PV generator with MPPT 

A. P&O algorithm 

The chart in Fig.3 demonstrates the principle of the Pertub 
and Observe (P&O) algorithm [5] [7]. This last has been 
largely used because it is easy to implement, it is based on the 
perturbation incrementing or decrementing the voltage Vref, or 
the current Iref with observing the result of this disturbance on 
the measured power (P = VI) [8] [12]. 

B. Fuzzy logic  

This method uses fuzzy logic to have a faster controller 
response and to increase system stability once reached the MPP 
[1]. The tracking of the MPP will be divided into two phases: 
the first phase is of tough research, with a significant step to 
improve the response of the MPPT controller, the second one is 
the fine phase where the step is very small, thus ensuring the 
system stability and decrease the maximum oscillations around 
the MPP. This feature of the fuzzy controller demonstrates its 
effectiveness and makes it among the best MPP tracking 
devices [9].  The fuzzy controller consists of three blocks: the 
fuzzification of input variables which is performed in the first 
block, it allows the passage from the real domain to fuzzy 
domain. The second block is devoted to inference rules, 
while the last block is the defuzzification for returning to the 
real domain. This last operation uses the center of mass to 
determine the value of the output. Fig.4 shows the basic 
structure of the used MPPT Fuzzy controller [9]. 

Figure 3.  Chart of the algorithm P&O (CP: step width of the disturbance)  

 

Figure 4.  Basic structure of MPPT fuzzy controller 

TABLE I.  INFERENCES TABLE OF THE FUZZY CONTROLLER 

E ΔE NG NP EZ PP PG 

NB EZ EZ PG PG PG 

NS EZ EZ PP PP PP 

ZE PP EZ EZ EZ NP 

PS NP NS NS EZ EZ 

PB NG NG NG EZ EZ 

The proposed MPPT fuzzy controller has two inputs and 

one output. The two inputs are the error  and the error 

variation  taken at each sampling step . These two 
variables are defined by: 



 

Where: 

 : Instantaneous power of the PV generator; 

 : Instantaneous voltage of the PV generator. 

The value of  shows the position of the operating point 
for the load at time k relative to the maximum power point. The 

value of  expresses the direction of movement of this 
point [1]. 

The method chosen for inference in our work is that of 
Mamdani, and for the defuzzification we used the center of 
gravity method for calculating the output Δ. The duty cycle of 
DC/DC converter is given by: 

 ∑          ∑       
   

 
    

The inference rules can make the right decision for output 
D from the values of E and ΔE. We chose the rules presented in 
Table.I. 

III. OPERATION IN STANDARD CONDITIONS 

The figures below allow us to visualize the variation of the 
duty cycle and the powers of the module and the battery as the 
voltages of the module and the battery with P&O and then 
fuzzy controllers in standard atmospheric conditions 
(1000W/m

2
, 25°C) [14]. 

 

FUZZIFICATION 

RULE 

DEFUZZIFICATION  INFERENCES 
E 

ΔE 
D 
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Figure 5.   Power variation of the module, and battery and duty cycle D for 
both controllers and under standard conditions (1000W/m2, 25°C) 

Figure 6.  Voltage variation of the module, and battery for both controllers 
and under standard conditions (1000W/m2, 25°C) 

IV. OPERATION IN VARIABLE CONDITIONS  

To visualize the behavior of our system in real conditions, 
we vary the illumination and the temperature, as the increment 
step. These variations allow us to study the robustness of our 
system. 

A. Effet of the illumination variation 

 In what follows, we will test the response of the two 

controllers, for a change in illumination from1000 W/m
2
 to 500 

W/m
2
, and this in order to confirm any potential performance 

presented by this command. The results of simulation 

illustrated in Fig.7 are considered while the temperature is kept 

constant throughout the simulation interval at 25°C [14]. 
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Figure 7.  Power variation of the module, and battery and duty cycle D for 

both controllers for a diminution of the illumination 

B. Effect of temperature variation 

It is very important to test the performance of the 
command, with respect to possible variations in temperature. It 
is also considered a state variable whose power PV system 
depends heavily. The parameter of illumination is kept constant 
at 1000 W/m

2
 for control and during the entire simulation time. 

The temperature increases from 10°C (283K) to 40°C (313K) 
(Fig.8) [14]. 

C. Effect of simultaneous variation of illumination and 

temperature 

Fig.9 shows the simultaneous disruption of weather. An 
increase of the illumination from 500W/m

2
 to 1000W/m

2
, and 

temperature from 283K (10°C) to 313K (40°C), with the 
electrical characteristics of the module and the battery and so 
the duty cycle [14]. 

 

 

 

Figure 8.  Power variation of the module, and battery and duty cycle D for 

both controllers for an increase of the temperature  
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Figure 9.  Power variation of the module, and battery and duty cycle D for 

both controllers for a simultanious increase of illumination and temperature 

V. CONCLUSION  

We have seen in this study in detail the simulation of two 
methods of control: perturb and observe (P&O) and fuzzy 
controllers, both of them were applied on a chain of energy 
conversion supplied by Boost converter. We compared the 
obtained simulation results, by subjecting the controlled system 
to the same environmental conditions.  

We can conclude that MPPT fuzzy controller, is based on 
the experience of the operator. It has a very good performance. 
It improves the responses of the photovoltaic system, it not 
only reduces the time in response to the continued maximum 
power point but it also eliminates the fluctuations around this 
point. The fact that shows the effectiveness of fuzzy controller 
for photovoltaic systems in standard as in variable 
environmental conditions. The results obtained for this energy 
conversion system, show that by using the MPPT fuzzy 
controller, there is a compromise between rapidity in transient 
regime and stability in steady state. 

These used controllers results can be compared to other 
methods of control as using neural networks in optimizing the 
photovoltaic generator power, the idea of our future work as 
extension of our research to improve more the PV systems 
yield. 
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Abstract—This study aimed to present an authentic way of 

showing how computer assisted mathematical modeling of a real 

world situation helped to understand mystery of that situation. 

To achieve this aim, a group of pre-service mathematics teachers 

has been asked to think on how the trip computer of cars 

calculates the values like instant fuel consumption, average fuel 

consumption and the distance to be taken with remaining fuel. 

The theoretical discussion on mathematical structure has been 

directed as semi-structured interview. Then, theoretical outcomes 

have been used to create the model on the electronic spreadsheet 

MS Excel.  At the end of the study, it has been observed that 

students have easily understood the behavior of trip computer by 

the help of mathematical background of the spreadsheet model 

and they have also been awaked of the role of mathematics in a 

real sense. 

Keywords-Computer Assisted Modeling; Electronic Spreadsheet; 

Mathematical Model. 

I.  INTRODUCTION 

After a comprehensive literature synthesis about modeling 
by using technology, Doer and Pratt propose two kinds of 
modeling according to the learners’ activity; “exploratory 
modeling” and “expressive modeling” [1]. In exploratory 
modeling, a learner uses a ready model, which is constructed 
by an expert. In expressive modeling, he or she shows his/her 
own performance to construct the model. During the process of 
constructing the model, learner can find the opportunity to 
reveal the way of understanding the relationship between the 
real world and the model world [1]. If we can give an 
expressive modeling task related with a realistic problem from 
our real life, this can provide a chance of understanding the real 
world by mathematics. It will be better to suggest using a well-
known technology to our students while studying on their 
modeling task. This will prevent some unexpected problems 
about technological tool rather than understanding the problem 
situation and mathematical activity. 

Electronic spreadsheets like MS Excel are good tools while 
understanding some hidden relations between variables and it is 
also an easy technology to use for most of the students. 
Electronic spreadsheets were declared as a practical tool that 
helps students to focus on mathematical structure of the 
concepts deeper instead of struggling on complex, difficult and 
time-consuming operations [2, 3]. Some researchers used 
spreadsheets to teach some concepts and make them 
understandable by modeling activities [4, 5, 6]. 

Grossmann used the spreadsheet modeling method to make 
the queue behavior understandable in a business school end 
user modeling course (1999). At the end of the study, 
Grossmann advocated that spreadsheet modeling simulations 
are surprisingly easy to program and this method develops the 
intuition of students. Besides, students find the opportunity of 
developing their modeling skills. Dede and Argun (2003) 
emphasized that electronic spreadsheets provide opportunities 
to make connection between numerical, algebraic and graphical 
representations of the concepts. Ozmen (2004) used the 
spreadsheets on investigating the solutions of partial 
differential equations. Kabaca and Mirasyedioglu (2009) 
proposed an approach to teach the concept of differential by 
using MS Excel and they concluded that this numerical 
approach created more meaningful sense in students’ minds. 

In this context, this research primarily focused on using 
electronic spreadsheet for a real life modeling problem and 
examined the student’s thinking and learning process from this 
modeling task. The modeling task stated as “Can you find an 
explanation for how the trip computer (TC) of cars works? 
How does a TC calculate the instant speed, instant fuel 
consumption, average fuel consumption, average speed and the 
distance to be taken with remaining fuel?”, the secondary 
purpose of this paper is making students to understand the 
mathematics’ role in the world by using a context which is a 
mysterious thing for most of the people. 

II. METHODOLOGY 

The task was given to a group of pre-service teachers who 
are taking an elective project course in a faculty of education in 
Turkey. The group was containing 4 students and they were 
asked to finish the task in three weeks. During the working 
process, the group and the instructor met several times and 
discussed the progression of the work. Every class 
administered as a semi structured interview and reported with 
nicknames of students. These classes were reported as 5 
different titles, which reflect corner stones of the modeling 
task. 

1. Initial discussion and determining what we need before 
starting to work with Excel. In this discussion it is concluded 
that we need to reach volume of the tank by using its fuel level. 
Beside this, we also need to discuss some theoretical issues. 

2. Designing a sample fuel tank to make the volume 
computable in terms of the fuel level. 
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3. Discussion on theoretical structure of the model. 

4. Formulizing the electronic spreadsheet using the 
theoretical structure. 

5. Discussion on the reflections of the model to the 
understanding of the data of the cars and some mathematical 
concepts. 

A. Description of the Modelling Task 

A real situation was chosen from the world of cars. The trip 
computers (TC) which are among the indispensable 
technologies of our cars in the recent years present us the data 
as instant or average fuel consumption, distance to be taken by 
remaining fuel, average speed and travel time by the mediation 
of a little screen. If you do not have this system in your car, you 
can calculate the fuel consumption that matches the unit 
distance you took by using a more conventional method as 
follows; Fill the fuel tank up to the level it floods. After taking 
a certain distance, fill your fuel tank again up to same level. 
After the second filling operation, if you divide the quantity of 
the fuel that the tank holds by the distance you get between two 
filling operation, you can calculate how much fuel does your 
car consume while getting a kilometer distance. Since this 
value  is generally very little, in order to  make it more clear by 
multiplying it by a hundred you can imply in a more clear way 
how much liter fuel it consumes during a hundred kilometer. 
TC also presents consuming values in the category of 
consumption at 100 kilometer. 

In this case a question like this may occur in our minds: “if 
we have the capacity of calculating this data, why the use of 
TC is needed?” We answer this question in two ways: Firstly, 
with the method we mentioned above, we can only calculate 
the fuel consumption between two certain points. If we wonder 
how much our car consumes at a certain time while we are 
driving, we need both more information than we mentioned and 
a more complex calculation. Secondly, it may be a cautionary 
factor to drive more economically that whenever we look, to be 
able to check the instant consumption. 

III. FINDINGS 

Discussion sessions started by deciding what we have in 
our hands and which data must be calculated in our model. 

A. Initial Discussion 

Instructor: As you know, we can easily know how much 
fuel exist in our car’s tank and how far we go from a specific 
point, where we restarted our car’s trip measurer. Besides 
these, we can easily measure the time elapsed. So, we have the 
following variables; the time, the amount of the fuel and the 
distance traveled. Can you list the variables that we need to 
calculate for TC? 

Student-A:  Sorry! How can we know the amount of fuel in 
our car’s tank? 

Student-B:  All cars can display the fuel level with a fuel 
gauge! 

Student-A: Yes I know! But, this is only level. It does not 
guarantee the exact amount of the fuel in the tank. 

Instructor: You are right! We also need to calculate the 
volume of the fuel by using its level in the tank. For a while, 
assume that you know the amount of the fuel at a specific time 
and let’s think on how we can evaluate instant and average fuel 
consumption. 

Student-C: It is related to lots of variable. I think we can 
not control everyone at the same time. 

Student-A: Drive style, weather conditions, quality of the 
car. This kind of variables effect the fuel consumption.  I still 
think that we can not calculate the consumption. 

Instructor: Yes! You are right! There are lots of things that 
possibly effect the consumption. But, all of these have the role 
on indicating the volume of the fuel tank. We just want to know 
the result. So you can find a solution for evaluating 
consumption values by using changing the volume of the fuel 
tank. 

Student-C: I think the key word is “change”. If we can 
obtain the volume of the fuel tank at every specific time, we can 
control change on volume of the fuel according to the time. 

So far, students reached a valuable result on the way of 
solving problem. The world “change” hosting the basic 
mathematical concept that will be useful for the model. On the 
other hand, we have a new problem of finding a way to 
evaluate volume of the fuel in the tank, in term of the fuel level.  

At this step of the task, the instructor decided to give a sub-
problem of creating a virtual fuel tank and calculate its volume 
in terms of its level.  

B. Designing a sample fuel tank 

Instructor: a basic car can indicate the level of the fuel by 
the help of a gauge. Of course, our modern cars may find a 
technological way to obtain the volume of the fuel. Now, let’s 
find the volume mathematically in term of the level. I will give 
you a model fuel tank and ask you to evaluate its volume in 
term of its height. 

Student-A (who is more interested in cars): the change 
speed of the level is getting faster and  faster as  coming close 
to the end of the tank. So, level is not a good indicator to trust.  

Instructor: Yes! Your friend is completely right! The source 
of this behavior is the shape of the tank. This is why we need to 
find the volume instead of the level. The pointer that shows the 
fuel level declines quickly especially in the last quarter when 
the fuel is less than half of the tank while it declines slowly at 
first quarter or when the tank is half. So the shape of our model 
tank must model this behavior also. It can be considered that a 
tank as the one in figure-1 will be a good structure by carrying 
the properties we look for; 

We have a rectangular prism. And we are extracting two 
quarter sphere like in the shape. So, upper level of our tank will 
have more fuel according to its lower level. I hope this shape 
can model a classical fuel tank’s behavior. 

Student-B: I think, now our work is to obtain a relationship 
between height and volume. 
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Figure 1.  The sample fuel tank  

Students worked together and reached following solution 
under the enough guidance given by the instructor.  

Complete volume will be; 

3

3

2. .25
50.60.30(rectangular prism) (twoquarter-spheres)

3

57275,077 57,3liter

sumV

cm

 

 


 

The tank has the volume of an average car. Actually, we 
need to evaluate the volume as a function of h which means the 
level of the fuel. According to the figure-1 above, we have two 
volumes that have different characteristics. At the first volume, 
the fuel level is changing from 25 cm to 30 cm and at the 
second volume; the fuel level is lower than 25 cm. let’s call the 
first volume as V1(h) and it should be defined like in the 
complete volume evaluation as below; 

V1(h ) = 
350.60. 2. .25 125

3.
1000 3000 12

h
h  

 
 25  h  30 

When the fuel level decreases fewer than 25 cm, we should 
apply double integration to evaluate the inner volume of 
quarter spheres. Let’s just consider on one of the quarter 
spheres on figure-1. We have to evaluate the volume bounded 
by the planes y=0, z=h and the surface x

2
 + y

2
 + z

2
 = 625 

(figure-2). 

 

Figure 2.  Calculating the quarter sphere part of the tank  

According to the figure-2, the desired volume can be 
determined as following by using cylindrical coordinates. 

Vinner sphere(h) = 

2

2

625 25

2

0 0 0 625

625

h

r r h

hrdrd r rdrd



    

    
 

 

   

       = 
2 3(625 )

2 3

h h h


 
 

We can reach the second volume V2(h) by subtracting twice 
of the volume obtained above. Do not forget that we must 
multiply by 1/1000 to state the volume as liter. 

V2(h) = 
2 350.60. 2 (625 )

1000 1000 2 3

h h h h 
  

 

 
 

          = 
2 3(625 )

3.
1000 1500

h h h
h


 

 
 

At last, we can determine the volume function of fuel level 
as following piecewise function. 

V(h) = 
1

2

V ( ) , 25

V ( ) , 25

h h

h h





 = 

2 3

125
3 , 25

12

(625 )
3 , 25

1000 1500


 


   



h h

h h h
h h



 
 

Instructor: Well done! It looks as a good work! You can try 
to plot the graph of function you obtained and check that our 
fuel tank can model the behavior of a real consumption. 

Student-A: We obtained the graph on figure-3. When the 
volume decreases by equal intervals, level decreases faster and 
faster. 

Student-C: Yes! This exactly like a real car’s fuel gauge! 
Our fuel tank is really a good model. 

 

Figure 3.  The graph of volume function of fuel level  

By using advanced mathematics, students were able to 
obtain the volume of the fuel in terms of the level. The function 
that they obtained also has the capacity of modeling the 
behavior of an ordinary car’s level indicator. Now two 
variables exist. These are the volume of the fuel at a certain 
time and the distance took by the car from initial time to a 
certain time. 
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C. Discussion on theoretical structure 

So far, students had a sense about the variables which the 
car can collect independently. Now, students need to be aware 
of the dependent variables that TC should compute. 

Student-A: Let’s start by studying on calculating instant 
fuel consumption. 

Instructor: Make a table including the data, which are 
collected by car as defined previously. 

Student-C: I think we need to decide a start point for 
recording data. 

Student-B: Yes, this point represents the time that we reset 
the TC. That is, after a starting time we have the distance took 
by car and volume of the fuel in the tank. 

Instructor: Assume that, your car is recording these data 
by a specific time interval. Let the time be “t0, t1, t2, t3, …”, 
distance be “x0, x1, x2 . . .” and the volume of the fuel be “l0, l1, 
l2 . . .” 

Student-B: Starting distance x0 every time must be 0, isn’t 
it? 

Student-A: Of course, we have a table as below; 

TABLE I.  DATA RECORDED BY THE CAR  

Time t0, t1, t2, t3, t4, t5, . . . tn-1, tn, . . . 

Fuel Volume (liter) l0, l1, l2, l3, l4, l5, . . . ln-1, ln, . . . 

Distance (meter) x0, x1, x2, x3, x4, x5, . . . xn-1, xn, . . . 
 

Student-C: I think the problem is the difference between tn-1 
and tn. How much difference is enough for a better evaluation? 

Instructor: Yes! This is one of the important points for our 
model. Initially, assume that this interval is 3 second. Your 
car’s computer is recording the data for every 1 second. At the 
beginning, do not pay attention this issue. Try to think and 
develop a theoretical structure.  

Student-A: We need to find a way of evaluation method for 
instant fuel consumption. 

Student-B: I think this will be similar with evaluating 
instant speed. 

The word “instant” evoked the students for instant speed. 

Instructor: The limit of average speed in a time period 
equals to the instant speed as the time period decreases. We 
learned this in the Calculus courses. Let’s try to apply this 
concept for instant fuel consumption.  

Student-C: OK! I remember it. But we do not have any 
function. How can we evaluate the limit?  

Students remembered the formal way of finding instant 
speed by using average speed. This maybe said that a concept 
definition image. Instructor helped students to reconstruct their 
concept image. 

Instructor: Look at the figure below! Every point xi 
represents volume of the fuel at the time ti and every circle 
represents the point (xi, ti). We know the specific value for each 
point represented by the circles. It is assumed that these values 

are measured by the car and it is impossible that this 
measurement is really continuous. We can only assume that 
there is a curve connecting these points (represented by dashed 
curve in the figure). If we knew the algebraic relation of this 
curve, it would be easy to calculate the limit at a specific ti of 
this relation. 

 

Figure 4.  The graph of change of fuel related to time  

Student-C: I also mean that how we can evaluate the limit 
while we do not know the function. 

Instructor: Yes! We have discrete points instead of a 
continuous curve represented by an algebraic relation. So, we 
have to focus on the background of the concept. You can easily 
notice that two secants’ slopes are approximately same. One of 
these secants has consecutive points while the other is not. I 
mean one of the secants is approximately tangent. Of course! 
This approximation is up to the length of the interval [tn-1, tn].  

Let me explain more mathematically; 

Let xn-1 – xn = xn  and  tn – tn-1 = tn. As we said before, if 
we knew the algebraic relation, we could find the slope of the 
tangent, which means instant change rate of fuel, by following 
operation; 

0
lim

n
n

n

t
t tn

x dx

t dt


  

In other words, the derivative of the fuel function of time 
can help us to find the instant fuel consumption.  

Student-A: I got it! But we do not have still the algebraic 
relation and it is seen impossible. 

Student-B: Maybe, we need to use the logic of 
approximation. But, I do not know how! 

Instructor: Well done! Since we do not have the algebraic 
relation, which provide continuous values for every time, we 
cannot perform the formal limit operation, which will provide a 
perfect result. 

So, we have to use x/t, instead of its limit as t goes to 0. 

Of course, we have to make t as small as we can measure. 

Surely, that is not the only case we must discuss about. 
Even if we use the term “instant fuel consumption” under this 
title, our car does not show the quantity of the fuel 
consumption in unit time but it shows the quantity of the fuel at 

time 

fuel 
x0 

x1 

x2 

xn-1 

xn 

. 

. 

. 

. 

. 

t0 t1 t2 tn-1 tn .  .   . .  .   .  .  .  . 
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100 kilometers that can be consumed during the time we are in. 
What does this mean? Firstly, the fuel consumption at 1 
kilometer according to our driving feature during the time we 
are in is calculated than it is presented after multiplying by 100 
as it is a too low value to reflect on the screen. If you be 
careful, the data about instant fuel consumption is written on 
the screen called TC with “x lt/100km” unit. As distance taken 
and the quantity of the fuel in the tank are unavoidably related 
to time variable, probably that is why the car firms use “instant 
fuel consumption” phrase. 

This data can be calculated with the help of the values at 
chart 1. The only thing we should do is that to get benefit from 
the relationship between “fuel quantity- distance taken” rather 
than using the “fuel quantity- time” relationship in figure 4. 
Figure 5 shows this relationship. 

After discussing on the above issue with the students, they 
asked to use relationship between “fuel quantity- distance” as 
in figure-5 rather than using the   “fuel quantity- time” 
relationship in figure-4. 

 

Figure 5.  The graph of change of fuel related to distance  

Student-C: Can we say “we will use an approximate 
derivative instead of the perfect and formal derivative concept” 

Instructor: Sure! But this is not the only case. You also 
should state the variable which is independent for the 
derivative operation. 

Student-C: The independent variable must be the distance. 

Displaying two lines, which one is exact tangent 
representing the derivative and the other one is just a secant 
passing through two close points, helped students to state the 
phrase of approximate derivative. 

D. Programming the electronic spreadsheet 

We completed the preparation of the work which was for 
getting the data that TC present. At the end, we saw that we 
must apply the same operation regularly on the discrete values 
for each second.  

In order to operate the data at table-1 regularly, it is advised 
to use an electronic table processor and a ready template is 
given to the students by asking them to formulate it (Table-2). 

TABLE II.  ELECTRONIC SPREADSHEET TABLE PREPARATION  

 

Instructor: I have prepared a template for the electronic 
table that you must formulate. I assume that the fuel level is 30 
cm at the beginning and the cell D4 is formulated as displaying 
the volume. Please remember the volume function in terms of 
level. 

2 3

125
3. , 25

12
( )

(625 )
3. , 25

1000 1500

h h

V h
h h h

h h


 

 
   





 
 

The h independent variable of this function is cell B4 
according to the electronic table.  Accordingly, the formula that 
should be written in cell D4 must go as follows: 

=IF(B4>25;3*B4-125*PI()/12;3*B4-B4*(625-B4^2) 
*PI()/1000-B4^3*PI()/1500) 

Please think on how the cells D4, E4, F4, G4, H4 and I4 at 
table-2 should be formulated in order to reach the data wanted. 
After formulating the line 4, it is enough to copy by dragging 
this line into successive lines. 

Student-A: You wrote on the time column as 0, 1, 2 . . . Do 
you mean that we will use the differential as 1 second? 

Student-C: Yeah… I see! Because the difference is just 1 
second. 

After observing that how students got aware of the role of 
the differential and derivative concepts to calculate the TC 
data, it is just reported the results that they reached after little 
help, especially on syntax rules of MS Excel. 

Instant speed (the cell E4) 

Let y demonstrate the distance taken and let t demonstrate 
time. The instant speed can be written as below where the tn – 
tn-1   is the most possible lowest value; 

1

1

Instant sepeed n n

n n

y y

t t









 

According to the electronic table at table-2, t1 and t0  are A4 
and A5 cells  respectively an y1 and  y0  are C4 and C3 cells 
respectively, the formula that should be written in E4 cell must 
be like below in order to find the value of instant speed at first 
second in terms of km/h. 

=(C4-C3)/(A4-A3)*36/10 

Instant fuel consumption (the cell F4) 

  

.  .   .  .  .  . distance 

fuel 
x0 

x1 

x2 

xn-1 

xn 

. 

. 

. 

. 

. 

y0 y1 t2 yn-1 yn .  .   .  .  
.  . 
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By regarding the figure 5, the instant fuel consumption, 
which means the fuel consumption at unit distance instead of 
unit time actually, can be written as below. 

1

1

Instant Consumption = .100000 /100n n

n n

x x
lt km

y y








 

We assumed the distance measurement is in terms of meter 
instead of km and the variable is being displayed in terms of 
liter over 100 km. That is why we multiplied the result by 
100000.  

According to table 2, x1 and x0 are D4 and D3 cells 
respectively and y1 and y0 are  C4 and C3 cells respectively, the 
following  formula must be written in C3 cell in order to get the 
instant consumption at the first second in terms of “lt/100 km”. 

=(D3-D4)/(C4-C3)*100000 

The average fuel consumption (the cell G4) 

The only difference between average consumption and 
instant consumption is the necessity that while we try to choose 
the distance between two points as short as possible for instant 
consumption, for average consumption it is enough to choose 
distance from starting point to the point we are on. According 
to this, we get average consumption value as below. 

0

0

Average Consumption = .100000 /100n

n

x x
lt km

y y




 

Consequently, the formula we must write in cell G4 must 
be as follows: 

=($D$3-D4)/(C4-$C$3)*100000 

In this formula, writing $D$3 instead of D3 and writing 
$C$3 instead of C3, will make these cells to be invariant 
instead of changing relatively when we  copy  the formula to 
subjacent lines. 

Distance to be taken with remaining fuel (the cell H4) 

As the quantity of the fuel we have is written in the cell D4 
and the average quantity of the fuel consumed till that time is 
written in G4 cell in terms of “lt/km” if the car goes on 
consuming the fuel like this with a simple ratio, the distance 
that can be taken may be calculated by writing it in H4 cell 
with the following formula. 

=D4/G4*100 

Calculating this value also made students aware of the 
meaning of the calculation of distance to be taken with 
remaining fuel such that this value means that the distance if 
the car continues to proceed with the same conditions. 

The average speed (the cell I4) 

The calculation of the average speed can be made with the 
ratio of the sum of the distance taken to the total time the car 
took. Since this values are written in the cells C4 and A4 
respectively, average speed can be calculated in terms of 
“km/h” if we write the following formula in cell I4. 

=C4/A4*36/10 

All over the electronic table 

After copying the formulas we get above for every cell in 
the 4

th
 row to the subjacent cells, the values can be seen 

calculated for every second. We should remember the time data 
in the A column is a natural independent variable. The data in 
B and C column that are produced by the car according to the 
real context of it are artificially written by the students with the 
aim of testing. 

This point was another issue that was hard to understand for 
the students. That is arbitrarily writing the level and the 
distance was seen as making the all previous effort unessential. 
On the other hand, the first three data that are given on the 
white background of the electronic table in table 3 are the data 
which can be getting after measuring with the help of various 
receivers or sensors by the car. The data on the colored 
background are calculated mathematically again by a central 
chip that is placed on the computer of the car. Here, it is just 
created a model that shows the computed values. The received 
values, which of course may be changed by the driving 
conditions, are being written by the users artificially. 

TABLE III.  THE LAST VERSION OF ELECTRONIC SPREADSHEET THAT 

ARTIFICIALLY COMPLETED 

 

Table 3 can be depicted as the medium in which the 
calculations are done. Certainly the car does not present this 
data as it is in table 3. With the help of a different interface the 
data in table 3 can be displayed on the screen as the time 
passes. In table 4, the electronic table that displays TC data on 
screen is shown in the case of the change of the time variable 
by the user. 

TABLE IV.  THE MAIN SCREEN OF THE TRIP COMPUTER  

 

In the main screen, the behavior of the trip computer can be 
simulated by changing the cell which the time is written in. 
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Writing a specific time in term of second simulate the time that 
car is being driven. When the spreadsheet user enters a certain 
time the trip computer values are being displayed. By this way, 
the model provides the opportunity of observing the behavior 
of the values by travelling in the time. 

E. Discussion on the reflections 

At the last stage of the modeling work, a discussion session 
conducted to reach theoretical and practical results. 

Instructor: thanks to the model, which you created, it is 
understood again that how much mathematics is in our life and 
most of the technological innovations are products of 
mathematical concepts. Actually, it is understood that TC 
produces useful data for us simply by applying a derivative 
operation.  You can reach the instant fuel consumption by 
taking the limit of average fuel consumption function between 
two points by closing up the distance between two points to 
zero. But the method advised in your model finds it enough to 
choose lower values rather than closing up the distance 
between two points to zero. Are the calculated fuel 
consumption values really true? 

Students-C: No! The consumption value that our model 
calculated, is not totally true, just an approximation.  

Instructor: You are right! But, you should not understand 
the word “approximation” as the TC values is just an 
approximation. 

Student-A: Why? It is really seen as an approximation. 

Instructor: Mathematically yes! The mathematics is 
devoted to find perfect results. But sometimes this is not 
completely possible. In the case of infinitesimal calculus, the 
concept of derivative, which is a special limit operation, 
calculates the precise result when the concept is used with its 
complete formal version. If you use the informal and premature 
version of the concept as above, of course the result is obtained 
approximately. This approximation is just in the sense of 
formal mathematics. In the real life, you cannot make the 
differential operator really zero. The more you chose the 
differential operator close to zero the more exactly you can 
calculate the result. On the other hand, in the real sense you do 
not need the exact result usually. Did you see a car that shows 
the speed is 92.885 or instant fuel consumption is 5.9562? 

Student-B: I see! You mean that the value that the car 
display is enough precise.  

Student-C: Mathematics gives us a chance of calculating 
the precise result whatever we need. In this case, we found the 
exact result that is sufficient for this context. 

It can be observed that this modeling task also enables 
students to understand the comparison of symbolic exact 
computation and approximate computation. So, the role 
mathematics in the real world has been also awaked.  

Furthermore, students also found the opportunity of 
understanding some behavior of the trip computer which is 
mysterious for some mathematically illiterate people. When the 
distance and level of the tank values filled until the tank 
becomes completely empty, a strange thing has been observed 
at the first look as in a real car’s trip computer. The distance to 

be taken with the remaining fuel was being decreased and 
increased surprisingly. Students realized that when the values 
have been setup as lower instant fuel consumption the distance 
to be taken with the remaining fuel is increased. Knowing the 
background of calculations helped students to understand this 
issue.  

IV. RESULT AND DISCUSSION 

We may not get the result that the calculation method that 
the car firms use for a navigation computer of a real car is not 
one to one the same as the method analyzed in this study. 
However, the artificial navigation computer produced at the 
end of the study gives a basic idea about the working principle 
of a real navigation computer. 

Additionally, in this study it is illustrated that the volume of 
the car fuel tank can be calculated with the help of integral 
concept. In many cars the fuel quantity can be prosecuted only 
in the category of level. With the system called navigation 
computer also the fuel quantity of the car can be prosecuted by 
adding a calculation module like the example which is 
described above. Certainly, a figure that belongs to a real fuel 
tank may not be conveyed easily with the help of bivariate 
functions as it is designed in this study. But it is possible to 
convey every type of three dimension figure with the help of a 
specific computer program. 

In the context of modeling, this study also showed an 
example of how the real world can be understood from a 
mathematical model. At this point, it can be said that any 
modeling work, like an algebraic equation of a word problem, 
can help to understand the real situation in the problem. On the 
other hand, the question is how a computer assisted 
mathematical model helps to understand the real situation? We 
can answer this question with the view of expressive modeling 
[1].  

In this modeling work, the main factor of understanding the 
behavior of trip computer was construction of the mathematical 
structure as it is explained in the sense of expressive modeling. 
Using a simple table processor has been facilitated to setup the 
computer from mathematical language as Grossmann, Masalski 
and Ozmen also agree [3, 4, 5].  

At the last, the method developed in this study can be also 
considered as an application in which the concepts as 
derivative, differential and integral are used as integrated. In 
this respect, it can be said that as Kabaca and Mirasyedioglu, 
Dede and Argun suggest the mathematical concepts can be 
concretized with the help of MS Excel electronic spreadsheet 
[5, 6]. 
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Abstract—2D Photonic lenses (Convex-Convex, Convex-Plane, 

Plane-Convex, Concave-Concave, Concave-plane, and Plane-

Concave) have been designed, simulated and optimized for 

optical communication using FDTD method. The effect of Crystal 

structures (Rectangular, Hexagonal, Face centered Cubic (FCC), 

Body centered Cubic (BCC), variation lattice constant (Λ), hole 

radius(r), reflective index (n), is demonstrated to get optimized 

parameters. Finally, with optimized parameters the effect of 

variation of lens radius on focal lengths and Electrical Field 

Intensity (Ey) is analyzed. Like optical lens, the focal length of 

photonic lens is also increased with lens radii, has dependency on 

optical axis. Moreover, with optimized parameters, Concave-

Concave lens have been found as an optimal photonic lens that 

show sub-wavelength focusing with spatial resolutions- 

9.22439μm (Rectangular crystal), 7.379512μm (Hexagonal 

Crystal), 7.840732μm (FCC, BCC). 

Keywords-Photonic crystals; photonic lens; body centered cubic; 

face centered cubic. 

I. INTRODUCTION 

In the recent years, a lot of research has been focused on 
developing micro and nano photonic devices by using 
Photonic Crystals (PCs). Photonic Crystals (PCs) are artificial 
structure in which the periodic variation of dielectric constant 
is used to control the flow of light. PCs may be 1D, 2D & 3D 
crystal structure. Unlike electronic crystals (which are natural 
structure) that control the flow of electron by periodic 
variation of electron potential and follow Schrödinger 
equation, PCs follow Maxwell’s equation [1].       

Now a day, from the idea of controlling light by means of 
Photonic Crystal (PC) has led to many proposals and 
implementations for novel devices including different types of 
focusing elements and nano-scale imaging field. This is 
possible only for negative refraction effect. The traditional 
limitation on Optical lenses is no lens can focus light onto an 
area smaller than a square wavelength, overcome by Photonic 
lenses as Super lenses [2].  

We have proposed different photonic lenses (Convex-
Convex, Convex-Plane, Plane-Convex, Concave-Concave, 
Concave-plane, Plane-Concave) with Rectangular, Hexagonal, 
Face-centered Cubic (FCC), Body centered Cubic (BCC) 
photonic crystals for sub-wavelength focusing and try to 

optimize the parameters (Hole Radius(r), Positions, Reflective 
Index (n), Input Signal wavelength (λ), lattice constant (Λ), 
Distances or position of lens, Focal length (f), Spatial 
resolution(Δx)) to get optimal crystal structure (Rectangular) 
with optimal photonic lens (Concave-Concave). Moreover, 
focusing of the light is found smaller then square input 
wavelength. Thus Sub-wavelength focusing has been found 
for photonic lenses.  

The Sub-wavelength focusing has great Effect in nano-
scale imaging, coupling large bandwidth waveguide to lower 
bandwidth waveguide applications and so on.  

II. THEORITICAL BACKGROUND 

Propagation of light in photonic crystals is described by 
Maxwell’s equations. Solving the equation under the condition 
of no free charges or currents, we get the following equation 

                   (
 

 ( )
   ( ))  (

 

 
)
 
 ( )              (1) 

Equation (1) is known as the master equation [1]. Here, ε 
(r), H(r), ω and c represent the dielectric constant, the 
magnetic field distribution, the frequency and the speed of 
light in vacuum, respectively. Eq. (1) follows the Bloch-
Floquet theorem, which proves that waves in 3D periodic 
media can propagate without scattering. Their behavior 
governed by a periodic function multiplied by a plane wave. 
The Bloch modes have the form  

                            ( )    (      )                          (2)                             

With eigenvalues   ( ), where      is a periodic envelope 

function satisfying: 
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yielding a different Hermitian eigen problem over the 
primitive cell of the lattice at each Bloch wave vector k.This 
primitive cell is a finite domain if the structure is periodic in 
all directions, leading to discrete eigenvalue labeled by n=1, 
2… These eigenvalues when plotted with respect to the wave 
vector, k forms the band diagram or dispersion diagrams [4]. 

These eigenvalues are periodically repeating functions of 
k. The values at k are same as the values obtained at k+Gj. 
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Here, Gj denotes the primitive reciprocal lattice vector [1]. 
Thus, eigenvalues can be computed for only the wave vector, 
k. This unit cell repeats to form the entire lattice structure [1]. 

III.     LAYOUT DESIGN AND SIMULATION 

We take SiO2 as a wafer material (reflective index 1.447) 
with dimension- length-30μm and width-48μm, Gaussian 
modulated continuous wave as an input signal with 
wavelength 1.55μm. Both transverse and injection type of the 
input is Modal. The input signal (Fig. a) used in the simulation 
expressed as:  

Ey
inc

(x, zinc)= AT(t) F(x, zinc) sin (wt + θi)(4) 

Where, A is the field amplitude and F (x, zinc) is the 
transverse field location at the incident field location zinc. The 
initial offset θi is the phase difference between points in the 
incidence plane. This offset can be adjusted to define the 
direction of the incident field.  

       
        Figure a: Gaussian modulated continuous signal with time and frequency 

The propagation of light in the waveguides is simulated by 
2D Finite-difference time-domain (FDTD) method using a 
standard simulator. FDTD is a time-domain numerical method 
used for modeling the propagation of electromagnetic waves 
in optical media, which is based on the discretization of 
Maxwell’s equations in differential form in free space. Time 
domain methods have been found to be very accurate in 
simulating the propagation dynamics of signals in periodic 
dielectric media [3].We simulate for TE mode, actual Mesh 
used- 0.075μm (delta X) X 0.075μm (delta Z) with number of 
mesh cells 400 (X) and 650 (Z). For result finalization the 
simulation has been done for 4000 time steps. The Anisotropic 
Perfectly Matched Layer (APML) boundary condition is used 
with 20 layers. Figure1 shows the Simulation setup for 
Convex-Convex lenses, 2D-light propagation during 
simulation and finally resulted 3D-Poynting Vector & DFT E y 

curve. Moreover, Fig.2 and Fig. 3 show the Simulation setup 
and 2D focusing for Convex-Plane (A2), Plane–Convex (B2), 
Concave-Concave (C2), Concave-plane (D2), Plane-Concave 
(E2) Lenses. 

             
(A1) 

              
(B1) 

            
(C1) 

             
(D1) 

Figure 1.  (A1) Experimental Setup, (B1) 2D Simulation, (C1) Poynting 

Vector, (D1) DFT E y 

 

 
(A2)                       (B2)                        (C2) 

 
                              (D2)                             (E2) 

Figure 2. Experimental Setup Convex-Plane (A2), Plane–Convex (B2), 

Concave-Concave (C2), Concave-plane (D2), Plane-Concave (E2) Lenses. 
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(A3)                                        (B3) 

 
(C3)                                        (D3) 

 
                   (E3)                                        (F3) 

Figure 3. 2D focusing for (A3) Convex-Plane, (B3) Plane Convex, (C3) 

Concave-Concave, (D3) Concave-plane and (E3) Plane-Concave Lenses.  

IV.    RESULT ANALYSIS 

We have done FDTD simulation for implementation of 
optical focusing with Rectangular, Hexagonal, Face-centered 
Cubic (FCC), and Body centered Cubic (BCC) photonic 
crystals. For Convex-Convex lens (FCC), with hole radius(r) 
increases, the focal length (f) and the spatial resolution (∆x) 
decrease but DFT Ey increases. After, hole radius, r= 0.3μm, 
we get no fixed focal length & spatial resolution (Table-1). In 
all case, the lens radius(R=8.2μm) & lattice constant (Λ=1μm) 
are kept constant.  

Similarly, for Convex-Plane, Plane–Convex, Concave-
Concave, Concave-plane, Plane-Concave lenses with 
Rectangular, Hexagonal, Face-centered Cubic (FCC), Body 
centered Cubic (BCC) photonic crystals the hole radius, 
distances or position of lenses from waveguide are varied 
(Table- 1 to Table-10). The optimal values of distances or 
position of lenses is zero μm, hole radiuses, r= 0.2μm (FCC), 
r=0.3 μm (BCC, Rectangular), r=0.4 μm (Hexagonal).  
Moreover, like convention optical lenses, the focal length (f) 
of photonic lenses also decreases with increase of diameter of 
lens (Table-11). From the variation of reflective index (n) of 
the lens, the optimal value is found n= 1.4505(Table-12). 
Finally, the dependence of variation of focal length(f),  spatial 
resolution (∆x) on input signal wave length(λ) is analyzed to 
get optimal values,  λ=1.55 μm (for TM Mode)(Table-14) .  

But with TE Mode we get no focal length(f),  spatial 
resolution (∆x)  before λ=1.35μm(Table-13).With optimized 
parameters (Hole Radius(r), Positions, Reflective Index(n), 
Input Signal wavelength(λ), lattice constant(Λ) etc. the 
optimized values of focal lengths(f): 40μm, 32μm,34μm,34μm 

and spatial resolution 9.22μm, 7.37μm, 7.84μm, 7.84μm (for 
Rectangular, Hexagonal, BCC, FCC respectively) are found. 
Thus, the best result is found for Rectangular photonic crystal 
configuration (Table-15). 

Finally, with optimized parameter and photonic crystal 
structure (rectangular)- DFT Ey curve (Figure4) for Convex-
Plane, Plane–Convex, Concave-Concave, Concave-plane, 
Plane-Concave Lenses are found. From those DFT Ey curves, 
the maximum value and concentrations of DFT Ey across zero 
position (along X-axis) is occurring for Concave-Concave 
photonic lens. Moreover, sub-wavelength focusing are 
occurred for all proposed photonic lenses i.e focusing from the 
lenses will occur less than the half of the input signal 
wavelength (Fig. 3).  Therefore, the limitation of normal glass 
lenses can be overcome by photonic lenses. Like convention 
optical lens, photonic lens also having dependence on optical 
axis and Concave-Concave photonic lens is the optimal 
configuration for light focusing (Table-15). 
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(D4) 

(E4) 

(F4) 

Figure 4. DFT Ey curves for Concave-Concave(A4), Concave-Plane(B4), 

Plane-Concave(C4), Convex-Convex (D4), Convex-Plane(E4), Plane-Covex 
Lens(F4) 

V.  CONCLUSION 

An ideal case is considered without any temperature effect 
but temperature will cause the change of the reflective index 
and consequently to focal length (f) and the spatial resolution 
(∆x) for TM Mode. For TE Mode, it will remain unaffected. 
Moreover, unlike optical lenses- Sub-wavelength focusing has 
been found for photonic lenses but axis dependence and 
change of the focal length (f) with diameter is almost same. 
With optimize parameters: Hole radiuses (r), 0.2μm (FCC), 

0.3 μm (BCC, Rectangular), 0.4 μm (Hexagonal), lattice 
constant, Λ =1, distances or position of lenses is zero μm, 
reflective index n=1.4505, focal length(f): 40μm, 32μm, 34μm, 
34μm and spatial resolution(∆x): 9.22μm, 7.37μm, 7.84μm, 
7.84μm (for Rectangular, Hexagonal, BCC, FCC). Finally, 
with optimized parameters, Concave-Concave photonic lens is 
found as optimal photonic lens for Rectangular crystal 
structure that shows.  
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Abstract—Optical Internet has become a strong development and 

its commercial use is growing rapidly. Due to transparency and 

virtual sharing infrastructure, they provide ultra-fast data rates 

with the help of optical burst switching technology, which 

transmits data in the form of bursts. From the security 

perspective, one of the OBS nodes in the optical network is 

compromised, causes the vulnerability. This paper is dealt to 

identify the vulnerabilities and named as burst hijacking attack 

and provide the prevention mechanism for the same. The NSFnet 

14 nodes and the ns2 simulator with modified nOBS patch is used 

to simulate and verify the security parameters. 

Keywords-optical internet security; burst hijacking attack; threats 

and vulnerabilities in TCP/OBS networks. 

I. INTRODUCTION 

The benefits of optical internet have been known for quite 
awhile; but it was not until the invention of wavelength 
division multiplexing (WDM) that the potential of fiber was 
fully realized [1]. This divides the available bandwidth of the 
fiber into a number of separate wavelength channels and allows 
tens or hundreds of wavelength channels to be transmitted over 
a single optical fiber at a rate of 10 Gb/s/channel and beyond. 
This means that the data rate can reach 10 Tb/s in each 
individual fiber [2].  

To carry IP traffic over WDM networks three switching 
technologies exist namely optical circuit switching (OCS), 
optical packet switching (OPS) and optical burst switching 
(OBS).Optical circuit switching, also known as lambda 
switching, can only switch at the wavelength level, and is not 
suitable for bursty internet traffic [3-5]. Optical packet 
switching, which can switch at the packet level with a fine 
granularity, is not practical in the foreseeable future. The two 
main obstacles are lack of random access optical buffers, and 
optical synchronization of the packet header and payload. 
Optical burst switching can provide fine granularity than 
optical circuit switching, and does not encounter the technical 
obstacles that optical packet switching faces. OBS is 
considered the most promising form of optical switching 
technology, which combines the advantages and avoids the 
shortcomings of OCS and OPS as tabulated in Table1 [6 -8]. 

OBS can provide a cost effective means of interconnecting 
heterogeneous networks regardless of lower-level protocols 
used in optical internet [9-11]. For example, an OBS network is 
able to transport 10 GB/s Ethernet traffic between two sub-

networks without the need to interpret lower level protocols, or 
to make two geographically distant wireless networks to act as 
an integrated whole without protocol translations. The 
illustration of optical burst switching networks in the optical 
internet as shown in below Fig.1. 

 TABLE I.  SCOPE OF SWITCHING TECHNOLOGY 

Technique Bandwidth Latency Buffer Overhead Adaptive 

OCS Low High - Low Low 

OPS High Low Yes High High 

OBS High Low - Low High 

 

Figure 1.  Illustration of optical burst switching network 

In OBS networks, there is a strong separation between the 
control and data planes, which allows for great network 
manageability and flexibility. In addition, its dynamic nature 
leads to high network adaptability and scalability, which makes 
it quite suitable for transmission of bursty traffic. 
Unfortunately, OBS networks suffer from security 
vulnerabilities. Since every data burst is pass through the 
intermediate OBS routers. If one of the OBS intermediate 
routers is compromised, it causes security issues and denial of 
services [12-15]. 

The remainder of this paper is organized as follows. The 
architecture of OBS and about in-band and out-of-band 
signaling with its functional diagram is described in Section II. 
The Section III explains the TCP over OBS networks in 
Optical Internet. The Section IV demonstrates the main 
objective of this paper that is the identification of the attack on 
OBS node in TCP/OBS networks in Optical Internet as named 
as Burst hijacking attack. Section V depicts the attack 
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prevention mechanism for the same. The simulation results are 
shown in section VI. Finally we conclude and notify the future 
work in Section VII.  

II. OPTICAL BURST SWITCHING ARCHITECTURE 

 

Figure 2.  Architecture of optical burst switching 

The pictorial representation of OBS architecture is shown 
in the above Fig. 2. In general, OBS network is composed of 
two types of routers, namely edge routers and core routers. 
Edge routers represent the electronic transit point between the 
burst-switched backbone and IP routers in an Optical Internet. 
The assembling of bursts from IP packets and disassembling of 
burst into IP packets is carried out at these edge routers. Core 
routers are connected to either edge routers or core routers. It 
transfers the incoming optical data into an outgoing link in the 
optical form without conversion of electronic form. In OBS, 
the basic switching entity is burst which contains the number of 
encapsulated packets. For every burst, there is a corresponding 
Burst Control Header (BCH) to establish a path from source to 
destination [16 -18]. BCH of a connection is sent prior to the 
transmission of Data Burst (DB) with specific offset time on 
the same wavelength channel is termed as In – band signaling 
shown in Fig. 3.  

 

 

 

 

 

Figure 3.  In – band signaling 

All BCH’s of various connections are sent on the same 
control channel and their corresponding DBs will sent on the 
different channels with specific offset time named as out – of – 
band signaling is shown in Fig. 4.  

 

 

 

 

 

Figure 4.  Out – of – band signaling 

The Offset time is the transmission time gap between the 
BCH and DB, which is used to allow the control part in 
intermediate core nodes to reserve the required resources for 
the onward transmission of bursts. 

 

 

 

 

 

 

 

 

Figure 5.  OBS functional diagram 

The OBS functional diagram is shown in Fig. 5. It describes 
the ingress node is responsible for burst assembly, routing, 
wavelength assignment and scheduling of burst at the edge 
node. The core node is responsible for signaling and contention 
resolution. The egress edge node is responsible for 
disassembling the burst and forwarding the packets to the 
higher network layer [19-21]. 

III. TCP OVER OBS NETWORK 

In a TCP/IP network, IP layer is involved in routing of 
packets, congestion control and addressing the nodes. When 
OBS is introduced in the network, it takes care of routing of 
data and congestion control. The routing information computed 
by IP layer need not be considered by OBS routers. It is 
because, the routes at the OBS are computed based on number 
of hops and wavelength availability. However, the addressing 
of the various nodes in the network is not taken care by OBS 
by default. Hence the functionality of IP may be limited to 
addressing and packet formation. Due to above reasons, this 
proposal consider the stack TCP/OBS rather than TCP/IP/OBS. 
This is shown in Fig. 6. 

 

 

 

 

 

 

 

 

Figure 6.  TCP/OBS Layer Architecture 

IV. BURST HIJACKING ATTACK 

In Optical Internet, an optical virtual source node is 
inevitable for multicast routing, which is an optical node holds 
both wavelength splitting capability and wavelength 
conversion capability.  It can transmit an incoming burst to 
multiple destinations on any wavelength. If it is compromised, 
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a new type of attack is possible named as burst hijacking 
attack. During the data transmission, Burst Control Header 
(BCH) is converted from an optical form to electronic form and 
is processed at every intermediate core node. The core node is 
to receive the BCH and setup the path for the corresponding 
Data Burst (DB) and forward to the next intermediate optical 
node until it reaches the egress node.  If a compromised optical 
virtual source node receives, it can maliciously create a copy of 
original BCH and modifies its value to setup a path to a 
malicious destination then the corresponding DB will travel 
into the original destination as well as the malicious destination 
as shown in Fig. 7. The malicious destination will not send the 
acknowledgment for this hijacked burst and it escapes from 
being caught. Thus it compromises the authentication of data 
burst and also denial of service. This threat can be detected and 
named as Burst hijacking attack. 

 

 

 

 

 

 

 

 

 

 

 

Figure 7.  Burst hijacking attack 

The provisioning of security has two aspects, attack 
detection and attack prevention. In attack detection the 
intermediate optical nodes are being monitored using trusted 
optical nodes. These trusted optical nodes use the statistical 
report to identify the malicious nodes. When an intermediate 
core router gets BCH, it collects the statistical information like 
burst id, source, destination, number of packets present inside 
the burst and the size of the burst. If the buffer is not present in 
the particular intermediate node then the collected statistical 
information is sent immediately to the trusted optical node. If it 
has buffers then it stores the statistical information and starts a 
timer. Once the timer gets expired or the buffer gets full, it 
sends the statistical information to the trusted optical node. The 
collected statistical information is stored in the buffer table of 
the trusted optical node based on the burst id. The statistical 
information is observed for some predetermined number of 
seconds and it should be analyzed and determines whether the 
node is behaving maliciously or not. 

In Burst hijacking attack, a new connection established 
between the compromised intermediate virtual source node and 
destination node. Just to escape from being caught, the 
intelligent compromised virtual source node changes the burst 
id every time and creates a new connection between the 
intermediate core node and destination. In this case, the trusted 

optical node should check the burst size, number of packets 
inside the burst and detects the malicious optical node. 

V . ATTACK PREVENTION MECHANISM 

recv (struct * PACKET packet) 

{ 

Determine nodeType from packet. 

if ((nodeType = ‘intermediate core node’)  

OR  

(nodeType = ‘egress node’)) 

{ 

a) Extract burst id, source, destination, num_of_packets, 
burst_size from the packet. 

b) Create a new packet and store the extracted 
information inside the new packet. 

c) Send the new packet to the trusted node 

} 

else if (nodeType == ‘trusted_node’) 

{ 

a) Extract statistics from packet. 

b) Insert the statistics into the linked list based on burst 
id. 

c) Collect some more statistics. 

d) Now extract the source, destination and burst id from 
the linked list head. 

e) For burst hijacking attack, verify a new connection is 
established in virtual source node and burst_id or statistics 
matches with the original source and destination. 

f) If the node’s trust value reaches below threshold, 
inform other nodes. 

} 

} 

VI. SIMULATION RESESULTS 

 

Figure 8.  NSFNet topology with nodes 0 to 13 
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Number of Electronic Nodes : 28 

Number of TCP/IP Connection : 10 
Max. Number of attacker nodes : 03 

Max. Number of packets : 200 

Max Lambda  : 20 
Link Speed  : 1GB 

Switch Time  : 0.000005 

The simulations are done using nOBS, an ns2 based network 
simulator. NSFNet topology is used to demonstrate the effect 
of the BCH flooding attack as shown in Fig. 8. Nodes 0 to 13 

represent the optical nodes and 14 to 41 represent the electronic 
nodes. The optical network is modeled with 1Gbps bandwidth 
and 10ms propagation delay. The TCP/IP links have 155 Mbps 

bandwidth each with 1 ms link propagation delay. In the 
beginning let us assume that there are no compromised nodes 

in the network. In that case, number of bursts sent by the 
ingress edge node is almost equal to number of bursts received 
by the egress edge node as shown in Fig. 9. Indicates that the 
number of bursts that are hijacked at that particular interval of 

time.

 

Figure 9.  Number of bursts sent/received without any attacker nodes. 

 

Figure 10.  Effect of burst hijacking attack when the number of compromised 

node is 1. 

 

Figure 11.  Effect of burst hijacking attack when the number of compromised 

node is 3. 

 

Figure 12.  After implementing the solution to burst hijacking attack (number of 

compromised node = 1) 

 

Figure 13.  After implementing the solution to burst hijacking attack (number of 

compromised node = 3) 
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If the number of compromised nodes is 1 and 3 then the 
amount of hijacked bursts is also increased as shown in Fig. 10 
and Fig. 11. And the Fig 12 and Fig. 13 shows the simulation 
results after implementing the solution for burst hijacking 
attack.  Even though some bursts are hijacked initially, it is 
detected by the trusted nodes based on statistical information 
and an alternate trusted path is used for further communication. 
Thereby the burst hijacking attack is removed. 

VII. CONCLUSION AND FUTURE WORK 

TCP/OBS networks are the future networks and optical 
burst switching will turn as the most broadly used technology 
in the mere future due to its speed and as it provides an end to 
end optical path among the communicating parties. Since 
optical burst switching has typical features, it is quite natural to 
suffer from the security attacks. In this paper, identified the 
new-fangled type of attack and named as Burst Hijacking 
Attack. From the statistical approach, its countermeasures are 
discussed from the normal scenario, attack scenario and attack 
removal scenario separately using ns2 simulator with the 
modified nOBS patch. 

In the future when the optical burst switching is employed 
in everywhere then some more security attacks will arise. 
Future research in this area will help us to identify and remove 
other possible attack in TCP/OBS networks and make optical 
burst switching technique a superior one for optical internet. 
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Abstract— During the last decade, a new type of wireless network 

has evoked great interest among the scientific community; it is 

the wireless sensor networks (WSN). The WSN are used in 

various social activities, such as industrial processes, military 

surveillance applications, observation and monitoring of habitat, 

etc... This diversity of applications brings these networks to 

support different types of traffic and to provide services that 

must be both generic and adaptive for applications, the 

properties of the quality of service (QoS) are different from one 

application to another. However, the need to minimize energy 

consumption has been the most important field of WSNs 

research. Few studies in the field are concerned with mechanisms 

for efficiently delivering QoS at the application level from 

network level metrics and connection such as delay or 

bandwidth, while minimizing the energy consumption of sensor 

nodes that are part of network. The idea is to ensure QoS 

through a routing process, which can detect paths that meet the 

QoS requirements based on ant colony optimization (ACOs), 

coupled with detected routes reservation process. However, it is 

necessary to integrate to this diagram the maintenance of route 

disrupted during communication. We propose a method that 

aims to improve the probability of success of a local route repair. 

This method based on the density of nodes in the vicinity of a 

route, as well as on the availability of this vicinity. Taking into 

account these parameters in the route selection phase (end of the 

routing process) allows selecting among multiple routes, the one 

which is potentially the most easily repairable. In addition, we 

propose a method for early detection of the failure of a local 

route repair. This method can directly trigger a process of global 

re-routing that better fits to restore communication between the 

source and destination. 

Keywords- WSNs; Quality of service; ACO; availability; global re-

routing; local re-routing. 

I.  INTRODUCTION 

The wireless sensor networks (WSNs) are considered a 
special type of ad hoc networks. The nodes of such networks 
consist of a large number of sensor nodes, which can collect 
and transmit environmental data in an autonomous manner [1, 
2]. The position of these nodes is not necessarily 
predetermined. They are scattered randomly across a 
geographical area called acquisition field, which defines the 
field of interest for the phenomenon captured. The data 
collected are forwarded to a node considered as a collection 
point, better known as the sink node. WSNs must be 
dynamically adaptive to continuous changes of the state of the 
radio channel and must at the same time attempt to satisfy the 
QoS requirements of the supported applications. 

II. QOS ROUTING IN WSNS 

Routing is often considered to seek the shortest route in 
terms of distance between source and destination to transfer 
data. In the case of routing with quality of service, the goal is 
not just to find the best path according to some criterion, but to 
find the best eligible path as well [3]. For this reason, a number 
of constraints are imposed on the routes in order to determine 
their eligibility. For example, you may want to search for a 
route with a certain amount of bandwidth for video traffic or 
route ensuring that packets are received by the destination 
within a certain period of time after their issuance by the 
source. Any route satisfying a quantitative criterion can be 
described as route ensuring a certain quality of service. WSNs 
mainly work with the client-server mode. All nodes then 
attempt to send the captured information to a processing center. 
This technique is highly energy costly because the information 
must traverse the entire network to reach the processing center. 

III. ACOS AND WSN ROUTING 

A new routing approach in WSNs has emerged: this 
approach is based on algorithms inspired from ant colonies [4, 
5]. These algorithms are based on the ability of simple ants to 
solve complex problems through cooperation. All methods 
using this paradigm are now called ACOs. Indeed, collective 
intelligence in social insects results in the emergence of 
collective behavior due to macroscopic smart simple 
interactions at the microscopic level. Operation of ant colonies 
is the best example [6]. The behavior of ants is a collaborative 
and collective one. Each ant has priority for the welfare of the 
community. Each individual of the colony is a priori 
independent and is not supervised (completely distributed 
system). The colony is self-controlled through relatively simple 
mechanisms to study. By projecting the behavior of these 
insects on the characteristics of WSNs, we note that the 
behavior of ants is well suited to this type of networks, 
especially when calculating routes. 

IV. DESCRIPTION OF THE PROPOSED APPROACH 

The idea is to design a decentralized algorithm based on 
operation of ants [7, 8], which use their natural ability to find 
the shortest path between a source and destination while 
moving through the network. Our approach uses the same 
mechanisms for selecting local vicinity of Ant System [9, 10]. 

So, the formula to choose next neighbor with joint 
attraction pheromone trails. The proposed approach consists of 
two phases, namely route discovery and route maintenance. 
When a source node needs to send data to the base station with 
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QoS requirements (bandwidth), it begins with the route 
discovery phase. Once the route is found, data transfer can 
begin. During data transmission, it is also necessary to maintain 
the path to the destination. One of the weaknesses of these 
networks lies in the fact that the routes used between source 
and destination is likely to break surreptitiously during 
communication. This failure is due to the fact that the nodes 
forming the route may distrust (deplete their energy). In case 
the link to the next node is broken, the node initiates phase of 
route repair. This phase is based on global or local re-routing. 
The objective of the modification is to ensure the selection of 
the route more easily repairable among those released during 
the discovery phase of routes. To achieve this goal, we take 
into account the character of the nodes vicinity in the network, 
and in particular the density of nodes, as well as their 
availability. Repair of route in case of a node failure occurs by 
the implementation of procedure for local re-routing, and thus 
avoiding global re-routing that consumes bandwidth and 
execution time, thereby increasing communication delays. 

A. Interpretation of the availability 

We define the availability of a node by the number of 
neighbors (ie, the number of nodes in the area of its radio 
range) whose bandwidth is greater than that required by the 
connection. The availability parameter is specific to a node and 
a connection (a given bandwidth). Thus, upon receiving a route 
request, each node assesses its availability by counting the 
number of neighbors whose bandwidth is greater than that 
required by the connection [11]. If the availability is equal to 
one, no neighbors other than the transmitter of the request meet 
the QoS requirements of the connection. Continue broadcasting 
the message of connection is useless because no node in the 
vicinity is able to extend the route to the destination. This leads 
to early detection of imminent failure of the route discovery 
through this node, while reducing network congestion. If the 
availability is equal to two, one neighbor other than the 
transmitter of the request meets the QoS of the connection. We 
can continue to broadcast request message. However, no node 
will take over from the current node fails in case the route 
would be used for communication. This availability is too low 
to ensure a local re-routing of the current node. This is called 
throttling. 

B. Control packets 

to implement our proposed approach, four control packets 
are used [12, 13]. 

1) Hello_Ant packet: The Hello_Ant packet is 
distributed periodically to all neighbors of the current node, 
containing the delay of its departure. When neighbors receive 
this packet, they react by responding by an acquired reception 
(ACK_Ant). Based on the delay of departure, delay of arrival 
and the Hello_Ant packet size, the current node calculates the 
available bandwidth on the links. An entry in the neighbor table 
is created containing the value of the available bandwidth and 
the residual energy of all its neighbors. For the update of the 
value of the bandwidth and the residual energy is produced by 
subsequent Hello_Ant packets to indicate the current status of 
links. 

2) Route request packet: A Route_Request_Ant packet is 
broadcast on receiving a route request to a destination with a 

demand for quality of service expressed in terms of bandwidth. 
At each node, the hop count is incremented and the node ID is 
added to the stack of visited nodes.In addition to the 
exploration of the shortest path between the source and the 
destination, Route_Request_Ant collect the end-to-end delay, 
the minimal available bandwidth, the average availability and 
the minimal residual energy of the path through which it is 
propagated. 

3) Route reply packet: upon receiving 
Route_Request_Ant, the destination creates the response 
message Route_Reply_Ant. Route_Request_Ant packet 
collects the transmission delay of each link, the processing time 
at each node, the bandwidth available on each link, residual 
energy and hop count. This Route_Reply_Ant will be sent 
(unicast) to the original source along the route established by 
route_Request_Ant in reverse. 

4) Route error packet: This Route_error packet is sent to 
the source of the communication to indicate that the route to a 
destination is broken and that the attempt of local re- routing 
was unsuccessful. Local repair is attempted only on condition 
that the availability of node is strictly greater than two. When 
the source receives this packet, it invalidates the status 
corresponding to the destination, stops sending packets to the 
destination and places them in a queue. Meanwhile, the source 
initiates a procedure of global re-routing.  

C. Mathematical Model  

The objective function of the proposed work is to find a 
path from source to destination through a neighbor with a 
maximum transition probability. The probability of transition 
from source i to destination d through neighbor j of i is 
calculated as follows [14, 15]: 
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Where α, β, γ and δ (> = 0) are parameters that control the 
relative importance between availability, delay, residual energy 
/ hop count and available bandwidth. Ni is the set of neighbors 
of i and l is neighbors of i through which a route is available to 
the destination. For the calculation of relatives’ metrics, the 
delay and the number of hops are additives metric; bandwidth 
and the residual energy are considered as non-additive concave 
metric. Additive metrics must be reduced to a minimum for the 
shortest paths; the non-additive concave metric is used to 
maximize bandwidth and residual energy [16, 17]. 

1) Availability:  
The problem is to determine the extent to which a node is 

part of a route between a source and destination and 
immediately adjacent to another node (i.e. its radio range) and 
therefore can be replaced by the latter in case of failure. It is 
particularly important that the replacement node have enough 
bandwidth communication channels for this new connection. 
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Dispoijd: the average number of neighbors whose 
bandwidth is greater than that required by the connection along 
the path from i to d through j. 

2) Delay : 
The delay between the source and the destination is 

calculated by: 





),(

)(
diroutel

ijd

j

ldelayD                (3) 

Where the delay (l) is the end to end delay from source i to 
destination d through the neighbor j by route request message 
at the time of route exploration. 

3) hops count / Minimum Residual Energy : 
This relative metric equal the inverse of number of hops 

multiplied by the minimum Residual battery Energy of all 
intermediate nodes between source and destination is given by: 
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Where  

• MBRijd: minimum residual energy along the path i to 
d through j  

• NbSaut (routej (i, d)) is the number of hops along the 
path i to d through j. 

4) The bandwidth:  
Available bandwidth on the path from i to d is calculated as 

the minimum of available bandwidth (Bpijd) of all links along 
that path. 
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Hello_Ant messages are often transmitted to keep the 
connectivity of the vicinity, and they can better reflect the 
current available bandwidth on the links rather than the route 
search messages. 

D. Routes discovery phase  

The source initiates the routing process. It sends to all its 
neighbors a connection request (Route_Request_Ant) to the 
destination with QoS requirements in terms of bandwidth. 
Nodes that receive the message for the first time and meet the 
QoS requirements broadcast a demand to their vicinity after 
collecting: 

a) The transmission delay of each link 

b) The available bandwidth on each link 

c) The number of hop 

d) The residual energy 

This connection message is thus spread in the network until 
it reaches the destination. When Route_Request_Ant reaches 
the destination, it will be converted into Route_Reply_Ant and 
transmitted to the origin source. Route_Reply_Ant takes the 

same path marked by Route_Request_Ant in reverse. For each 
Route_Reply_Ant, when reaching an intermediate node or 
source node, the node just find the delay, bandwidth, residual 
energy and the number of hops. The node can calculate the 
probability to reach the destination. The path with the highest 
probability is considered as the best, and the data transmission 
can begin. 

E. Route maintenance phase  

Because of the failure of nodes responsible for the 
transmission of data between source and destination, the risk 
that the route be disrupted before the end of the communication 
is very high. In case of link-breaking or node failure during 
data transmission, there are two scenarios for the re-routing 
[11, 18]: 

1) Global re-routing from the source of the 

communication. This re-routing is implemented in most 

routing protocols, although it takes a lot of time and consumes 

a lot of bandwidth. 

2) Local re-routing from the node where the failure 

occurred. This local routing has the advantage of being fast 

and consume less bandwidth. Local repair is attempted only 

on condition that the availability is strictly greater than two. 

Otherwise, a Route error is sent directly towards the source of 

the communication to undertake a global repair of the route. 

We bring this change to avoid loss of time expected from a 

routing attempt to local route repair anyway doomed to 

failure (if availability is less than three) and thus accelerate 

the re-routing phase despite  hostile conditions. 

F. Experimental design 

In our approach, we seek to exploit the heterogeneity of 
nodes distribution in the network by taking into account the 
availability parameter. It would be pointless to base our tests on 
a random configuration improvement that is statistically 
homogeneous. Nevertheless, we conducted several simulations 
in such a configuration to conclude that our contribution adds 
little performance compared to AODV protocol. To perform 
our tests, we chose a concentrate on a heterogeneous 
configuration of data, and then to change the departure of 
nodes. In each simulation, we consider the following cases: 

a) Case 1: AODV protocol.  

b) Case 2: Our approach taking into account the 

availability parameter and re-routing based on local density.  

Different results are presented in the following section and 
correspond to averages over a series of simulations. In all 
scenarios the nodes are static, and randomly deployed. 
Parameter values of relative weight α, β, γ, δ and δ are defined 
in Table I 

Table I. Parameter settings 

Values Parameters 

1.0 Availability weight, α  

1.0 Delay  weight,  β 

1.0 Residual Energy/ hop count  weight, γ 

1.0 Available bandwidth weight, δ 

1 sec Interval  Hello_Ant 

3  Hello_Ant Retry times 
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G. Tests and analysis of results 

In the configuration shown in Figure 1, node 2 tries to 
establish communication with the Sink, thus triggering the 
route research phase to the destination by broadcasting a 
Route_Request_Ant packet with QoS requirements in terms of 
bandwidth. Several types of routes are possible. Among these, 
the route containing nodes 3, 4, 5 and 6 is the shortest (Case 1). 
To test our hypotheses, we plan the "disappearance" of a node 
at a specific time. Then we focus our interest in the evolution 
of the system and in particular the way to repair the route. We 
decide to envisage the disappearance of nodes 6, 13 and 18. 
This choice leans on the fact that the study of the 
disappearances of the other nodes is impossible (disappearance 
of nodes 2 and/or Sink which would hinder definitively the 
communication). 

 

Figure 1. Spatial distribution of nodes 

So, the node 7 receives a Route_Request_Ant packet for the 
destination passed through the nodes 18 and 15. The node 7 
adds in its database an entry for the destination by indicating 
that the next node for the destination is 15. Then, the node 7 
updates the values of average availability, End to End delay, 
Residual energy and hop count. The Route_Request_Ant 
packet can be then rebroadcasted. 

The first packet which arrives at the destination is the 
packet passed through the nodes 3, 4, 5 and 6. A time-out 
whose value depends on the delay taken by the packet to 
propagate until the destination is immediately launched. In this 
interval, the destination stores each Route_Request_Ant packet 
that arrives. So, another Route_Request_Ant has passed 
through the nodes 18, 15, 7, 9, 13 and 8 (Case 2) is treated by 
the destination. The length of the detected route is equal to 7. 

1) Disappearance of node 6:  
Table II summarizes the results obtained during the 

simulations. In case1, we notice that time and the data are 
strongly influenced by the disappearance of node 6. The regular 
delay that averages 9.5ms before the disappearance of node 6 
rises to 14 ms and the route used extends in terms of number of 
nodes. These observations can be explained by the fact that this 
node is part of the route used to transport data to the destination 

when it disappears. Node 5 notices that the node 6 has 
disappeared and immediately returns a route errors message to 
the source node. This triggers an operation of global re-routing. 
As shown in Table II, the re-routing phase lasts longer than the 
initial phase (18ms against 9.2ms). 

In case 2, the packets follow a path in which node 6 is not 
part of the route used. So we do not see any change.  Delays 
remain unchanged before and after the departure of node 6. It 
establishes at 14ms. By contrast, we note that the initial route 
research delay is much longer than in the previous case. We 
explain this observation by the fact that we expect more 
Route_Request_Ant at the destination before returning 
Route_Reply_Ant to destination on the selected route.  

Table II. Summary of results when node 6 disappears 

  Case 1 Case 2 

Initial routing delay (millisecond) 9.2 19.729 

local repair delay (millisecond) 0 0 

total re-routing delay (millisecond) 18.1667 0 

Average delay before re-routing (millisecond 9.5 14 

Average delay after re-routing (millisecond) 16 14 

Average length of routes ( node) 6.563 7 

2) Disappearance of node 13:  
The data collected for case 1 indicates that no re-routing is 

undertaken following the departure of node 13. We could 
predict it because the node 13 is not part of the route used in 
case 1. In case 2 however, we notice that the results are 
strongly affected. Thus, the delay increases from 14ms before 
the disappearance of node 13 to 16ms. We also observe in 
Table III that local re-routing was undertaken successfully. We 
note that the local re-routing lasts 7.82ms. This re-routing delay 
is compared to the 18ms for global re-routing in case 1 
obtained for the disappearance of node 6. 

Table III. Summary of results when node 13 disappears 

  Case 1 Case 2 

Initial routing delay (millisecond) 8.55 22.013 

local repair delay (millisecond) 0 7.82 

total re-routing delay (millisecond) 0 7.82 

Average delay before re-routing (millisecond) 9.5 14 

Average delay after re-routing (millisecond) 9.5 16 

Average length of routes ( node) 5 8.261 

3) Disappearance of node 18:  
As for the disappearance of node 13, only case 2 is affected 

by the disappearance of node 18. Moreover, we observe in 
Table IV.  That the delay decreases 14ms before the 
disappearance of node to 9.5ms after its disappearance. These 
results for case 2 are to be compared with those obtained for 
case 1 in the disappearance of node 3. We note that the length 
of the search path following the disappearance of node 18 is 
39ms. This delay is much less than the re-routing duration in 
case 1 measured for the departure of node 3. 

Table IV. Summary of results when node 18 disappears 

  Case 1 Case 2 

Initial routing delay (millisecond) 8.55 19.756 

local repair delay (millisecond) 0 39.012 

total re-routing delay (millisecond) 0 30.12 

Average delay before re-routing (millisecond) 9.5 14 

Average delay after re-routing (millisecond) 9.5 9.5 

Average length of routes ( node) 5 5.937 

4) Assessment of node disappearance:  
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We seek to extend our results to the disappearance of nodes 
3, 6, 13 and 18 to all network nodes. Thus, we consider the 
disappearance of all nodes belonging to an initial route. We do 
not envisage the disappearance of node 2 and/or Sink (their 
disappearance would be unrecoverable for communication) as 
for nodes 10, 11, 12, 14, 17, 16 or 19. The disappearance of the 
latter in fact has a limited impact in the system. We assume that 
the disappearance of each node in the system is equi-probable. 
We classify nodes into several groups according to the case to 
which we refer. We obtain the following distributions: 

• Case 1: The disappearance of node 13 is 
representative of the disappearance of nodes as follows: 7, 8, 9, 
13, 15 and 18. The disappearance of node 6 is representative of 
the disappearance of nodes 4, 5 and 6. 

• Case 2: The disappearance of node 6 is representative 
of the disappearance of nodes: 3, 4, 5 and 6. The disappearance 
of node 14 is representative of the disappearance of nodes 7, 8, 
9, 13 and 15. 

Using these distributions, we weight the different scenarios 
for the disappearance synthetic results presented in Table V 

Table V. Results of Case1 and Case2 comparison 

 Cas 1 Cas 2 

Initial routing delay (millisecond) 8.78 20.5 

total re-routing delay (millisecond) 39 5.8 

Average delay before re-routing (millisecond 9.5 14 

Average delay after re-routing (millisecond) 11.9 14.6 

Average length of routes ( node) 5.63 7.52 

We note that the initial routing delay is always longer for 
case 2. This is the main drawback inherent in our improvement. 
However, waiting longer at the route establishment phase is 
necessary to choose a better repairable route. We also note that 
the average re-routing caused by the departure of a node in case 
2 is significantly better than case 1. Thus, the waiting time is on 
average 6.7 times shorter than in case 1. This observation 
attests to the significant improvement of the QoS management 
offered by the protocol improved compared to the original 
version. A weakness of our improvement is observed in the 
average length of the route. We find that the route is on average 
equal to 7.52 in Case 2 against about 5.5 for the other case. The 
route thus involves more nodes and, therefore, the probability 
that a failure occur increases on the route retained by case 2. 
Another weakness of our improvement is that the end to end 
delay of data packets is more important in our version 
compared to the original version. In case 2, the end to end 
delay is established before the disappearance 9.5ms against 
14ms for both cases. By contrast, we find that, this delay 
increases shortly after the disappearance and then settled at 
14.6ms against 11.9ms for case 1. The end to end delay 
obtained in case 2 is more stable than that observed in the other 
case. We conclude that this level, once again our improvement 
provides a gain in terms of the QoS management in case of 
node disappearance. 

V. CONCLUSION 

The work presented in this paper aims to improve the QoS 
management by taking into account the availability defined as 
the number of available nodes in the radio range of a node. Our 

approach was based on a thorough analysis of the tools taking 
into account the QoS in WSN. We then devised the concept of 
availability and describe how a node can use this information to 
improve QoS. We have identified two main areas: 

• Establishment of a mechanism for route choice. 

• Prediction of early failure of a local re-routing. 

The mechanism of route choice is to select among several 
competitors whose maintenance is the easiest to achieve. 
Simulation results confirm our theoretical reasoning: the delay 
of re-routing is improved. In addition, our mechanism also 
improves the rate of packet loss. QoS is half-open thus further 
strengthened. We have highlighted a situation in which a local 
re-routing attempt fails: if the availability is too low around the 
node that initiates local re-routing, it is doomed to failure. It is 
therefore preferable to return directly to the source a Route 
error packet after detecting a link failure. The main limitation 
of our route selection process is the loss of time in the initial 
routing. This loss of time is related to the expectation of 
receiving other Route_Request_Ant from the source before 
selecting the best route to facilitate route repair. Another 
limitation stems from the fact that the routes adopted after our 
improvement are longer. The end to end delay is, therefore 
more important. Another line of work would be to conduct a 
thorough performance study for distributions of nodes inspired 
from plausible situations in real environments. 
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Abstract— In the present investigation, we developed a novel 

Feistel cipher by dividing the plaintext into a pair of matrices. In 

the process of encryption, we have used a bunch of keys and  

modular arithmetic addition. The avalanche effect shows that the 

cipher is a strong one.  The cryptanalysis carried out on this 

cipher indicates that this cipher cannot be broken by any 

cryptanalytic attack and it can be used for secured transmission 

of information. 

Keywords- encryption; decryption; cryptanalysis; avalanche effect; 

modular arithmetic addition. 

I.                    INTRODUCTION 

In the development of block ciphers in cryptography, the 
study of Feistel cipher and its modifications is a fascinating 
area of research. In a recent investigation [1], we have 
developed a novel block cipher by using a bunch of keys, 
represented in the form of a matrix, wherein each key is having 
a modular arithmetic inverse. In this analysis, we have seen that 
the multiplication of different keys with different elements of 
the plaintext, supplemented with the iteration process, has 
resulted in a strong block cipher, this fact is seen very clearly 
by the avalanche effect and the cryptanalysis carried out in this 
investigation.  

In this paper, we have modified the block cipher developed 
in [1] by replacing the XOR operation with modular arithmetic 
addition. Here our interest is to study how the modular 
arithmetic addition influences the iteration process and the 
permutation process involving in the analysis. 

In what follows, we present the plan of the paper. In section 
2, we deal with the development of the cipher and introduce the 
flow charts and the algorithms required in this analysis. We 
have illustrated the cipher in section 3, and depicted the 
avalanche effect. Then in section 4, we carry out the 
cryptanalysis which establishes the strength of the cipher. 
Finally, we have computed the entire plaintext by using the 
cipher and have drawn conclusions obtained in this analysis. 

Development Of The Cipher 

Consider a plaintext containing 2m2 characters. Let us 
represent this plaintext in the form of a matrix P by using 

EBCIDIC code. We divide this matrix into two square matrices 
P0 and Q0, where each one is matrix of size m.  

The equations governing this block cipher can be written in 
the form  

[ Pjk
i
 ] =  [ ejk  Qjk

i-1
 ] mod 256,                                        (2.1) 

and 

[ Qjk
i
 ] = ([ejk Pjk 

i-1
] mod 256 + [Qjk 

i-1
]) mod 256  ,      (2.2) 

 

 
where    j= 1 to m ,  k = 1 to m  and i =1 to n,   in which n is 

the number of rounds. 

the equations describing the decryption are obtained in the 
form 

[ Qjk
i-1

 ]=  [ djk Pjk
i 
] mod 256,                                         (2.3) 

and 

[ Pjk
i-1

 ]= [djk( [ Qjk 
i
 ]  -   [ Qjk 

i-1
 ] ) ]  mod 256             (2.4) 

 

where    j= 1 to m ,  k = 1 to m  and i = n to 1, 

Here  ejk , j = 1 to m  and k =  1 to m,  are the keys in the 
encryption process, and djk  j = 1 to m and        k = 1 to m, are 
the corresponding keys in the decryption process. The keys ejk 
and  djk  are related by the relation  

( ejk  djk  ) mod 256 = 1,                                                  ( 2.5) 
 

that is, djk  is the multiplicative inverse of the  given ejk . 
Here it is to be noted that both ejk  and  djk  are odd numbers 
which are lying in [1-255]. 

For convenience, we may write  

E = [  ejk 
 
]  ,         j =   1 to m    and    k  =  1   to m. 

and 

D = [  djk 
 
]  ,         j =   1 to m    and    k  =  1   to m. 

where E and D are called as key bunch matrices. 

The flow charts describing the encryption and the 
decryption processes are given by  
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Figure 1. The Process of Encryption 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. The process of  Decryption 
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The corresponding algorithms are written in the form given 
below. 

A. Algorithm for Encryption 

1.  Read P, E, and n  

2.  P
0
 = Left half of P. 

     Q
0
 = Right half of P. 

3. for i = 1 to n 

    begin 

         for j = 1 to m 

         begin 

               for k = 1 to m 

                  begin 

                     [ Pjk
i
 ]=  [ ejk Qjk

i-1
] mod 256,                

                    [ Qjk
i
 ]= [ejk  Pjk 

i-1
] mod 256   +   [Qjk 

i-1
] ,   

                  end 

          end 

    end 

6. C   = P
n
    Q

n
      /*   represents concatenation  */ 

7. Write(C) 

B. Algorithm for Decryption 

1. Read C, D,  and  n. 

2. P
n
 = Left half of C 

    Q
n
 = Right half of C 

3.  for i = n to 1 

begin 

     for j = 1 to m 

         begin 

               for k = 1 to m 

                  begin 

                  [Qjk
i-1

] =  [ djk Pjk
i 
] mod 256,                

                  [Pjk
i-1

]=[djk ([Qjk 
i
]   -  [Qjk 

i-1
]] mod 256 

                 end 

          end 

end 

6. P   =  P
0
     Q

0
    /*    represents concatenation */ 

7. Write (P) 

 

II. ILLUSTRATION OF THE CIPHER 

Consider the plaintext given below 

Sister! What a pathetic situation! Father, who joined 
congress longtime back, he cannot accept our view point. 
That’s how he remains isolated. Eldest brother who have 
become a communist, having soft corner for poor people, left 
our house longtime back does not come back to our house! 
Second brother who joined Telugu Desam party in the time of 
NTR does not visit us at any time. Our brother in law who is in 
Bharathiya Janata Party does never come to our house. Mother 
is very unhappy!                                                                  (3.1) 

Let us focus our attention on the first 32 characters of the 
above plaintext. This is given by  

 Plaintext (3.2) 

On using the EBCIDIC code, we obtain  

 

 

 

 

 

 

 

 

This can be written in the form  

 

 

 

 

 

 

 

 
 

and 

 

 

 

 

 

 

 

 
Let us now take the key bunch matrix E in the form  

 

 

 

 

 

 

 

 

 
On using the concept of multiplicative inverse, given by the 

relation (2.5), we get the key bunch matrix D in the form  

 

 

 

 

 

 

 

 
On using (3.4) – (3.6) and applying the encryption 

algorithm, we get the ciphertext C in the form 

 

 

 

 

 

 
 

083   105   115   116   101   114   033   032 

 

087   104   097   116   032   097   032   112 

 

097   116   104   101   116   105   099   032 

 

115   105   116   117   097   116   105   111 

 

P
  
= (3.3) 

083   105   115   116    

 

087   104   097   116    

 

097   116   104   101    

 

115   105   116   117    

P
0  

= (3.4) 

101   114   033   032 

 

032   097   032   112 

 

116   105   099   032 

 

097   116   105   111 

Q
0  

= (3.5) 

125   133   057   063 

 

005   135   075   015 

 

027   117   147   047 

 

059   107   073   119 

 

E
 
= (3.6) 

213   077   009  191 

 

205   055   099   239 

 

019   221   155   207 

 

243   067   249   071 

 

D
 
= (3.7) 

036   138   014   142   000   238   090   106 

 

110   090   214   104   144   118   246   206 

 

016   022   098   018   194   218   070   114 

 

108   120   038   118   208   224   146   196 

 

C
  
= (3.8) 
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On using the ciphertext C given by (3.8), the key bunch D 
given by (3.7), and the decryption algorithm given in section 2, 
we get back the original plaintext. 

Now let us consider the avalanche effect which predicts the 
strength of the cipher.  

On changing the fourth row, fourth column element of P0 
from 117 to 119, we get a one bit change in the plaintext as the 
EBCIDIC codes of 117 and 119 are 01110101 and 01110111. 
On using the modified plaintext and the encryption key bunch 
matrix E we apply the encryption algorithm, and obtain the 
corresponding ciphertext in the form 

 

 

 

 

 

 

 

 

 
On comparing (3.8) and (3.9) in their binary form, we find 

that these two ciphertext differ by 129 bits out of 256 bits. This 
shows the strength of the cipher is quite considerable.  

Now let us consider the one bit change in the key, On 
changing second row, third column element of E from 75 to 74, 
we get a one bit change in the key. On using the modified key, 
the original plaintext (3.2) and the encryption algorithm, we get 
the cipher text in the form 

 

 

 

 

 

 

 

 

 
On comparing (3.8) and (3.10), in their binary form, we 

find that these two ciphertexts differ by 136 bits out of 256 bits. 
This also shows that the cipher is expected to be a strong one. 

III.CRYPTANALYSIS 

In the literature of the cryptography the strength of the 
cipher is decided by exploring cryptanalytic attacks. The basic 
cryptanalytic attacks that are available in the literature [2] are 

1) Ciphertext only attack ( Brute Force Attack), 

2) Known plaintext attack, 

3) Chosen plaintext attack,  and 

4) Chosen ciphertext attack. 
In all the investigations generally we make an attempt to 

prove that a block cipher sustains the first two cryptanalytic 
attacks. Further, we make an attempt to intuitively find out how 
far the later two cases are applicable for breaking a cipher.  

As the key E is a square matrix of size m, the size of the 
key space is 

 

 

If we assume that the time required for the encryption with 
each key in the key space as 10-7 seconds, then the time 
required for the execution with all the keys in the key space is 

 

 

 
 

 

In the present analysis, as m=4, the time required is given 
by   3.12 x 10 23.4    years. As this is a formidable quantity we 
can readily say that this cipher cannot be broken by the brute 
force approach. 

Let us know examine the strength of the known plaintext 
attack. If we confine our attention to one round of the iteration 
process, that is if n = 1, the equations governing the encryption 
are given by 

[ Pjk
1
 ]=  [ ejk Qjk

0
] mod 256,                                            (4.1)         

 

[ Qjk
1
 ]=   [ejk  Pjk 

0
] mod 256   +    [ Qjk 

0
] ,                     (4.2) 

 

where, j =  1 to m, and k = 1 to m. 

and 

C = P
1
     Q

1
   .                                                                    (4.3) 

 

In the case of this attack, as C, yielding   Pjk
1
   and   Qjk

1
 

and    as P yielding Pjk
0
   and   Qjk

0
 are known to the attacker, 

he can readily determine ejk by using the concept of the 

multiplicative inverse. Thus let us proceed one step further. 

On considering the case corresponding to the second round 
of the iteration (n = 2), we get the following equations in the 
encryption process. 

[ Pjk
1
 ] =  [ ejk Qjk

0
] mod 256,                                           (4.4) 

 

and         

[ Qjk
1
 ]=   [ejk  Pjk 

0
] mod 256    +   [ Qjk 

0
] ,                     (4.5) 

 

[ Pjk
2
 ]=  [ ejk Qjk

1
] mod 256,                                            (4.6) 

 

and         

[ Qjk
2
 ]=   [ejk  Pjk 

1
] mod 256    +   [ Qjk 

1
] ,                     (4.7) 

where, j =  1 to m and k = 1 to m. 

Further we have,  

C = P
2
      Q

2
   .                                                                   (4.8) 

 

Here Pjk
0
 and Qjk

0
 are known to us, as C is known. We also 

know Pjk
0
 and Qjk

0
 as this is the known plaintext attack. But 

here, we cannot know Pjk
1
 and Qjk

1
 either from the forward side 

or from the backward side. Thus ejk cannot be determined by 

060   106   182   142   076   198   038   132 

 

182   196   242   196   000   034   194   240 

 

140   252   088   140   108   090   146   124 

 

042   022   094   180   156   250   206   084 

 

C
  
= (3.9) 

242   248   202   122   058   004   036   154 

 

022   252   002   206   104   098   116   002 

 

190   108   190   072   250  106   022   200 

 

044   114  220   222   050   106   030   220 

 

C
  
= (3.10) 

    (2.4m
2
)             -7 

10            x      10                                  (2.4 m
2
 -15) 

---------------------- years     =  3.12 x 10                  years 

365 x 24 x 60 x 60   

  (8m
2
)             0.8 m

2             
      0.8 m

2
               2.4m

2
 

2         =   (2
10 

)           ≈    (10
3
)           =    (10

 
) 
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any means, and hence this cipher cannot be broken by the 
known plaintext attack.  

As the equations governing the encryption are complex, it is 
not possible to intuitively either a plaintext or a ciphertext and 
attack the cipher. Thus the cipher cannot be broken by the last 
two cases too. Hence we conclude that this cipher is a very 
strong one. 

IV. COMPUTATIONS AND CONCLUSIONS 
 

In this investigation we have developed a block cipher by 
modifying the Feistel cipher. In this analysis the modular 
arithmetic addition plays a fundamental role. The key bunch 
encryption matrix E and the key bunch decryption matrix D 
play a vital role in the development of the cipher. The 
computations involved in this analysis are carried out by 
writing programs in C language.  

On taking the entire plaintext (3.1) into consideration, we 
have divided it into 14 number of blocks. In the last block, we 
have included 26 blanks characters to make it a complete 
block. On taking the encryption key bunch E and carrying out 
the encryption of the entire plaintext, by applying encryption 
algorithm given in section 2, we get the ciphertext C in the 
form given below 

  128  100  202   018  120  154  146   058  148  244  200   026  152  198   056  176 

  086  066  184   182  192  178  146   236  224  058  082   198  078  218   060  236 

  176  156  224   178  070  200  014   090  078  252  230   042  180  108   090  084 

  102  060  144   244  240  184  088   190  150  056  110   254  146  222   006  206 

  074  182  128   236  074  024  058   104  242  182  024   140  078  012   184  126 

  090   088 194   182  170  096  054   122  058  146  014   028  050  204   036  138 

  178   076 130   182  130  028  228   184  146  044  238   056  250  176   224  136 

  128  188  188    046 074  076  100   182  014  222  050   134  178  214   228  230 

  044  254  210    094 076  0 98 216   036  098  236  238   072  254  090   234  108 

  172  022  198    146 028  182  054   140  154  134  182   054  034  182   054  240 

  102  048  180    110 076  244  178   014  222  248  226   00 2 204   098  106  122 

  090  236  108    170 052  200  058   122  098  026  090   218  242  196   004  106 

  176  182  172    138  074 140  230   146  214  198  228   102  250  112   086  104 

  124  240   000   246  144 220  116   046  126  250  108   222  206  202   250  048 

  000  246   116   238  178 244  134   228  058  206  108   190  144  044   152  098 

  078  050   114   102  082 190  152   00 2 0 82  024 198   054  042  232   118  054 

 140  198    038   134  220 190  044   044  096  218   084  176  026  060   028  200 

  134  014   152   230  146 196  088   166  064  218   192  014  114  220   200   022 

  246 156    252   216  240 196  064    094 222  150   036  038  050  218   006  110 

  152 194    216   234  114 114  150   254  232  046   166  176  108  146   176  118 

  246  036   254   044  244  054  214  138  098   072  142   090  154  198   076  066 

  218  154   144   090  026  248  178  024  218   182   038  250  088  006  110  124 

  240  000   102   048  180  188  172  118  054   212   176  104  080  156  242  070 

  214  198   228   102  250   092 228  190  250   074   020  102  152   006 110  076 

  098  106   122   126  120   128 172  118  054   212   176  104   080  156 242  122 

  248  220   172   222  078   042 204  046 158    032   030  210   058  174 164  206 

  222  076   154   216  216   094 102  032 030    238   156  246   126  144 252  134 

  120  236   182   214  050   156 022  072 248    032   234  072  222   188  228  121 

In this we have excluded the ciphertext which is already 
presented in (3.8)  

In the light of this analysis, here we conclude that this 
cipher is an interesting one and a strong one, and this can be 
used for the transmission of any information through internet. 
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Abstract—In this investigation, we have developed a novel block 

cipher by modifying classical Feistel cipher. In this, we have used 

a key bunched wherein each key has a multiplicative inverse. The 

cryptanalysis carried out in this investigation clearly shows that 

this cipher cannot be broken by any attack. 

Keywords-encryption; decryption; cryptanalysis; avalanche effect; 

multiplicative inverse. 

I. INTRODUCTION  

The study of the Feistel cipher [1-2] laid the foundation for 
the development of cryptography in the seventies of the last 
century.  In the classical Feistel cipher the block size is 64 bits, 
and it is divided into two halves wherein each half is containing 
32 bits. The number of rounds in the iteration process is 16. 
The basic equations governing the Feistel cipher can be written 
in the form  

P
i   

 =   Q
i-1

,                                                                           (1.1) 

Q
i   

=   P
i-1

         F (Q
i-1

, K
i
),                                                  (1.2) 

and 

Q
i-1   

 =   P
i
,                                                                           (1.3) 

P
i-1 

 =   Q
i
         F (P

i
, K

i
),                                                     (1.4) 

where P
i
 and Q

i
 are the blocks of the plaintext in the i

th
 

round of the iteration process, F is a function chosen 
appropriately, and K

i
 is the key in the i

th
 round. In this analysis, 

the XOR operation and the permutation that is performed by 
interchanging two halves of the data in the iteration process 
play a vital role in deciding the strength of the cipher.  

In the recent years, Sastry et al. [3-12] have offered several 
modifications to the Feistel cipher, and have studied various 
aspects of this cipher, including different types of permutations 
and substitutions. In all these investigations we have divided 
the plaintext into a pair of matrices of equal size, and the key is 
taken in the form of a matrix.  

In the process of encryption, we take the key bunch as E, 
and represent it in the form of a matrix given by E = [ejk]. The 
corresponding key bunch in the process of decryption is taken 
as D = [djk].  Here for a given value of the key ejk, used in the 
encryption, we determine the corresponding key djk, by using 
the relation  

( ejk x djk   ) mod 256  =1,                                                   (1.5) 
where dkl is the multiplicative inverse of ekl, 

In order to satisfy (1.5), we chose ejk as an odd integer, 
which lies in the interval [1-255], and thus we obtain djk also as 
an odd integer lying in the interval [1-255].  

Here also we adopt an iterative procedure, and make use of 
the permutation process that consists of the interchange of the 
two halves of the plaintext , of course, represented in the form 
of a pair of matrices. 

In the present analysis, our objective is to modify the 
Feistel cipher by including a bunch of keys. Here our interest is 
to see how the different keys, occurring in the key bunch, 
would influence the strength of the cipher.  

In what follows, we present the plan of the paper. In section 
2, we introduce the development of the cipher and present the 
flowcharts and the algorithms corresponding to the cipher, in 
section 3, we illustrate the cipher with an example and examine 
the avalanche effect. After that, we carry out the cryptanalysis 
in section 4. Finally we present numerical computation and 
draw conclusions. 

II. DEVELOPMENT OF THE CIPHER 
 

We consider a plaintext P containing 2m
2
 characters. On 

using the EBCIDIC code this is written in terms of numbers 
which are in the interval [0-255]. Now we write this in the form 
of a pair of square matrices P

0
 and Q

0
, wherein each matrix is 

of size m.  

The basic equations governing the encryption of this block 
cipher are given by 

[ Pjk
i
 ]=  [ ejk  Qjk

i-1
 ] mod 256,                                         (2.1) 

and 

[ Qjk
i
 ]= [ejk  Pjk 

i-1
] mod 256       [Qjk 

i-1
]  ,                     (2.2) 

where    j= 1 to m,  k = 1 to m  and i =1 to n,   in which n is 
the number of rounds. 

The corresponding equations of decryption are in the form, 

[ Qjk
i-1

 ]=  [ djk Pjk
i 
] mod 256,                                              (2.3) 

and 

[ Pjk
i-1

 ]=[djk( [Qjk 
i
]      [Qjk 

i-1
] ) ] mod 256                   (2.4) 

 

where    j= 1 to m,  k = 1 to m  and i = n to 1, 
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here Pjk
i
 and Qjk

i
 are the j

th
 row k

th
 column elements of the 

left and right portions of the plaintext matrix, respectively, in 
the i

th
 round of the iteration process. 

On using the basic relations (2.1) - (2.4), governing the 
encryption and the decryption, the corresponding flowcharts for 
the encryption and the decryption can be written as shown 
below. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. The Process of Encryption 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. The process of  Decryption 

The algorithms for the encryption and the decryption are 
written as shown below.  

A. Algorithm for Encryption 

1.  Read P, E, and n  

2.  P
0
 = Left half of P. 

    Q
0
 = Right half of P. 

3. for i = 1 to n 

     

  

Read Plaintext P 

and Key E 

P
0
      Q

0 
     

for  i = 1 to n 

        for j = 1 to m 

             for k = 1 to m 

[ ejk  Qjk
i-1

 ] mod 256 

C = P
n
  || Q

n
 

 

Pjk 
i-1

 

Qjk 
i-1

 

Pjk
i
  

Qjk
i
 

P
i
 , Q

i
 

 

[ejk  Pjk 
i-1

] mod 256       [Qjk 
i-1

]   

Read Ciphertext C 

and Key D 

P
n
      Q

n
      

for i = n to 1 

         for  j =1 to m 

               for  k = 1  to  m 

[djk( [Qjk 
i
]      [Qjk 

i-1
] ) ] mod 256 

P = P
0
  || Q

0
 

 

Pjk 
i
 

Qjk 
i
 

Pjk
i-1

  

Qjk
i-1

 

P
i
 , Q

i
 

 

[djk  Pjk 
i
] mod 256    
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begin 

         for j = 1 to m 

         begin 

               for k = 1 to m 

                  begin 

                     [ Pjk
i
 ]=  [ ejk Qjk

i-1
] mod 256,                

                    [ Qjk
i
 ]= [ejk  Pjk 

i-1
] mod 256      [Qjk 

i-1
] ,   

                  end 

          end 

    end 

6. C   = P
n
    Q

n
      /*   represents concatenation  */ 

7. Write(C) 

B. Algorithm for Decryption 

1. Read C, D,  and  n. 

2. P
n
 = Left half of C 

    Q
n
 = Right half of C 

3.  for i = n to 1 

begin 

     for j = 1 to m 

         begin 

               for k = 1 to m 

                  begin 

                  [Qjk
i-1

] =  [ djk Pjk
i 
] mod 256,                

 

[Pjk
i-1

]=[djk ([Qjk 
i
]     [Qjk 

i-1
]] mod 256 

                 end 

          end 

end 

6. P   =  P
0
     Q

0
    /*    represents concatenation */ 

7. Write (P) 
In what follows we illustrate the cipher with a suitable 

example. 

III. ILLUSTRATION OF THE CIPHER 

Consider the plaintext given below. 

Brother! When we were very poor, by looking at some 
corrupt politicians and employees who earned crores and 
crores, we use to think how to come up in life. Though you 
were a graduate having technical skills, you joined naxalites 
thinking that only unethical rich are totally responsible for the 
ruination of our country. After the death of our father, I joined 
as a police, our uncle started liquor business! He has earned 
crores and crores. Though I have become a police inspector, I 
am helpless. I am not able to control anything! I do not know 
when India will change! Write a letter. Do come back.      (3.1) 

Let us focus our attention on the first 32 characters of the 
plaintext (3.1). This is given by  

Brother! When we were very poor,                               (3.2) 

On using EBCIDIC code, we write (3.2) in the form of a 
pair of square matrices given by 

 

 

 

 

 

 

and 

 

 

 

 

 

 

 

 
Let us take the encryption key bunch matrix E in the form 

 

 

 

 

 

 

 

 
and 

 

 

 

 

 

 

 

On using the algorithm for encryption, given in section 2, 
we get the ciphertext C in the form  

 

 

 

 

 

 

 

 
On using the keys in D, and applying the decryption 

algorithm on (3.6), we get back the original plaintext P given 
by (3.2) 

Let us now study the avalanche effect. On changing the first 
row , second column element of P0 from 114 to 115, we get a 
change of one binary bit in the plaintext.  

  

066   114   111   116 

 

032   087   104   101 

 

032   119   101   114 

 

114   121   032   112 

 

P
0  

= (3.3) 

104   101   114   033 

 

110   032   119   101 

 

101   032   118   101 

 

111   111   114   044 

 

Q
0  

= (3.4) 

071   053   011   061 

 

117   069   057   051 

 

121   139   101   043 

 

099   095   111   035 

 

E
  
= (3.5) 

119   029   163   021 

 

221   141   009   251 

 

201   035   109   131 

 

075   159   143   139 

 

D
  
= (3.6) 

088   166   064   218   222   060   064   088 

 

140   078   014   104   028   204   176   036 

 

088   094   002   182   244   188   202   108 

 

240   120   038   118   208   224   146   196 

 

C
  
= (3.7) 
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On applying the encryption algorithm on this modified 
plaintext, using the same key bunch matrix E, we get the 
ciphertext C in the form 

 

 

 

 

 

 

 

 
On converting (3.6) and (3.8) into their binary form and 

comparing them, we notice that these two ciphertext differ by 
133 bits out of 256 bits. This shows that the strength of the 
cipher is quite up to the mark. 

Now let us consider one bit change in the key bunch matrix 
E. On replacing  first row , second column element of E from 
53 to 52, we have a one bit change in the key matrix.  On using 
the original plaintext (3.2) and the modified key bunch matrix, 
and the algorithm  for encryption,  given in section 2,  we get 
the ciphertext C in the form 

   

 

 

 

 

 

 
 

On comparing (3.6) and (3.9), in their binary form, we find 
that two ciphertext matrices differ by 127 bits out of 256 bits. 
This also shows that the block cipher under consideration is a 
potential one. 

IV. CRYPTANALYSIS 

The different types of cryptanalytic attacks that are well 
known in the literature of cryptography [13] are  

    1. Ciphertext only attack (Brute Force Attack), 

    2. Known plaintext attack, 

    3. Chosen plaintext attack,  and 

    4. Chosen ciphertext attack. 
Generally all the algorithms are designed to withstand the 

brute force attack and the known plaintext attack. Further, an 
algorithm is examined, intuitively, whether it withstands the 
later two attacks or not.  

In this analysis, the key bunch is a square matrix containing 
m2 elements. In view of this fact, the size of the key space is  

 

 
 

If we assume that the time required for encryption with 
each key in the key space as 10-7 seconds, then the time 
required for all the keys in the key space is approximately 
equal to 

 

 

 

 

In this analysis, we have taken m=4. Thus the time required 
is      3.12 x 10 23.4    years. 

As this time is very large, we cannot break the cipher by the 
brute force attack. 

Let us now consider the known plaintext attack. If we 
confine our attention only to one round of the iteration process, 
that is when n=1, from the encryption algorithm given in 
section 2, we get 

[ Pjk
1
 ]=  [ ejk Qjk

0
] mod 256,                                            (4.1) 

and         

[ Qjk
1
 ]=   [ejk  Pjk 

0
] mod 256       [ Qjk 

0
] ,                       (4.2) 

where, j =  1 to m and k = 1 to m. 

Further we have,  

C = P
1
      Q

1
   .                                                                   (4.3) 

In the known plaintext attack, the attacker knows the 
plaintext and the corresponding ciphertext. Thus he knows  Pjk

1
   

and   Qjk
1
  occurring in (4.3)  and,  Pjk

0
   and   Qjk

0
     occurring 

in (4.1) and (4.2). in the light of this fact on obtaining the 
multiplicative inverse of  Qjk

0
  (selecting   Qjk

0
 as odd numbers) 

occurring in (4.1), the attacker can determine ejk  very 
conveniently. Thus the cipher can be broken when n=1. 

Let us known consider the case when n=2. In this case, the 
equations governing the encryption are of the form 

[ Pjk
1
 ]=  [ ejk Qjk

0
] mod 256,                                            (4.4) 

and         

[ Qjk
1
 ]=   [ejk  Pjk 

0
] mod 256       [ Qjk 

0
] ,                       (4.5) 

[ Pjk
2
 ]=  [ ejk Qjk

1
] mod 256,                                            (4.6) 

and         

[ Qjk
2
 ]=   [ejk  Pjk 

1
] mod 256       [ Qjk 

1
] ,                       (4.7) 

where, j =  1 to m and k = 1 to m. 

Further we have,  

C = P
2
      Q

2
   .                                                                   (4.8) 

As C is known, the attacker knows Pjk
2
 and Qjk

2
. The 

attacker also knows Pjk
0
   and   Qjk

0
 occurring in (4.4) and (4.5) 

as this is the known plaintext attack.  Thus the attacker cannot 
determine the keys ejk   occurring in (4.4) as Pjk

1
 cannot be 

determined by any means.  

In the light of aforementioned fact, this cipher having 
sixteen rounds (n=16) cannot be broken by the known plaintext 
attack.  

On inspecting the above equations arising in this analysis, 
we find that it is simply impossible to choose plaintext or 

104   144   028   204   176   122   222   228 

 

172   244   236   162   210   024   158   030 

 

214   206   016   004   144   096   120   014 

 

218   218   226   242   076   036   176   086 

 

C
  
= (3.8) 

246   150   038   080   058   246   202   246 

 

190   170   220   124   038   238   178   202 

 

230   040   236   250   004   036   154   022 

 

224   122   166   216   146   218   182   238 

 

C
  
= (3.9) 

  (8m
2
)             0.8 m

2             
      0.8 m

2
               2.4m

2
 

2         =   (2
10 

)           ≈    (10
3
)           =    (10

 
) 

 

    (2.4m
2
)             -7 

10            x      10                                  (2.4 m
2
 -15) 

---------------------- years     =  3.12 x 10                  years 

365 x 24 x 60 x 60   
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ciphertext, intuitively, and break the cipher in any way. Thus 
we conclude that this cipher is a strong one. 

V. COMPUTATIONS AND CONCLUSIONS 

In this investigation, we have developed a block cipher by 
selecting a bunch of keys wherein each key has its 
multiplicative inverse.  

The programs for the encryption and the decryption are 
written in C language.  

Let us now consider the entire plaintext given by (3.1). This 
can be divided into 19 blocks wherein each block is having 32 
characters. As the last block is containing 24 characters, we 
append 8 blank characters. On using the key bunch E, given by  
(3.5), and  carrying out the encryption process  given in section 
2, we get the ciphertext (excluding the portion which is already 
given by (3.6) ), we get  

 142   090   154   198   076  066   218   154   144   090   026   248   178   024   218   182 

 038   250   088   006   110  124   240   000   102   048   180   188   172   118   054   212 

 176  104    080   156   242  070   214   198   228   102   250   092   228   190   250   074 

 020  102    152   006   110  076   098   106   122   126   120   128   172   118   054   212 

 176  104    080   156   242  070   214   198   228   102   250   092   228   190   250   074 

 020  102    150   206   016  014   104   028   214   098   018   194   110   094   150   150 

 048  236    170   216   012  158   142   228   194   134   076   242   072   098   172   210 

 032  236    224   134   056  110   246   036   254   044   244   054   204   144   110   120 

 206  222    082   230   238  166   204   236   236   174   178   016   014   118   078   250 

 062  072    126   066   188  246   218   232   002   200   150   036   242    054  038   116 

 042  232    144   052   048  140   114   098   174   134   114   110   130   102   036   142 

 012   068   004   236   232  114   082   086   138   098   072   140   182   192   218   230 

 112   246   122   220   156  188   006   106   088   200   218   070   156   182   050   156 

 022   072   248   034   232  172   090   036   172   092   122   210   118   238   056   222 

 230  044    254   210   094  076   098   216   036   098   236   238   072   254   090   234 

 108  172    022   198   146  028   182   054   140   154   134   182   054   034   182   054 

 240  102    048   180   110  076   244   178   014   222   248   226   002   204   098   106 

 122  090    236   108   170  098   210   162   056   228   142   174   140   202   204   244 

 184  202    126   244   150  042   204   050   014   222   152   198   214   246   252   240 

 000  090    236   108   170  098   210   162   056   228   142   174   140   202   204   244 

 226  172    210   248   226  000   236   034   018   204   098   120   108   202   242   210 

 198  028   180    090   000  178   208   220   152   112   232   158   104   044   084   154 

 100  028   188    016   230  044   204   144   110   120   206   222   082   230   238   166 

 204  236   236    174   178  016   014   118   078   250   062   072   126   066   188   246 

 218  232   002    200   150  036   242   054   038   116   042   232   144   052   048   140 

 114  0 98  174    134   114  110   130   102   036   142   012   068   004   236   232   114 

 082  098   044    176   118  248   156   060   158   182   038   110   000   218   150   050 

 118  208   230    108   140  230   004   146   062   072   122   210   118   238   056   032 

 024  140   078    012   184  126   090   088   194   182   170   096   054   122   058   146 

 014  028   050    204   036  138   178   076   130   182   130   028   228   184   146   044 

 238  056   250    176   224  136   128   188   188   046   074   076   100   182   014   222 

 050  134   178    214   228  230   044   254   210   094   076   098   216   036   098   236 

 238  072   254    090   234  108   172   022   198   146   028   182   054   140   154   134 

 182  054   034    182   054  240   102   048   180   110   076   244   178   014   222   248 

 226  002   204    098   106  122   090   236   108   170   098   210   162   056   228   142 

 174  140   202    204   244  184   202   126   244   150   042   204   050   014   222   152 

 198  214   246    252   240  000   090   236   108   170   098   210   162   056   228   244 

 240  184   088    190   156  084   154   094   060   064   060   164   118   092   074   158 

From the above analysis we conclude that the novel Feistel 
cipher, wherein we have made use of a bunch of keys is a 
strong one as the cryptanalysis shows that it cannot be broken 
by any attack. This is all on account of the iteration process and 
the multiplication by the bunch of keys. 
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Abstract— Distributed Quantum computers abide from the exit 

complexity of the knowledge. The exit complexity is the accrue of 

the nodal information needed to clarify the total egress system 

with deference to a distinguished exit node. The core objective of 

this paper is to compile an arrogant methodology for assessing 

the exit complexity of the knowledge in distributed quantum 

computers. The proposed methodology is based on contouring the 

knowledge using the unlabeled binary trees, hence building an 

benchmarked and a computer based model. The proposed 

methodology dramatizes knowledge autocratically calculates the 

exit complexity. The methodology consists of several 

amphitheaters, starting with detecting the baron aspect of the 

tree of others entitled express knowledge and then measure the 

volume of information and the complexity of behavior destining 

from the bargain of information. Then calculate egress resulting 

from episodes that do not lead to the withdrawal of the 

information. In the end is calculated total egress complexity and 

then appraised total exit complexity of the system. Given the 

complexity of the operations within the Distributed Computing 

Quantity, this research addresses effective transactions that could 

affect the three-dimensional behavior of knowledge. The results 

materialized that the best affair where total exit complexity as 

minimal as possible is a picture of a binary tree is entitled at the 

rate of positive and negative cardinal points medium value. It 

could be argued that these cardinal points should not amass the 

upper bound apex or minimum. 

Keywords-Complexity; Quantum Computers; Knowledge 

acquisition; Graph theory; Egress;  Distributed systems. 

I.  INTRODUCTION 

Computing the degree of complexity is a problem that faces 
the knowledge in Distributed Computing and working quantum 
theory and is considered one of the most important obstacles 
facing computer scientists during the study of this type of 
computing. In prevalent, the behaviors are appeared on 
quantum computing complicated activities to the bounds 
apprise. The quantum computers are appraisal appliances that 
cultivate govern function of quantum mechanical mahatma, 
such as superposition and bafflement, to comport activities on 
evidence. Quantum computers are asymmetric with integral 
computers based on transistors. Whereas integral computers 
need evidence to be encoded into bilateral characters bits, 
quantum computation eases quantum chattels to approximate 
data and comport tries on these data [1]. We can certify the 
dimension of the eminence of knowledge in this brand of 
computers, precisely when chattering about the broken up 
assessing and the eagerness for consonance between the mobile 

data as beneficially as information brought bounteous 
computers affixed the knowledge ensuing from this 
information. In a distributed system, creations dispatch with 
exhaustive ambiences passing in a choosy protocol, and 
potential universes are computed by a sameness analogy above 
these aspects. absolutely, all crossway aspects are 
approximated indistinguishable adjacent an appointee if its 
close-at-hand aspect in these circumstances are identical. 
eloquently, one has to analyze concernedly this when 
concentrating distributed networks where quantum assets are 
apportioned. [2-24] 

The Exit complexity is the accumulate of the nodal caution 
needed to explicate a total egress system with esteem to a 
specialized exit node. Egress is the behave of leaving out of 
matter. For archetypal, in telecommunications, an egress router 
is a router intruding which a datum packet departs one network 
for another network. As for quantum information, an agent 
perceives which qubits it claims, what close-at-hand activities 
it conducts on these qubits, along with, as well as, what non-
local beginning aspect it buds away with what bafflement it 
associates with disjoint alternates primarily. It can additionally 
acquire the details on its adjacent quantum enters, furthermore 
this is not obligatorily. An agent does not requisitely discern 
anything about its qubits, they may be unknown enters, but 
they may also have been pocketed as a quantum post from 
another appointee. This is why the abridged compactness 
matrix is not a better auger to clarify quantum knowledge of 
single alternates: it ascribes too much information for agents 
monopolizing qubits they perceive nothing about, and together 
with concise information for alternates formatively allocating a 
grasped bafflement drafting. [2-24] 

This paper advances the rule-based modeling of the exit 
complexity of knowledge in distributed quantum computers. 
The underlying philosophy stems from the belief that 
knowledge in distributed quantum computers may be under 
primed by classical graph theory. The main objective of this 
paper is to analyze and compute the exit complexity of 
knowledge during it's running off from distributed quantum 
computers. This analysis ensures that the knowledge complies 
with the system requirements and conditions. Next sections are 
organized as follow: section two presents the previous works in 
this field and the formal knowledge representation in 
distributed systems. Section three introduces the proposed 
knowledge representation in distributed quantum computers. 
Section four represents a simulation environment of quantum 
computer systems and the results of the proposed models and 
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algorithms. The results focus on the computing of the exit 
complexity of the knowledge. 

II. RELATED WORKS 

     This section clarifies the bygone effort in quantum 
computer appraisals. The conception of quantum 
approximation In the began 1990s bounteous crafts persons 
[25] accosted algebraic behaviors which could be disinterred by 
a quantum computer accrual conveniently than any realistic 
computer. Such a quantum algorithm would amusement a 
dreamy role analogous to that of Bell’s asymmetry, in denoting 
object of the extant nature of quantum mechanics. primarily 
loan very bantam alterations in behavior were disclosed, in 
which quantum mechanics affirmed a comeback to be found 
with conviction, hence the quantum system was noise-free, 
where a probabilistic constructivist computer could apprehend 
a comeback ‘only’ with atmospheric liability. A considerable 
approach was brought by Simon[26], who clarified a 
convenient quantum approximation for dilemma for which no 
convenient breakthrough was available decorously, gradual 
adjacent probabilistic appraisals. This enlivened Shor [27] who 
bewildered the community by explicating an appraisal which 
was not only convenient on a QC, furthermore also approached 
a core dilemma in computer science: that of factorizing bulky 
figures. conceptions of quantum information and quantum 
considering converge together. For, a QC can be made much 
beneath attentive to noise by a beginning belief which closes 
eloquently from the envelopment of quantum mechanics with 
constructivist information perception, namely quantum 
inaccuracy correction. furthermore the phraseology ‘error 
counteraction’ is a broad one and was exerted with it was 
individual in that decade that two big-name papers, and 
connected an accustomed configuration whereby quantum 
information processing barrages a very broad class of acoustics 
manners in a conscientiously contemplated quantum 
computation. Much blessing has hence been caused in implying 
these beliefs. A consequential conception was the exhibit by 
Kitaev [28] that counteraction can be apprehended continual 
when the healing behaviors are themselves blotched. imitative 
computations direct to an omnipresent design of ‘fault 
merciful’ counting, of which an auxiliary observe is ascribed 
by Preskill [ 29]. Their claim been numerous approaches at 
explicating quantum schemas in provisos of formulation 
transformers: in [30] a synthesis of quantum assesses, based on 
propositional energetic deduction is constructed, while in [31], 
a weakest precondition semantics for quantum considerations 
are corrected. additionally, a propositional cogitation conceived 
to explicate quantum determination at an operational category 
is embed obtrusive in [32]. These architectures, albeit, direction 
at cloning condoned counts that audit an input-output 
partnership, a forepart of spectacle which is not acceptable for 
allocated evaluations. A beginning approach to denote 
knowledge for quantum assigned systems is found in [32]. 
There, the allowed application is impended, i.e., a protocol is 
aped as a budget of melts and an equality involvement is 
denoted for each deputy alternate on connotations of these 
melts. Two concepts of knowledge, one constructivist and one 
quantum, are inferred, based on differing designs of balance.  
Egress Complexity is an approach distinct, non-metric 
methodology that apprises the egress ability of an apportioned 

environment. The assign of adeptness is commandingly the 
egress route complexity – formatively developed to distribute 
the anticipation continued by a naïve incumbent in aim of an 
exit [33]. additional currently, the amplitude of the 
methodology for apprising strive complexity has been 
determined by the authors. Every conceiving has a concealed 
measure of coarse complexity that may be accounted about 
from the circumstance of the creating’s forum concept. The 
amplitude of this complexity is catatonic criterion of the alike 
topological network of dormitories and affixing colonnades and 
is hence a generating different apportion quite conflicting from 
forecast based assignments of time-required modeling. 

A. Formal Knowledge Representation in Distributed Systems 

    This subsection convinces the anteceding work that apes 
the Knowledge in distributed systems. analyzing knowledge 
events in a distributed system is begun in [2], they clarified 
formally how knowledge evolves as the algebra behaves. 
knowledge can be circumscribed in distributed systems multi-
instance bi-form trees reciprocal canisters. In this analyze, we 
assign these canisters tree in Figure 1. The trees are co-active 
knowledge approximated allowed the multiplicity of their 
circumstances in quantum computers. Multi-instance binary 
trees are tree data formulations in which each node has at most 
two descendant nodes. Nodes with children are creator nodes, 
and descendant nodes may compose mentions to their parents. 
alien the tree, there is frequent a quotation to the root node. 
numerous node in the data configuration can be reached by 
beginning at root node and recurrently consequent mentions to 
matching the left or right descendant. This can be behaved 
plentifully by brewing knowledge operators Ki with the timed 
operators denoted in the former section. So, they probe how 
knowledge evolves in distributed systems due to message 
coursing. To work out what a broadcasting such as  apparently, 
easing an amalgamate of alert from lengthwise timed logic. 
The most permissible aspects that approximate the knowledge 
is cheered affirmed synchronous aspect [2]. The article timed 
logic is used to clarify any system of masters and symbolism 
for casting, and cogitating about, anticipations exceptional in 
names of time. They introduce the traditional temporal state 
operators  , always , and  , eventually, combined with the path 
operators A for all paths and E  there exists multiple paths , as 
follows : the path    , the path  , the path   and the path   all of 
them are depicted in figure1. 

On multi-instance tree awareness, we compactly acquire 
additionally multi-instance clause we expect for this discussion. 
We identify a purse positive or negative according to its 
allotted brand. As the data set does not enclose the true caste of 
all lone instances, we call an instance positive if it is part of a 
positive bag. We call a positive example a true  
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Fig. 1 A schematic representation of multi-instance binary trees [ 2 ] 

positive, if its true class is positive; and a false positive, if 
its true class is negative. All instances in negative bags are 
called negative. Consider PI represents the total of positive 
instances and NI the total of negative instances. Using the 
pseudo-information measure suggested in [34, 35 ], the 
following equation calculates the information needed to egress 
from any no exit node 

 NIPI

NI
NI

NIPI

PI
PII





 2log2log

 (1)  [34 ] 

Hence, E( S) relative to e ~ is given by in the system to e': 
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The number rn of unlabeled rooted trees is given by the 
formula  
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 (3) [35 
] 

The number of positive instances PI always exceeds the 
number of negative instances NI. Since the path to the exit 
node can be traversed at most once. 

III. PROPOSED KNOWLEDGE REPRESENTATION IN 

DISTRIBUTED QUANTUM COMPUTERS 

This section presents the proposed representation of the 
knowledge hierarchy in distributed quantum computers. As  
free trees that are a connected graph without cycles. The 
number rn of unlabeled rooted trees is inherited from equation 
3 as follow: 

 

 
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




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 
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x

h
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1

1

1

 

Where  11)1(.....221  hmhhmmx  

In this case, this paper assumes the number of unlabeled 
roots trees is the sum of both positive instances and negative 
instances. 

After computing the total number of instances. We can 
compute the exit complexity as depicted in the formula in 
equation4  

 




k nr

NI
n

nr

PI
PI

k

IsE 2log2log)(

 (4) 

To calculate the Kinetic complexity of the unlabeled tree, 
we use main equations described in [36]. The Kinetic equation 
starts with the following formula, where the total exit 
complexity is an aggregation of both kinetic complexity and 
the egress complexity.  

 



1)1,())1(),()(),1(),( dvvvvKtvkvKtvktv

t

k


 (5) 

The kinetic equations models the velocities of the 
knowledge transfer, with velocities v introduced at t=0. And 
time is divided into time-steps of duration Δt. In N spatial 
dimensions the site index n is replaced by a vector and the 
quadratic approximation to the kinetic operator T becomes 
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 (6) 

Where O is Hamiltoman operator , s is the mass of a single 
particle ,λ represents an eigenvalue, Hλ is the kinetic operator , 
and a is a uniform distance spacing. After determining the 
kinetic operator, the kinetic complexity could be represented 
from  equations 5 and 6 as depicted in the following formulas 
in equation 7. 
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(7) 

At this point, the total exit complexity should be realized as 
follow: Total Exit complexity (TEC) is the sum of both Egress 
Complexity and Kinetic Complexity. More expands of this 
equation appear by merging equation 4 and 7. then (TEC) 
should be represented as follow: 

   

 

 

k nr

NI
NI

nr

PI
PI

dvvvvKtvkvKtvkHTEC

2log2log

1)1,())1(),()(),1( 

(8) 

By substituting the value of rd in equation 8, then (TEC) is 
represented as follow: 
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On other words, the total exit complexity is represented in 
the following equation: 
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Equation 9 represents the total exit complexity in quantum 
distributed systems considering all the operators that can affect 
this complexity. The algorithm depicted in table1 demonstrates 
the practical steps to calculate the complexity of knowledge in 
distributed quantum computer Systems. The algorithm depends 
on building bilateral non-tree entitled roots as a model of 
knowledge in distributed computing. In addition to some 
special accounts such as determining the length and the 
distance between each episode in the tree, and then switch 
between these episodes. We must put all storage nodes and the 
general structure of a binary tree. At this step has to be to 
search for positive and negative moments during the movement 
of knowledge. Then calculate the amount of information 
specific similarities in the system. In this case, the algorithm 
calculates the degree of complexity out information. It can then 
calculate the roots of the tree of others entitled, which was 
considered a step by calculating total egress complexity. The 
algorithm shows the penultimate step when calculating the 
degree of complexity. And forbids certain operations to 
compute the total exit complexity. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table1 : the complexity algorithm of knowledge in distributed quantum 
computer systems 

 

 

 

 

 

 

 

B. Minimizing the exit complexity in distributed quantum 

computing systems 

In this section we discuss a methodology to minimize the 
exit complexity in distributed quantum computing systems. 
The main concept in minimizing the exit complexity is to 
portion the main system into subsystems logically. This 
portioning process contribute to reduce the different types of 
complexity in quantum systems. This concept of portioning is 
first introduced by Mingsheng Ying et al in [37]. Also they 
introduced basic algebraic laws for these groups of logical 
circuits using more detailed cases. This paper uses the algebraic 
formulas of division in subsystems and extend this work to 
study the effect of this division on the total exit complexity of 
the system.  Mingsheng Ying et al in  [37] consider CR as a 

circuit and }:{ EttGP    a partition of D(CR). They 

mention that C deference P when C deference that partition 

)}(\{ CDGP  . Where  MQ1 and MQ2 be two sets of qubit 

names. If CR deference }:{ EttGP   and 
tiMiG   (i=1,2). 

Then CR separates G1 from G2 both quantum measurements 
and unitary transformations can only be performed on local 
subsystems. Classical information extracted by a measurement 
on one subsystem can be passed to other subsystems. Also, 
entanglement resources are allowed to reside between different 
subsystems, and thus to connect them. In other words, many 
subsystems can share a single quantum resource in a distributed 
system. Now, consider TECn is the exit complexity for the n 
circuit, and Pn is the fraction of the exit complexity related to 
the main system for the n circuit. To calculate the complexity at 
n circuit , the formula of  TECn is represented as in equation 

10: 

)10(
nP
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Each circuit in the subsystem will have few numbers of 
eignvalues λ.  From equation 9 it is concluded that: 
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The formula of equation 11 presents the optimal value of 
Pn to obtain minimum values of the total exit complexity in 
logical subsystem.  Table 2 depicts the algorithm used for An 
algorithm for minimizing the exit complexity in distributed 
quantum computing systems. It is depicted from this algorithm 
that is important steps to check various values of the circuits 
such as P , C and CR. This checking steps assure that the 
separation process is occurred. 

1- Divide the main system logically into CR1,…..CRn 

2- Check for C deference P 

1- generate graph tree. 

2- calculate the height of the tree. 

3- moving between two adjacent nodes. 

4- save the position of each node. 

5- save the total schematic representation of the tree. 

6- search for the total positive instances and the total 

negative instances. 

7- measure the pseudo-information measure Is. 

8- Calculate the information needed to egress from no 

exit node.  

9- calculate the  unlabeled rooted trees.  

10 – measure the egress complexity. 

11- measure the kinetic complexity. 

12- Calculate the total exit complexity as   

     (kinetic complexity.+ egress complexity) 
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3- Check for P = { Gt : t,E} 

4- Check that C deference P when C deference P union 
{G\D(CR). 

5- If ( CR deference P and Gi) Then CR separates MQ1 
from MQ2) 

6-  Calculate TECn as (TEC/Pn) 

7- Set the derivation of TEC with respect to λ to zero 

8- Deduce the optimal value of Pn 

 

 

 

 

 

 

 

 

 

Table2 : An algorithm for minimizing the exit complexity in distributed 
quantum computing systems 

IV. SYSTEM SIMULATION AND RESULTS 

Figure 2 shows that when calculating the egress complexity 
at low values for both positive and negative moments of the 
rate increases tree logarithm of these moments in a linear 
fashion, regular and value very small egress complexity and 
increasingly up to scratch positive moments. In the mean 
values for positive moments increase egress complexity values, 
especially when the supreme moments as shown in Figure 3. 
When the supreme values of positive and negative moments 
value of egress complexity increases in the beginning, but 
when you increase the number of positive and negative 
moments significantly up to a value of zero as shown in Figure 
4. Deduct from figures 2, 3 and 4 that the egress complexity be 
less than what can be at the highest values for both positive and 
negative moments. Figures 2, 3 and 4 refer to number of 
guidelines such as PI represented as s1, NI represented as s2 
and log2(NI/m) represented as s3. Information is also evident 
from the figures 5, 6 and 7 that the value of the kinetic operator 
increases with increasing values of both h, m, a, a transaction 
affecting the overall value for kinetic complexity therefore 
increases significantly increased values of kinetic operator. 
figures 5, 6 and 7 refer number of guidelines such as h 
represented as s1, m represented s2, a represented as s3, N 
represented as s4, n represented as s5, NI represented as s6, PI 
represented as s7 and T represented as s8. Evidenced by the 
figures 8, 9 and 10 to exit complexity increases significantly 
when the supreme values of positive and negative moments of 
the tree that represents the volume of knowledge and 
significantly less at low values. Figures 8, 9 and 10 refer to the 
exit complexity as s1, egress complexity as s2 and kinetic 
operator as s3. For low values for exit complexity as shown in 
Figure 9 are working on the average values for higher values of 

positive and negative. From the above analysis this paper went 
to the importance of work to get to know on a regular basis 
with an average value for both the positive and negative 
moments to get the lowest value for the exit complexity. 
Practically These findings show the need to find a way to 
control the shape and structure of knowledge transmitted in 
distributed computing Quantity and control the speed of the 
transfer of this knowledge. Also end that we cannot separate 
the structure of knowledge and the complexity out of 
knowledge. The balanced structure of knowledge refers to the 
decline in values held out data from point to point in quantum 
systems. 

 

Fig.2 : Egress complexity at high values of PI and NI 

 

Fig.3 : Egress complexity at intermediate values of PI and NI 

 

 

Fig.4 : Egress complexity at low values of PI and NI 

1- Divide the main system logically into CR1,…..CRn 

2- Check for C deference P 

3- Check for P = { Gt : t,E} 

4- Check that C deference P when C deference P union 

{G\D(CR). 

5- If ( CR deference P and Gi) Then CR separates MQ1 

from MQ2) 

6-  Calculate TECn as (TEC/Pn) 

7- Set the derivation of TEC with respect to λ to zero 

8- Deduce the optimal value of Pn 
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Fig.5 : kinetic operator at low values of NI and PI 

 

Fig. 6 : kinetic operator at intermediate values of NI and PI 

 

Fig.7 : kinetic operator at high values of NI and PI 

 

Fig.8 : Total Exit complexity at high values of egress complexity 

 

Fig.9 : Total Exit complexity at intermediate values of egress complexity 

 

Fig.10 : Total Exit complexity at low values of egress complexity 

V  CONCLUSIONS 

      A quantum computer is a computer design which uses 
the principles of quantum physics to increase the computational 
power beyond what is attainable by a traditional computer. 
Quantum computers have been built on the small scale and 
work continues to upgrade them to more practical models. 
Quantum computer's main drawback is the same as its strength: 
quantum coherence. The qubit calculations are performed 
while the quantum wave function is in a state of superposition 
between states, which is what allows it to perform the 
calculations using both one and zero states simultaneously. All 
the above drawbacks can lead to more complexity in the exit of 
knowledge in distributed quantum computers. This research 
sheds light on how to calculate the degree of complexity out 
knowledge in distributed computing quantum systems.  Then 
both are calculated Unlabeled binary trees In this research 
methodology proposed to express their knowledge by building. 
Total exit complexity and then calculated Kinetic complexity 
and Egress complexity. This paper also suggested using a 
logical approach to minimize the total exit complexity for the 
main system. The results indicate that the egress complexity be 
less than what can be at the highest values for both positive and 
negative moments.  The transaction affecting the overall value 
for kinetic complexity therefore increases significantly 
increased values of kinetic operator. The exit complexity 
increases significantly when the supreme values of positive and 
negative moments of the tree that represents the volume of 
knowledge and significantly less at low values. 
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Abstract—Hierarchical planar graph embedding (sometimes 

called level planar graphs) is widely recognized as a very 

important task in diverse fields of research and development. 

Given a proper hierarchical planar graph, we want to find a 

geometric position of every vertex (layout) in a straight-line grid 

drawing without any edge-intersection. An additional objective is 

to minimize the area of the rectangular grid in which G is drawn 

with more aesthetic embedding.  In this paper we propose several 

ideas to find an embedding of G in a rectangular grid with area, (

 -1) × (k-1), where   is the number of vertices in the longest 

level and k is the number of levels in G.) 

Keywords-level graphs; hierarchical graphs; algorithms; graph 

drawing. 

I.  INTRODUCTION  

The drawing of directed acyclic graphs (DAG) is widely 
recognized as a very important task in diverse fields of research 
and development. Examples include VLSI Design and plant 
layout [1], graphical user interfaces [2], software and 
information engineering, project management, visual languages 
[3], subroutine-call graphs, Interpretative Structural Modeling 
[4], organization charts, hierarchical relationships, system 
theory and other research fields. The usefulness of a graph 
depends on its layout that should be readable, understandable 
and easy to remember. A fundamental issue in Automatic 
Graph Drawing is to display hierarchical network structures, as 
they appear in many applications. The network is transformed 
into a directed acyclic graph (DAG) that has to be drawn with 
edges that are strictly monotone with respect to the vertical 
direction. Many applications imply a partition of the vertices 
into levels that have to be visualized by placing the vertices that 
belonging to the same level on a horizontal line. The 
corresponding graphs are called level graphs, and the drawing 
of the networks that correspond to this category of graphs 
means the drawing of level graphs (see [5]).  

The use of integer coordinates in embedding a graph on the 
grid has many advantages such as speed, accuracy, and it 
guarantees automatically that the resultant picture has fairly 
good properties. A straight line drawing is a grid drawing if 
each vertex is at a grid point, and the edges are represented as 
straight-line segments between their endpoints without any 
edge-intersection. See Figure 1. 

Usually, we use one of some aesthetic criteria (such as 
drawing area minimization, minimizing the number of edge 
crossings, symmetry, bends minimization or distributing the 
vertices uniformly) in order to make the layout of a graph 
readable and understandable [6],[7].  Reducing the number of 
edge crossings or distributing the vertices uniformly have been 
proposed and evaluating goodness of drawing based on these 
criteria has been reported [8], [9], [10]. Many works have been 
published area requirements for drawing hierarchically planar 
graphs [6],[7], [8], [11]. 

 

Figure 1.  Straight line drawing of level planar graph 

In [6] introduced genetic algorithms (GAs) with the 
problem of drawing of level planar graph or hierarchical planar 
graph, and explored the potential use of GAs to solve this 
particular problem. They showed that the GAs can help find a 
layout of levels and hierarchical planar graphs without any 
crossing edges. 

Lin and P. Eades [12] show that for each hierarchically 
planar straight-line drawing of G, where each pair of vertices in 
the same layer are at least distance 1 apart, has width at least 

))!12((  n  where n  is the number of vertices in the graph. J. 
Abello [13] highlighted the main tasks behind the computation 
of hierarchical graph maps and provided several examples. The 
techniques have been used experimentally in the navigation of 
very large graphs. 

In this paper, we are concerned with drawing of level planar 
G in the plane such that the vertices of G are represented as 
grid points, and the edges are represented as straight-line 
segments between their endpoints without any edge-
intersection. An additional objective is to minimize the area of 



(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 3, No. 12, 2012 

 

105 | P a g e  

www.ijacsa.thesai.org 

the rectangular grid in which G is drawn. We introduce new 
algorithms these find an embedding of G.  These new 
algorithms gives level planar drawing in a rectangular grid with 

area (   -1)×(k-1), where   is the number of vertices in the 

longest level. 

This paper is organized as follows. After summarizing the 
necessary preliminaries in the next section. In the first 
algorithm, SimpleProperLevel, we explain proper placement 
for the vertices of a level graph with minimum area in the third 
section. In the fourth section we explain the second algorithm, 
FixedDistance, redistribute of the vertices with fixed distance 
between any two consecutive vertices in the same level on the 
grid drawing. In section five, DegreeDistance algorithm, 
redistribute of the vertices on the grid according to its degrees. 
Finally, Conclusion and references are presented. 

II. PRELIMINARIES 

Given a directed acyclic graph ),,( EVG  . A leveling of 

G is a topological numbering of G, where V:  mapping 

the vertices of G to integers such that 1)()(  uv   for all 

Evu  ),( . G is called a level graph if it has a leveling. If 

jv  )( , then v is a level-j vertex. Let )(1 jV j    denote the 

set of level-j vertices. Each jV is a level of G. If ),,( EVG   

has a leveling with k being the largest integer such that kV is 

not empty, G is said to be a k-level graph. For a k-level graph 

G, we sometimes write );,...,,( 21 EVVVG k . 

  

(a) A level graph. (b) A hierarchy 

Figure 2.  Examples of proper level graphs, sources are drawn black 

A drawing of G in the plane is a level drawing if the 

vertices of every jV ,  1  j k, are placed on a horizontal line 

}),{( Rxjkxl j  , and every edge Evu  ),( , iVu , 

jVv , kji 1 , is drawn as a monotone decreasing curve 

between the lines 
il
 and 

jl . A level drawing of G is called level 

planar if no two edges cross except at common endpoints. A 
level graph is level planar if it has a level planar drawing.   A 
level graph ),,( EVG   is said to be proper, if every edge 

 connects only vertices belonging to consecutive levels. 

Usually, level graph G has sinks and sources placed on various 
levels of the graph. For example, Figure 2.a, taken from 
[14],[15], shows a level graph. Hierarchy is a level graph such 

that all sources belong to the first level 1V  of the graph. As a 

consequence, we consider only hierarchies with 11 V . Figure 

2.b shows a hierarchy. 

  

(A) (B) 

  

(C) (D) 

Figure 3.  Four different embeddings of the same level graph in area 7x4 

In Figure 3 we give four different embeddings of the same 
level graph in a rectangular grid with area 7×4. From Figure 3, 
it is so easy to observe that for a level graph, there are several 
embeddings; each one differs in view from the others. The 
difference in view between several embeddings of the same 
graph is due to the differences in the distances between each 
two consecutive levels in the graph, and to the differences in 
the distances between each two consecutive vertices in each 
level. According to a certain application, an embedding of a 
level graph may be more convenient than the other ones, and 
the convenient embedding may be inconvenient to another 
application. 

Jünger, Liepert and Mutzel [16] have given a level planarity 
test algorithm of G in linear time. Using PQ-tree data structure, 
Jünger and Liepert [5] have given an algorithm that embeds a 
level planar graph in linear time, that algorithm was based on a 
level planarity test in [16]. 

By P(v) we will denote the current position of vertex v in 
the grid, i.e., P(v):=(x(v),y(v)). By P(u,v) we denote the 
embedding of edge e(u,v), that is, the line segment that 
connects P(u) with P(v). The following symbols will be used in 
this paper: 

hI is the vertical distance between any two consecutive 

levels in the graph. 

di  is the horizontal distance between any two 

consecutive vertices in the level V 
i
. 

D is the horizontal distance between any two 

consecutive vertices in the longest level. 

lI is the number of vertices that belong to the level V 
i
. 

  is the number of vertices in the longest level. 

K is the number of levels in given level graph G. 

i  is the total degree of the vertices in the level  

j  is the degree of the vertex  j  in the level  

H,W are the height and the width of the used rectangular 

grid, respectively. 

 

Ee
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In Figure 4 an example to illustrate some of above symbols 
of given proper level graph, with four levels. The longest level 
is V 

3
 with five vertices. 

 

 

 

Figure 4.  Example of proper level graph k=4. 

III. EMBEDDING OF GRAPH IN MINIMUM AREA 

Let );,...,,( 21 EVVVG k be a given proper level graph with 

n vertices. An embedding of a level graph can be aesthetic if 
we redraw the graph by making the distances between each two 
consecutive vertices, di are equal in the same level, and for 
every level the distances between each two consecutive levels, 
hi are equal also.  

Now we describe the embedding strategy of the first 
algorithm.  Simply, we put   di =1 and hi =1 for all levels, but 
the positions of vertices for each level distributed about the 
middle point of the width W at this level. The value [W / 2] 
means that, the integer part of real value W/2. It is clear that, 
the high of the used rectangular grid, H = h1 + h2 +… hk-1 =k-1 
and the width is the total distances di in the longest level.  i.e W 

=  di =  -1.  

The complete SimpleProperLevel ( ),,( EVG  ) algorithm can 

now be described as follows: 

 

Algorithm SimpleProperLevel ( ),,( EVG  ); 

Input: A given level planar graph );,...,,( 21 EVVVG k  with n 

vertices. 

Output: An embedding of the level graph G on grid 

drawing. 

  Begin 

         Let   is the number of vertices in the longest level. 

         Now we compute the x- and y-coordinate of 

         kivvvV
il

i ,...,2,1),,...,,( 21  , as follows:  

For i=1 to k  

Begin  

     Let ),...,,( 21 il

i vvvV  . li is the number of  

     vertices in level i . 

For j=1 to li  

Begin  

y(vj)= k- i                       (1) 

x(vj)= [  / 2] - [ li / 2] + j – 1     (2)         

End  

{ Now we have a drawing of Gi.}  

End  

Output the drawing of G. 

   End. 
 

Lemma 1: For each 1< i  k, when we add iV , then after 

applying the equations (1)&(2), all neighbors of iV  are 

visible, that the edges between iV and 1iV do not intersect 

themselves. 

Proof: Since );,...,,( 21 EVVVG k be a given proper level 

graph. All neighbors of iVv  in Gi-1 are only in the previous 

level 1iV .  The y-coordinate value is k- i +1 of 1 iVv  and  k- 

i of any vertex in the consecutive level iV . So, all neighbors of 
iVv  are visible. Since the vertices in the levels are ordered, 

The x-coordinate values of ),...,,( 21 il

i vvvV  are determined 

by equation (2) according to its order in iV , so the edges 

between iV and 1iV do not intersect. 

The lemma above implies immediately that adding iV ,1< i 

 k, satisfies the conditions of drawing level graph, as stated in 
the corollary below. 

Corollary 1: For each 1< i  k, The sub-graphs 

);,...,,( 21 EVVVG i   of G remain proper level graph during 

the algorithm. 
 

Theorem 1: SimpleProperLevel algorithm constructs a  

straight-line embedding of any proper level  graph 

);,...,,( 21 EVVVG k  into a (   -1)×(k-1) grid, where   is the 

number of vertices in the longest level in G.  
Proof: It is clear that, the height H of drawing grid, H = h1 

+ h2 +…+ hk-1, since hi =1 as minimum value for all levels, then 
H =k-1. Also, from equation (1), H= y (v) = k-1 ,  for any

1Vv .  The width is equal to x-coordinate value of vertex 

number  in the longest level. Replace li by  in equation (2), 

W = x (v  ) = [  /2] - [ /2] + -1 = -1. Hence, the area 

used for drawing any given proper level graph is a function of 
the number of levels and the number of vertices in the longest 
level. Hence, the proof is completed. 

Theorem 2: Let );,...,,( 21 EVVVG k  be given, then 

SimpleProperLevel algorithm can be computed in linear-time. 
Proof: We embed one level every one-time run of outer-

loop in the algorithm. Since k is the number of levels in given 
level graph G, outer-loop is run in k-times. In inner-loop, every 
vertex in a level will be visited once. But li is number of 
vertices in a level iV . Hence the algorithm can be computed in   


 


k

i

l

j

j

i

nv
1 1

 times. Hence, the proof is completed. 

Notice: We can get more aesthetic embedding of any level 
graph G by replacing the equation (2) by the following 
equation: 

            x(vj)= [(  +1 )/ 2 ] – [( li +1 )/ 2] + j - 1                (3) 

We can see the difference between using SimpleProper-
Level algorithm with the two equations (1&2) and with the two 
equations (1&3), by embedding the given graph in figure 4. It 



(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 3, No. 12, 2012 

 

107 | P a g e  

www.ijacsa.thesai.org 

is clear that the embedding of Figure (5.b) is more aesthetic 
than the one given in Figure (5.a). 

  

(a) using   equations (1&2).  (b) using   equations (1&3) 

Figure 5.  Example of proper level grap using SimpleProperLevel algorithm 

IV. DISTRIBUTING THE VERTICES WITH CONSTANT 

DISTANCES  

     Let );,...,,( 21 EVVVG k be a given level planar graph 

with n vertices. The values of the distance di between each two 
consecutive vertices in a level are computed by dividing the 

number of vertices in the longest level  by the number of 

vertices in that level i. Its means that di= [ / li ]. Since  is 

greater than or equal to li , then we ensure that di is at least one 

grid unit . Note that the distance di between each two 

consecutive vertices is constant value through level i.  In order 
to determine P(vj) , j=1,2,…,li , in the proposed algorithm , 

when adding a vertex vj , we determine its location in the grid  

by placing vj such that P(vj)=(x, y), where: 

         y(vj)= k- i           

         x(vj)= [  / 2 - (li –1)*di / 2] + ( j – 1)*di                      (4)         

In the equation (4), we will locate the leftmost and 
rightmost vertices in the longest level to the left and right 
boundaries of the grid respectively. And for the other levels we 
keep to equal distances, one between the left boundary and the 
leftmost vertex and the other one between the right boundary 

and the rightmost vertex using the term [(  / 2 - (li –1)*di / 2]. 

The output of this algorithm is an embedding of the level graph 
G on grid drawing with constant distance di and more visible 

distribution of vertices than the SimpleProperLevel algorithm. 
The complete ConstantDistance( ),,( EVG  ) algorithm can 

now be described as follows: 

Algorithm ConstantDistance ( ),,( EVG  ); 

Input: A given );,...,,( 21 EVVVG k  with n vertices. 

Output: An embedding of G on grid drawing. 

  Begin 

     For i=1 to k  

     Begin  

di= [  / li ] 

For j=1 to li  

Begin  

    y(vj)= k- i     

    x(vj)= [  / 2 - (li –1)*di / 2] + ( j – 1)*di  

End  

     End  

    Output the drawing of G. 

   End. 

Here we give an example to compare the above algorithms. 
In this example, we embed a given level graph with seventeen 
vertex (n=17), sixteen edge (m=16 ), five levels (k=5), and 5 
vertices in the longest level which is the level number 2 or 4, (

 =5). We embed it using SimpleProperLevel algorithm, where 

the distance between any two vertices is one unit, see Figure 
(6.a). Figure (6.b) shows a new embedding of the same level 
graph after applying of ConstantDistance algorithm, where 
according to number of vertices in a level the distance di is 

computed.  

 
 

(a) SimpleProperLevel algorithm.  (b) ConstantDistance algorithm   

Figure 6.  Illustration of the distribution of vertices on grid 

Theorem 3: ConstantDistance algorithm constructs a straight-

line embedding of level graph );,...,,( 21 EVVVG k  into a (  -

1)×(k-1) grid.  

Proof: It is clear that, the high of drawing grid, H = y(v 1V ) = 

k-1.  The width is equal to x-coordinate value of vertex  in 

the longest level. Since di= [  / li ], put li =  in equation (4), 

then we obtain that W =  x(v  )= [ / 2 - (  –1)*di / 2] + ( j – 

1)*di = [  / 2 - ( –1)*1 / 2] + (  – 1)*1 =   – 1. Hence, the 

proof is completed. 

Theorem 4: Let );,...,,( 21 EVVVG k  be a given , then 

ConstantDistance algorithm can be computed in linear-time. 

Lemma 2: The proper level graph );,...,,( 21 EVVVG k  can be 

embedded in any constant area, such that W   –1 and H  k–

1.    

Proof: Using ConstantDistance algorithm, Scince W=  –1 as 

minimum width in grid, then we can  take di= [(W+1)/li] for   

W   –1 and the equation (4) become  

x(vj)= [(W+1)/ 2 - (li –1)*di / 2] + ( j – 1)*di 

Applying the equation (4), we ensure that all vertices are 
embeds in the width W.  On the other hand, the hight is 
arbitrary positive integer value between any two levels in level 
graph G.  The proof is completed. 
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(a) W=8 , H=4 

 
  

(b) W=9 , H=4 

 
  

(c) W=5 , H=6 

 
  

(d) W=10 , H=6 

 
  

Figure 7.  Embedding of the same level graph in Figure 6 in 4 different areas. 

Figure 7 illustrate lemma 2, embedding of the same level 
graph in Figure 6 in four different areas. It is so easy to observe 
that for a level graph, there are several embeddings, each one 
differs in view from the others and the convenient embedding 
may be inconvenient to another application. 

V.  DISTRIBUTION ON GRID USING  DEGREES OF VERTICES 

In this section we distribute the vertices on the grid 
according to its degree. So, the distance between each two 
consecutive vertices is not fixed value in the same level i. Let 

i  is the total degrees of the vertices in the level i, and 
j  is 

the degree of the vertex  j.  We calculate the weight j  of each 

vertex in any level i, as the average value of the vertex vj 

degree and the degress of its left and right vertices, 

3/)( 11   jjjj  .  Note that if there is not any left  

or right vertex we consider that the degree of left or right equal 
to zero.  Hence, we can calculate the distance dij between the 

vertex vj-1 and vj as a function of total degree i  of the level 

and its weight j , so we can put dij= [  * j / i ]. To 

overcome confidingness, if  dij = 0 , j >1 , we consider dij = 1.   

In this case, when adding a vertex vj , we determine its location 

in the grid by placing vj such that P(vj)=(x, y), where: 

            y(vj)= k- i           

            x(vj)= x(vj-1)+ dij ,  where  dij= [ * j / i ]            (5) 

The complete DegreeDistance( ),,( EVG  ) algorithm can 

now be described as follows: 

 

Algorithm DegreeDistance( ),,( EVG  ); 

 Input: A given );,...,,( 21 EVVVG k  with n vertices. 

 Output: An embedding of the level graph G on grid drawing. 

  Begin 

       For i=1 to k  

       Begin  

For j=1 to li  

Begin  

     dij= [ * j / i ]; 

      If  (dij= 0) and ( j>1)  Then  dij= 1;  

x(vj)= x(vj-1) + dij  ; 

 y(vj)= k- i       

End  

        End  

        Output the drawing of G. 

   End. 

 
Consequently, from above algorithm, we obtain the 

following theorem:  

Theorem 5: DegreeDistance algorithm constructs a straight-

line embedding of proper level graph );,...,,( 21 EVVVG k , 

which   needs a rectangular  grid  with  area at least (   -1) × 

(k-1) grid and it can be computed in linear-time. 

Proof: It is clear that, the high of drawing grid, H = y(v 
1V ) = k-1.  At least the width is equal to x-coordinate value of 

vertex  in the longest level. Since dij1, From equation (5), 

we obtain that W =  d j   –1. Then in this case, embedding 

of proper level graph );,...,,( 21 EVVVG k , which needs a 

rectangular grid with area at least (   -1)×(k-1) grid. Since we 

embed one level every one-time run of outer-loop in the 
algorithm. And k is the number of levels in given level graph 
G, outer-loop is run in k-times. In inner-loop, every vertex in a 

level will be visited once in a level iV . Hence the algorithm 
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can be computed in linear-time times. Hence, the proof is 
completed. 

 
(a) using SimpleProper-Level algorithm 

 
(b) using ConstantDistance algorithm 

 
(c) using DegreeDistance algorithm 

Figure 8.  Three different embeddings of the same graph in minimum area. 

 Here we give an example to compare the above three 
algorithms. In this example, we embed a given level graph with 
n=45,  m=64, six levels (k=6), and twelve vertices in the 

longest level which is the level number 4, (  =12). In Figure 

8.(a) using SimpleProper-Level algorithm. The output of this 
drawing has the property that the distance between any two 
vertices for all vertices is constant and equal to one grid unit. 
Figure 8.(b) using ConstantDistance algorithm. This drawing 
has the property that the distance between any two vertices in 
the same level are constant and is equal to one or more one grid 
unit. In Figure 8.(c) using DegreeDistance algorithm. The 
output of this drawing depends on the degree of the vertex and 
its neighbors for all vertices. 

VI. CONCLUSION 

In this paper, we introduced new three algorithms for 
embedding a proper level graph on a grid with minimum width. 
These algorithms keep a proper placement for the nodes that 
belonging to the same level for each level in the graph. An 

additional objective is to minimize the area of the rectangular 
grid in which G is drawn with more aesthetic embedding, that 
is clearly in the second algorithm.  These algorithms run in 
time )(nO where n  is the number of nodes in the graph. It is 

possible to draw a given level graph within the area W×H. One 
of the goals of this area of research should be to extend this 
further, and to determine an optimal width-height tradeoff for 
grid drawings. Then for any feasible pair (W, H) we could 
apply a method that gives best drawings on grids of size (W, 
H).  In this paper we introduced several ideas to find an 

embedding of G in a rectangular grid with area, (  -1)×(k-1), 

where   is the number of vertices in the longest level and k is 

the number of levels in G. 
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Abstract— In this paper, we have devoted our attention to the 

development of a block cipher, which involves a key bunch 

matrix, an additional matrix, and a key matrix utilized in the 

development of a pair of functions called Permute() and 

Substitute(). These two functions are used for the creation of 

confusion and diffusion for each round of the iteration process of 

the encryption algorithm. The avalanche effect shows the 

strength of the cipher, and the cryptanalysis ensures that this 

cipher cannot be broken by any cryptanalytic attack generally 

available in the literature of cryptography. 

Keywords-key bunch matrix; additional key matrix; multiplicative 

inverse; encryption; decryption; permute; substitute. 

I. INTRODUCTION  

Security of information, which has to be maintained in a 
secret manner, is the primary concern of all the block ciphers. 
In a recent development, we have studied several block ciphers 
[1][2][3], “in press” [4], “unpublished” [5][6], “in press” [7], 
“unpublished” [8], wherein we have included a key bunch 
matrix and made use of the iteration process as a fundamental 
tool. In [7] and [8], we have introduced a key-based 
permutation and a key-based substitution for strengthen the 
cipher. Especially in [8], we have introduced an additional key 
matrix, supplemented with xor operation for adding some more 
strength to the cipher.  

In the present paper, our objective is to modify the block 
cipher, presented in [7], by including and an additional key 
matrix supplemented with modular arithmetic addition. Here, 
our interest is to see how the permutation, the substitution and 
the additional key matrix would act in strengthening the cipher.  

Now, let us mention the plan of the paper. We put forth the 
development of the cipher in section 2. Here, we portray the 
flowcharts and present the algorithms required in the 
development of this cipher. Then, we discuss the basic 
concepts of the key based permutation and substitution. We 
give an illustration of the cipher and discuss the avalanche 
effect, in section 3. We analyze the cryptanalysis, in section 4. 
Finally, we talk about the computations carried out in this 
analysis, and arrive at the conclusions, in section 5. 

II. DEVELOPEMNT OF THE CIPHER 

Consider a plaintext matrix P, given by  

P = [ ijp ], i=1 to n, j=1 to n.        (2.1) 

Let us take the key bunch matrix E in the form 

E = [ ije ], i=1 to n, j=1 to n.        (2.2) 

Here, we take all ije
 as odd numbers, which lie in the 

interval [1-255]. On using the concept of the multiplicative 
inverse, we get the decryption key bunch matrix D, in the form 

 D= [ ijd ], i=1 to n, j=1 to n,        (2.3) 

wherein  ijd
 and ije

are related by the relation 

    ( ije × ijd ) mod 256 = 1,                        (2.4) 

for all i and j. 

Here, it is to be noted that ijd
 will be obtained as odd 

numbers and lie in the interval [1-255].  

The additional key matrix F, can be taken in the form 

 F=[ ijf ], i=1 to n, j=1 to n,         (2.5) 

where ijf
 are integers lying in [0-255]. 

The basic equations governing the encryption and the 
decryption, in this analysis, are given by  

C = [ ijc ] = (([ ijij pe  ] mod 256) +F) mod 256,  

   i=1 to n, j = 1 to n,             (2.6) 

      and 

P = [ ijp ] = [ ijd × (C-F) ij ] mod 256,  

   i=1 to n, j = 1 to n,              (2.7) 
where C is the ciphertext. 
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The flowcharts concerned to the procedure involved in this 
analysis are given in Figs. 1 and 2. 

Here r denotes the number of rounds in the iteration 
process. The functions Permute() and Substitute() are used for 

achieving transformation of the plaintext, so that confusion and 
diffusion are created, in each round of the iteration process. 
The function Mult() is used to find the decryption key bunch 
matrix D from the given encryption key bunch matrix E. The 
functions IPermute() and ISubstitute() stand for the reverse 
process of the Permute() and Substitute(). The details of the 
permutation and substitution process are explained later. 

The algorithms corresponding to the flowcharts are written 
as follows. 

ALGORITHM FOR ENCRYPTION 

1. Read P,E,K,F,n,r 

2. For k = 1 to r do 

{ 

3. For i=1 to n do 

{ 

4. For j=1 to n do 

{ 

5. ijp  = ( ije × ijp )  mod 256  

} 

} 

6. P=([ ijp ] + F) mod 256 

7. P=Permute(P) 

8. P=Substitute(P) 

} 

8.    C=P 

9.    Write(C) 

ALGORITHM FOR DECRYPTION 

1. Read C,E,K,F,n,r 

2. D=Mult(E) 

3. For k = 1 to r do 

{ 

4. C=ISubstitute(C) 

5. C=IPermute(C) 

6. For i =1 to n do 

{ 

7. For j=1 to n do 

{ 

8. ijc  =[ ijd ×( ijc - ijf )] mod 256 

} 

} 

9. C=[ ijc ] 

} 

10. P=C 

11. Write (P) 

In the development of the permutation and the substitution, 
we take a key matrix K in the form given below. 

             




















94150202174

123510164

127110107253

963314156

K

                            (2.8)

  

Figure 1. Flowchart for Encryption 

The serial order, the elements in the key, the order of 
elements can be used and form a table of the form.  

TABLE I.  RELATION BETWEEN SERIAL NUMBERS AND NUMBERS IN 

ASCENDING ORDER 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

156 14 33 96 253 107 110 127 164 10 5 123 174 202 150 94 

12 3 4 6 16 7 8 10 13 2 1 9 14 15 11 5 

 

In the process of permutation, we convert the decimal 
numbers in the plaintext matrix into binary bits and swap the 
rows firstly and the columns nextly, one after another, and 
achieve the final form of the permuted matrix by representing 
the binary bits in terms of decimal numbers. In the case of the 
substitution process, we consider the EBCDIC code matrix 
consisting of the decimal numbers 0 to 255, in 16 rows 16 
columns, and interchange the rows firstly and the columns 
nextly, and then achieve the substitution matrix. For a detailed 
discussion of the functions Permute() and Substitute(), we refer 
to [7]. 

III. ILLUSTRATION OF THE CIPHER AND THE AVALANCHE 

EFFECT 

Consider the plaintext given below. 

Dear Brother! I have got posting in army as a Captain a few 
days back. Both father and mother are advising me not to go 

 

Read C,E,K,F,n,r 

D = Mult(E) 

For k=1 to r 

 

For j=1 to n 

 

C = [ ijc ] 

 

Write (P) 

P =C 

 

For i=1 to n 

 

ijc =[ ijd × (C-F) ij] mod 256 

C=ISubstitute(C) 

C=IPermue(C) 

Figure 2 Flowchart for Decryption 

 Read P,E,K,F,n,r 

For k=1 to r 

For i=1 to n 

For j=1 to n 

 ijp = ( ijij pe   ) mod 256 

P = ([
ijp ]+F) mod 256 

P=Permute(P) 

C=P 

Write (C) 

P=Substitute(P) 

Figure 1 Flowchart for Encryption 
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there.  They say that they have committed a sin in sending you 
as an Army Doctor. You know all the problems which you are 
facing in that environment in Indian Army. Tell me what shall I 
do? Would you suggest me to join in the same profession in 
which you are? All the retired Army employees who are 
residing in our area are telling “Serving Mother India is really 
great”. But most of their sons are working here only in our city.                  
(3.1) 

Let us focus our attention on the first 16 characters of the 
aforementioned plaintext. Thus we have 

Dear Brother! I                         (3.2) 

On using the EBCDIC code, the plaintext (3.2), can be 
written in the form P, given by 

     




















64 20164 79  

153133136163 

15015319464  

153129133196 

P
.       (3.3) 

Let us choose the encryption key bunch matrix E in the 
form  

     




















3  17919757  

25519179 33  

10715 93 235 

13720181 9 

E
.                      (3.4) 

We take the additional key matrix F in the form  

     




















250534269

1236614

100805345

2092244378

F
.        (3.5) 

On using the concept of multiplicative inverse, mentioned 
in section 2, we get the decryption key bunch matrix D in the 
form  

    




















171123139

25563175225

67239245195

18512117757

D
.        (3.6) 

On using the P, the E, and the F, given by (3.3) – (3.5), and 
applying the encryption algorithm, given in section 2, w get the 
ciphertext C in the form 

     




















21 169184100 

248191102221 

98 23917433  

68 122110133 

C

.        (3.7) 

On using the C, the D, and the F, and applying the 
decryption algorithm, we get back the original plaintext P, 
given by (3.3). 

Let us now examine the avalanche effect.  On replacing the 
2nd row 2nd column element 194 of the plaintext P, given by 
(3.3), by 195, we get the modified plaintext, wherein a change 
of one binary bit is there. On using this modified plaintext, the 
E and F, given by (3.4) and (3.5), and applying the encryption 
algorithm, we get the corresponding ciphertext. 

     




















19 6  191154 

21416539 19  

20630 197237 

26 19817751

C

.        (3.8) 

On comparing (3.7) and (3.8), after representing them in 
their binary form, we notice that these two ciphertexts differ by 
72 bits out of 128 bits.  

In a similar manner, let us offer one binary bit change in the 
encryption key bunch matrix E. This is achieved by replacing 
3rd row 1st column element 33 of E by 32. Then on using this 
E, the original P, given by (3.3), the F, given by (3.5), and 
using the encryption algorithm, we obtain the corresponding 
ciphertext in the form 

    




















22120 39 127 

19 1  186151 

2216  158156 

250195158155

C

.        (3.9) 

On carrying out a comparative study of (3.7) and (3.9), after 
putting them in their binary form, we find that these two differ 
by 78 bits out of 128 bits. From the above discussion, we 
conclude that this cipher is exhibiting a strong avalanche effect, 
and the strength of the cipher is expected to be a remarkable 
one. 

IV. CRYPTANALYSIS 

In the development of all the block ciphers, the importance 
of cryptanalysis is commendable. The different cryptanalytic 
attacks that are dealt with very often in the literature are  

1. Ciphertext only attack (Brute force attack), 

2. Known plaintext attack, 

3. Chosen plaintext attack, and 

4. Chosen ciphertext attack. 
Generally, the first two attacks are examined in an 

analytical manner, while the latter two attacks are inspected 
with all care, in an intuitive manner. It is to be noted here that 
no cipher can be accepted, unless it withstands the first two 
attacks [9], and no cipher can be relied upon unless a clear cut 
decision is arrived in the case of the latter two attacks.  

Let us now consider the brute force attack. In this analysis, 
we have 3 important entities namely, the key bunch matrix E, 
the additional key matrix F, and the special key K, used in the 
Permute() and Substitute() functions. On account of these 
three, the size of the key space can be written in the form   

                

      4.385.48.125.138.125.110

128151288712887

2
22

22222

10102

22222









nnn

nnnnn

 

On assuming that, we require 
710 

seconds for 
computation with one set of keys in the key space, the time 
required for execution with all such possible sets in the key 
space is 

               .1012.3
606024365

1010 4.235.4
74.385.4

2

2

yearsn
n







  

In this analysis, as we have taken n=4, the time for 
computation with all possible sets of keys in the key space is  
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               .1012.3 4.95 years  

As this is a very long span, this cipher cannot be broken by 
the brute force attack. 

Now, let us examine the known plaintext attack. In the case 
of this attack, we know any number of plaintext and ciphertext 
pairs, which we require for our investigation. Focusing our 
attention on r=1, that is on the first round of the iteration 
process, in the encryption, we get the set of equations, given by 

 P=(([ ije × ijp ] mod 256)+F)mod 256, i=1 to n, j=1 to n,  (4.1)  

 P = Permute(P),                         (4.2) 

 P = Substitute(P),          (4.3) 

and 

  C = P               (4.4) 
Here as C in (4.4) is known, we get P. However, as the 

substitution process and permutation process depend upon the 
key, one cannot have any idea regarding ISubstitute() and 
IPermute(). Thus it is simply impossible to determine P even at 
the next higher level that is in (4.3). In a spectacular manner, if 
one has a chance to know the key K (a rare situation), then one 
can determine P, occurring on the left hand side of (4.1), by 
using ISubstitute() and IPermute(). Then also, it is not at all 

possible to determine the ije
(elements of the key bunch 

matrix), as this equation is totally involved on account of the 
presence of F and the mod operation. This shows that the 
cipher is strengthened by the presence of F.  

From the above analysis, we conclude that this cipher 
cannot be broken by the known plaintext attack. As there are 
16 rounds of iteration process, we can say very emphatically, 
that this cipher is unbreakable by the known plaintext attack. 

On considering the set of equations in the encryption 
process, including mod, permute and substitute, we do not 
envisage any possible choice, either for the plaintext or for the 
ciphertext to make an attempt for breaking this cipher. 

In the light of all these factors, we conclude that this cipher 
is a strong one and it can be applied for the secure transmission 
of any secret information. 

V. COMPUTATIONS AND CONCLUSIONS 

In this paper, we have developed a block cipher which 
involves an encryption key bunch matrix, an additional matrix 
and a key matrix utilized for the development of a pair of 
functions called Permute() and Substitute(). In this analysis the 
additional matrix is supplemented with modular arithmetic 
addition. The cryptanalysis carried out in this investigation 
firmly indicates that this cipher cannot be broken by any 
cryptanalytic attack.  

The programs required for encryption and decryption are 
written in Java. 

The entire plain text given by (3.1) is divided into 3 blocks, 
wherein each block is written as a square matrix of size 16. As 
the last block is containing 37 characters, 219 zeroes are 
appended as additional characters so that it becomes a complete 
block.  

To carry out the encryption of these plaintext blocks, here 
we take a key bunch matrix EK of size 16x16 and an additional 
matrix FK of the same size. They are taken in the form  



























































1555  85 17722591 41 24914779 251221107103191141

47 2492393  16720312715911547 23 19312119989 157

22115 93 93 91 11937 85 251181209135231111221247

21317915523310522923915121197 18599 75 245105107

77 19114549 22945 14519191 16111714145 27 19717 

24918917969 24529 77 17524985 71 227187233115239

24125393 17715320523 17737 22919791 107159203187

21 9  14922922725520573 24155 12715311 185157181

13525167 11739 95 15524367 14918943 209119103153

75 1  13122710919719122118914520357 17771 45 7  

18313383 15521 23913522314597 20511 45 53 119179

10911 14718163 14717322911565 25314517119522165 

43 11719 59 18118511315918920316967 53 77 147161

11917949 11335 69 29 49 9  15923791 29 207213211

33 23993 79 61 20318551 17316115 17711720535 149

24519312769 12524915 1291572212051872471  17319

EK

 

and 



























































24414512738 12593 40 31 21618410010521222435 253

16696 23820225219 27 23214354 21769 159217205197

15525112097 21413 18549 22035 54 82 15321213588 

41 23210513916016 39 71 20387 23022161 18762 233

17432 25211122824317338 3  49 20444 99 23970 212

95 98 41 13112 68 24913520518212012980 25 8  85 

96 25547 17812955 19 43 42 22924269 20126 15 70 

18815311510313410810923113518813420715013610 92 

18770 32 24075 1  17424114310329 76 3  54 50 100

5  18220 20818212014823814144 15177 21584 1461  

40 18814898 10823913866 23412619111267 159197110

24420573 10914135 10033 76 19552 17485 30 148189

47 24110 8  16920219722219079 23019981 2450  26 

32 1672321141161931690  12815 15983 14819852 141

12347 7  56 17112516314723493 11 23710233 223190

28 21319576 18494 52 62 2301482099  75 14012558

FK

 

On using each block of the plain text, the key bunch matrix 
EK and the additional matrix FK, in the places of E and F 
respectively, and applying the encryption algorithm, given in 
section 2, we carry out the encryption of each block separately, 
and obtain the cipher text as follows in (5.1). 

Now, for the secure transmission of EK and FK, we encrypt 
these two by using E and F, and applying the encryption 
algorithm. Thus, we have the ciphertexts corresponding to EK 
and FK as given below, in (5.2) and (5.3), respectively. 

From this analysis the sender transmits all the 3 blocks of 
the cipher text, corresponding to the entire plain text, and the 
cipher text of EK and FK, given in (5.1), (5.2) and (5.3), In 
addition to this information, he provides the key bunch matrix 
E, the additional matrix F and the key matrix K in a secured 
manner. He also supplies the number of characters with which 
the last block of the entire plain text is appended. 

From the cryptanalysis carried out in this investigation we 
have found that this cipher is a strong one and cannot be 
broken by any cryptanalytic approach.  



(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 3, No. 12, 2012 

114 | P a g e  

www.ijacsa.thesai.org 

Here it may be noted that this cipher can be applied for the 
encryption of a plain text of any size, and for the encryption of 
a gray level or color image. 
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7816224585143135712521732292119612721664183

116229186199155311211142111752451516318713285

1462418091892051587506511456066108233

3119815815719435194574962251902489085197

1772001671971759301471781756312510317438231

612121212192172331469399164895322147198255
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18050252190185442074920521811624015724617834
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163422191138352767182117235423916610914

42231486069188230243197197146141113179231161

25220434229422281641362241261992462356158135

135242210166137203361051714918422739218161244

79180160229781361691762091611951543513227248

141148144771342521892078518010524031228232172

71742357218314161758820522529916220057

199321611720676205751612218760108219152225

1119601511014610429200199845725215678126

3419370116905264432001621922435120014

134106781021536691803815417130129166150

851631511062476411922719814165230185128109

15284252331519221037797531205925118167

85901481291151036716415416340822023512898

5015412045226192219228186155125291533420747

1217110318516423961742542261382645216

239207220242411068901211091382332414464118

170398324710914780202243143012120923733228

17118560130245159802362419115767101147204134

16484676395131250211176011324840166187

236223151611217324537183251180186106238195

123120941592522541811865109251392531622949

922057036187105724128197512449115239251

1283121237910016441179105312374661024

512523419010853742018783282132113720333

2312365925169322374115710978106164221123

24155186173240129717810620485228842168266

1981066018110013413749135180227102251212141229

25118521762360963741138219174943397193

183928897119101130242133184128765218199128

1452281611411351891371892021313468710205207

1577219323359711112014321716011129146252203

75208117411404131132547206880244191137

242196193223625213411241932081921075235207

5468105142146382051546052431178113159164

190193199391212677163114253832261711959855

 
          (5.1) 

21313622825313599956496213203241698131181

23119021511320052214173255991481571262551042

103249782101224121441472474898941101129

922531081719671401992201292332473718160191

1882041413110411419147628716525018699170144

5038132721241607611811620124625016219851131

127241001609818221621919779169241217250116161

9713344166395233126819882061145224155

101999121114152127238215188462266872190101

23967231228117230244425311821891641409413

23911124212111598207824616662221325035251

801531941611355124328541834160742397290

10623724523152621049164111251158250246110105

2071007221720061205170147144185498475176224

311807812184658557121671862121323180146

362431473469235154401799310221112340112116

 

           (5.2) 

and  
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2441451273812593403121618410010521222435253

1669623820225219272321435421769159217205197

15525112097214131854922035548215321213588

41232105139160163971203872302216118762233

1743225211122824317338349204449923970212

95984113112682491352051821201298025885

96255471781295519434222924269201261570

1881531151031341081092311351881342071501361092

1877032240751174241143103297635450100

5182202081821201482381414415177215841461

40188148981082391386623412619111267159197110

24420573109141351003376195521748530148189

472411081692021972221907923019981245026

321672321141161931690128151598314819852141

12347756171125163147234931123710233223190

282131957618494526223014820997514012558

 

         
(5.3) 
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Abstract— In this paper, we have developed a novel block cipher 

involving a key bunch matrix supported by a key-based 

permutation and a key-based substitution. In this analysis, the 

decryption key bunch matrix is obtained by using the given 

encryption key bunch matrix and the concept of multiplicative 

inverse. From the cryptanalysis carried out in this investigation, 

we have seen that the strength of the cipher is remarkably good 

and it cannot be broken by any conventional attack. 
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substitution; avalanche effect; cryptanalysis. 

I.  INTRODUCTION  

The development of block ciphers, basing upon a secret 
key, is a fascinating area of research in cryptography. Though 
there are several block ciphers, such as Hill Cipher [1], Fiestal 
Cipher [2], DES [3], together with its variants [4][5], and AES 
[6]. In all these ciphers, the processes, namely, iteration, 
permutation and substitution play a vital role in strengthening 
the cipher. More often, in all these ciphers, the block length and 
the key length are maintained as 64, 128, 192, or 256 binary 
bits. 

In a recent investigation, we have developed a set of block 
ciphers [7], [8], [9], “in press” [10], “unpublished” [11], [12], 
wherein, a secret key bunch matrix plays a prominent role. In 
all these ciphers, the encryption key bunch matrix contains a set 
of keys, in which each key is an odd number lying in [1-255]. 
In all these analyses, the corresponding decryption key bunch 
matrix, which is also containing odd numbers lying in [1-255], 
is obtained by using the concept of the multiplicative inverse 
[4]. In the development of all these block ciphers, the length of 
the plaintext can be taken as large as possible, at our will, as the 
size of the key bunch matrix can be chosen as big as possible, 
in an effective manner. This feature ensures the strength of the 
cipher in a remarkable way. 

In the present investigation, our objective is to develop a 
novel block cipher, by using the encryption key bunch matrix, 
and applying a key-based permutation and substitution which 
strengthen the cipher in a significant manner. The details of the 
permutation and the substitution processes are presented later. 

In what follows, we mention the plan of the paper.  In 
section 2, we discuss the development of the cipher. Further, 
we present flowcharts and algorithms required in this 
investigation. Here we deal with the key based permutation and 
substitution involved in this analysis. In section 3, we offer an 

illustration of the cipher. In this, we examine the avalanche 
effect, which acts as a benchmark in respect of the strength of 
the cipher. In section 4, we make a study of the cryptanalysis. 
Finally in section 5, we present the computations carried out in 
this analysis, and arrive at conclusions.  

II. DEVELOPMENT OF THE CIPHER 

Consider a plaintext P which can be represented in the form 
of a matrix given by  

P = [
ijp ], i=1 to n, j=1 to n,        (2.1) 

wherein each ijp
is a decimal number lying in [0-255]. 

Let  

E = [
ije ], i=1 to n, j=1 to n,        (2.2) 

be the encryption key bunch matrix, in which each ije
 is an 

odd number lying in [1-255], and  

 D= [
ijd ], i=1 to n, j=1 to n,                (2.3) 

be the decryption key bunch matrix, wherein each ijd
 is an 

odd number lying in [1-255]. ije
 and ijd

are connected by the 
relation  

 (
ije ×

ijd ) mod 256 = 1,                                    (2.4) 

Here it may be noted that the ijd
is obtained corresponding 

to every given ije
in an appropriate manner.   

The basic equations governing the encryption and the 
decryption processes of the cipher can be written in the form  

C = [
ijc ]=[

ije ×
ijp ] mod 256, i=1 to n, j = 1 to n          (2.5) 

and 

P = [
ijp ]=[

ijd ×
ijc ] mod 256, i=1 to n, j = 1 to n.       (2.6) 

On assuming that the cipher involoves an iteration process, 
the flowcharts governing the encryption and the decryption can 
be drawn as shown in Figs. 1 and 2. 

In this analysis, r denotes the number of rounds in the 
iteration process, and is taken as 16. 
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The function Substitute(), occurring in the flowchart of the 
encryption, denotes the key-dependant substitution process, 
that we are going to describe a little later. The function 
ISubstitute(), occurring in the decryption process, denotes the 
reverse process of the Substitute(). The function Mult(), which 

is in the decryption process, is used to find the decryption key 
bunch matrix D from the given encryption key bunch matrix E. 

The corresponding algorithms for the encryption and the 
decryption are written as follows. 

Algorithm for Encryption 

1. Read P,E,K,n,r 

2. For k = 1 to r do 

{ 

3. For i=1 to n do 

{ 

4. For j=1 to n do 

{ 

5. 
ijp  = (

ije ×
ijp )  mod 256 

} 

} 

6. P=[
ijp ] 

7. P=Permute(P) 

8. P=Substitute(P) 

} 

8.    C=P 

9.    Write(C) 

Algorithm for Decryption 

1. Read C,E,K,n,r 

2. D=Mult(E) 

3. For k = 1 to r do 

{ 

4. C=ISubstitute(C) 

5. C=IPermute(C) 

6. For i =1 to n do 

{ 

7. For j=1 to n do 

{ 

8. 
ijc = (

ijd ×
ijc ) mod 256 

} 

} 

9. C=[
ijc ] 

} 

10. P=C 

11. Write (P) 
To have a clear insight into the key dependent permutation 

process and key dependent substitution process, which we are 
adopting in this analysis, let us consider a typical example. Let 
us take a key K in the form  

         




















94150202174

123510164

127110107253

963314156

K

                                (2.7)

    (2.7) 

We write the elements of this key in a tabular form as 
shown below. 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

156 14 33 96 253 107 110 127 164 10 5 123 174 202 150 94 

Here the first row shows the serial number and the second 
row is concerned to the elements in the key K.  

On considering the order of magnitude of the elements in 
the key, we can write the above table, by including one more 
row, in the following form 

TABLE I.  RELATION BETWEEN SERIAL NUMBERS AND NUMBERS IN 

ASCENDING ORDER 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

156 14 33 96 253 107 110 127 164 10 5 123 174 202 150 94 

12 3 4 6 16 7 8 10 13 2 1 9 14 15 11 5 

 
Here the 3rd row denotes the order of magnitude of the 

elements in the key.  

The process of permutation, basing upon the key used in 
this analysis, can be explained as follows. Let  

161514321 ,,,...,,, xxxxxx  

be a set of numbers. On using the numbers, occurring in the 

first and third rows of the Table-1, we swap the pairs  121, xx ,
 32 , xx

,
 64 , xx

,
 165 , xx

,
 87 , xx

,
 139 , xx

 and 
 1514, xx

. Here it is to be noted that, (x3, x4) are not swapped, 
as x3 is already swapped with x2. Similarly, we do not do any 

swapping in the case of the numbers
 43 , xx

,
 76 , xx

,

 108 , xx
,
 210, xx

,  111, xx ,
 912, xx

,
 1413, xx

,

 1115, xx
 and

 516, xx
. This is the basic idea of the 

permutation process, which we employ in the case of columns 

 Read C,E,K,n,r 

D = Mult(E) 

For k=1 to r 

 

For j=1 to n 

 

C = [ ijc ] 

 

Write (P) 

P =C 

 

For i=1 to n 

 

ijc = ( ijd × ijc ) mod 256 

C=ISubstitute(C) 

C=IPermute(C) 

 Read P,E,K,n,r 

For k=1 to r 

For i=1 to n 

For j=1 to n 

C=P 

Write (C) 

P=Substitute(P) 

 ijp = ( ijij pe   ) mod 256     

P = [ ijp  ] 

P=Permute(P) 

Figure 1. Flowchart for Encryption 

Figure 2. Flowchart for Decryption 
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of numbers as well as rows of numbers occurring in a matrix. 
For clarity of this process, we refer to the illustration that we 
are going to do in section 3, a little later.  

Let us firstly discuss the process of the key based 
permutation applied on a plaintext obtained in any round of the 
iteration process of the encryption. Consider the plaintext P= [

ijp
], i=1 to n, j=1 to n. Let us consider the first two rows of 

this matrix. On representing each decimal number ijp
 in its 

binary form, and writing the binary bits in a vertical manner, 
we get a matrix of size 16xn, for these two rows. On assuming 
that n is divisible by 16 (for convenience), we can represent 
these two rows in the form of n/16 sub-matrices, wherein each 
one is a square matrix of size 16. Then on swapping the rows 
(as pointed out in the case of the numbers x1 to x16) and the 
columns (subsequently one after another), we get the 
corresponding permuted matrices. After that, by taking the 
binary bits in a row-wise manner, we convert them into 
decimal numbers, and write them in a row-wise manner. Thus 
we get back a matrix of size 2×n.We carry out this process in a 
similar manner for every pair of rows and having n columns. 
Thus we complete the permutation of the entire matrix and get 
a permuted matrix of size nxn. However if n<16, the process of 
swapping is restricted according to the value of n. For example, 
let us suppose that n=4. And P is of the form given by 





















100865211

024549175

2231019256

124534198

P

           (2.8) 

On writing the 16 decimal numbers in terms of binary bits 
in a column-wise manner, the matrix (2.8) can be represented 
in the form of a matrix of size 8x16. This is given by 



































0  0  1  1  0  1  1  1  1  1  0  0  0  1  0  0   

0  0  0  1  0  0  0  1  1  0  0  0  0  0  1  1   

1  0  0  0  0  1  0  1  1  1  1  0  1  1  0  1   

0  1  0  0  0  0  0  1  1  0  1  1  1  1  0  0   

0  0  0  1  0  1  1  0  1  0  1  1  0  0  0  0   

1  0  0  0  0  1  1  1  0  1  0  1  0  1  1  0   

1  0  1  1  0  1  0  0  1  1  1  0  0  0  0  1   

0  0  0  1  0  1  0  1  1  0  0  0  0  0  0  1   

P

 
                          (2.9) 

Firstly, as suggested by Table-1, we interchange the row 
pairs (2,3), (4,6), and (7,8). Thus we get  



































0  0  0  1  0  0  0  1  1  0  0  0  0  0  1  1   

0  0  1  1  0  1  1  1  1  1  0  0  0  1  0  0   

0  0  0  1  0  1  1  0  1  0  1  1  0  0  0  0   

0  1  0  0  0  0  0  1  1  0  1  1  1  1  0  0   

1  0  0  0  0  1  0  1  1  1  1  0  1  1  0  1   

1  0  1  1  0  1  0  0  1  1  1  0  0  0  0  1   

1  0  0  0  0  1  1  1  0  1  0  1  0  1  1  0   

0  0  0  1  0  1  0  1  1  0  0  0  0  0  0  1 

P

 

          

(2.10) 

We need not interchange rows any more as we have only 8 
rows in this matrix. Now, we interchange the columns 
following the information in Table-1. This will lead to a matrix 
of size 8x16, which is given by  



































0  0  0  1  1  0  0  1  0  1  0  0  0  1  0  0   

0  1  0  1  0  1  1  1  1  1  0  0  0  0  1  0   

1  0  0  0  0  1  1  1  0  1  0  0  1  0  0  0   

1  0  1  1  0  0  0  0  0  1  1  0  1  0  1  0   

0  0  0  1  1  1  0  0  1  1  1  1  1  0  1  0   

0  1  0  0  1  1  0  1  1  1  0  1  1  0  0  0   

1  0  0  1  0  1  1  0  1  0  0  1  0  1  1  0   

0  0  0  1  1  1  0  1  0  1  0  0  0  0  0  0 

P

    

             (2.11)  
This completes the process of the permutation, denoted by 

the function Permute(). 

Let us now describe the process of the key-based 
substitution. We now consider the numbers [0-255] that are 
occurring in EBCDIC table. These numbers can be represented 
in the form of a square matrix of size 16 by writing the table in 
the form  

  (   )  [  (   )     ]                     

          (2.12) 
On using the basic idea of the key-based permutation 

process, we permute the rows (firstly) and the columns 
(subsequently), and obtain the substitution matrix, called SB, 
given by  



























































68 77 78 72 64 74 73 76 70 71 67 79 69 65 66 75  

212221222216208218217220214215211223213209210219 

228237238232224234233236230231227239229225226235 

132141142136128138137140134135131143133129130139 

4  13 14 8  0  10 9  12 6  7  3  15 5  1  2  11  

164173174168160170169172166167163175165161162171 

148157158152144154153156150151147159149145146155 

196205206200192202201204198199195207197193194203 

10010911010496 10610510810210399 11110197 98 107 

116125126120112122121124118119115127117113114123 

52 61 62 56 48 58 57 60 54 55 51 63 53 49 50 59  

244253254248240250249252246247243255245241242251 

84 93 94 88 80 90 89 92 86 87 83 95 85 81 82 91  

20 29 30 24 16 26 25 28 22 23 19 31 21 17 18 27  

36 45 46 40 32 42 41 44 38 39 35 47 37 33 34 43  

180189190184176186185188182183179191181177178187

SB

  

                       (2.13) 
The function Substitute() works as follows: On noticing the 

position of a decimal number (corresponding to a character in 
the plaintext, at any stage of the iteration process) in the 
EBCDIC table, we substitute that number in the plaintext by 
the decimal number occurring in the same position of the 
substitution matrix. 

The functions IPermute() and ISubstitute() denote the 
reverse processes of the Permute() and the Substitute(), 
respectively. The function Mult() is used to find the decryption 
key bunch matrix D for the given encryption key bunch matrix 
E. 
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III. ILLUSTRATION OF THE CIPHER AND THE AVALANCHE 

EFFECT  

Consider the plaintext given below. 

Dear Brother-in-law! Up to the time that you went abroad, 
that is a month back, my mother and father promised to give 
me to you in marriage. They do not want their daughter to go 
away to this country. They say that they cannot live without my 
presence along with this in this country. Now they are 
searching for an Indian match. You are highly qualified. You 
did your M.Tech. Now you are doing your Doctorate. How can 
I forget you? I all the while remember your charming 
personality and your pleasant talk. It is simply impossible for 
me to forget you and marry someone else. Whatever my father 
and mother say to me I want to escape from their clutches and 
reach you as early as possible. I am finishing my final year 
exams. I have already passed GRE and TOEFL. I would apply 
for bank loan with the cooperation of your father and get away 
from this country very soon and join you without any second 
thought.                                                                   (3.1) 

Let us focus our attention on the first 16 characters of the 
plaintext. This is given by  

Dear Brother-in-          (3.2) 
On using the EBCDIC code, the plaintext (3.2) can be 

written in the form of a matrix P given by  

          




















96 14913796  

153133136163 

15015319464  

153129133196

P
.        (3.3) 

Let us take the encryption key bunch matrix E in the form  

           





















17 23320337  

1  17115767  

22389 67 101 

39 17157 21

E
.        (3.4) 

On applying the concept of the multiplicative inverse, we 
get  

          





















24189227173

13181107

31233107109

1513961

D .        (3.5) 

On using the plaintext P, the encryption key bunch matrix E 
and the encryption algorithm, given in section 2, we get the 
ciphertext C in the form  

           





















80 17034 168 

11373 15491  

142171232247 

47 15219720

C .       (3.6) 

Now, on using the decryption key bunch matrix D, given by 
(3.5), the ciphertext C, given by (3.6), and applying the 

decryption algorithm, we get back the plaintext P, given by 
(3.3). 

Let us now examine the avalanche effect. On replacing the 
4th row 2nd column element, 137 by 169, we get a change of 
one binary bit in the plaintext. On using this modified plaintext, 
the encryption key bunch matrix E and applying the encryption 
algorithm, we get a new ciphertext C in the form 

                      




















2211163  252 

17472 35 75  

17 2195  120 

16 193187176

C
.       (3.7) 

On comparing (3.6) and (3.7), after converting them binary 
form, we notice that these two ciphertexts differ by 68 bits out 
of 128 bits. Let us now consider the case of a one bit change in 
the key bunch matrix E. This can be achieved by replacing 101 
(the 2nd row 1st column element of E) by 116. Now, on using 
the modified E, the plaintext P, given by (3.3), and applying the 
encryption algorithm, we get the corresponding ciphertext C in 
the form 

                   





















18623576 45  

186221116235 

10010269 77  

1  71 86 204

C .        (3.8) 

On converting the ciphertexts (3.6) and (3.8) into their 
binary form, and comparing them, we find that these two 
ciphertexts differ by 71 bits out of 128 bits.  

From the above analysis, we conclude that the cipher is 
expected to be a strong one. 

IV. CRYPTANALYSIS 

In the literature of the cryptography, the strength of a cipher 
can be decided by carrying out cryptanalysis. The different 
attacks that are available for breaking a cipher are 

1. Ciphertext only attack (Brute force attack), 

2. Known plaintext attack, 

3. Chosen plaintext attack, and 

4. Chosen ciphertext attack. 

Generally every cipher is designed, so that it withstands the 
first two attacks [4]. However the latter two attacks are 
examined intuitively and checked up whether the cipher can be 
broken by those attacks.  

Let us now consider the ciphertext only attack. In this 

cipher, the encryption key bunch matrix is of size n n. The 
key matrix used in the development of the permutation and the 
substitution is a square matrix of size 4. Hence the size of the 
key space is  

        
4.381.28.127.0101287 222

10)2(2   nnn
 

 If we assume that the time required for the computation of 

the cipher with one value of the key in the key space is 
710

seconds, then the time required for the execution of the cipher 
with all possible values of the key in the key space is  
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606024365

1010 74.381.2 2



 n

=
606024365

10 4.311.2 2



n

 

         =
4.231.2 2

1012.3  n
years 

In this analysis, as we have taken n=4, the time required for 

the execution assumes the form 
6.331012.3  years. As this is a 

very large number, it is simply impossible to break this cipher 
by the brute force attack.  

Let us now consider the known plaintext attack. In order to 
carry out this one, we know as many pairs of plaintexts and 
ciphertexts as we require. If we confine our attention to r=1, 
that is to the first round of the iteration process, then the basic 
equations governing the cipher are given by  

P = [
ije ×

ijp ] mod 256, i = 1 to n, j=1 to n,                 (4.1) 

P = Permute(P),          (4.2) 

P = Substitute(P),          (4.3) 

and 

C = P           (4.4) 
As C is known to us, the P on the right side of (4.4) is 

known. Thus, though P on the left side of (4.3) is known to us, 
the P on the right side of (4.3) cannot be determined as the 
Substitute() and the ISubstitute(), which depend upon the key 
K, are unknown to us. Hence this cipher cannot be broken by 
the known plaintext attack, even when r=1, as K is not known. 
However, if an attempt is made to tackle this problem by the 
brute force attack, that is choosing K in all possible ways, 
covering the entire key space of the key K, then the time 
required for developing the functions Permute() and 
Substitute() can be shown to be 

     .1012.3
606024365

102 4.23
7128

years


 

 

as the length of the key K is 128 binary bits. Here, it is 
assumed that the time required for the computation of 
Permute() and Substitute() (together with IPermute() and 

ISubstitute()) takes 
710 

seconds. As this time is very large, we 
firmly conclude that this cipher cannot be broken by the known 
plaintext attack, even when we supplement it with the brute 
force attack. 

As the equations governing the cipher, are non-linear and 
highly involved, due to permutation, substitution and modular 
arithmetic operations, we envisage that it is not possible to 
choose either a plaintext or a ciphertext for breaking the cipher 
by the third or the fourth attack.  

In the light of the above facts, we conclude that, this cipher 
is a strong one and it cannot be broken by any conventional 
attack. 

V. COMPUTATIONS AND CONCLUSIONS 

In this investigation, we have developed a novel block 
cipher by using a key bunch matrix. In this, we have made use 
of a permutation process and a substitution process basing upon 
a key matrix of size 4x4. The strength of a cipher has increased 
enormously as we have introduced iteration process and the 
functions Permute() and Substitute().  

The programs required for encryption and decryption are 
written in Java. 

When the size of the plaintext is very large, it is rather 
tedious to carry out the encryption process by using a key 
bunch matrix E of size 4x4. Thus, in order to carry out the 
encryption of the entire plaintext, given in (3.1), we take a key 
bunch matrix EK of size 16x16. This is taken in the form, given 
by (5.1). 



























































1967189631799510119979193251754118922575

1053924991477710721118125593131237131215231

16325552920313595247127167735999993175

9713159193233934315171334133195956185

911011753121551314920111161233225101223

2212071913119992111153243247691433339249

651191109911031512313719715191205191143151

139991932474122549147159103831132451997217

2171791934523193137141632391311151114993133

924387227191139107145117183779529209255

27618524719914915755971692551871723185131

11159392432731209153143115245187477312991

2131271491138381223243411852317247195233

1392137124917511115915789167959112179211253

55745133179292151431611916720710720722713

16923531392552252091638922516113321710916349

EK

 

            

(5.1) 
The plaintext given in (3.1) is containing 907 characters. 

This can be divided into 4 blocks, wherein each block is 
containing 256 characters. However, we have appended 117 
zeroes characters so that we make the last block a complete 
block. Now, on using K and EK, given in (2.7) and (5.1), and 
the encryption process, given in section 2, four times, we get 
the cipher text in the form, given in (5.2). 

In order to send the size key bunch matrix EK, in a secret 
manner, let us encrypt this one by using E as the key bunch 
matrix. Thus we arrive at the ciphertext corresponding to EK as 
shown in (5.3). 

It is to be noted here, that the sender has to send the 
ciphertext corresponding to entire plaintext, the number of 
characters added in the last block, and the ciphertext 
corresponding to EK to the receiver. Further the sender has to 
provide E and K in a secret manner. 

From the above analysis, we notice that this cipher is a 
strong one and it can be applied for the transmission of a 
plaintext of any length in a secured manner. It may also be 
noted here that this cipher is very much useful in encrypting 
black and white images and color images. 
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5820922418411230142361261862082211246324468

1042011506635814241185351656665322321

18523811098123278171125589918317520189202

2251208366100781885037210481512186314144

2023414411444455518620882226210144127156165

5520762211576188134188148151169774317360

25317128215176192581363813319837359043203

168622111752180162001204611386018436198

242143845212122552197152021881584153130

24111111271658119015174123113240176227105

6534642440382232391152352042355180148233

14874251241182152912491781941331011416821988

97541082467973113752991932462172160129

104113114222721715862856620845382132189

1271379520117118789625219791889019639121

18316115623715068132202154525813161241223

 

1292302321823015318016791951334415413813

97143133361992411821814414620514272170120212

0103202231081899621176249881264812224280

2198932001961651192174815010910519317569197

13119119313156199534368252152189710155126

352501111514915312124412423723219513318310612

71169153139421941481501599214921813736250254

491231504655952222195819915318220018452176

2261301551897514528571092521191673413181200

21186861368215568522082144187186225237137

1852332824025517522720224525112519219611968247

1471164425418319083109134854522717393150

1192162827201841181372243140160188772052

152102190601672345617711212416461176242217107

611771286219181183319420018210313125014916

1901402953226131315719617142292067419034
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1226286392012495221611813660134175115132

154254139412569246207121318914311901618

168681482391512401562331042362348920160203162

27982481722282151421623872109209114116216

2531051602551501352161847679304343175135150

236132106253433129215129185426424432191195

229511197898174291361111481461051438012273

12126712078785555524910576226140174163

17184111783392543144629920711472197203

1532271291122241621037338132321332251244238

195233207714623041102751568010835335722

159324020848281041671851772323540238238154

1518619253811491922148428134129174469192

14615619136118191057053522281457214151108

187150100250137139662181275398248174252181139

222165253178109462051701572221411071121884996

  

6630655825423025510817860186135344824847

1392081621920150112141571462714176180216208

696218944210158189205121721712991119238197

18715724522011667205984182102218125103190121

186885619529361242221216184884217418297

3080206491022466317719424924719471117510

142652241601575116282146319125119821034152

19214518220814213520221368139168201158245214

14166262556424221713664832162131252019144

1221892352019622625113221619152643613210117

801391758512793154114861763226511779246

531792527244821476925042905410866101251

134512011524314317220621649025314015150185

1752431741081062152011745720894251210138106184

4313096332523011019725524015216623039131110

1923205741524010634683527248188230213175

                          (5.2) 
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2620315610896303464778572222521843834

233528747224151174949514030160134140953

229916371250230214156196219241172207591533

4012554211041921962542012518022523714812109

91698233811852131427934238163124184105

1262141723754781452331322556418723628242106

22915622813423625217080232371349785108124

12278111864514139175421262501651454777188

14814522574217106130122918812312207022375

1951472165316146522404623521519420416769247

2081001662910724220411786856034100194113149

1261682151652306113254114138144102168555115
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48171314545249245520911633926673113

               (5.3) 
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Abstract—Overhead of data transmission over internet is 

increasing exponentially every day. Optimization of natural 

bandwidth is the basic motive by compressing image data to the 

maximum extend.  For the same objective, combination of lossy 

half tone and lossless Wavelet Transform techniques is proposed 

so as to obtain low-bit rate video data transmission.    Decimal 

values of bitmapped image are to be converted into either 1 or 0 

in half toning process that incur pictorial loss and gives 8:1 

compression ratio (CR) irrespective of image. Wavelet Transform 

is applied on half tone image for higher compression for various 

levels. An experimental result shows the higher CR, minimum 

Mean Square Error (MSE). Ten sample images of different 

people captured by Nikon camera are used for experimentation. 

All images are bitmap (.BMP) 512 X 512 in size. The proposed 

technique can be used for video conferencing, storage of movies 

and CCTV footage etc. 

Keywords-Half tone; Low-Bit rate; video data compression; 

Wavelet Tranform; Bandwidth optimization; Structural Similarity 

Index Measure (SSIM). 

I. INTRODUCTION  

From last two decades Wavelet Transform has found 
enormous application in different areas like speech, computer 
graphics, signal, image processing and in medical field for 
DNA, ECG, protein, blood pressure, and heart rate analysis. 
Wavelet Transform overcomes the limitations of Fourier 
Transform as it cannot detect local properties as in [1]. Hybrid 
Wavelet Transform using any two orthogonal transform can be 
used for higher image data compression with minimum loss 
using a set of complimentary wavelets, where comparison of 
DCT, DHT, DWT and Kekre transform is explained as in [2]. 
The combination of Wavelet Transform with Modified-Run-
Length- Coding (MRLC) along with new quantization 
technique is proposed for ECG data compression. This 
proposed method improves data compression by 13 % as in [3].  

Generation of Wavelet Transform from any orthogonal 
transforms by contraction and translation infinite set of 
functions can be generated. Experimental results of original 
image with reconstructed image using orthogonal transforms 
Walsh and DCT with respect to their Wavelets are compared. 
Walsh Wavelet and DCT Wavelet results are better than Walsh 
and DCT as in [4].  

Wavelet Transform for high resolution satellite imageries 
with lifting scheme is proposed that reduces computational 
time and resources with appreciable results as in [5]. 

Considering main three factors of high embedding capacity, 
imperceptibility and robustness effective stenography is 
explained with Walsh Wavelet and DCT Wavelet proven that 
are prone to filtering, noise, cropping and compression of an 
image as in [6]. Spikes at different frequencies and amplitude 
using Wavelet Transform for Neural data compression from 
different channels are found to reconstruct unique signature and 
relate it some activities as in [7]. Various orthogonal Wavelet 
transforms of Walsh, Cosine, Hartley, Kekre are used for image 
data compression and proved better results as compared to 
respective normal forms. 70% to 90% is compressed by 
removing low energy coefficients in their respective Wavelet 
forms as in [8]. 

Section II explains about the half tone method and various 
half tone operators, Section III explains the Hybrid Algorithm 
of Half tone and Wavelet Transform, Section IV explains about 
experimental results and discussion. In section V paper 
conclusion and future scope is explained. 

II. HALF TONING METHOD 

A. Neighbourhood Processing 

Half toning is the process in which intensity and pattern of 
dot varies to simulate different shades. Half tone dots are 
produced by superimposing mask over the image. Half toning 
is the error diffusion process that results into noisy image. Half 
toning templates shown in fig.1a to fig.1d are used to convert 
continuous tone image into half tone image. These templates 
are rotated on continues tone image as neighborhood 
processing.  

For the same objective of high image data compression and 
low-bit-rate data transmission to optimize bandwidth for video 
conferencing, other techniques are used as hybrid technique 
with half tone technique. Half toning is the lossy technique and 
gives 8:1 CR. Two-fold hybrid techniques are used for higher 
compression ratio with half tone. Half tone with Kekre’s Fast 
Codebook Generation (KFCG) vector quantization technique is 
presented by Kekre et al as in [9]. Lossy half tone with lossless 
Huffman coding technique is presented as in [10]. Lossy half 
tone with lossless Run-Length-Encoding technique is presented 
as in [11]. Importance of red plane from time complexity point 
of view is explained as in [12]. For reconstruction of image 
from half tone image Inverse half toning algorithm as in [13] is 
described. Some other half toning operators are proposed with 
performance analysis as in [14].  
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Fig. 1a: Floyd-Steinberg                       Fig. 1b. Small 

 

 

 

 

 

 

 

   Fig. 1c.: Jarvis           Fig. 1d.: South-East 

Figure 1.  Half tone operators:  Fig.1a is Floyd-Steinberg half tone operator, 

Fig.1b is Small half tone operator, Fig.1c is Jarvis half tone operator, Fig.1d is 

South-East half tone operator 

B. Quantization 

As shown fig.2 color image is split into three primary R-G-
B planes and it posses gray levels from 0-255, representing 
each pixel by 8-bit. After half tone technique, quantization 
process is used to convert gray level into bi-level with loss as 
either 0 or 1 as in [13].  

III. HYBRID HALF TONE  WITH WAVELET ALGORITHM 

As shown in fig.2, on each plane of half tone image Haar 
Wavelet transform is applied. Fig.3 shows the working 
principle of Wavelet transform.   

 

Figure 2.  Block diagram of Half tone-Wavelet Transform 

A. Algorithm 

 Wavelet transform is applied on binary half tone image 
of size 512-by-512. 

 In Wavelet transform alternate row and column is 
eliminated so as to reduce the overall NXN size of an 
image as is represented in fig.3 and sample result is 
shown in fig.4. b 

        Li=N/2
i        

                               (1) 

 Where i =1, 2 … n 

 Wavelet transform is applied on half tone image plane 
till to the desired level of compression. At each level of 
compression Wavelet transform extract features at 
different frequencies and location. 

 Wavelet transform encoded data in its highest 
compressed form can be used for transmission on 
channel.  

 At the receiving end inverse Wavelet transform is 
applied to decode image data so as to obtain half tone 
image. 

 Inverse half toning algorithm is applied with 
concatenation of all the half tone planes to reconstruct 
of an image.  

B.  Compression Ratio (CR) 

In first iteration of Wavelet transform image size of 512-by-
512 in half tone form is converted into 256-by-256 as level-1 
and referred as L1. At L1 Wavelet transform compresses data 
50% to that of half tone image data as shown in fig. 3. Eq. (1) 
shows the decomposition of NXN size image into desired level 
Li. The Wavelet Transform is applied on low-low frequency 
component of L1, for further compression of 50% data is called 
as L2 and image size becomes 128-by-128 and henceforth L3 
and L4 is achieved. The CR of original image to inverse image 
at L1 is 32. In the same way, L2 compresses original image 
data 128 times, L3 compresses 512 times and L4 compresses 
2048 times. 

 

L3 

 

 

L2 

 

                                                                                              N 

 

L1 

 

 

                                                 N 

Figure 3.  Wavelet Transform Pyramid 
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IV. RESULTS AND DISCUSSION   

Combination of Half tone with Wavelet Transform is used 
to achieve higher CR on different ten 512-by-512 in size 
bitmapped images, for low bit-rate image data compression in 
Video-Conferencing. Mean-Square-Error (MSE) and Structural 
Similarity Index Measure (SSIM) are used between original 
image and inverse image.  

Table-I, III, V and Table-VII shows the MSE between 
original images and inverse image for different half tone 
operators at L1, L2, L3 and L4. As well as Table-II, IV, VI and 
Table-VIII shows the SSIM between original image and 
inverse images for different half tone operators at L1, L2, L3 
and L4. Fig. 5, 7, 9 and 11 shows the graphical representation 
of MSE between original images and inverse image for 
different half tone operators at L1, L2, L3 and L4. As well as 
fig. 6, 8, 10 and 12 shows the SSIM between original image 
and inverse images for different half tone operators at L1, L2, 
L3 and L4. 

Fig. 13 shows the reconstructed images from different half 
tone operators and Wavelet Transform at levels from L1 to L4. 
Reconstructed image quality of Small operator is almost same 
to that of standard Floyd-Steinberg and Jarvis operators.  As 
well as it gives same MSE and SSIM with reduced 
computational complexity [11].  

Whereas South-East operator gives higher MSE and 
negligible poor in image quality as compared to standard 
operators. Fig. 13 shows the MSE increases and image quality 
decreases from L1 to L4. As shown in fig.3, in each level only 
Low-Low frequency component is used to take inverse 
Wavelet transform. Remaining Low-High, High-Low and 
High-High components are considered as matrix of zeros of the 
same size in the respective level. 

TABLE I.  MSE- BETWEEN INVERSE AND ORIGINAL IMAGE USING 

DIFFERENT HALF TONE OPERATORS WAVELET TRANSFORM AT-L1 

S.N. Image Flyod Jarvis Small 

South-

East 

1 Aditi 117.8627 215.8853 249.986 360.656 

2 KekreHB 318.1064 264.8021 391.9745 447.651 

3 Sanjay 285.8108 377.4874 398.578 621.227 

4 Anita 263.2586 452.0141 506.7903 903.042 

5 Tandle 142.0714 342.3254 389.9147 777.652 

6 Pallavi 130.8618 187.4659 171.0308 633.804 

7 More 172.1179 297.9908 316.0038 625.25 

8 Shruti 108.5584 177.0217 173.92 646.386 

9 Ravi 302.4952 224.187 287.0564 625.001 

10 Ajay 214.7108 195.7814 275.4807 577.054 

 

Average 205.5854 273.49611 316.07352 621.772 

                

                   

Figure 4.  (a).Original image: Aditi  

                      

 

Figure 4.   (b). Aditi: Wavelet Transform (L3) image using Jarvis half 

tone  

 

Figure 5.  MSE between inverse and original images using different half tone 

operator and Wavelet Transorm  at L1  
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TABLE II.  SSIM- BETWEEN INVERSE AND ORIGINAL IMAGE USING 

DIFFERENT HALF TONE OPERATORS WAVELET TRANSFORM AT-L1 

S.N Image Flyod Jarvis Small 

South-

East 

1 Aditi 0.9911 0.9906 0.9911 0.9936 

2 KekreHB 0.966 0.9931 0.9798 0.999 

3 Sanjay 0.9957 0.9964 0.9968 0.9982 

4 Anita 0.9893 0.9909 0.9909 0.9939 

5 Tandle 0.9841 0.983 0.9842 0.9872 

6 Pallavi 0.998 0.9995 0.9996 1 

7 More 0.9936 0.9929 0.9936 0.9955 

8 Shruti 0.9958 0.9975 0.9978 0.9996 

9 Ravi 0.9821 0.9975 0.9989 0.9992 

10 Ajay 0.9769 0.9948 0.9946 0.9969 

 

Average 0.98726 0.99362 0.99273 0.99631 

TABLE III.  MSE- BETWEEN INVERSE AND ORIGINAL IMAGE USING 

DIFFERENT HALF TONE OPERATORS WAVELET TRANSFORM AT-L2 

S.N. Image Flyod Jarvis Small 

South-

East 

1 Aditi 117.9284 215.8858 249.9898 360.688 

2 KekreHB 318.1064 264.8021 391.9745 447.651 

3 Sanjay 285.8108 377.4875 398.578 621.227 

4 Anita 263.2586 452.0141 506.7903 903.045 

5 Tandle 142.0714 342.3254 389.9147 777.652 

6 Pallavi 130.8618 187.4659 171.0308 633.804 

7 More 172.1183 297.991 316.0038 625.25 

8 Shruti 108.5584 177.0218 173.9202 646.386 

9 Ravi 302.4952 224.187 287.0564 625.001 

10 Ajay 214.7103 195.7814 275.4808 577.054 

 

Average 205.592 273.4962 316.07393 621.776 

TABLE IV.  SSIM- BETWEEN INVERSE AND ORIGINAL IMAGE USING 

DIFFERENT HALF TONE OPERATORS WAVELET TRANSFORM AT-L2 

S.N. Image Flyod Jarvis Small 

South-

East 

1 Aditi 0.9911 0.9906 0.9911 0.9937 

2 KekreHB 0.966 0.9931 0.9798 0.999 

3 Sanjay 0.9957 0.9964 0.9968 0.9982 

4 Anita 0.9893 0.9909 0.9909 0.9939 

5 Tandle 0.9841 0.983 0.9842 0.9872 

6 Pallavi 0.998 0.9995 0.9996 1 

7 More 0.9936 0.9929 0.9936 0.9955 

8 Shruti 0.9958 0.9975 0.9978 0.9996 

9 Ravi 0.9821 0.9975 0.9989 0.9992 

10 Ajay 0.9769 0.9948 0.9946 0.9969 

 

Average 0.98726 0.99362 0.99273 0.99632 

 

Figure 6. SSIM between inverse and original images using different half 

tone operator  and Wavelet Transorm at L1

 

Figure 7. MSE between inverse and original images using different half tone 
operator and Wavelet Transorm  at L2 

 

Figure 8. SSIM between inverse and original images using different half 

tone operator  and Wavelet Transorm  at L2 
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TABLE V.  MSE- BETWEEN INVERSE AND ORIGINAL IMAGE USING 

DIFFERENT HALF TONE OPERATORS WAVELET TRANSFORM AT-L3 

S.N. Image Flyod Jarvis Small 

South-

East 

1 Aditi 134.267 220.2996 227.7553 370.799 

2 KekreHB 368.0072 224.9916 403.7703 435.893 

3 Sanjay 312.8477 345.6988 330.1543 461.705 

4 Anita 203.2026 264.9968 302.8949 542.179 

5 Tandle 121.0674 228.9125 226.9721 412.069 

6 Pallavi 163.8037 187.3523 169.3533 381.113 

7 More 171.3309 257.8598 236.361 428.801 

8 Shruti 155.6485 194.6737 175.9346 375.641 

9 Ravi 194.6619 190.1707 207.5549 436.251 

10 Ajay 121.9036 184.7462 195.4543 420.552 

 

Average 194.6741 229.9702 247.6205 426.5 

TABLE VI.  SSIM- BETWEEN INVERSE AND ORIGINAL IMAGE USING 

DIFFERENT HALF TONE OPERATORS WAVELET TRANSFORM AT-L3 

S.N. Image Flyod Jarvis Small 

South-

East 

1 Aditi   0.9905 0.991 0.9935 

2 KekreHB 0.9583 0.9998 0.972 1 

3 Sanjay 0.9927 0.9964 0.9968 0.9982 

4 Anita 0.9873 0.9908 0.9868 0.9938 

5 Tandle 0.984 0.9831 0.9841 0.9873 

6 Pallavi 0.9968 0.9995 0.9996 1 

7 More 0.9935 0.9929 0.9935 0.9955 

8 Shruti 0.9909 0.9974 0.9978 0.9989 

9 Ravi 0.9879 0.9963 0.999 0.9995 

10 Ajay 0.988 0.9947 0.9917 0.9969 

 

Average 0.9866 0.99414 0.99123 0.9964 

Image data can be compressed to the higher level of 
Wavelet Transform say 16X16 and 8X8, but the image 
reconstruction quality degrades a lot.  

 

 

 

 
Figure 9. MSE between inverse and original images using different half tone 

operator and Wavelet Transorm  at L3  

 

Figure 10. SSIM between inverse and original images using different half 

tone operator  and Wavelet Transorm  at L3 
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TABLE VII.  MSE- BETWEEN INVERSE AND ORIGINAL IMAGE USING 

DIFFERENT HALF TONE OPERATORS WAVELET TRANSFORM AT-L4 

    Flyod Jarvis Small 

South-

East 

1 Aditi 190.86 240.092 225.3853 345.85 

2 KekreHB 595.84 510.291 586.0695 360.28 

3 Sanjay 703.25 458.67 489.1887 541.14 

4 Anita 380 254.844 259.2035 378.81 

5 Tandle 231.56 204.578 197.7312 308.28 

6 Pallavi 232.66 199.918 184.2595 310.61 

7 More 275.28 243.013 241.0863 342.42 

8 Shruti 231.27 203.948 186.0357 300.9 

9 Ravi 978.47 235.499 480.6849 325.47 

10 Ajay 525.64 178.201 252.2813 311.26 

 

Average 434.48 272.905 310.1926 352.5 

TABLE VIII.  SSIM- BETWEEN INVERSE AND ORIGINAL IMAGE USING 

DIFFERENT HALF TONE OPERATORS WAVELET TRANSFORM AT-L4 

    Flyod Jarvis Small 

South-

East 

1 Aditi 0.991 0.9903 0.9908 0.9933 

2 KekreHB 0.9409 0.9553 0.9487 0.9842 

3 Sanjay 0.992 0.9962 0.9966 0.9981 

4 Anita 0.9759 0.9907 0.9847 0.9938 

5 Tandle 0.984 0.9831 0.984 0.9873 

6 Pallavi 0.9954 0.9994 0.9996 1 

7 More 0.9936 0.9929 0.9935 0.9955 

8 Shruti 0.9877 0.9974 0.9978 0.9989 

9 Ravi 0.9573 0.9941 0.9759 1 

10 Ajay 0.9605 0.9947 0.9825 0.9977 

 

Average 0.97783 0.98941 0.98541 0.99488 

 

 

 

Figure 11. MSE between inverse and original images using different half tone 

operator and Wavelet Transorm  at L4  

 

Figure 12. SSIM between inverse and original images using different half 

tone operator  and Wavelet Transorm  at L4 
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Figure 13. Reconstructed images using different half tone operators and Wavelet Transform at different levels from L1 to L4:  

(1) CR=32 for L1, (2) CR=128 for L2, (3) CR=512 for L3, (4) CR=2048 for L4
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V. CONCLUSION 

For low-bit rate video data transmission image data is 
compressed using combination of half tone and Wavelet 
Transform on ten different 512 by 512 bitmap images. 
Wavelet Transform is applied at different levels that converts 
image from 512 by 512 to 256 by 256 as level L1, 128 by 
128 as L2, 64 by 64 as L3 and 32 by 32 as L4.   

Below this level reconstructed image quality degrades. 
Future scope to this paper is to convert Wavelet Transform 
domain image into desired number of non-overlapping 
blocks. Calculate energy of all the blocks and can eliminate 
the some lowest energy blocks based on threshold. 
Elimination of such non-overlapping blocks will increase the 
CR. In real-time processing, proposed algorithm takes more 
processing time as compared to the frame rate that required 
for smooth video-conferencing. As well as to develop an 
algorithm to preserve the features of Low-High, High-Low 
and High-High components of Wavelet transform domain 
image and can be added to Low-Low frequency component 
of Wavelet transform. 
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Abstract— One of the recent research topics in databases is Data 

Mining, to find, extract and mine the useful information from 

databases. In case of updating transactions in the database the 

already discovered knowledge may become invalid. So we need 

efficient knowledge management techniques for finding the 

updated knowledge from the database. There have been lot of 

research in data mining, but Knowledge Management in 

databases is not studied much. One of the data mining techniques 

is to find association rules from databases. But most of 

association rule algorithms find association rules from 

transactional databases. Our research is a further step of the 

Tree Based Association Rule Mining (TBAR) algorithm, used in 

relational databases for finding the association rules .In our 

approach of updating the already discovered knowledge; the 

proposed algorithm Association Rule Update (ARU), updates the 

already discovered association rules found through the TBAR 

algorithm. Our algorithm will be able to find incremental 

association rules from relational databases and efficiently 

manage the previously found knowledge.  

Keywords- Data Mining; Co-occurrences; Incremental association 

rules; Dynamic Databases. 

I.  INTRODUCTION 

At the very abstract level of data mining, it is part of 
Artificial Intelligence. One of the data mining techniques for 
finding useful information from the database is association 
rule. Association rules find the co-occurrences among item sets 
in the database. For example in a customer transaction database 
we want to find that whenever customer purchases item A, item 
B is purchased how many times. These co-occurrences are 
found through finding the large item sets. As mentioned in [1] 
to find the large item sets, it should be greater than the 
minimum support threshold, which is the minimum number of 
transactions from the database having that item set. 

There are two issues related to association rules. 

 Finding the preprocessing algorithm for association 
rules  

 Update algorithm for association rules. The update 
algorithm enables to efficiently update the already 
discovered information .So the update algorithm 
depends very much on the preprocessing algorithm 
used. 

Most of the association rules algorithms like Apriori [2], 
DHP [5], OCD [9] and [12] find association rules from 
transactional databases. In case of association rules from 

relational databases TBAR [10] algorithm was developed as a 
loosely couple approach. 

The most recent algorithms for the update algorithms like 
FUP [3], MLUP [4], FUP2 [8], UWEP [7], and SWF [11] etc 
find updated association rules from the transactional databases. 
In our research we have developed a new update algorithm for 
finding the updated information from the relational database on 
the basis of the TBAR algorithm. Our performance study 
shows that the proposed solution is 2.1 to 2.3 times faster as 
compared to TBAR algorithm.  We present an efficient 
algorithm, ARU, for finding association rules and apply a new 
knowledge management technique, to reuse the previously 
discovered knowledge from the relational databases. Precisely 
rather than finding large item sets from scratch, the large item 
sets found through the TBAR algorithm are stored and reused.  

In association rules we find the co-occurrences among item 
sets through finding the large item sets. An item set is large if it 
is above the minimum support threshold .For example in a 
database if the minimum support threshold is 5%, then all the 
item sets from the database having more than 5% occurrence 
will be included in large item sets. So the main problem in 
maintenance of association rules is updating the large item sets. 
In our prototype system we have been able to update the large 
item sets more efficiently as compared to the previous 
approach of TBAR. 

II. PRELIMANARIES 

Let I = {i1, i2, ……,im} be a set of literals, called items. Let 
D be a set of transactions, where each transaction T is a set of 

items such that T  I. Each transaction is associated by an 
identifier, called TID. Let X be a set of items. A transaction T 

is said to contain X if and only if X  T. An association rule is 

an implication of the form xy, where x  I, y  I and XY = 

. The rule x  y holds in the transaction set D with 
confidence c if c% of transactions in D that contain x also 
contain y.  

The rule x  y has support s in the transaction set D if s% 

of the transactions in D contains X  Y. For a given pair of 
confidence and support threshold, the problem of mining 
association rules is to find out all the association rules that have 
confidence and support greater than the corresponding 
thresholds. As there is lot of research for finding the association 
rules, given large item sets, our focus will be to find the large 
item sets from the updated database. The notion of item must 
be redefined in a relational database. An item will be a pair a: v 
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where a is the attribute and v is the value of a. a fundamental 
property of an item in a relational database is that they cannot 
contain more than one item per table column if a1:v1 and a2:v2 

belong to an item set, then a1a2 which is the consequence of 
the First Normal Form (1NF) in databases: a relation is in 1NF 
if it’s attribute domain contain atomic values only. This 
justifies our distinction between items in transactional and 
items in relational databases. 

III. SYSTEM OVERVIEW 

Our algorithm is based on the TBAR algorithm, which 
finds the association rules from the relational database. Our 
incremental association rule algorithm is an improvement of 
that algorithm to find incremental association rules from the 
relational databases. We apply a new Knowledge Management 
technique, to find the incremental association rules from 
dynamic databases more efficiently as compared to finding the 
association rules from the database.  

As shown in Figure 1, our algorithm is implemented as the 
data integration module to efficiently update the association 
rules. The large 1-item sets found through the TBAR algorithm 
is saved in the knowledge base .In our algorithm of update we 
have reused those large 1-item sets from the knowledge base 
and thus saved the CPU time and one scan of the database. As 
depicted in [6] we can couple association rule algorithm with 
the relational database in a number of ways. In our case we 
opted for the loosely coupled approach, as our data mining 
application process space is outside the database process space. 

 

Figure 1. The System. 

IV. TBAR ALGORITHM 

The TBAR algorithm uses the item set tree data structure to 
efficiently store all Lks .All Lks are organized on the basis of 
levels.  

TBAR Algorithm 

Set.Init(minsup); 

Itemsets=set.Relevants(1); 

StoreL1(itemsets);   (Step 4.3) 

K=2; 

While(k<=cols && itemsets >=k)  

{ 

itemsets =set.candidates(K) ; 

If(itemsets >0) 

Itemsets=set.Relevants(k); 

K++; 

} 
In this case init method creates and initializes the item set 

tree. The set.Rrelevants(1) method finds large 1-item sets from 
the database. For finding subsequent large item sets it is 
checked that the item sets found should be greater than the 
number of columns. We first find candidate item sets from the 
previous large item sets and then find the subsequent large item 
sets from the database until all the large item sets are found 
from the database. In step 4.3 the TBAR algorithm has been 
modified to store all L1s in the knowledge base for subsequent 
reuse of that information. 

V. ARU ALGORITHM 

The ARU algorithm differs from all other update 
algorithms for association rules as it updates the large item sets 
in relational databases. So the large 1-item sets are related to a 
column in a table rather than a transaction in transactional 
databases. In our case we will find the support for each item set 
corresponding to a column value in the database.  

Inputs 

DB=initial database before any updates                                                      

db=update portion of the database       

DB + db=whole updated portion of the database      

L1 DB = large 1-item sets item sets found in DB      

attr = attribute in L1 DB                        

attr.number=attribute number                            

attr.value=attribute value                             

attr.count=support of the attribute value 

Output 

L1 DB+db=large 1-item sets in updated database DB+db 

ARU ALGORITHM 

If there is any insertion in the database (Step 5.1) 

For L1 DB of attribute attr in database 

Get the column number attr.number of the 1-item sets L1 DB 

For all values attr.value from db for the attribute attr.number  
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If the value in the db for the attribute attr.number is 

also in L1DB 

Find support of attr.value in db 

Add support of DB and db  

If the support of DB and db is large in the updated    

database 

Update the support count in the large 1-item sets 

End If 

Else If the value in db is not in L1DB 

Find support of attr.value in db 

If attr.value is large in db 

Find support of attr.value in DB 

Add support of DB and db 

If the support of DB and db is large in the 

updated database 

Update the support count of the 

attr.value in the large 1-item sets 

End If 

End if 

UL1 DB + db= updated L1 DB + db for attribute attr 

End for 

Else If no insertions are done in the database 

UL1 DB + db= L1 DB for attribute attr 

End If 

Generate the item set tree for UL1 DB + db. 

Generate all other Lk s from L1 stored in item set tree as in 

TBAR Algorithm 

Generate association rules from all the Lk s found in DB + 

db that are above the minimum confidence threshold 

End ARU algorithm 

The attr in the inputs for our algorithm shows us particular 
attributes that are large in the original database DB. In the step 
5.1 we will check to see if there are any insertions in the 
database, if there are any insertions then all the L1 DB from the 
knowledge base are reused to find subsequent Lks in   DB + db. 
If there are no updates all L1 DB are taken as the final updated 
L1s.In subsequent steps these L1s are reused to find all Lks 
from the database. 

VI. EXPERIMENTAL STUDIES 

We have checked our algorithm with the TBAR algorithm 
for 1000 tuples with minimum support threshold from 1 to 5. 
As shown in Figure 2, ARU algorithm takes much less CPU 
utilization as compared to TBAR.  

In the scale up experiments, we have checked the 
performance of our algorithm TBAR for 2 % minimum support 
and with 1000 to 5000 tuples. In Figure 3 it is clear that our 
algorithm gives linear results in nature, which means that it can 
be adapted to large databases. Our algorithm is 2.1 to 2.3 times 
faster than TBAR algorithm. 

 

Figure 2. Effect of change in support. 

 

Figure 3. Scale up experiments. 

VII. CONCLUSION 

We have presented ARU algorithm, which outperforms the 
TBAR algorithm. Our proposed algorithm will be able to 
maintain large items sets by reusing the large item sets found 
through the initial mining algorithm. Our performance study 
shows that the proposed algorithm is 2.1 times to 2.3 times 
faster as compared to the TBAR algorithm. We found the 
incremental association rules from dynamic databases by 
employing a new knowledge management technique for 
relational databases. As a further step our knowledge 
management technique can be applied to other data mining 
techniques. Finding association rules from distributed 
databases is also important area of research. 
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Abstract—The integration of information and communication 

technologies in education according to the global trend occupied 

a great interest in the Arab world through E-Learning techniques 

and put it into the form of services within Services Oriented 

Architecture Technique (SOA), and mixing its input and outputs 

within the components of the Education Business Intelligence 

(EBI) and enhance it to simulate reality by educational virtual 

worlds.This paper presents a creative environment derived from 

both virtual and personal learning environments based on cloud 

computing which contains variety of tools and techniques to 

enhance the educational process. The proposed environment 

focuses on designing and monitoring educational environment 

based on reusing the existing web tools, techniques, and services 

to provide Browser-based-Application.  

I. INTRODUCTION  

There is much debate among those interested in education 
and E-Learning in the Arab world about the advantages and 
disadvantages of this system of education, and most Arabic 
academic conference papers presented concerned completely 
with the same topic which is the advantages and disadvantages 
and the comparison with the traditional educational systems, so 
in this paper we will move from E-Learning evaluation to fly in 
the space of implementation. 

The problem is no longer to prove the importance of E-
Learning but it is to switch to E-Learning, most educational 
institutions collide the barrier of foundation when they plan to 
move to E-Learning systems which require many hardware and 
software resources. 

The educational cloud provides a magic solution to this 
problem where any educational institution wants to transform 
its system to E-Learning system. It will have two choices 
whether to build its own private cloud or to go to a specific 
service provider to share in a pubic cloud after defining some 
parameters. 

All the users need a host in a data center somewhere in the 
world, or even multiple data centers scattered around the world, 
and cloud computing providers deliver common applications 
online that are accessed from web browsers, also can provide a 
storage unit to store all learners documents. 

No one can ignore that both web 2.0 technologies have 
changed the nature of the internet from a place to read static 
pages to an environment that allows end-users to access 
applications using web browser without purchasing licenses or 
upgrade hardware, where all software and files hosted in the 
cloud and accessed by wide range of hardware devices such as 
mobile phones, computers or PDAs while the internet 
connection is available. 

The following sections focus on how to use cloud 
computing to enhance the education process specifically in the 
Arab world. The first section Addresses cloud computing 
concept and its features, the second section addresses E-
Learning environment based on cloud, and the third section 
compares between existing sites to enhance the existing Arabic 
E-Learning sites. 

II. CLOUD COMPUTING. 

No one can deny the vital role that cloud plays in 
developing educational systems recently, but until now there 
isn't a specific definition for cloud computing. 

Simply cloud computing provides anytime / anywhere 
services that can be accessed from any device in such a way 
that user is not responsible  for where the services or 
applications are located or how it maintained or updated, all 
this and more will be the responsibility of cloud computing 
service providers such as Google and Amazon EC2, etc... 

Cloud computing not only saves the money needed for 
upgrading many labs’ hardware or purchase many software 
licenses but also it relieves the user from periodic maintenance 
operations. It also provides a high level of security and privacy. 

But before transforming your E-Learning system to the 
cloud, you should identify which services you need and create 
a service catalogue (list of services you will provide to learners 
who will access your site) to determine the parameters you will 
need from service provider, also it will help you whenever you 
need to update your system. Recent research papers categorize 
the cloud services into two basic branches as following: 
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A. IT Services. 

It includes all the services related to the infrastructure of the 
cloud such as physical resources (as storage devices, school 
servers, and national communication network, etc), and virtual 
resources that concern with the management and the access of 
the physical resources. 

B. User Services.  

It can be divided into two types, generic services (as E-
Mail, search, portal, and social networking) and Education 
services (as e-portfolio, content access and creation). 

After determining the required services which serve the 
curriculum requirements provided by the institution to the 
students and teachers, a service level agreement will be 
established between the institution and cloud provider to define 
the parameters the institution needs. 

1) E-Learning Environments. 
There are many different educational environments that 

serve the educational process based on computer and its 
technologies. For example Web 2.0 technologies which provide 
teachers with new ways to engage students, and help student to 
participate on a global level by using the network  as a platform 
for information sharing, interoperability, user-centered design 
and collaboration on the World Wide Web.  

A Web 2.0 site allows users to interact and collaborate with 
one another in a social media dialogue as creators of user-
generated content in a virtual community, which helped the 
appearance of learning environments such as virtual learning 
environment and personal learning environment. Before 
proposing a framework for E-Learning environment with the 
aid of cloud computing technology, let's know more about the 
pervious environments. 

a) Virtual Learning Environment (VLE): 

It is a set of teaching and learning tools designed to enhance 
a student's learning experience by including computers and the 
Internet in the learning process where included web-based 
access to class content, grades, assessments, and other class 
tools. It is also a social space where students and teacher can 
interact through threaded discussions or chat. 

It also includes students and teacher “meeting” online 
through a synchronous web-based application. The teacher is 
able to present lessons through video, PowerPoint, or chatting. 
The students are able to talk with other students and the 
teacher, as well as collaborate with one another, answer 
questions, or pose questions. They can use the available tools 
through the application to virtually raise their hands, send 
messages, or answer questions on the screen given by the 
teacher. 

b) Personal Learning Environment (PLE): 

The expression does not refer to a specific service or 
application but rather to an idea of how learners achieve their 
learning goals. PLE provides learners with support in managing 
their content and communication with peers in the process of 
learning by dividing them into groups for discussions, 
providing context, and il¬lustrating processes. 

PLE provides a suitable environment to practice social 
skills. There are many types of PLEs that are classified based 
on their architecture such as PLEX or web-based with loosely 
joined web services such as ELGG or are classified based on 
their platform like facebook. Another approach of PLEs is 
based on their pedagogical approach that serves formal and 
informal learning process. 

c) Mash-up Personal Learning Environments 

(MUPPLE): 

This environment is a mixing between the previous 
environments where they allow learners to build their own 
personal learning environment by composing web-based tools, 
get involved in collaborative activities, share their designs with 
peers, and adapt their designs to reflect their experience in the 
learning process. 

After identifying the E-Learning environments and 
recognizing the features of each environment, we will move to 
the following section which is concerned with the outline a 
framework for E-Learning environment with aid of cloud 
technology as shown in Fig.1. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.1 E-Learning Framework  

2) Cloud-based E-Learning System. 
This section concerns with designing web-based E-

Learning system that contains various social tools, smart agents 
and interactive environment of web 2 techniques uploaded to 
cloud as shown in Fig. 2. The system has three major parts. The 
first part addresses the web-based Course Management System 
(CMS) which is managed by the web server to register learner 
to access course materials that are provided and maintained by 
teachers. 
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The second part is a PLE which provide various tools and 
services to help learners in building their own environment. 
The third part addresses building an online virtual computing 
lab as shown in Fig. 3, Fig. 1 Site Map. providing a remote 
access service that allows the leaner to reserve a computer with 
a desired set of applications such as Photoshop, Packet Tracer, 
AutoCAD, and many others Linux and numerous windows 
environments and remotely access it over high-speed internet 
connection. 

All of this and more shown through an attractive easy-to-
use interface represented in a OnTheWay web interface which 
achieves a set of criteria to facilitate the students' tasks.  

 

Fig. 2 OnTheWay Web Site, Homepage. 

• OnTheWay achieves the learning objectives 
accredited curriculum department of the Ministry of Higher 
Education and teacher-defined course goals.  

• OnTheWay provides the means to deliver high quality 
digital learning applications fully integrated into any course. 
Learners learn by access text and multimedia content.  

• OnTheWay provides both teachers and learners the 
ability and storage area to upload all their documents, projects, 
homework and photos at their fingertips. 

• OnTheWay provides the technology, tools and 
professional development that facilitate the students' task and 
help them to share and present their ideas, thinking and 
learning by using OnTheWay forums.  

• OnTheWay provides the technology, tools that helps 
students to access their virtual computing lab to implement 
their educational activities by providing a number of Windows 
and Linux environments and set of suggested programs.  

• OnTheWay provides the students with online test 
which provide various questions on various topics to improve 
the students' skills.  

• OnTheWay provides learners the ability to follow up 
their performance level by assignment report, progress report, 

working portfolios, and projects Evaluation. 

The user interface is friendly, and accessible. 

  

 

Fig. 3 OnTheWay Web Site, Virtual Computing Lab (VCL) Page. 

IV. CONCLUSION 

In this paper we tried to prove that cloud computing 
changed E-Learning future systems. A wide world of 
knowledge and tools now is available to Arabic teachers and 
learners through cloud based services all the time and accessed 
from anywhere, from any device. 
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Abstract— In this modern world, robotic evaluation plays a most 

important role. In secure distance, this leads the humans to 

execute insecure task. To acquire an effective result, the system 

which makes the human task easier should be taken care of and 

the holdup behind the system should be eradicated. Only static 

parameters are considered and such parameters are not enough 

to obtain optimized value in existing work. For consecutively 

attaining optimized value in our previous work, we focused on 

both static and dynamic parameters in the robotic arm gearbox 

model. Now, a genetic algorithm is utilized and the result 

obtained is greater than the existing work. On the other hand, to 

attain an effective result the genetic algorithm itself is not enough 

since it takes massive time for computation process and the result 

obtained in this computation is not as much closer to the true 

value. By eliminating all those aforementioned issues, a proper 

algorithm needs to be utilized in order to achieve an efficient 

result than the existing and our previous works. In this paper, we 

anticipated to suggest a Particle Swarm Optimization technique 

that reduce the computation time as well as make the output 

result as much closer to the true value (i.e.,) experimentally 

obtained value. 

Keywords-Particle Swarm Optimization; Robotic arm gear box; 

Static& Dynamic parameters. 

I. INTRODUCTION 

In the physical world, robots are physical agents that attain 
tasks by manipulation. In general, to sense the environment and 
effectors to claim physical forces on it robots are equipped with 
sensors. In the automation process, industrial robots play a 
most important role in grinding method. The majority of the 
grinding robots work in a inhibited environment, where 
instantaneous position and force control is vital [1]. 
Manipulators, Mobile robots, and Humanoid robots are the 
three main categories [2]. To enhance product quality and 
safety, while minimizing costs and processing time, robots find 
concentrated applications in factories. The robot model 
depends on the inertia, mass, and center of mass of each link 
[3]. Tele-manipulators and the capacity of numerical control of 
machines are the two prominent technologies in which robotics 

are based on. Tele-manipulators are remotely controlled 
machines that often hold an arm and a gripper. According to 
the instructions given by the humans through his/her control 
device, the movements of arm and gripper will take place. With 
respect to a given coordinate system, numeric control allows 
controlling of machines very accurately [2].  

A.  Types of Robot 

1) Mobile Robots   
A special group of effectors for locomotion, such as wheels, 

tracks, and legs are used by the mobile robots. The differential 
drive contains two independently actuated wheels, one on each 
side. When the movement of both wheels is at equal velocity 
the robot travels in a straight line. The robot turns on the spot if 
they move in opposite directions. The development of mobile 
robots was motivated by the desire to automate transportation 
in production processes and autonomous transport systems. 
New types of mobile robots have been created recently like 
insectoid robots with several legs modeled after examples 
nature gave us or independent robots for underwater usage.            

2) Hard working Robots 
Mostly, in areas of difficult toil robots have been used to 

replace human workers, which are structured enough for 
mechanization, like assembly line work in the automobile 
industry (the classical example) or harvesting machines in the 
agricultural zone. A few existing examples apart from the 
assembly robot are Melon harvester robot, Ore transport robot 
for mines, robot that removes paint from big ships and a robot 
that creates high precision sewer maps. If robot is used in a 
proper environment, then it can work faster, cheaper and more 
exact than human beings. 

3) Transporters 
Most autonomous transport are widely in use since the 

robots still desires environmental changes to find their way. 
But, designing a robot that can navigate using natural 
landmarks is probably an end to science fiction. Examples of 
currently available transporters are (1) Container transporters 
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employed to load and unload cargo ships, (2) Medicine and 
food transport systems in hospices, and (3) Autonomous 
helicopters employed to transport goods to distant areas. 

4) Insensible Steel Giants 
Since robots can be easily protected against hazardous 

environments and are adequately replaceable, they are used in 
perilous, toxic or nuclear environments. In some places, for 
cleaning up a mess robots have been used. For example, in 
Chernobyl disaster, to clean up the nuclear waste, and also 
robots are employed to clean grenades and mines all around the 
world robots have helped. Moreover, robots are sent to Mars 
and into the depth of the oceans. They can also investigate 
deep-set ships and can walk on the craters of active volcanoes. 

5) Servants and Toys 
In our world, robots may not yet be a common sight, but in 

several places we already meet and used them. A lot of modern 
toys like the Sony Aibo are spoiling the today‟s children‟s life. 
To help the older people robots are generally developed to have 
a better and more secure life. Today, in the name of toys or 
household helpers they begin to come with us [2]. 

6) Industrial Robots 
Industrial robots have been entrenched in the manufacturing 

area, used for performing the tasks such as stacking, casting, 
painting, sorting, welding, component soldering and more for 
more than thirty years. This use framework highlights the core 
value proposal of an industrial robot: performing tasks 
incessantly and precisely in work environments and scales 
difficult for humans. For performing operations swiftly, 
continually and precisely, industrial robots are developed. In 
the manufacturing industry, operating in relatively static 
environments and in large numbers, they have a long legacy. 
To enhance the security and efficiency as well as to decrease 
the environmental impact, the oil and gas industry suggest the 
use of industrial robotics. New developments in regions that are 
difficult or unsafe for humans to work in could be easily 
handled and maintained by remotely-controlled industrial 
robots [4].    

B. Gear-box  

To change the speed from the low rotating rotor to the high 
rotating generator a gearbox is used [5]. In their transmissions 
robotic systems that need to present high torques at the end 
effectors typically contain high reduction gears, causing some 
gear-specific friction components to appear, such as position 
dependent friction. It produces a periodic waveform friction 
with the frequency by which the two teeth match, since this 
force happens once a pair of teeth comes together. Thus, as 
position dependent friction, it has been always considered. The 
parameters utilize for considering the functioning of gearbox 
are (1) Direction of turning, (2) Relative speed, (3) The number 
of revolution, (4) Mechanical advantages concerning the  
principles of power and speed [6]. 

Friction takes place along the off line-of-action direction, 
which lies orthogonal to the line of action, when the power is 
transmitted along the line of action direction. The major reason 
for this friction is that the teeth slide together as an alternative 
of rolling absolutely. Hence, in gearboxes meshing friction is a 
source of uselessness. The power and load in gear trains are 

transmitted along the line of action. For small shaft 
displacements along the line-of-action direction, the relative 
reduced rigidity of shaft support ball bearings may be 
responsible, which would guide to torque oscillations and this 
is called position dependent friction. Though, the meshing 
friction force in gear teeth is transmitted in the off line-of-
action direction. The friction coefficient between the gear teeth 
significantly depends on lubricant properties, and it decreases 
as the relative sliding velocity between gear teeth increases.  

C. Types of Gears 

The amplitude of the oscillation caused by meshing friction 
also depends greatly on the gear type. Between teeth the 
working principle of spur or helical gears is rolling. Therefore, 
in some cases the meshing friction could be small. However, 
the working principle of other gear types like worm gears, is 
approximately pure sliding friction. The lubricant film is 
insufficient to prevent contact between asperities, and friction 
becomes inflated, when the speed is low. The lubricant film 
will become adequate to reduce friction, only if speed increases 
[7]. 

D. Common Gearbox Parameters 

Some of the common gear-box parameters are 

1) Viscous friction coefficient 
Viscous friction between two surfaces that have relative 

motion between them relies on dimensional parameters such as 
contact area and approval between the two surfaces, and also 
relies on fluid properties, such as fluid specific gravity and 
viscosity. Between the two meeting surfaces, viscous friction is 
inversely proportional to the clearance [8]. 

2) Coulomb friction coefficient 
In contact with each other, coulomb friction is a basic 

measurement of the friction force that exists between two dry 
surfaces. The coulomb friction coefficient is a static force, 
which is to some extent higher than motive force when two 
materials are at rest whereas in contact with each other. For 
several simple, pure materials and is given as a unit-less 
number, this coefficient of friction is distinguished. The 
coefficient of friction for wood against concrete is 0.62, for 
polystyrene against steel is 0.3 to 0.35, and for steel against 
Teflon is 0.04 for dry surfaces. To compute the force required 
to conquer static friction, called as the friction force these 
numbers are utilized, by multiplying the coefficient of friction 
times the normal force. The normal force is the mass of the 
materials times‟ gravitational pull, with vector calculations 
added in if the two surfaces are moving up or down an incline 
against gravitation pull, or towards it [9]. 

3) Striebeck friction coefficient 
As a function of a dimensionless lubrication parameter 

ηN/P, Striebeck systematically studies the variation of friction 
between two liquid lubricated surfaces, where η denotes the 
dynamic viscosity, N represents the speed i.e., revolutions per 
minute of a bearing, and P represents the load anticipated on to 
the geometrical surface [10]. 

4) Friction smoothness coefficient       
Friction is the resistance that an object encounters when 

moving over another (OED). Since the sandpaper exerts more 
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frictional resistance, it is fast and effortless to drag an object 
over glass than sandpaper. It was implicit that a surface does 
not use any frictional force if it is "smooth", in many situations. 
However, this wouldn't be the case in real life. A "rough" 
surface is one that provides some frictional resistance [11]. 

5) Total moment of inertia 
In traditional mechanics, moment of inertia, also called 

mass moment of inertia, rotational inertia, polar moment of 
inertia of mass, or the angular mass, (SI units kg•m²) is a 
measure of an object's resistance to any change in its state of 
rotation. It is the inertia of a rotating body corresponding to its 
rotation. The moment of inertia plays much the same role in 
rotational dynamics as mass does in linear dynamics, depicting 
the relationship between angular momentum and angular 
velocity, torque and angular acceleration, and numerous other 
quantities. The symbol „I‟ and sometimes „J‟ are often used to 
represent the moment of inertia or polar moment of inertia [12]. 

In this paper, by considering the parameter values our 
primary intention is to decrease the variance occurring between 
the theoretical value and the practically obtained experimented 
value. We obtain the optimized parameter value, by utilizing 
genetic algorithm, which in case positively reduce the error 
occurred and also the result obtained after applying the 
optimized parameter value almost bring the intended value and 
experimentally obtained value. 

II. RELATED WORKS 

The most noticeable features of robotic applications are 
heterogeneity. With a variety of hardware and software that 
must be integrated efficiently to develop applications that not 
only satisfy classic robotic requirements but also software 
engineering aspects, large robotic projects engage numerous 
different researchers. However, either they do not cope with 
such heterogeneity or do not embrace specific robotic 
requirements in most prior solutions to this problem. In 2008, 
Juan-Antonio Ferna´ ndez-Madrigal et al. [13] have proposed a 
framework for the implementation of heterogeneous robotic 
software via a software engineering technique. The BABEL 
development system, the main phases of the application 
lifecycle such as, design, implementation, testing, and 
maintenance are intended to cover when unavoidable 
heterogeneity conditions are present. For designing and 
implementing different real robotic applications that employs 
various programming languages (C, C++, JAVA), execution 
platforms (RT-operating systems, MS-Windows, no operating 
system at all), communication middleware (CORBA, TCP/IP, 
USB), and also various hardware components (PC, 
microcontrollers, and a wide variety of sensor and actuator 
devices in mobile robots and manipulator arms), the potency of 
proposed system have been revealed by its support. 

In 2008, Sungho Jo [14] has proposed a biologically 
inspired robotic model. This model is developed combining 
modified feedback error learning, an unsupervised learning, 
and the viscoelastic actuator system. They are integrated in 
order to drive adaptive arm motions, and also discussed the 
potential efficacy of a biomimetic design of robot skill. With 
the cerebellar adaptation, the unsupervised learning, the 
synergy network adaptation, and the viscoelastic system of the 
muscles the feedback error learning was reliable. To control the 

redundant actuators efficiently, the proposed model has used a 
feed forward adaptive approach in the low dimensional control 
space and an adaptive synergy distribution. With six muscular 
actuators in the gravitational field, the amalgamation of the two 
adaptive control approaches has been tested by controlling a 
two-link planar robot arm. To make smooth, human-like 
motions, the simulation-based study has shown that the control 
method can adapt the robot arm motions swiftly and robustly. 

Over their rigid counterparts, flexible robot manipulators 
have abundant advantages. They have increased payload-to 
weight ratio, they operate at higher speeds, employ less energy 
and smaller actuators, and they are secure during interaction 
with their environments. Conversely, light design along with 
external effects result in components which can oscillate with 
extreme amplitudes. These oscillations cause deviation from 
the desired path and long idle periods between tasks in order to 
perform the intended operation securely and precisely. In 2008, 
Abdullah Ozer et al. [15] have examined the efficiency of a 
vibration control method for a two-link flexible robotic arm. 
Variable stiffness control (VSC) method has been employed to 
control the excessive oscillations. Due to its dissipative nature, 
the method was stable and it was relatively insensitive to 
significant parameter changes and suitable to be implemented 
on existing robots. Their research considers that the source of 
the flexibility was either the joints or the links or both. 
Simulation results have been presented to exhibit the flexibility 
of the proposed control method. Experiments have been 
conducted on a laboratory prototype and the results have been 
presented to prove the validity of simulations. 

A human performs a variety of adroit movements by 
adjusting the dynamic characteristics of his/her musculoskeletal 
system according to a task involved. By mechanical impedance 
parameters such characteristics of human movements can be 
represented. There is a chance that human skillful strategies can 
be included into robot motion control, if the regulation 
mechanism of human impedance properties during the task can 
be clarified and modeled. In 2008, Toshio Tsuji et al. [16] have 
studied the human hand impedance in preparation for task 
operations, the so-called “task-readiness impedance”, in a 
virtual ball-catching task. For contact tasks by computer 
simulations using measured task-readiness impedance they 
have also discussed a bio-mimetic impedance control of robotic 
manipulators. 

In 2009, Freeman et al. [17] have developed an 
experimental test facility. This facility was developed for the 
use by stroke patients in order to enhance the sensory-motor 
function of their upper limb. Subjects have been seated at the 
workstation and their task is to continually follow reaching 
trajectories that are projected onto a target above their arm. To 
perform this, they used a voluntary control with the addition of 
electrical stimulation mediated by advanced control methods 
applied to muscles in their impaired shoulder and arm. The 
particulars regarding the design of workstation and its 
periphery systems have been given, together with a depiction of 
its use during the healing of stroke patients. 

In 2009, Yunquan Sun et al. [18] have performed robotic 
belt grinding operations. This was done by increasing a work 
piece to the end effecter and imposing it to move along a route 
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while maintaining contact with the belt grinding wheel. To give 
a smooth finish on the work piece, a constant contact force 
throughout the grinding process was essential, but it was tricky 
to maintain this force due to a multitude of installation, 
manipulation, and calibration errors. The proposed 
methodology for robotic belt grinding has been described, 
which mainly concentrates on system calibration and force 
control to enhance grinding performance. For each step of the 
proposed method have been shown, the overall theory has been 
explained and experimental results of turbine blade grinding. 

Antagonistic Driven Compliant Joints (ADCJs) are object, 
drawn substantial attention in current robotics research, 
representing one of the most extensively applied solutions. This 
was developed to develop human-like and safe joints for 
human-robot communication. In 2010, Nicola Vitiello et al. 
[19] have proposed a sensor less torque control technique, 
appropriate for ADCJs actuated robots. Off-line 
characterization of the flexibility of the actuation units, defined 
by the force–elongation curve and online estimation of the 
force exerted by each actuation unit, through a direct measure 
of the joint angle, and of the „„resting position” of each 
actuation unit are the two steps followed in the proposed 
technique. To develop two autonomous force controllers, the 
proposed force estimation technique has been employed, with 
no need of additional torque sensors that can be then fused to 
control the resulting joint torque. Over the shoulder and the 
elbow ADCJs of the 2-link 2-DOFs planar robotic arm 
NEURARM, the performance of the proposed torque control 
has been analyzed. The technique was proved to work 
effectively, achieving better performances on the test platform, 
and represents a suitable alternative to modern sensor-based 
torque controls. 

In 2011, Celso De La Cruz et al. [20] have developed a 
dynamic model of a robotic wheel chair. This was developed 
considering a lateral deviation of the center of mass. To design 
a tracking and positioning adaptive control for the robotic 
wheel chair, the Lyapunov and input/output stability theories 
have been utilized. Regarding to its matrices and parameters, 
properties of the dynamic model have been exhibited. A filter 
has been engaged to obtain a closed loop equation that permits 
designing of adaptive control law. Consequently, to improve 
the adaptive control in the sense of eliminating parameter drift 
a projection algorithm has been used. Experimental results 
have shown the better performance of the adaptive control. 

In 2011, C.M. Wronka et al. [21] have proposed a dynamic 
model of a robotic manipulator mounted on a moving base. 
This was designed by means of the Euler–Lagrange technique. 
In the dynamic equations, it is assumed that the base inertia 
was large enough not to be affected by the manipulator motion 
and hence can be treated as a time-varying parameter. To a 
Mitsubishi PA10-6CE robotic manipulator mounted on a 2-
DOF platform, the presented derivation has been applied. By 
comparing simple closed-loop control results of the simulated 
model with experimental data from the manipulator mounted 
on the platform the model has been evaluated. 

In real environments, achieving manipulation tasks 
interactively necessitates a high level of precision and stability. 
One must provide the robot with the skill to react quickly to 

abrupt changes in the environment at the same time when one 
cannot assume a fully deterministic and static environment. In 
2012, Ashwini Shukla et al. [22] have recorded the kinematics 
of arm and fingers of human subjects. This was done during 
unperturbed and perturbed reach and grasp motions. After the 
onset of the motion the target‟s location has been changed 
abruptly in the perturbed demonstrations. Between the hand 
transport and finger motions, data has shown a strong 
combination. To seamlessly and rapidly adapt the finger 
motion in coordination with the hand posture, they theorize that 
the coupling enables the subject. A coupled dynamical system 
based controller has been proposed, whereby two dynamical 
systems driving the hand and finger motions have been coupled 
to provide their robot with the capability. For reach-to-grasp 
motions the proposed method has provided a compact encoding 
that ensures fast adaptation with zero latency for re-planning. 
They have proved that this coupling ensures smooth and 
„„human-like‟‟ motions from the simulation performed on the 
real iCub robot. 

In 2012, Hassan Azarkish et al.[23] have presented the  
performance  of  the  particle swarm  optimization and the 
genetic  algorithm compared as a typical geometry  design  
problem.  From a given fin volume, the plan maximizes the 
heat transfer rate. The analysis presumes that a linear 
temperature sharing the length of the fin. Using the  B-spline  
curves the fin profile generated  and  restricted  by  the  
alteration  of  control  point coordinates.  An  inverse  method  
applied  to  find  the  appropriate  fin geometry  yield  the  
linear  temperature  distribution  along  the  fin corresponds to 
optimum design. The numbers of the populations, the count of 
iterations and time to convergence measure efficiency. For 
geometry optimization, results show that the particle swarm 
optimization is most competent. 

III. PARTICLE SWARM OPTIMIZATION BASED OPTIMIZED 

PARAMETER VALUE 

A. Generation of Chromosomes  

Initially, numbers of chromosomes are generated randomly. 
Each chromosome has number of genes. The randomly 
generated chromosomes can be determined as,  
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Here, iC  - No of Chromosomes, 
jC  - No of genes in 

Chromosomes, and every ithvalue has its own range, which 
should be different from the range of other genes, and the 
minimized range will give better result when compared to the 
existing work. 

Fitness computation 
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To compute the fitness, all the obtained chromosomes and 
the corresponding parameter values are taken from the eqn (1). 
Here, error minimization is the fitness function, which is shown 
below. 

Where, Ev – Experimental value; Mv – model value ;   - 
Error Element ;  - sum of error Elements ;   - No of Elements;   
- Mean of error elements, which is also said to be Fitness. From 
the above pseudo code, select number of chromosomes to be 
applied with the genetic operations for velocity computation.  

Objective Function 
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miI  = Moment of inertia of motor 

aiI  = Moment of inertia of arm 

giI  = Moment of inertia of gear box 

stqT = Spring Torque 

paD  = Damping Parameters of arm 

pgD = Damping parameters of gearbox 

ssk  = Stiffness of the second spring 

)tanh())(sec()( 3333 xxhCCxCxT cscvfr      (4) 

 =Viscous friction coefficient 

  = Coulomb friction coefficient 

 = Striebeck friction coefficient. 

 = Friction torque 
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 = Gearbox stiffness parameter 1 

 = Gearbox stiffness parameter 2 

  = Spring Torque 
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  Is said to be the Error value 

                                        ),ˆ()(),(  tytyte     (7) 

If , then the simulated output of the model is obtained with 
the input u (t) and without e (t) for the current parameter vector. 
The criterion (6) is minimized by an iterative numerical search 
algorithm, which involves simulation of the system for 
different values of . [24] 

                            





N

t

r te
N

E

1

2 ),(
1

)(min       (8) 

B. Velocity computation 

Particle Swarm Optimization has two significant operators: 
velocity update and position update. Particle Swarm 
Optimization utilizes numerous particles to investigate 
minimum values of an objective function.  

Every particles move in a certain search space with a 
velocity. Based on the current velocity of each iteration and, a 
newly obtained particle are calculated. The velocity and 
position of the particle will be updated according to the 
equations given below. 

  )()( 2211 pgrlpprlvv bfbfcm                  (9) 

   mm vpp                       (10) mv    =   Modified velocity vector 

cv    = Current velocity vector 

p    = Current position vector 

mp = Modified position vector 

1r  =Random parameter1 (0 - 1) 

2r  = Random parameter2 (0 - 1) 

1fl = Learning Factor1 
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2fl  = Learning Factor2 

bp =Previous best )( bestp  

bg =Best value tracked by PSO )( bestg  

C. Selection of best chromosomes 

After the completion of number of iterations, the best 
chromosome is chosen from the obtained chromosomes. Here, 
the best chromosome is one having least error value. 
Subsequently, the genes of best chromosome are arranged in 
the rising order and the chromosome that has least error is 
preferred as the best gene.  

From the above process, we have obtained the optimal 
fitness value i.e., eqn (8). By utilizing this fitness value, we can 
obtain the value similar to that of the experimental value [24]. 

IV. RESULT AND DISCUSSION  

To obtain the optimized fitness value we are utilizing 
particle swarm optimization which is more preferable for 
optimization process here we use optimize fitness value for 
four sets of experiment (i.e.) Estimation, Validation1, 
Validation2, Validation 3.which gives more accurate value 
when compare it with the standard value as well as the value 
which obtain from our previous technique genetic algorithm.   

In table I shows the optimized fitness value in the proposed 
column which clearly shows that the proposed optimized 
fitness value is greater than that of existing fitness value and 
our previous work, the corresponding graph show below figure. 
1 clearly explains that our proposed work is more closely near 
to the experimental value. The standard and existing data are 
obtained from [25].In the figure 2,3,4,5 explains the general 
model graph for standard and the existing work amid blue color 
marked is how much occur in the black color shaded graph. 
The remaining portion shows that Existing work is lag with the 
standard value.  

TABLE I. COMPARISON OF EXISTING FITNESS VALUE, FIRST WORK FITNESS 

VALUE AND PROPOSED FITNESS VALUE 

Experiments 
Existing 

Fitness Value 

1st work 

Fitness Value 

Proposed 

Fitness Value 

Estimation 72.63 78.7 85.14 

Validation 1 73.22 79.2 85.56 

Validation 2 8.887 37.5 63.6 

Validation 3 95.86 98 98.36 

 

Figure 1. (Fitness comparison)  

Graph obtained for Standard and Existing Experimental 
value for four sets of Experiment 

 

Figure 2.  (Estimation) 

In Existing work they attain 72.63% of fitness value when 
compare to that of standard value. (i.e.) the blue color occur 
only 72.63% in the black shaded part in the graph. In our 
previous work we attain 78.7%. In this proposed work we 
attain 85.14% which is greater than that of Existing work and 
also our previous work.  

In Existing work they attain 73.22% of fitness value when 
compare to that of standard value. (i.e.) the blue color occur 
only 73.22% in the black shaded part in the graph. In our 
previous work we attain 79.2%. In this proposed work we 
attain 85.56% which is greater than that of Existing work and 
also our previous work. 

 

Figure 3.  (Validation 1) 

 

Figure 4.  (Validation 2) 

In Existing work they attain 8.887% of fitness value when 
compare to that of standard value. (i.e.) the blue color occur 
only 8.887% in the black shaded part in the graph. In our 

0
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previous work we attain 37.5%. In this proposed work we 
attain 63.6% which is greater than that of Existing work and 
also our previous work. 

 

Figure 5.  (Validation 3) 

In Existing work they attain 95.86% of fitness value when 
compare to that of standard value. (i.e.) the blue color occur 
only 95.86% in the black shaded part in the graph. In our 
previous work we attain 98%. In this proposed work we attain 
98.36% which is greater than that of Existing work and also our 
previous work. 

CONCLUSION 

The proposed technique was robust and is used to predict 
the optimized value from the generate chromosomes. In general 
there is some conflict in experimentally obtained value and 
numerically obtained value. In order to eradicate those conflicts 
we have to optimize the parameter value and minimize the 
error occur in those equation, which certainly gives the 
optimized value which is closely nearer to that of 
experimentally obtained value. The obtained optimized value 
should certainly improve the flexibility of robotic arm. 
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Abstract— Method for water vapor profile retrievals by means of 

minimizing difference between estimated and actual brightness 

temperatures derived from AIRS data and radiative transfer 

model is proposed. Initial value is determined by linearized 

radiative transfer equation. It is found that this initial value 

determination method makes improvement of estimation 

accuracy together with reducing convergence time.  
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I. INTRODUCTION 

Air-temperature and water vapor profiles are used to be 
estimated with Infrared Sounder data [1]. One of the problems 
on retrieving vertical profiles is its retrieving accuracy. In 
particular, estimation accuracy of air-temperature and water 
vapor at tropopause  altitude is not good enough because there 
are gradient changes of air-temperature and water vapor profile 
in the tropopause so that observed radiance at the specific 
channels are not changed for the altitude.  

In order to estimate air-temperature and water vapor, least 
square based method is typically used. In the process, Root 
Mean Square: RMS difference between observed radiance and 
calculated radiance with the designated physical parameters are 
minimized. Then the designated physical parameters including 
air-temperature and water vapor at the minimum RMS 
difference are solutions.  

Typically, Newton-Raphson method which gives one of 
local minima is used for minimization of RMS difference. 
Newton-Raphson needs first and second order derivatives, 
Jacobean and Hessian at around the current solution. It is not 
easy to formularize these derivatives analytically. The proposed 
method is based on Levenberg Marquardt: LM of non-linear 
least square method. It uses numerically calculated first and 
second order derivatives instead of analytical based derivatives. 
Namely, these derivatives can be calculated with radiative 
transfer model based radiance calculations. At around the 
current solution in the solution space, directional derivatives 
are calculated with the radiative transfer model. 

The proposed method is validated for air-temperature and 
water vapor profile retrievals with Infrared: IR sounder data 

derived from Atmospheric Infrared Sounder:/AIRS onboard 
AQUA satellite [2]-[7]. A comparison of retrieving accuracy 
between Newton-Raphson method and the proposed method 
based on LM method [8] is made in order to demonstrate an 
effectiveness of the proposed method in terms of estimation 
accuracy in particular for the altitude of tropopause [9]. Global 
Data Assimilation System: GDAS data of assimilation model 
derived 1 degree mesh data is used as truth data of air-
temperature and water vapor profiles. The experimental data 
show that the proposed method is superior to the conventional 
Newton-Raphson method. 

The following section describes proposed method for water 
vapor profile retrievals followed by experiments. Then finally, 
conclusion and some discussions are described. 

II. PROPOSED METHOD 

A. Radiative Transfer Equation 

Radiative transfer equation is expressed with equation (1). 

        dzzKzTBzIR
z


 




0

00  (1)  

where νdenotes wave number (cm-1), and 

Rν: at sensor brightness temperature  

(I0)ν : brightness temperature of ground surface 

τν(z0): total column atmospheric transmittance 

B{T(z)}ν: Planckian function of air temperature at the 
altitude of z 

Kν(z):  atmospheric transmittance at the altitude of z 

This equation (1) can be linearized as follows, 

  BKR      (2) 

where the number of unknown variables and the number of 
given equations are same. Therefore, it can be solved relatively 
easily. This solution from linear inversion provides initial value 
of the steepest descent method. Without this initial value, 
steepest descent method falls in one of local minima easily. 
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B. Water Vapor Profile Retrival Method 

For instance, it can be solved based on steepest descent 
method as shown in equation (3) 

 00 qq
q

R
RR 




                     (3) 

Also, it is possible to estimate water vapor profile to 
minimize the following covariance matrix of error, 

   a

T

a

T

a RRSASASAxx   1111ˆ
  (4) 

where 

ax  : Designated variable matrix 

x̂  : Variable matrix for estimation 

A: Jacobian Matrix 

S  : Covariance matrix for measurement error 

R  : Observed brightness temperature 

aR  : Estimated brightness temperature 

Covariance matrix can be defined as equation (5). 

   T
jjiiij xxxxS ˆˆ    (5)   

Jacobian Matrix can be expressed in equation (6). 
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 (6) 

C. Steepest Descent Method (Non-linear optimization method) 

Steepest descent method can be represented in equation (7). 

  kkkk gqq  1    (7) 

where 

kq  : estimated value at the iteration number k 

 g : updating vector 

  : step width 

Estimated value can be updated with the direction of g and 
with step size of α. Then estimation process is converged at one 
of local minima, not global optimum solution. This learning or 
updating process can be illustrated as shown in Figure 1. Initial 
value is derived from the linear inversion, K=B-1R. 

 

Figure 1. Process flow of steepest descent method 

III. EXPERIMENTS 

A. AIRS Channels Used for Estimation of Water Vapor 

Profile 

AIRS channels used for estimation of water vapor profile 
and the corresponding wave numbers are shown in Table 1. 

TABLE I. AIRS CHANNELS USED FOR ESTIMATION OF WATER VAPOR 

PROFILE AND THE CORRESPONDING WAVE NUMBERS

 

B. AIRS Data Used 

AIRS data of Mexican gulf (Latitude: 20 degree North, 
Longitude: 92 degree West) which is acquired at 18:00 on 
November 16 in 2002 is used. Intensive study area is shown in 
Figure 2. Level 1B brightness temperature is shown in Figure 
3. On the other hands, MODTRAN of radiative transfer code is 
used for estimation of at sensor brightness temperature. Mid. 
Latitude Winter of atmospheric model is assumed. Also carbon 
dioxide mixing ratio and total column water vapor as well as 
ozone is set at default values. 

C. Weighting Function and Brightness Temperature 

One of the examples of at sensor brightness temperature of 
AIRS (Water vapor absorption channels of the wave number 
ranges from 1460 to 1620 cm-1) is shown in Figure 4. 
Weighting function which corresponds to the water vapor 
absorption channels of wave number are shown in Figure 5. 
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Figure 2. Intensive study areas (Mexican gulf) 

 

Figure 3. AIRS Level 1B of brightness temperature image

 

Figure 4. One of the examples of at sensor brightness temperature of AIRS 

(Water vapor absorption channels of the wave number ranges from 1460 to 

1620 cm-1)  

 

Figure 5. Weighting functions which correspond to the water vapor 

absorption channels of wave number 

D. Procedure for Water Vapor Profile Retrievals 

Based on the process flow which is shown in Figure 6, 
water vapor profile is retrieved. First, AIRS channels, wave 
numbers have to be determined. Then proposed method is 
applied to the AIRS data as well as MODTRAN derived at 
sensor brightness temperature.   

 

Figure 6.  Process flow for water vapor profile retrievals 

In this process, initial value of the steepest descent method 
is given by the brightness temperature derived from linearized 
inversion. Minimizing the difference between estimated and 
actual AIRS brightness temperature, water vapor profile is 
retrieved. Figure 7 shows the difference of brightness 
temperature between the estimated Top of the Atmosphere: 
ToA brightness temperature for each AIRS channel of the 
corresponding wave number for retrieving water vapor profile 
and actual AIRS data derived brightness temperature at the 
convergence. The residual error is quite small Convergence 
condition is set at residual error in below 1x10-8.   

E. Retrieved Water Vapor Profile Based on the Proposed 

Method 

Retrieved water vapor profile by using the proposed 
method is shown in Figure 8. AIRS data used for the 
experiments is acquired on November 16 2002. Also, 
atmospheric model used for MODTRAN is Mid. Latitude 
Winter. Therefore, initial value of steepest descent method is 
close to the water vapor profile of Mid. Latitude Winter of 
atmospheric model.  
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Then the solution is updated to minimize the difference 
between AIRS derived brightness temperature and estimated 
ToA brightness temperature derived from MODTRAN. 

Initial value is set by the calculated result from the 
linearized inversion, K=B-1R. The initial value is much closer 
to the default value of Mid. Latitude Winter model of 
MODTRAN. Therefore, it seems that the convergence stage of 
solution seems like a global optimum solution not one of local 
minima. If the initial value is set with random number, then 
convergence stage of solution looks like one of local minima, 
not global optimum solution. It took much longer time in this 
case while retrieval accuracy is not so good. 

 

Figure 7.   Examples of brightness temperature profile retrievals for the 

assigned AIRS channels, wave numbers

 

Figure 8. Retrieved relative humidity, water vapor profile and comparison to 

the default relative humidity profiles for atmospheric model of Mid. Latitude 

winter, and summer as well as tropic atmosphere 

IV. CONCLUSION 

Method for water vapor profile retrievals by means of 
minimizing difference between estimated and actual brightness 
temperatures derived from AIRS data and radiative transfer 
model is proposed. Initial value is determined by linearized 
radiative transfer equation.  

It is found that this initial value determination method 
makes improvement of estimation accuracy together with 
reducing convergence time. 

Initial value is set by the calculated result from the 
linearized inversion, K=B-1R. The initial value is much closer 
to the default value of Mid. Latitude Winter model of 
MODTRAN. Therefore, it seems that the convergence stage of 
solution seems like a global optimum solution not one of local 
minima. If the initial value is set with random number, then 
convergence stage of solution looks like one of local minima, 
not global optimum solution. It took much longer time in this 
case while retrieval accuracy is not so good 

ACKNOWLEDGMENT  

The author would like to thank Mr. Noriaki Yamada for his 
effort to conduct experiments. 

REFERENCES 

[1] Kohei Arai, Lecture Note on Remote Sensing, Morikita-Shuppan 
publishing Co. Ltd, 2004. 

[2] NASA/JPL, "AIRS Overview". NASA/JPL. 
http://airs.jpl.nasa.gov/overview/overview/. 

[3] NASA "Aqua and the A-Train". NASA. 
http://www.nasa.gov/mission_pages/aqua/. 

[4] NASA/GSFC "NASA Goddard Earth Sciences Data and Information 
Services Center". NASA/GSFC. 
http://disc.gsfc.nasa.gov/AIRS/data_products.shtml. 

[5] NASA/JPL "How AIRS Works". NASA/JPL. 
http://airs.jpl.nasa.gov/technology/how_AIRS_works. 

[6] NASA/JPL "NASA/NOAA Announce Major Weather Forecasting 
Advancement". NASA/JPL. 
http://jpl.nasa.gov/news/news.cfm?release=2005-137. 

[7] NASA/JPL "New NASA AIRS Data to Aid Weather, Climate 
Research". NASA/JPL. 
http://www.jpl.nasa.gov/news/features.cfm?feature=1424. 

[8] Kohei Arai and Naohisa Nakamizo, Water vapor and air-temperature 
profile estimation with AIRS data based on Levenberg -Marquardt, 
Abstract of the 50th COSPAR(Committee on Space Research/ICSU) 
Congress, A 3.1-0086-08,995, Montreal, Canada, July, 2008  

[9] Kohei Arai and XingMing Liang, sensitivity analysis for air temperature 
profile estimation method around the tropopause using simulated 
AQUA/AIRS data, Advances in Space Research, 43, 3, 845-851, 2009.  

AUTHORS PROFILE 

Kohei Arai, He received BS, MS and PhD degrees in 1972, 1974 and 1982, 
respectively. He was with The Institute for Industrial Science, and 
Technology of the University of Tokyo from 1974 to 1978 also was with 
National Space Development Agency of Japan (current JAXA) from 
1979 to 1990. During from 1985 to 1987, he was with Canada Centre for 
Remote Sensing as a Post Doctoral Fellow of National Science and 
Engineering Research Council of Canada. He was appointed professor at 
Department of Information Science, Saga University in 1990. He was 
appointed councilor for the Aeronautics and Space related to the 
Technology Committee of the Ministry of Science and Technology 
during from 1998 to 2000. He was also appointed councilor of Saga 
University from 2002 and 2003 followed by an executive councilor of 
the Remote Sensing Society of Japan for 2003 to 2005. He is an adjunct 
professor of University of Arizona, USA since 1998. He also was 
appointed vice chairman of the Commission “A” of ICSU/COSPAR in 
2008.  He wrote 30 books and published 332 journal papers. 



(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 3, No. 12, 2012 

149 | P a g e  

www.ijacsa.thesai.org 

Peer Assignment Review Process for Collaborative  

E-learning: Is the Student Learning Process 

Changing? 

Evelyn Kigozi Kahiigi 

Department of Computer and Systems 

Sciences 

Stockholm University, Sweden 

Mikko Vesisenaho 

University of Jyväskylä, 

Finland 

F.F Tusubira 

Knowledge Consulting Ltd 

Kampala, Uganda

Henrik Hansson 

Department of Computer and Systems Sciences 

Stockholm University, Sweden 

 

Mats Danielson 

Department of Computer and Systems Sciences 

Stockholm University, Sweden

 
Abstract—In recent years collaborative e-learning has been 

emphasized as a learning method that has facilitated knowledge 

construction and supported student learning. However some 

universities especially in developing country contexts are 

struggling to attain minimal educational benefits from its 

adoption and use. This paper investigates the application of a 

peer assignment review process for collaborative e-learning to 

third year undergraduate students. The study was aimed at 

evaluating the effect of the peer assignment review process on the 

student learning process. Data was collected using a survey 

questionnaire and analyzed using SPSS Version 16.0. While the 

student reported positive impact of the peer assignment review 

process in terms of facilitating students to put more effort and 

improve their work; quick feedback on their assignments; 

effective sharing and development of knowledge and information 

and the need of computer competence to manipulate the peer 

assignment review system, analysis of the quantitative data 

indicated that the process had limited effect on the learning 

process. This is attributed to lack of review skills, absence of 

lecturer scaffolding, low ICT literacy levels and change 

management. 

Keywords-Peer Review; Collaborative E-learning; Learning 

Process; Students; University; Uganda; Developing Country. 

I.  INTRODUCTION  

The use of collaborative e-learning has been proposed  to 
support learning by motivating students to share ideas, make 
critical judgment, reflect on their work as a result enforcing 
knowledge development and learning [1]. As a result the 
collaborative e-learning process has been widely recognized as 
a learning tool that supports students' performance [2]. Indeed, 
several learning theories have been used to explain the 
collaborative e-learning concept. Collaborative e-learning can 
be explained basing on social constructivism that relates to 
individuals constructing their knowledge through the process of 
negotiating meanings with others within the learning 
community [3]. With the social constructivism perspective the 
pedagogical approach is shifted from learning that focuses on 
delivery of content knowledge to collaborative learning aimed 

to facilitate acquisition of higher learning skills [3]. From a 
constructivist perspective of learning associated with 
Vygotsky’s [4] zone of proximal development, the learner’s 
level of understanding and cognitive development are attained 
through social interaction and collaboration. This implies that 
collaborative e-learning can allow learners develop an 
understanding and master various aspects in a course better 
than when working alone. Piaget’s [5] work views 
collaborative e-learning as an active process that engages 
students in learning by giving them some ownership in their 
instruction. Piaget affirms that having access to peers work can 
provide new perspectives that challenge the student’s 
understanding. Feedback received may cause cognitive 
dissonance to encourage students to modify his or her concepts 
resulting into new learning. By working together, students are 
able to accomplish and learn more than they could individually 
[6]. Students are given an opportunity to judge and compare 
their work with peers' work resulting in some level of 
understanding and knowledge creation. Indeed Topping et 
al.[7] view feedback as an integral part of a learning process 
through which students construct knowledge and develop their 
learning. 

The collaborative e-learning concept using peer reviews has 
been investigated in numerous studies and learning scenarios 
that have facilitated knowledge construction and supported 
student learning. Sahin [8] validated peer evaluation in higher 
education and established a similarity with lecturer evaluation. 
Richardson et al.[9] evaluated the effectiveness of a peer 
feedback strategy in asynchronous online discussion. Students 
perceived the peer feedback as having impacted on their 
learning at a higher cognitive level, such as critical thinking 
skills. Lan et al. [10] on the other hand developed a conceptual 
framework for providing intelligent support through agent 
negotiation and fuzzy constraints to enhance the effectiveness 
of peer assessment. Student’s performance significantly 
improved, the negotiation mechanism improved the assessment 
accuracy and thus students accepted the assessment results and 
reflected upon their work. Although benefits derived from peer 
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review have been acknowledged and demonstrated, studies 
have also revealed challenges. Challenges reported in Kahiigi 
et al. [11] and Sahin [8] include students lack of skills to 
engage in meaningful reviews that are informative; validity and 
reliability of grades given by students resulting from lack of 
expertise and potential bias; negative attitude towards peer 
reviews; students being uncomfortable in carrying out 
assessments with a notion that it is the teachers’ responsibility 
to assess and award grades, thus considering it an additional 
burden. These challenges have resulted into high levels of 
subjectivity thus limiting the adoption and use the peer review 
concept. 

In this regard, the study presented in this paper aims to 
evaluate the effectiveness of the peer assignment review 
process for collaborative e-learning in an undergraduate 
Database Management Systems course. Specifically the study 
analyses the impact of the peer assignment review process and 
the change in the student learning process. The research 
questions discussed at this stage are: Does collaborative e-
learning support student learning? And if so how has the 
learning process changed? In this paper collaborative e-
learning is defined as a learning method that facilitates 
knowledge construction, negotiating meanings and solving 
problems to achieve a learning goal through mutual interaction 
between students using Information and communication 
technology (ICT). 

II. METHODOLOGY 

A. Case Description 

The present study was carried out at Makerere University, 
College of Computing and Information Sciences between 
October and December 2011 with 998 third year undergraduate 
students enrolled in a Database Management Systems (DBMS) 
course. The DBMS course was a cross cutting course for 
students registered for Bachelors of Science in Software 
Engineering (BSE), Bachelors of Science in Computer Science 
(CSC), Bachelors of Information Technology (BIT) and 
Bachelors of Information Systems (BIS). This course was 
unique as it was taken by students from various disciplines and 
had a large student population. This DBMS course aimed to 
provide students with a strong foundation in systematic 
approaches to design and implementing of database 
applications and to provide a practical experience and 
knowledge in developing database driven applications in real 
world scenarios. 

The DBMS course selection was based on: a) students 
using e-learning in their learning activities; and b) and the will 
of the lecturer to participate and drive students’ involvement in 
the study. Noteworthy is that while all students registered to the 
different courses were part of the studies; involvement in the 
survey was voluntary. 

B. Case Study Procedure 

The DBMS course was traditionally taught by three 
lecturers following the same course outline with lectures held 
in a classroom setting on campus. The peer assignment review 
process was embedded within the course and marks earned on 
the assignment formed part of the final course evaluation. As a 
result student participation in the peer assignment review 

process was mandatory and participation in the study was 
voluntary. While the course had other course activities within 
an online and traditional learning environment, this study 
focused on the peer assignment review process that was 
introduced in the student’s first course assignment.  

Students followed the peer assignment review process 
stages these were: familiarization, assignment, review and 
feedback [11].During the familiarization stage students were 
introduced to the peer assignment review process and had a 
demonstration of the peer review application integrated into the 
Makerere University E-learning Environment (MUELE), the 
learning management system based on Moodle. A question and 
answer session was scheduled at the end of the demonstration 
to facilitate a deeper understanding and elaboration of peer 
assignment review process. The familiarization stage aimed to 
equip students with peer review skills. At the assignment stage, 
students were then given the assignment which was supposed 
to be submitted online using MUELE. After the submission 
deadline, which was scheduled to take place during the 
classroom sessions, the lecturers presented and discussed the 
marking criteria with the students. This exposed the students to 
possible answers and explanations that merited scoring.  

The review stage, involves students being assigned two 
peer submissions anonymously. The students were required to 
download and review the submissions based on the set criteria, 
in addition to making constructive comments for each review. 
As a motivation, students were awarded 5 marks for each 
completed review. The feedback stage marked the end of the 
peer assignment review process. Students received feedback 
from their two peers and grades awarded by the lecturers. If 
students were not satisfied with the feedback received then they 
would flag the review which would then be moderated by the 
lecturer. Students sent emails to the course mailing list in case 
they needed help with using the application.   

C. Data Collection 

During the second half of the semester, a survey 
questionnaire was delivered. The questionnaire aimed to 
capture student’s experience and willingness to adopt the peer 
assignment review process in their learning activities. In 
addition, the questionnaire aimed to elicit the students’ 
understanding of the potential pedagogical benefits. The 
validity of the questionnaire was based on two aspects: First, 
the questionnaire items used were contextually modified from 
adapted and modified from De Raadt et al.[12] and Wood & 
Kurzel [13]. Secondly, the questionnaire was pre-tested on 10 
randomly selected students in the DBMS class. The pre-test 
aimed to examine the general structure, clarity, and relevance 
of the questionnaire items. At completion of the pre-test, 
feedback received from the participants was used to modify the 
questionnaire.  

D. Data Analysis 

Data obtained from the survey was imported into SPSS for 
analysis. Ordinal logistic regression (OLR) was used to study 
the effect of independent variables on the dependent/outcome 
variable. Ferdousi & Levy [14] affirms that OLR does not 
require the assumption of linearity in the relation between 
independent and dependent variables. It estimates the 
magnitude of the effect of the independent variables on the 
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dependent variable, thus making it superior in predicting the 
likelihood of dependent variable using independent variables 
[15]. Ordinal logistic regression is used when developing 
models to predict ordinal variables [16].  

In the study, the learning process was treated as the 
dependent/outcome variable which constituted of five items 
(Ques_5A, Ques _5B, Ques _5C, Ques _5D and Ques _5E). 
The independent variables constituted of 18 items (Ques_10A - 
Ques 10D = 4 Items; Ques_11A - Ques_11F = 6 Items and 
Ques_12A - Ques_12H = 8 Items). The dependent and 
independent variables were scored on a likert scale (1-Strongly 
Disagree, 2-Disagree, 3-Neutral, 4-Agree, 5-Strongly Agree). 
The ordinal regression model was fitted to each of the five 
dependent/outcome variables of the learning process and 
analysed separately in order to observe the effect of the various 
independent variables concerning peer assignment review 
process, The study had a different hypothesis for each of the 
dependent variables. The independent variables were 
categorical thus treated as factors.  

The purpose of this study was to establish the perceived 
students change in the learning process as a result of the peer 
assignment review process. As a result the analysis focused on 
two aspects: Firstly, establishing if the models improve the 
ability to predict the outcome. Secondly, ascertaining which 
variables (independent variables) related to the peer assignment 
review process has a significant effect on the learning process 
items (dependent variable).  

III. RESULTS 

A. Descriptive Results 

Out of the 998 students who were enrolled to the Database 
Management Systems course, 458 students voluntarily 
responded to the survey, of which 401 responses were usable. 
This accounted for 87.6% valid students responses with a 
gender composition of 42% female and 58% male distribution. 
13.7% were registered BIS students, 36.4% were BIT students, 
10.7% were BSE students and 39.2% were CSC students.  The 
18 questionnaire items related to the peer assignment review 
process were examined to ascertain the change in the 
participants learning process. The questionnaire items 
presented a high level of reliability with a Cronbach alpha 
coefficient of 0.912. George & Mallery (2003) indicate that a 
Cronbach alpha coefficient >.8 provides a good measure of 
internal consistency of items in the scale.  

B. Examining the Change in the Learning Process 

Results indicate that variables that had a significant effect 
on the student learning process items in relation to the peer 
assignment review process at 95% level of confidence. This 
implies that the significant variables led to changes in the 
learning process with everything held at a constant. The model 
fitting statistics indicated that the observed data was consistent 
with the estimated values of the fitting models as follows, for 
Ques_5A (χ

2
 = 189.856, df =72 and sig = .000); Ques_5B (χ

2
 = 

137.365, df =72 and sig = .000); Ques_5C (χ
2
 = 151.096, df 

=72 and sig = .000); Ques_5D (χ
2
 = 168.814, df =72 and sig = 

.000); Ques_5E (χ
2 

= 207.990, df =72 and sig = .000). The 
result indicates that the models are likely to predict the 
outcome since they are significant. In relation to the peer 

assignment review process variables and their effect on the 
learning process, parameter estimates for independent variables 
derived from each of the models were analysed (Table 1).  

TABLE I.  PARAMETER ESTIMATES FOR VARIABLES RELATED TO THE 

PEER ASSIGNMENT REVIEW PROCESS ON THE LEARNING PROCESS 

 

 Ques_5A. The assignment inspired me to reflect on my 
use and understanding of course concepts 

 

Variables 

 

Estimates 

 

Sig. 

Question 5A. The assignment inspired me to reflect on my use and 

understanding of course concepts 

[Ques_12B=2] Peer assignment review process made 
me more interested in the topic 

-2.026 .014 

Question 5B. The assignment inspired me to search and learn beyond the 

material provided to me in class 

[Ques_11F=3] Peer review feedback has added value 

for students 

-.797 .027 

[Ques_12C=3] Peer assignment review process 

motivated me to improve my work 
-1.579 .002 

Question 5C. I received enough support from other students to complete the 

assignment (Group discussions) 

[Ques_10C=3] Seeing other students using the system 

encouraged me to use it also 
-1.029 .013 

[Ques_11A=4] I found the peer review process helped 
me to better reflect on my own work 

-.844 .006 

[Ques_11F=2] Peer review feedback has added value 

for students 

1.783 .017 

[Ques_12D=1] I felt secure about using the peer 
assignment review application 

-3.020 .007 

[Ques_12G=1] I got assistance from fellow students 

when I failed to use the peer  review 
system 

-1.986 .000 

Question 5D. When I saw other students assignments I compared them to my 

own assignment 

[Ques_10D=1] Completing reviews anonymously 

allowed me to give feedback without 
bias 

-2.525 .008 

[Ques_11A=3] I found the peer review process helped 

me to better reflect on my own work 

-1.637

  
.005 

[Ques_11C=3] I was able to improve on my quality 
of assignment as a result of 

participating in the peer review 

process 

-1.221 .008 

[Ques_11D=3] Feedback about my assignment came 
quickly from my peers than from the 

lecturer 

-1.142 .005 

[Ques_12E=4] I liked reviewing other students 
assignments 

.863 .012 

[Ques_12G=3] I got assistance from fellow students 

when I failed to use the peer  review 

system 

-1.691 .001 

[Ques_12H=1] I would be happy to use the same 

submission and review system in 

other courses 

-1.804 .005 

Question 5E. Through completing the reviews of other students work I 

developed a better understanding of the concepts covered in the assignment and 

the course 

[Ques_10B=2] Communicating with other students 

through reviewing their assignments 

gave me the sense of belonging to the 
class 

-1.954 028 

[Ques_11E=2] Peer review allows for effective 

sharing and development of 
knowledge and information 

-2.313

  
023 

[Ques_12F=1] I was confident in carrying out the 

peer assignment review 

-4.141

  
015 
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Results indicate that Ques_12B=2 (peer assignment review 
process made students more interested in the topic) has a 
significant negative effect (Estimate = -2.026, p<.05) on 
Ques_5A (The assignment inspired me to reflect on my use and 
understanding of course concepts). This implies that for the 
participants who strongly agreed that the assignment inspired 
me to reflect on my use and understanding of course concepts, 
tended to strongly disagree that the peer assignment review 
process made students more interested in the topic. 

 Ques_5B. The assignment inspired me to search and 
learn beyond the material provided to me in class 

The OLR analysis indicate that Ques_11F=3 (peer review 
feedback has added value for students) and Ques_12C=3 (the 
peer assignment review process motivates students to improve 
my work) have a significant negative effect (Estimate = -.797, 
p<.05) and (Estimate = -1.579, p<.05) respectively on Ques_5B 
(the assignment inspired me to search and learn beyond the 
material provided to me in class). The result indicate that 
participants who strongly agreed that the assignment inspired 
them to search and learn beyond the material provided to me in 
class, tended to strongly disagree that  peer review feedback 
has added value for students and that the peer assignment 
review process motivates students to improve my work.  

 Ques_5C. I received enough support from other 
students to complete the assignment  

From the OLR analysis, it was established that 
Ques_10C=3 (seeing other students using the system 
encouraged students to use it also), Ques_11A=4 (I found the 
peer review process helped students to better reflect on my own 
work), Ques_12D=1 (I felt secure about using the peer 
assignment) and Ques_12G=1(I got assistance from fellow 
students when I failed to use the peer  review system) have a 
significant negative effect (Estimate = -1.029, p<.05), 
(Estimate = -.844, p<.05), (Estimate = -3.020, p<.05), 
(Estimate = -1.986, p<.05) respectively on Ques_5C (I received 
enough support from other students to complete the 
assignment),while Ques_11F=2 (peer review feedback has 
added value for students) has a positive significant effect 
(Estimate = 1.783, p<.05). These results indicate that 
participants who strongly agreed that they received enough 
support from other students to complete the assignment, tended 
to strongly disagree that seeing other students using the system 
encouraged students to use it also, the peer review process 
helped students to better reflect on my own work, they felt 
secure about using the peer assignment and that they got 
assistance from fellow students when I failed to use the peer 
review system. In addition results also imply that participants 
who strongly agreed that they received enough support from 
other students to complete the assignment, tended to strongly 
agree that peer review feedback has added value for students. 

 Ques_ 5D. When I saw other students assignments I 
compared them to my own assignment 

Results derived from the analysis in Table 1 indicated that 
Ques_10D=1 (Completing reviews anonymously allowed me 
to give feedback without bias); Ques_ 11A=3 (I found the peer 
review process helped me to better reflect on my own work), 
Ques_11C=3 (I was able to improve on my quality of 

assignment as a result of participating in the peer review 
process), Ques_11D=4 (Feedback about my assignment came 
quickly from my peers than from the lecturer), Ques_12G=3 (I 
got assistance from fellow students when I failed to use the 
peer  review system) and Ques_12H=1 (I would be happy to 
use the same submission and review system in other courses) 
have a significant negative effect (Estimate = -2.525, p<.05), 
(Estimate = -1.637, p<.05), (Estimate = -1.221, p<.05), 
(Estimate = -1.142, p<.05), (Estimate = -1.691, p<.05) and 
(Estimate = -1.804, p<.05) respectively on Ques 5D (When I 
saw other students assignments I compared them to my own 
assignment), while Ques_12E=4 (I liked reviewing other 
students assignments) had a positive significant effect 
(Estimate = .863, p<.05). These results indicate that 
participants who strongly agreed that when I saw other students 
assignments I compared them to my own assignment tended to 
strongly disagree that completing reviews anonymously 
allowed me to give feedback without bias, they were able to 
improve on my quality of assignment as a result of 
participating in the peer review process, feedback about my 
assignment came quickly from my peers than from the lecturer, 
they got assistance from fellow students when they failed to use 
the peer  review system and happy to use the same submission 
and review system in other courses. Results also implied that 
participants who strongly agreed that when saw other students 
assignments they compared them to their own assignment also 
strongly agreed that they liked reviewing other students 
assignments.  

 Question 5E. Through completing the reviews of other 
students work I developed a better understanding of the 
concepts covered in the assignment and the course 

OLR analysis results presented in Table 1, showed that 
Ques_10B=2 (Communicating with other students through 
reviewing their assignments gave me the sense of belonging to 
the class), Ques_11E=2 (Peer review allows for effective 
sharing and development of knowledge and information) and 
Ques_12F=1 (I was confident in carrying out the peer 
assignment review) have a significant negative effect with 
(Estimate = -1.954, p<.05), (Estimate = -2.313, p<.05) and 
(Estimate = -4.141, p<.05) respectively on Ques_5E (Through 
completing the reviews of other students work I developed a 
better understanding of the concepts covered in the assignment 
and the course). This implies that participants who strongly 
agreed that through completing the reviews of other students 
work I developed a better understanding of the concepts 
covered in the assignment and the course tended to strongly 
disagree that communicating with other students through 
reviewing their assignments gave them the sense of belonging 
to the class, that the peer review allows for effective sharing 
and development of knowledge and information and that they 
were confident in carrying out the peer assignment review.  

IV. DISCUSSION 

The study reported in this paper aimed at studying the 
relationship between various variables related to peer 
assignment review process and their effect on the perceived 
change in the student learning process. It was envisaged that 
students would learn from each other and look at different 
perspectives presented by peers in order to improve the quality 
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of their work and enhance their understanding of the course 
concepts [2] as such supporting their learning process. The 
results derived from the study indicate that the effect of the 
peer assignment review process on the students learning 
process was limited, as a result accounting to the insignificant 
perceived change in the students learning process.  

Results indicated that although the assignment inspired 
students to reflect on the use and understanding of the course 
concepts, the peer assignment review process did not make 
then interested in the topic. This can be attributed to the fact 
that peer assignment review process was not aligned with the 
course objectives, thus affecting the learning outcome and 
students' expectations. Biggs [17] refers to the term 
“constructive alignment” whereby the desired learning 
outcomes are communicated to students, and learning activities 
and assessment tasks are coordinated to achieve these 
outcomes. Worth noting is that the peer assignment review 
process was a new concept that the students and lecturers were 
not used to and constructive alignment between  the  learning 
outcomes, assessment evidence and learning experiences was 
lacking. 

 In addition, results show that the assignment inspired 
students to search and learn beyond the material provided in 
class, and the peer review feedback did not have added value 
for the students. It was observed that although the feedback 
received from the students was timely in some cases it was 
unsatisfactory. 97% of the student assignments were moderated 
by the lecturers, based on the fact that the students were not 
satisfied with the reviews they received from their peers.  
Studies such as Sharpe & Benfield [18] and Ramsey [19] on 
collaborative and peer learning observed that it is difficult to 
engage students beyond interaction and information-sharing to 
constructive peer reviews. It was further noted that the peer 
assignment review process did not motivate students to 
improve their work. The educational culture of the research 
context and in most developing countries is lecturer-centred 
with lecturers as providers of information and students as 
receivers of information. In an effort to leapfrog students into 
the new collaborative e-learning dimension, there is a need for 
lecturer scaffolding to support and drive the learning process. 
The lecturer assumes a facilitator role encouraging focused 
learning and facilitating constructive interactions and reviews 
during the learning process. 

As reported in Cassidy [20] students expressed concern 
regarding their ability and that of others to carry out the 
reviews.  Willey & Gardner [21] view feedback as arguably the 
most important part because of its potential to affect future 
learning and student achievement. If feedback is not focused 
correctly (to inspire and motivate students to learn rather than 
circumvent their reflection and thinking) it may encourage 
dependent rather than independent learning. Fordyce & 
Mulcahey [22] established that students do not naturally take to 
the role of critic, attributing it to students shying away from 
commenting on their peers, their fear of alienating fellow 
students or their lack of the critical skills necessary to carry out 
the reviews. This point to the need to empower students and 
create opportunities among students to practice reviews in 
order to develop the required peer review skills. Walker [23] 
reports a change in students' attitude towards a positive 

perception of the peer review process resulting from these 
opportunities. Increasing students' familiarity with the peer 
review process and improving their skills can alleviate the 
perceived difficult sense of responsibility among them [20]. 
This implies that the introduction of the peer assignment 
review process should be gradually implemented to allow for 
effective and sustainable change in the learning process. From 
a technology acceptance perspective it can be inferred that a 
person using a technology or an application should find it free 
of effort [24]. In some instances technology and online 
environments can be frustrating, pointing to the lack of 
technology skills among the students [25], affecting the level of 
student involvement in the peer assignment review process. 
Zhu et al. [26] assert that computer competence is a significant 
predictor of students' achievement in online courses.  

The findings indicate that effective sharing and 
development of knowledge and information through the peer 
assignment review process had a negative significant effect on 
the students' learning process. This finding contradicts findings 
reported in Richardson, et al. [9] that the peer review can foster 
an authentic learning environment in which students actively 
construct knowledge through reading, questioning ideas and 
reflecting on their own and peers' work. Wilson [27] adds that 
developing shared understanding among students is achieved 
through group consensus on knowledge, communicating and 
discussing different ideas and receiving feedback. As a result 
students learn by explaining their ideas to peers while 
participating in the process of inquiry. It is through this process 
that cognitive functions such as critical thinking increase, thus 
facilitating the learning process [9].  

Developing a community provides motivation for learning, 
encourages engagement and reduces isolation [28]. Students 
interact to construct meaningful and worthwhile knowledge, an 
aspect that is crucial in any learning environment [29]. This 
confirms previous claims that student interaction can be related 
to deep learning, critical thinking, higher cognitive 
development and long-term knowledge retention [30]. It was 
observed that the pedagogical culture in the research context 
did not support such collaborative/interactive engagements, 
probably because the sense of community and connectedness 
resulting from the interaction in the peer assignment review 
process was not significant in providing a sense of belonging 
among students. The results indicated, however, that 
participants liked reviewing other students' work and 
comparing it with their own. This result may be related to the 
fact that students were curious to ascertain how other students 
had performed in the assignment. This creates competition 
among students which can lead to improved learning [31]. In 
addition, Pare & Joordens [32] affirm that reviewing peers' 
work encourages deep analysis of students' own work, resulting 
in improved quality of work. 

V. CONCLUSION 

This paper presents and discusses the application of a peer 
assignment review process for collaborative e-learning to 
learning activities of DBMS course taken by third year students 
at Makerere University. The aim was to determine the effect of 
peer assignment review process on the student learning 
process. The four peer assignment review process stages; 
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familiarization, assignment, review and feedback [11] were 
applied to the students learning activities during their semester 
period. Recent studied have claimed that the peer review 
process supports the learning process [1, 9]. However the 
results of this study indicate that peer assignment review 
process is a new concept yet to be comprehended and thus had 
limited impact on the students learning.  This can be attributed 
to several factors limiting effective adoption and use of the peer 
assignment review process. 

It was observed that while students were aware of the 
benefits and challenges derived from adopting and using the 
peer assignment review process; they were also reluctant to 
fully embrace as an approach to support their learning process. 
This can be attributed to the fact that students were not familiar 
to the learning approach which was implemented in a short 
time and they lacked the maturity to use the collaborative e-
learning approach. Another possible explanation could be that 
student’s expectation with regards to the peer assignment 
review process was based on their experience in the traditional 
learning environment. From a behaviourism perspective, 
learning is an observable change in behaviour that can be 
achieved by applying the concept of drill and practice [33]. In a 
sense students are accustomed to a certain form of learning 
after practicing it for a period of time and hence adapt to 
change. It should be noted that the students were not fully 
prepared for the peer assignment review process. An 
implication for further studies can be gradual implementation 
of the peer assignment review process to allow for effective 
and sustainable changes in the learning process.  

Furthermore, students lacked the skills to review and 
critique their peers assignment. Indeed, Fordyce & Mulcahey 
[22] assert that students do not naturally take to the role of 
critic, attributing it students shying away from commenting on 
their peers, fear of alienating fellow students or that they do not 
have the critical skills necessary to carry out the reviews. 
However it is worth noting that continual engagement of 
students in the peer assignment review process can develop the 
review skills resulting into constructive feedback. The study 
observed that the varying levels of ICT literacy impacted on the 
adoption and use of the peer assignment review process. While 
some students were quick to submit and carryout the reviews 
others were struggling, thus sought help on using the system. 
This points to the relevance of ICT skills development in the 
study context to facilitate effective adoption and use of 
collaborative e-learning [34] to support the learning process.  

Managing change is another factor that was apparent in the 
study context to have negatively impacted on students when 
using the peer assignment review process as part of their 
learning activity. Using student to pedagogically support each 
other’s learning process through the peer assignment review 
process, puts students at the centre of the learning process. 
However this study has observed that it is difficult to engage 
students beyond interaction and information sharing to 
constructive peer reviews. This can be attributed to the 
traditional learning  environment students are used to and the 
students expectations for lecturers involvements and provision 
of guidance. The educational culture in most developing 
countries is lecturer-centered with lecturers as providers of 
information and students as receivers of information. In an 

effort to leapfrog students into the new collaborative e-learning 
dimension, there is need for lecturer scaffolding to support and 
drive the learning process. The lecturer assumes a facilitator 
role encouraging focused learning and facilitating constructive 
interactions and reviews during the learning process.  
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Abstract—Several Agent Oriented Software Engineering (AOSE) 

methodologies were proposed to build open, heterogeneous and 

complex internet based systems. AOSE methodologies offer 

different conceptual frameworks, notations and techniques, 

thereby provide a platform to make the system abstract, 

generalize, dynamic and autonomous. Lifecycle coverage is one of 

the important criteria for evaluating an AOSE methodology. 

Most of the existing AOSE methodologies focuses only on 

analysis, design, implementation and disregarded testing, stating 

that the testing can be done by extending the existing object-

oriented testing techniques. Though objects and agents have some 

similarities, they both differ widely. Role is an important 

attribute of an agent that has a huge scope and support for the 

analysis, design and implementation of Multi-Agent System 

(MAS). The main objective of the paper is to extend the scope 

and support of role towards testing, thereby the vacancy for 

software testing perception in the AOSE series will be filled up. 

This paper presents an overview of role based testing based on 

the V-Model in order to add the next new component as of Agent-

Oriented Software testing in the agent oriented development life 

cycle. 

Keywords-Agent oriented software enginerring; Multi-Agent 

System; Role oriented testing. 

I. INTRODUCTION 

A software development methodology refers to the 
framework that is used to structure, plan, and control the 
process of developing a software system. A wide variety of 
such frameworks have evolved over the years, each with its 
own recognized strengths and weaknesses. Now an increasing 
number of problems in industrial, commercial, medical, 
networking and educational application domains are being 
solved by agent-based solutions [1]. The key abstraction in 
these solutions is the agent. An “agent” is an autonomous, 
flexible and social system that interacts with its environment in 
order to satisfy its design agenda. In some cases, two or more 
agents should interact with each other in a multi agent system 
(MAS) to solve a problem that they cannot handle alone. The 
agent oriented methodologies provide us a platform for making 
system abstract, generalize, dynamic and autonomous. This 
important factor calls for an   investigation of suitable agent-
oriented engineering frameworks and testing techniques, to 
provide high-quality software development process and 
products 

Agent Oriented Software Engineering (AOSE) is an 
umbrella term in which several researches have been proposed 

on new varieties of metaphors, formal modelling approaches 
and techniques, and development methodologies and tools, 
specifically suited towards agent-oriented paradigm. Several 
AOSE methodologies [4] were proposed for developing 
software, equipped with distinct concepts and modelling tools, 
in which the key abstraction used in its concepts is that of an 
agent. Some of the more popular AOSE methodologies were 
MASCommonKADS (1996-1998), MaSE(1999), GAIA(2000), 
MESSAGE(2001), TROPOS(2002), PROMETHEUS(2002), 
ADLEFE(2002), INGENIAS(2002), PASSI(2002), AOR 
Modeling(2003).  

Several AOSE methodologies were analysed and compared 
and found that the strong weakness observed from almost all 
the methodologies were, there is no proper testing mechanism 
for testing the agent-oriented software. Our survey states that 
the agent based software are currently been tested by using 
Object-Oriented (OO) testing techniques, upon mapping of 
Agent-Oriented (AO) abstractions into OO constructs[3]. 
However agent properties such as Autonomy, Proactivity, and 
Reactivity etc., cannot be mapped into OO constructs. There 
arises the need for proper testing techniques for agent based 
software. 

Role is an important attribute of an agent that has a huge 
scope and support for the analysis, design and implementation 
of Multi-Agent System (MAS) [2]. A role can be defined as the 
capability enabler that exposes to the agent that plays it a set of 
actions [9]. Roles are created to do something and it has the 
responsibility of achieving specific system goals and subgoals. 
Roles provide a well-defined interface between agents and 
cooperative processes [10]. This allows an agent to read and 
follow, normative rules established by the cooperation process 
even if not previously known by the agent. The major 
motivation to introduce such roles is to increase the agent 
system‟s adaptability to structural changes.  

The main objective of our paper is to propose a testing 
mechanism to test a multi-agent system based on agent‟s 
important mental state, the role.  

II. BACKGROUND AND RELATED WORK 

A. Lifecycle Coverage of AOSE Methodologies 

For designing and building software systems, several 
software development paradigms were proposed such as 
structural, procedural, declarative and object-oriented 
technique. Recently agent oriented paradigm is used for 
designing and building software systems which is considered to 
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be an extension of object oriented paradigm. Agents are the 
software program which works on behalf of human to carry 
some task which has been delegated to it and take their own 
decision according to the requirement. Agent based systems are 
meant for solving complex problem that too in distributed 
environment. 

A methodology is indented to provide guidelines at every 
stage of software development process such as requirement 
analysis, design, implementation and testing. Several AOSE 
methodologies were proposed in the literature and every 
methodology deals with analysis and design phase of the agent 
based software development and very little attention is made 
for implementation and testing. When compared to 
implementation, testing has been neglected overall by the 
methodologies. Based on the survey made on several AOSE 
methodologies, it is very clear that the existing AOSE 
methodologies does not support testing phase, stating that 
testing the agent system has been accommodated using the 
traditional and object-oriented testing techniques. Table.1 
tabulates the AOSE methodologies and their corresponding 
lifecycle coverage [4]. 

TABLE I. L IFE CYCLE COVERAGE OF AOSE METHODOLOGIES 

Sl.No 
Name of the 

Methodology 

Life-Cycle 

Coverage 

1.  
MAS-CommonKADS 

(1996) 

Analysis 

Design 

2.  MASE(1999) 
Analysis 

Design 

3.  GAIA (2000) 
Analysis 

Design 

4.  MESSAGE(2000) 
Analysis 

Design 

5.  TROPOS(2001) 

Analysis 

Design 

Implementation 

6.  PROMETHEUS(2002)  
Analysis 

Design 

7.  PASSI(2002) 

Analysis 

Design 

Implementation 

8.  ADELFE(2002) 

Analysis 

Design 

Implementation 

9.  INGENIAS(2002) 

Analysis 

Design 

Implementation 

10.  RAP(2003) 
Analysis 

Design 

B. Testing in AOSE Methodologies 

The goal oriented testing methodology [5] contributes to 
the existing Tropos methodology by providing a testing process 
model, which complements the Tropos methodology and 
strengthens the mutual relationship between goals and test 
cases. The support for testing in prometheus methodology is 
limited to only debugging support [5].  

Role is an important mental attribute of an agent and often 
agent changes its roles to achieve its designated goal. Roles are 
intuitively used to analyze agent systems, model social 

activities and construct coherent and robust teams of agents. 
Roles are a useful concept in assisting designers and developers 
with the need for interactions. Roles provide a well-defined 
interface between agents and cooperative processes. Their 
major motivation to introduce such roles is to increase the 
agent system‟s adaptability to structural changes. Among the 
existing AOSE methodologies, Generic Architecture for 
Information Access (GAIA) methodology [6] and Multiagent 
Systems Engineering (MaSE) methodology [7] were role-based 
methodologies for development of multi-agent systems. The 
GAIA methodology models both the social aspect and agent 
internals aspect of MAS. The methodology covers the analysis 
and design phase. Role model and Interaction model are 
constructed in analysis phase. With reference to the analysis 
phase, the agent model, service model and acquaintance model 
are constructed in the design phase. During the analysis phase 
of MaSE[7], a set of roles are produced, that describes entities 
which perform some function within the system. Each role is 
responsible for achieving the goal.  

III. PROPOSED WORK 

A software is been tested at different abstraction level such 
as unit, integration, system and acceptance. The main objective 
of this paper is to propose an effective agent-oriented testing 
technique that suits specifically for an agent based system. The 
proposed testing technique is oriented towards role, which is 
one of the important state/attribute of an agent. Role is defined 
as a capability enabler that exposes to the agent that plays it a 
set of actions. The V-model [8] represented in figure 1 shows 
the development and its corresponding role based testing 
activity. The left branch of the V represents the specification 
flow, and the right branch represents the role oriented testing 
flow. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. V-Model representation 

A. Role Model 

 An attractive feature of agent-orientation is that it provides 
a powerful metaphor for describing, understanding and 
modeling information systems. A role is intended to enable 
software engineers to use it as a metaphor effectively to 
develop such cooperative information systems. The entire Role 
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model is represented as Goal, Role and Responsibilities 
(GRRe).  

 

 

 

 

 

 

 

 

 

 

 

A Multi-agent system is one which involves more than one 
agent that works in a coordinated way to achieve the overall 
goal of the system. Let us consider that, the number of agents 
involved in the MAS as „x‟. Every agent in the MAS is 
intended to achieve a goal in turn many sub-goals. Let us 
assume that the number of goals of an agent is „i‟.  

The agent to achieve its goals and sub-goals has to play 
many roles within the agent as well as takes role in another 
agent i.e in certain cases the output from an agent might be the 
input to another agent. In such cases, the agent changes its 
current role and takes another role to accomplish the task 
given. Let us assume that the number of roles to achieve the 
agent‟s goal is „j‟. Moreover, a role is defined as the set of 
capabilities and expected behavior. In simple words, role is a 
set of actions or responsibilities to be handled by an agent. In 
this regard, a role can have „k‟ number of responsibilities. 
Hierarchical representation of MAS down to responsibility is 
depicted in fig.3 and is mathematically been represented as 
below. 

 

 

 

 

 
 

Testing follows bottom-up approach in the proposed role-
oriented testing. Test cases are written to test whether the 
responsibilities hold by the individual roles taken by the agent 
works as per the requirement.  

Testing the responsibilities corresponding to their 
respective role ensures that the agent plays its role as per the 
intended goal. As long as the goals are getting satisfied, it is 
understood that the individual agent is performing well that 
suits the system. The following is the steps involved in role-
oriented testing. 

STEP 1: Select the Agent to be tested. 

STEP 2: Identify Goals (Gi), Roles (Rj) and their  

corresponding Responsibilities(Rek)  

STEP 3: Design Role Model Diagram (Ax (Gi Rj Rek) 

STEP 4: Analyze role model (Ax(Gi Rj Rek) 

STEP 5: Define the interacting agents and situations. 

STEP 6:  Make the interacting agents as Pseudo agents.   

STEP 7: Identify environmental factors pre-conditioning    
input trigger Rek 

STEP 8: Identify fulfillment criteria that satisfies          
Responsibility  

STEP 9: Create test suite for Rek corresponding to Rj 

STEP 10: Run test cases 

B. Role Oriented Unit Testing  

Our testing approach focuses primarily on the smallest 
building block of the Multi-Agent System, the agent. The basic 
idea behind the unit testing in MAS is to verify whether the 
individual agent (unit) in isolation performs its responsibilities 
under various conditions.  

Every individual agent has its own goal to be achieved and 
plans to do to fulfill the goal. In addition to goal and plan, role 
is one important mental state of the agent, which is defined as a 
set of capabilities and expected behavior. A role [9][10] can be 
represented as <Goal, Responsibilities, Protocol, Permissions>  

 Goal, for which the agent playing this role is 
responsible 

 Responsibilities, Which indicates the functionalities of 
agents playing such roles 

 Protocol, which indicates how an agent playing such 
role can interact with agents playing other role 

 Permissions, which are a set of rights associated with 
the role. 

Let us consider an agent based university information 
system in which staff is one of the agent involved in the 
system. The goal of the staff agent is to be the best staff in the 
university. To achieve this goal, the staff agent has to take 
many roles such as teacher role, student counselor role, 
researcher role, administrator role etc., Every role has its own 
responsibilities, say for example, teacher role has the following 
responsibilities such as regular to class, handling classes 
properly, taking attendance, evaluating students, identifying 
weak students, etc.  

Thus to test a single agent, scenarios (test cases) are to be 
developed to test whether all the responsibilities of the 
corresponding agent‟s role got satisfied. When all the roles are 
been tested and working fine, then by default we claim that the 
goal of the agent is been tested, thereby the individual agent is 
tested successfully. XML notations are used to define roles and 
their capabilities.  

Figure.3 represents all the semantic information about the 
agent such as goal, role, responsibilities and protocols. 

  

 Responsibilities 1…k 

MAS 

 Agent 1  Agent x 

 Goal 1 Goal  i 

  Role 1  Role j 

 Responsibilities 1…k 

Figure 2. Role Model 

             m      n       o         p  

       x=1   i=1     j=1    k=1     

∑ An = ∑ Gi ( ∑ Rj ( ∑ Rek ) )    
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Figure 3. XML Notation for defining Role and its 

C. Role Oriented Integration Testing 

Integration testing in conventional software development is 
that to progressively integrate the tested units (module, 
program, procedure, function) either incrementally or non-
incrementally, so as to check whether the software units in an 
integrated mode are working properly. In an object-oriented 
software development, integrated testing is to verify the 
interaction among classes (interclass). The relationships among 
classes are the basic characteristics of an object-oriented 
system and define the nature of interaction among classes and 
objects at runtime. Multi-agent system is a logical collection of 
agents that interact with each other in a way that implements 
the functionality of the system. After ensuring that the 
individual agent in isolation is working as per the requirement, 
the next immediate step is to integrate the agents involved in 
the MAS so as to test the interaction, and communication 

among agents. Scenarios in which one agent interacts with 
another agent so as to comply with the role it holds are 
identified and tested. The protocol involved in communication 
among agent is also tested during integration. 

D. Role Oriented System Testing 

 System testing verifies that all elements (hardware, people, 
databases) are integrated properly so as to ensure whether the 
overall product met its requirement and achieved the expected 
performance. System testing also deals with non-functional 
requirements of the software such as recovery testing, security 
testing, stress testing and performance testing. System testing 
in agent oriented approach will test the complete functionality 
and test the system as a whole. Here the perceptions and 
actions of all the agents are tested as a whole by providing 
proper test cases.  

E. Role Schema 

Role schema provides a well-defined interface between 
agents and cooperative processes. This allows an agent to read 
and follow, normative rules established by the cooperation 
process even if not previously known by the agent. Their major 
motivation to introduce such roles is to increase the agent 
system‟s adaptability to structural changes. Role schema 
involves role name, agent name, goal to be achieved, 
description of the role, protocol and related activities, 
permissions and responsibilities.  

TABLE II. ROLE SCHEMA 

Role Name : Teacher 

Agent involved : Staff 

Goal: To be the best staff in the university 

Description: This role helps in identifying whether the teacher teaches 

well or not 

Protocol and Activities: Be regular, Handling classes, Taking attendance, 

Evaluating students 

Permissions: Read Request query, Result, Security policy, Change  

Result format // encrypt, Request format // decrypt 

Responsibilities: Activeness: (Take attendance + Be regular+[Receive 

Questions from students+  Answer question from students]+ Teach 

subject+ Evaluate students + Submit result) 

                             Completeness: Lecturer is a good teacher 

IV.  CASE STUDY 

 To illustrate the role-based unit testing approach, an agent 
based online shopping system involving buyer agent, seller 
agent and bidder agent was developed using MaSE 
methodology. MASE is an iterative process. It deals the 
capturing the goals and refining the roles of an agent. It appears 
to have significant tool support. agentTool is a graphically 
based, fully interactive software engineering tool, which fully 
supports each step of MaSE analysis and design. Fig.3 shows 
the snapshot of the agentTool with which online shopping 
system is been analysed and designed. The analysis phase 
involves capturing goal, Applying use cases and Refining roles 
whereas the design phase involves Creating agent classes, 
Constructing conversations, Assembling agent classes and 
System design. Agent-based Online shopping system is been 
implemented using JADE(Java Agent Development 

<Agent>                                                            

    <Goal> 

        <Role1> 

               <Responsibilities 1> 

                              <Protocol> 

                   .                                                   

               <Responsibilities n> 

                               <Protocols> 

          </Role1> 

          <Role n> 

                  <Responsibilities 1> 

                                  <Protocol> 

                          .   

                  <Responsibilities n> 

                                   <Protocol> 

             </Role n> 

    </Goal> 

 </Agent> 

 

<Staff>                                                            

    <To be Best Staff> 

        <Teacher> 

               <Regular to class> 

<Handling classes> 

<Taking attendence> 

<Identifying weak students> 

<Evaluating students> 

        </Teacher>        

  

        <Researcher> 

               <Involvement in research> 

<Publishing papers > 

<Usage of R&D activities> 

<Producing Ph.Ds> 

         </Researcher> 

   </To be Best Staff> 

 </Staff> 
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Framework),  a software platform that provides basic 
middleware layer functionalities which are independent of the 
specific application and which simplify the realization of 

distributed applications that exploit the software agent 
abstraction.

 

Figure 4. Goal Hierarchy Diagram using agentTool  

 

Figure 5. Role Diagram 
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Figure 6. JADE Development Environment 

V. ROLE ORIENTED TESTING OF ONLINE SHOPPING SYSTEM 

Testing is an important activity of the software 
development process. Efficiency of the testing techniques 
determines the quality of the software. AOSE methodologies 
struggle to compete with the existing programming paradigm 
as there is a lack of proper testing mechanism.  

This paper comes out with a testing mechanism specifically 
for the agent software based on agent‟s mental attribute, the 
role. The first step in the role-oriented testing is to identify the 
GRRe (Goal, Role, Responsibilities).  

Let us consider a simple example derived from online 
shopping system. One of the goals of the online shopping 
system is to buy an item. To achieve this goal the agent has to 
take registrar role (registration process) and the Payer role 
(payment). Every role has its own responsibilities, say 
providing the registration detail is the responsibility of the 
registrar role and providing shipping detail is the responsibility 
of the payer role. 

 

 

 

 

 

 

 

 

 

 

 

Figure 7. Sample Goal, Role, Responsibility representation 

A. Deriving Test cases 

 According to our approach, the role of an agent comprises 
the logic of the test. As every role of an agent has number of 
responsibilities to get satisfied, the derivation of test case 
focuses on the responsibilities and thereby validates whether 
the role hold by the agent servers the purpose. Table 3 brings 
out the test case structure and some sample test case adopted 
for role oriented testing mechanism towards agent based online 
shopping system. 

TABLE III. TEST CASE STRUCTURE FOR ROLE BASED TESTING 

T.ID 
TESTED   

AGENT 
GOAL 

 

ROLE 

 

SITUATION 
INPUT 

 

EXPECTED 

RESULT 

 

OBSERVED 

RESULT 

RESULT 

 

SE1
  

 

 Seller 
Agent 

 

 

   Sell an  
    item

  

 

 

Authenticator 
 

 

Seller needs 
to 

authenticate 

elements 

 

Username 
and 

Password 

 

Authenticate 
and accept 

the Buyer 

 

Buyer agent 
authenticated 

by seller 

 

 
   Passed 

 Registrar 
  Payer 

Provides the registration 

details 
       Provides shipping details 

    Buy an item Goal 

Role 

Responsibility 
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VI. TEST RESULT INTERPRETATION AND EVALUATION 

In addition to the agent based online shopping system (P1) 
that we explored in the previous chapters we also developed 
few other agent based systems namely E-learning system (P2), 
Air ticket reservation system (P3), E-Novel System (P4) and E-
Auction system (P5).  

All the systems were developed using MaSE methodology. 
We intend to test all the agent based systems (P1 to P5) with 
the existing object oriented testing technique and with our 
proposed role based testing technique. We made a statistical 
comparison of object-oriented testing versus role-oriented 
testing techniques using the following metrics [11][12],  

1. Defect Removal Efficiency (DRE),  
DRE = No. of defects resolved / Total no. of defects at the 

moment of measurement.  

2. Test coverage (TC), 
TC= number of detected faults / number of predicted faults. 

3. Test Case Effectiveness (TCE)  
No. of defects detected using test cases*100/Total no of 

defects detected  

4. Number of Tests Per Unit Size (TPUS)  
Number of test cases per KLOC / FP where, KLOC 

represents Kilo Lines of Code & FP represents Function Point. 

The above mentioned four metrics are calculated for five 
sample experimental projects P1 to P5. The calculated metrics 
are tabulated in Table.IV for further analysis and interpretation.  

TABLE IV. COMPARISON OF OO TESTING VERSUS ROLE-ORIENTED 

TESTING 

P
r
o

je
c
ts

 

DRE (%) TC (%) TCE  TPUS 

OO RO OO RO OO RO OO RO 

P1 57.53 78.50 52.30 64.61 63.23 80.95 21.42 37.52 

P2 43.54 82.67 45.67 68.23 64.32 82.33 25.89 35.07 

P3 65.43 86.38 46.21 65.13 65.23 84.23 23.88 40.98 

P4 53.76 82.34 45.52 69.32 64.12 82.45 22.67 37.61 

P5 58.45 87.65 47.23 72.56 67.23 85.23 27.13 39.04 

From the above table, it is very clear that our proposed role 
oriented testing is more efficient for testing the agent-based 
system rather than existing object-oriented testing technique. 
For further analysis and comparison the following graphs are 
plotted from the table data. From the graph, we may come to a 
conclusion that for testing an agent based system, an agent 
oriented testing technique say, role oriented testing will be 
more appropriate and effective too. 

 
Figure 8. Defect Removal Efficiency 

 
Figure 9. Test Coverage 

A 

Figure 10. Test Per Unit Size 

 
Figure 11. Test Case Effectiveness 
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VII. CONCLUSIONS 

In this paper, a role oriented testing approach has been 
proposed for an agent system. The proposal helps the MAS 
developers in testing the individual unit of the agent based 
system namely, the agent. The testing mechanism is based on 
the role which is an important mental attribute of an agent. 
Every agent has its own role to perform so as to achieve its 
goal. Moreover the agents can even change their roles when the 
need arises so as to achieve the goal. Analysing the Goal-Role 
relationship, it is found that, as long as the agent performs its 
role properly, the goal of the system is been achieved by 
default. Thus testing whether the agent performs its role 
properly is a challenging task. This paved way for a role-
oriented testing mechanism by which the role functionalities 
were tested by deriving appropriate test cases. To evaluate the 
proposed testing technique, 5 agent based systems were tested 
using object-oriented testing technique as well as role-oriented 
testing technique. The results of the testing techniques were 
tabulated and interpreted and it seems that the results are 
encouraging.  
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Abstract—Trustworthiness especially for service oriented system 

is very important topic now a day in IT field of the whole world. 

Certain Trust Model depends on some certain values given by 

experts and developers. Here, main parameters for calculating 

trust are certainty and average rating. In this paper we have 

proposed an Extension of Certain Trust Model, mainly the 

representation portion based on probabilistic logic and fuzzy 

logic. This extended model can be applied in a system like cloud 

computing, internet, website, e-commerce, etc. to ensure 

trustworthiness of these platforms. The model uses the concept of 

fuzzy logic to add fuzziness with certainty and average rating to 

calculate the trustworthiness of a system more accurately. We 

have proposed two new parameters - trust T and behavioral 

probability P, which will help both the users and the developers 

of the system to understand its present condition easily. The 

linguistic variables are defined for both T and P and then these 

variables are implemented in our laboratory to verify the 

proposed trust model. We represent the trustworthiness of test 

system for two cases of evidence value using Fuzzy Associative 

Memory (FAM). We use inference rules and defuzzification 

method for verifying the model.  

Keywords-Certain trust; Certain Logic; Fuzzy Logic; Probabilistic 

Logic; FAM rule; Fuzzification; Defuzzification; Inference Rules.  

I.  INTRODUCTION 

TRUST is a well-known concept in everyday life and often 
serves as a basis for making decisions in complex situations. 
There are numerous approaches for modeling trust concept in 
different research fields of computer science, e.g., virtual 
organizations, mobile and P2P networks, and E-Commerce. 
The sociologist Diego Gambetta has provided a definition, 
which is currently shared or at least adopted by many 
researchers. According to him "Trust is a particular level of the 
subjective probability with which an agent assesses that another 
agent or group of agents will perform a particular action, both 
before he can monitor such action and in a context in which it 
affects its own action" [1]. 

 The trustworthiness of the overall system depends on the 
following things: 

a) The trustworthiness of the subsystems and atomic 

component independently from how these trust values are 

assessed. 

b) Information on how the system combines its 

subsystems and components. 

c) The knowledge about which subsystems and 

components are redundant. 

Therefore, a major challenge of serving trust for the overall 
system is needed to consider that in real world applications the 
information about the trustworthiness of the subsystems and 
components itself is subject to uncertainty [1-4]. Besides, 
evaluating the models for the trustworthiness of complex 
systems are needed to be capable of modeling the uncertainty 
and also calculate and express the degree of uncertainty 
associated to the derived trustworthiness of the overall system. 
Trust is interrelated with people’s everyday life. When people 
want to do some new things like selling or buying things from 
one to other, finding new materials from different source or 
some other things, concept of trust then arise. In the field of 
computer science and virtual world of modern technologies 
like virtual organizations, mobile or P2P networks and E-
commerce [5-7], trust is very important. One to one conversion, 
data sharing is fully dependent on this trust on something. 
Different trust models have been developed now a day for 
serving this trustworthiness in the virtual communication world 
which is seen mostly worked on uncertainty. 

Following the day by day improvements of the internet of 
services, the future internet based on Cloud computing IT 
systems will become highly distributed, dynamically composed 
and will be hosted and managed by multiple parties. But it is 
sorry to say at present people, enterprises, officials, 
organizations and corporate farms are still hesitating and 
feeling less of security and safety to move to the Cloud [8-10]. 
The reasons behind this are missing transparency, security 
concerns. So, both the users and providers and accreditation 
authorities are interested in evaluating the trustworthiness of a 
service, infrastructure or platform.  

It is evident that the evaluation of the trustworthiness of 
complex systems is one of the major challenges in current IT 
research. Different trust models are now present in the world, 
which are dependent on uncertainty. [11-15] A new proposed 
model for solving this problem is Certain Trust Model (CTM) 
[1] which is used to calculate the trust of a system depending 
on recommendation of some experts, means on some certain 
values.  

But, this model has some limitations. It has failed to apply 
fuzzy logic, probabilistic logic. This model is developed on the 
basis of human understanding. But for machine understanding 
and taking decisions, fuzzy logic is much helpful [16]. Again, it 
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is much helpful for human beings to understand any situation 
and taking different type of decisions about something with the 
help of fuzzy logic [17-19] rather than other logics. The goal of 
our work is to extend representational model of CTM with the 
help of fuzzy logic, probabilistic logic so that the model can 
overcome its limitations. We have designed two new 
parameters for this purpose. These parameters are developed 
based on certain trust logic [2], which is dependent on CTM. 
The representational model of CTM will become friendlier to 
the users and the developers and make it more appropriate than 
the previous version of CTM. 

Here, in this paper, section 2 describes the describes related 
work of our proposed work; section 3 describes briefly the 
model on which we work, section 4 describes our proposed 
model and implementation process, section 5 shows some case 
studies of our work, section 6 shows experimental results of 
our model which we had run in the lab. 

II. RELATED WORK 

Several number of ways are there for modeling (un-
)certainty of trust values in the field of trust modeling in Cloud 
computing and internet based marketing sys-tem.[12, 13, 32] 
But, these models have less capability to derive trustworthiness 
of a system which are based on knowledge about its 
components and subsystems. The main challenge of these 
models is to find out good models for deriving trust using three 
ways:-  

1. Trust from direct experience of a user,  

2. Recommendations from third parties, ‘ 

3. Additional information.  

These models help to save from robustness to attacks, e.g. 
misleading recommendations, Sybil attacks, etc. [20].  

Fuzzy logic was used to provide trust in Cloud computing. 
Different types of attacks and trust models in service oriented 
systems, distributed system and so on are designed based on 
fuzzy logic system [21-24]. But it models different type of 
uncertainty known as linguistical uncertainty or fuzziness [17]. 
In paper [18], a very good model for E-commerce, which is 
based on fuzzy logic, is presented. But, this model also works 
with uncertain behavior. Belief theory such as Dempster-Shafer 
theory was used to provide trust in Cloud computing [20]. But 
the main drawback of this model is that the parameters for 
belief, disbelief and uncertainty are dependent on each other. It 
is possible to model uncertainty using Bayesian 
probabilities[25] which lead to probability density functions 
e.g., Beta probability density function. It is also possible to 
apply the propositional standard operators to probability 
density functions. But this leads to complex mathematical 
operations and multi-dimensional distributions which are also 
hard to interpret and to visualize. An enhanced model recently 
being developed for using in Cloud computing is known as 
Certain Trust. This model evaluates propositional logic terms 
that are subject to uncertainty using the propositional logic 
operators AND, OR and NOT[1-4]. 

III. CERTAIN TRUST MODEL 

 Certain Trust Model was constructed for modeling those 
probabilities, which are subject to uncertainty. This model was 
designed with a goal of evidence based trust model. Moreover, 
it has a graphical, intuitively interpretable interface [1] which 
helps the users to understand the model (Fig 1). The 
representational model focuses on two crucial issues 

a) How trust can be derived from evidence considering 

context-dependent parameters? 

b) How trust can be represented to software agents and 

human users? 

For the first one, a relationship between trust and evidence 
is needed. For this, they had chosen a Bayesian approach. It is 
because it provides means for deriving a subjective probability 
from collected evidence and prior information [1].  At 
developing a representation of trust, it is necessary to consider 
to whom trust is represented. It is easy for a software 
component or a software agent to handle mathematical 
representations of trust. For it, Bayesian representation of trust 
is appropriate. The computational model of Certain Trust 
proposes a new approach for aggregating direct evidence and 
recommendations. In general, recommendations are collected 
to increase the amount of information available about the 
candidates in order to improve the estimate of their 
trustworthiness. This recommendation system needs to be 
integrated carefully for the candidates and for the users and 
owner of cloud servers. This is called robust integration of 
recommendations. In order to improve the estimate of the 
trustworthiness of the candidates, it is needed to develop 
recommendation system carefully. This is called robust 
integration of recommendations [1, 2]. 

 

Figure  1. Block diagram of Trust models 

Three parameters used in certain logic: average rating t, 
certainty c, initial expectation f. The average rating t indicates 
the degree to which past observations support the truth of the 
proposition. The certainty c indicates the degree to which the 
average rating is assumed to be representative for the future. 
The initial expectation f expresses the assumption about the 
truth of a proposition in absence of evidence [1-4]. 

The equations for these parameters are given below:- 
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Equation for average rating,  =                         

                               (1) 

Here, r represents number of positive evidence and s 
represents number of negative evidence defined by the users or 
third person review system. 

Equation for certainty,  

c =           

      (       )                      (2) 

Here, w represents dispositional trust which influences how 
quickly the final trust value of an entity shifts from base trust 
value to the relative frequency of positive outcomes and N 
represents the maximum number of evidence for modeling 
trust. Using these parameters the expectation value of an 
opinion          can be defined as follows: 

                                              (3) 

The parameters for an opinion o = (t, c, f) can be assessed 
in the following two ways: direct access and Indirect access. 
Certain Trust evaluates the logical operators of propositional 
logic that is AND, OR and NOT. In this model these operators 
are defined in a way that they are compliant with the evaluation 
of propositional logic terms in the standard probabilistic 
approach. However, when combining opinions, those operators 
will especially take care of the (un)certainty that is assigned to 
its input parameters and reflect this (un)certainty in the result. 
The definitions of the operators as defined in the CTM are 
given in the table 1. 

TABLE  I. DEFINITION OF OPERATORS 

 

 

O

R 

cA∨B=      cA + cB – cAcB – 
                                 

            
 

     
 

  ∨ 
 (cAtA + cBtB - cAcBtAtB)                if cA∨B ≠ 0                 

tA∨B    =         
0.5                                                       else 

fA∨B   =      fA  +  fB  -  fAfB 

 

 

AN

D 

cA∧B = cA + cB –  cAcB -  
                                 

       
 

tA∧B= 
 

  ∧ 
  (cAcBtAtB+ 

                                        

       
)if cA∧B ≠ 0 

  0.5                                                         else 

fA∧B  =      fAfB 

N

OT 

t A = 1 – tA,   c A = 1 – cA   and   f A = 1 - fA 

IV. PROPOSED APPROACH AND USED CASES 

For developing and exercising with our work, we have used 
a scenario from the field of cloud computing [1]. We have 
assumed that we are working to evaluate the trustworthiness of 
an organization or a simple office.  We have worked mainly for 
the field of trade and business web pages. It has helped us to 
calculate the trust of the whole cloud computing system and 
also helped to make a system trustworthy to the user. 

In this test system (figure 2), the server S directly relies on 
two subsystems or servers, S1 and S2. Subsystem S1 consist of 
two servers (A1 and A2), where at least one of the servers has 
to be available. Similarly, subsystem S2 is composed of two 
redundant data bases servers (only one need to be available). 

 

Figure  2. Assumed Cloud Architecture 

Based on the description above and getting the information 
about the trust values of the atomic components, the evaluation 
of the trustworthiness of the complete system in the context of 
availability, can be carried out by evaluating the following 
propositional logic term: 

                         ∨     ∧     ∨                            (4) 

According to the certain trust, the average rating t indicates 
the degree to which past observations support the truth of the 
proposition. t = 0 implies that there is only evidence 
contradicting the proposition. t = 1 implies that there is only 
evidence supporting the proposition. According to us, this 
average rating can be scaled according to the wish of the 
developer. E.g. One developer wants to scale the rating of his 
product from 1 to 5, means 1 is the lowest rate of the product 
and 5 is the highest rate. This is one type of Rating Based 
Trust Model [33] approach. So, for him, this average rating can 
be scaled between 1 and 5. From the rate of the product, one 
user or buyer can take his decision about the product and keep 
him safe from being betrayed. Again, another parameter, 
named certainty c, indicates the degree to which the average 
rating is assumed to be representative for the future. The higher 
the certainty, the higher is the influence of the average rating 
on the expectation value in relation to the initial expectation. 
When the maximum level of certainty is reached, the average 
rating is assumed to be representative for the future outcomes.   
c = 0 implies that there is no evidence available. c = 1 implies 
that the collected evidence is considered to be representative 
[1]. Here, the certainty c not only takes the value of 0 or 1 but 
also the values between 0 and 1. The scaling of this parameter 
depends on the interest of the developer or the manager of the 
office or industry. It mainly depends on the number of 
evidence. The last parameter of certain logic is initial 
expectation f. The initial expectation f expresses the 
assumption about the truth of a proposition in absence of 
evidence. It is helpful for the new owner or developer of a 
product to express his expectation about the product’s service 
to humans. [1, 2, 3]. 

After taking the output from the CTM, we have applied 
fuzzy logic on it. It is an extension of the representational model 
of CTM. After getting value of c, t and f at the system top 
position S, our model starts working. We have plotted this in 
basic fuzzy logic system. After calculating, the result will be 
send to the lower level users, means to the lower level servers, 
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PCs and system. According to our figure 2, these are A1, A2, 
B1, B2. 

With the help of these parameters and operators derived 
from certain trust, we have defined two new parameters, Trust 
T and behavioral probability, P. Trust T is calculated from 
certainty c and average rating t. the equation is: 

Trust, T =   
   

                        
 * 100%               (5) 

Here, High scaling value of rating means the upper value of 
the range of rating. 

Calculating T, we have applied FAM rule of fuzzy logic for 
creating a relation between certainty c and average rating t. 
Trust T represents this relation in percentage such a way that 
the quality of the product can easily be understood.  

Another parameter, behavioral probability, P, represents 
how the present behavior of the system varies from its initially 
expected value  and it is proposed with the help of probabilistic 
logic [30].  

It may be less, equal or higher than the initial expectation 
given by the system developer or the manager of the office. 
The equation for P is: 

Behavioral probability, P = 
     

 
* 100%                         (6) 

If T<f, lower probability to show expected behavior 

If T>f, higher probability to show expected behavior 

If T=f, balanced with the expected behavior  

From the equation of P, values with two type magnitude 
have been found. If it is negative, then it is assumed that it will 
behave lower than the expected. If it is positive, then higher 
behavior will be shown by the system than the expected 
behavior of this system, which is defined by the developer or 
someone related to the system. 

We can see following values for behavioral probability, P. 

TABLE  II. BEHAVIORAL PROBABILITY FOR DIFFERENT RANGES 

Trust 

Ranges 

Calculated P Comment 

1-20% 98%-60% Lowest Behavior 

21-40% 58%-20% Lower Behavior 

41-49% 18%-2% Low Behavior 

50% 0 Balanced 

51-60% 2%-20% High Behavior 

61-80% 22%-60% Higher Behavior 

81-100% 62%-100% Highest Behavior 

>100% 100% Highest Behavior 

Where, initial expectation f is assumed to be 0.5; means 
showing 50% of accurate behavior of the system or the 
product. We have run this whole system in our lab and have got 
related results discussed above. 

Observing the value of P, one can easily understand 
whether the system can fulfill his expectation or not according 

to the expectation of the developer about the whole cloud 
computing system or the trading product. These two parameters 
help both the developer and user. 

A. Fuzzification and Defuzzification 

A fuzzy logic system (FLS) can be defined as the nonlinear 
mapping of an input data set to a scalar output data [25-29]. A 
FLS consists of four main parts: fuzzier, rules, inference 
engine, and defuzzier. Fuzzy logic consists of following 
components are: - 

 

Figure  3. Basic components of fuzzy model 

The process of fuzzy logic maintains the following steps: 
Firstly, a crisp set of input data are gathered and converted to a 
fuzzy set using fuzzy linguistic variables, fuzzy linguistic terms 
and membership functions. This step is known as fuzzification. 
Afterwards, an inference is made based on a set of rules. 
Lastly, the resulting fuzzy output is mapped to a crisp output 
using the membership functions, in the defuzzification step. 
Fuzzification is a process where inputs are a set of fuzzy inputs 
and the output is crisp values. 

B. Fuzzy Inputs 

According to Gaussian, the membership function for fuzzy 
input sets depends on two types of parameter, standard 
deviation σ and mean c. The equation for membership function 
is:- 

              f(x; σ; c)=   exp(
       

   )          (7) 

In designing fuzzy inference system, it is easy to 
understand that membership functions are associated with term 
sets, which normally appears in the antecedent or consequent of 
rules. We have divided parameter certainty c into five 
categories according to its values. They are:- 

TABLE  III. RANGES OF CERTAINTY 

Following the same way, we have divided parameter 

average rating t into five categories according to its values in 

table IV:- 

Though we classify the parameters value according to the 

ranges described above, it can be varied from persons to 

persons. For this, we take helps from fuzzy logic. 

 
  

Class Name Certainty Range Value Symbols 

Very Low 0.0-0.2 VLc 

Low 0.1-0.4 Lc 

Average 0.3-0.7 Avg.c 

High 0.6-0.9 Hc 

Very High 0.8-1.0 VHc 
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TABLE  IV. RANGES OF AVERAGE RATING 

 

Following the Gaussian membership function equation, we 
have got the figures stated below:- 

 

Figure  4. Membership Functions for certainty 

Here X- axis represents the certainty deviation. 

 

Figure  5. Membership Functions for average rating 

C. Inference Rules 

Fuzzy inference is the process of formulating the mapping 
from a given input to an output using fuzzy logic. The mapping 
then provides a basis from which decisions can be made, or 
patterns discerned. There are two concepts of fuzzy logic 
systems [27]. They are: - linguistic variables and fuzzy if then 
else rule. The linguistic variables’ values are words and 
sentences where if then else rule has two parts; antecedents and 
consequent parts which contain propositions of linguistic 
variables. Numerical values of inputs xiϵUi(i=1,2….n) are 
fuzzified into linguistic values, F1, F2…..Fn. Here Fi denotes the 
universe of discourse U = U1*U2*……..*Un. The output 
linguistic variables are G1,G2,……,Gn. The if-then-else rule can 
be defined as: - 

R
(j)

: IF xiϵF1
j
 and……and xnϵFn

j 
THEN y ϵ G

j
.       (8) 

Where, j = 1,2,….., M. M is the number of rules. 

According to rules discussed above, we have proceeded for 
our proposed model. There are 25 fuzzy rules in our extension 
model. They are (R represents rule):- 

R1:- If certainty is very low and average rating is very low, 
then trust is very low. 

R2:- If certainty is low and average rating is very low, then 
trust is very low. 

R3:- If certainty is average and average rating is very low, 
then trust is very low. 

R4:- If certainty is high and average rating is very low, then 
trust is very low. 

R5:- If certainty is very high and average rating is very low, 
then trust is very low. 

R6:- If certainty is very low and average rating is low, then 
trust is very low. 

R7:- If certainty is low and average rating is low, then trust is 
low. 

R8:- If certainty is average and average rating is low, then 
trust is low. 

R9:- If certainty is high and average rating is low, then trust is 
average. 

R10:- If certainty is very high and average rating is low, then 
trust is average. 

R11:- If certainty is very low and average rating is average, 
then trust is very low. 

R12:- If certainty is low and average rating is average, then 
trust is low. 

R13:- If certainty is average and average rating is average, 
then trust is average. 

R14:- If certainty is high and average rating is average, then 
trust is average. 

R15:- If certainty is very high and average rating is average, 
then trust is high. 

R16:- If certainty is very low and average rating is high, then 
trust is very low. 

R17:- If certainty is low and average rating is high, then trust 
is low. 

R18:- If certainty is average and average rating is high, then 
trust is average. 

R19:- If certainty is high and average rating is high, then trust 
is high. 

R20:- If certainty is very high and average rating is high, then 
trust is high. 

R21:- If certainty is very low and average rating is very high, 
then trust is very low. 

R22:- If certainty is low and average rating is very high, then 
trust is low. 

R23:- If certainty is average and average rating is very high, 
then trust is average. 

Class Name Avg. Rating Range Value Symbols 

Very Low 1.0-2.0 VLt 

Low 1.5-3.0 Lt 

Average 2.0-4.0 Avg.t 

High 3.0-4.5 Ht 

Very High 4.25-5.0 VHt 
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R24:- If certainty is high and average rating is very high, then 
trust is high. 

R25:- If certainty is very high and average rating is very high, 
then trust is very high. 

According to these inference rules stated above, we have 
got the fuzzy input sets shown in figure 4 and figure 5. From 
that, we have got figure 6 output crisp values. 

D. Fuzzy Outputs 

From the input fuzzy sets described above, passing those 
fuzzy sets through inference rules and fuzzy base rules, we get 
crisp values for our new parameter trust T. Plotting those 
values according to Gaussian membership function equation 
we have got the figure… for Trust T parameter.   It can also be 
classified into five categories after finding out and plotting:- 

TABLE  V. RANGES OF OUTPUT TRUST 

 

 

Figure  6. Membership Functions for Output Trust 

Here X-axis represents the trust values. 

E. Defuzzification 

The input for the defuzzification process is a fuzzy set and 
the output of defuzzification process is a crisp value obtained 
by using some defuzzification method such as centroid, height 
and maximum. Among them, centroid defuzzification is used 
mostly. We use the following equation for applying 
Defuzzification method:- 

                      y’ = 
∑         
   

∑       
   

                        (9) 

F. Applying Implication Method 

The prerequisite for applying implication to any fuzzy set is 
finding out rule’s weight.  

We have found out the weights in figure 6 Membership 
functions output is de-fined as the weights for every rules.  

The input for the implication process is a single number 
given by the antecedent, and the output is a fuzzy set. 
Implication is implemented for each rule. 

Let, one of the rules is:- 

“If certainty is high and average rating is aver-age, then 
trust is average.” 

Let, the value for certainty is C=0.7 and value for average 
rating is t = 3.0. Now, according to the implication method, we 
get the following output:- 

 

Figure  7. Implication for R14 

G. Aggregate  all Outputs 

Aggregation is the process by which the fuzzy sets that 
represent the outputs of each rule are combined into a single 
fuzzy set. Aggregation only occurs once for each output 
variable.  

It is the second last phase of defuzzification. The input of 
the aggregation process is the list of truncated output functions 
returned by the implication process for each rule. The output of 
the aggregation process is one fuzzy set for each output 
variable. In this proposed model, the fuzzy input set is certainty 
set and average rating set and the output fuzzy set is trust set. 

H. Defuzzification Results 

Using defuzzification equation no (9), we can get the 
defuzzified output. According to it, the defuzzified output is:- 

𝑦’= 
       

      
  =  4 3                                 (10) 

And it continues. 

I. Mapping Surface 

In this map, we plot certainty, c and average rating, t and 
Trust, T. after plotting this, we get the following surface. 

V. CASE STUDIES 

In this section, we are going to show the impact of newly 
defined operators over the operators of CTM. Following this, 
we will show the impact of our model when it is applied is a 
private server or cloud. Two cases are described here, case 1 
for multiple servers and case 2 for single server. 

Class Name Trust Range Value Symbols 

Very Low 0%-20% VLT 

Low 10%-40% LT 

Average 30%-70% Avg.T 

High 60-90% HT 

Very High 80%-100% VHT 
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Figure  8. Sequential Process of Aggregating all outputs 

 

Figure  9. Defuzzified Output After Aggregation 

 

Figure  10. Defuzzified Output After Aggregation 

Case 1: According to CTM’s operators defined in equation 
3, 4, and 5, we know that, the input for this model is r, s, f and 

w. Let, the input values are r=5, s=2, f=0.5 and w=1. Here, no 
of evidences are N=7.Then, the output values are:- average 
rating t = 0.714 and c=0.724. and then, E = 0.65. Now, for 
mapping it to our proposed model, we need to modify t. Here, 

         t’ = t*scale of rating         (11) 

Usually, the scale of rating is 5. Now, the new average 
rating is t = 0.714*5 = 3.57. Then, the value of parameter Trust, 
T = ((3.57*0.724)/5)*100 = 51.69%. From fig…, we see that, it 
is an average situation of Trust. As the range of trust varies 
from person to person, one can consider it under high trust 
region. From the result of E and T, we can see that, it is easier 
to understand the condition of system or server much better that 
the past. As it is represented in percentage form, the user can 
easily understand the evaluated value of trust. Now, the value 
of second parameter, behavioral probability, p = 3.39% and 
because of T>f, the system is now in the condition of showing 
3.39% higher behavior than the initial expectation. As it is in 
higher condition, so, the hosting partner can easily take the 
decision to host in this server/system. This parameter will also 
be useful for the developers so that they can easily understand 
the present condition of the system. 

Now, for the system shown in figure 2 and with the help of 
equations given in Table No 1, we have seen the following 
situation: - (considering the above described values as system 
A) 

TABLE  VI. OUTPUT OF CTM AND PROPOSED MODEL 

System Let the values Output for 
Certain Trust 
Model 

Output for our 
proposed model 

A1*** tA1=0.714, 
cA1=0.724, 

EA1=0.65 TA1 = 51.69,M, PA1= 
3.39 higher 

A2*** tA2= 0.459, cA2= 
0.806, 

EA2 =0.467 TA2 = 37, M/L, PA2 = 
26 lower 

B1*** tB1=0.604, cB1= 
0.786, 

EB1= 0.582 TB1 = 47.47, M, PB1 

= 5 lower 

B2*** tB2=0.867, cB2= 
0.648, 

EB2 = 0.74  TB2 = 56.18, M, PB2 

= 12.36 higher 

S1 tS1=0.829,cs1=0.83
9, fs1=0.75, 

Es1=0.82 TS1 = 69.55, H, PS1 = 
7.26 lower 

S2 tS2=0.892, 
cs2=0.863, 
fs2=0.75, 

Es2=0.87 TS2 = 77, H, PS2 = 
2.67 higher 

S tS=0.736, 
cs=0.853, 
fs=0.5625, 

Es=0.753 TS = 62.78, M, PA = 
11.61 higher 

*** for all cases, f = 0.5. 

Case 2: Our proposed model can also be applied for a 
website hosted in single server and calculating trust for a 
product in online transaction. Like [31], each of its portion e.g. 
existence, policy, fulfillment and affiliation can be represented 
in certainty and average rating format. And from that, we can 
easily calculate a website’s or product trust. 
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Let, one person makes a target to buy a product through 
online. For this, that person must want to check the 
trustworthiness of that website from where he is going to start 
his business, peoples review and the quality of the product and 
people review of that product. One can also want to check the 
number of sold of that product. With our proposed model, it 
can easily be designed. The person, who wants to buy a product 
through online, can get information about it from the closer 
persons or someone who has an experience about the product 
or about the website. If it is, then that put 1 for certainty, c. 
That means, c=1.0.  

If he is fully new to that website or product, then c=0. At 
the time of buying that product from website, he can give a rate 
to that website from different axis, such that: - served 
information about the product, easiness, service, privacy 
information, physical existence of that product, registration 
process, whether the website deals with updated product or not 
and so on.  

Then, taking the average of the rating of these factors, we 
can get the average rating of that website. Let, average rating,   
t =3.75. Then, according to our model, if, c = 1 for that person, 
then, trust, T = 75%. It is given by that person only. Now, 
according to the developers of that website, initial expectation f 
and ranging of certainty is defined. If the developers want to 
take minimum 20 people’s certainty, means want to take 
response of c=1 from at least 20 people for their system’s or 
website’s accuracy, then they can scale the certainty parameter 
c in following way: - 

TABLE  VII. Scaling of certainty for 20 people 

Range of 
people 

0<n<=
4 

4<n<=8 8<n<=12 12<n<=1
6 

16<n<=
20 

Certainty, 
c 

0.2 0.4 0.6 0.8 1.0 

Now, for this, we can get the values for T shown in table 
VIII; applying the above table of values for 20 people of the 
organization we have explained earlier:- 

TABLE  VIII. FAM for representing trust (20 people) 

c   t   1 2 3 4 5 

0.0 N N N N N 

0.2 VL VL VL VL VL 

0.4 VL VL L L L 

0.6 VL L L M M 

0.8 VL L M H H 

1.0 VL L M H VH 

Here, for average rating t, we have shown only scaled 
values. These values can also be accepted for fractional values 
of average rating. The rule matrix will be needed to design in 
the same way for those fractional average ratings. 

If, the developers have a good confidence about their 
hosted website and after checking different mandatory 
requirements for that website, e.g. ensuring security level, 
payment method, delivery system, etc, they give the value of 
initial expectation, f = 0.5, then, behavioral probability, p = 
50% upper. This means that, the present condition of this 
website is 50% upper than the initial expectation of the 
developers. 

Let, we take 100 people/experts evidence or transaction as 
measurement limitation for measuring trust for experimental 
purpose. From that, using the basis of the CTM we have got 
different values for certainty c, average rating t and initial 
expectation f. 

 Applying fuzzy logic according to the table II on the 
experimental values we have got the values for T shown in 
table IX, which specify the trustiness of the system. 

With the help of the FAM shown above the behavioral 
probability of the system can easily be calculated. With the 
help of T and P, one trader or user can easily take decision 
about the trustworthiness of the system, especially for cloud 
computing and the trading product. For calculating a single 
product’s trust or rating, we have tested with 20 people’s 
comment and experience. Secondly, we have experimented 
with our test system shown in (figure 2) with 100 people’s 
experience and evidences. It seems easier for the users and 
developers to understand the trust and behavioral probability of 
the system and trust value of a single product system. 

TABLE  IX. FAM FOR REPRESENTING TRUST (100 PEOPLE) 

c
     t 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 

0.0 N N N N N N N N N 

0.1 VL VL VL VL VL VL VL VL VL 

0.2 VL VL VL VL VL VL VL VL VL 

0.3 VL VL VL VL VL L L L L 

0.4 VL VL VL VL L L L L L 

0.5 VL VL VL L L L L M M 

0.6 VL VL L L L M M M M 

0.7 VL L L L M M M H H 

0.8 VL L L L M M H H H 

0.9 VL L L M M H H VH VH 

1.0 VL L L M M H H VH VH 

Our proposed representational model consists of two 
parameters which give us benefits according to the following 
points of view. These comparisons are held on the basis of 
paper [1], [2] and [31]:- 
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TABLE  X. Comparison Between Models 
 

VI. CONCLUSIONS 

In this paper, we have proposed a new extension of rep-
resentational model of certain trust for the evaluation of 
propositional logic terms, probability and fuzziness under 
uncertainty. It develops the representational model of the 
certain trust logic. Our proposed model is more expressive and 
useful than certain logic because it works both for machine and 
human beings. The parameters of the proposed model directly 
show how much the system can be trusted and it can be applied 
not only in small systems but also large systems; especially in 
cloud computing field. Again, it represents the present 
condition of the product, website and also for the system.  

We have some new idea to imply in our proposed model in 
future. Firstly, we want to apply evolutionary algorithm with 
this model to optimize and design the rules. We want to apply 
price comparison as a parameter for a product in our model for 
ensuring accurate trust measuring model for a normal e-
commerce website. Secondly, more development of behavioral 
probability parameter so that it can directly prohibit different 
types of security breaking questions like Sybil attack, false 
rating, etc is our fourth wish. At present, this parameter works 
indirectly with security options. Last of all, we want to 
establish a newer trust model with a combination of certainty, 
fuzzy logic, evolutionary algorithm and so on for ubiquitous 
computing system like cloud computing, distributed 
computing, etc. 
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Abstract—Multi-core system has wide utility in today’s 

applications due to less power consumption and high 

performance. Many researchers are aiming at improving the 

performance of these systems by providing flexible multi-core 

architecture. Flexibility in the multi-core processors system 

provides high throughput for uniform parallel applications as 

well as high performance for more general work. This flexibility 

in the architecture can be achieved by scalable and changeable-

size window micro architecture. It uses the concept of execution 

locality to provide large-window capabilities. Use of high 

memory-level parallelism (MLP) reduces the memory wall. 

Micro architecture contains a set of small and fast cache 

processors which execute high locality code. A network of small 

in-order memory engines use low locality code to improve 

performance by using instruction level parallelism (ILP). 

Dynamic heterogeneous multi-core architecture is capable of 

reconfiguring itself to fit application requirements. Study of 

different scalable and flexible architectures of heterogeneous 

multi-core system has been carried out and has been presented.  

Keywords-Flexible Heterogeneous Multi Core system (FMC); 

instruction level parallelism, thread-level parallelism; and memory-

level parallelism; scalable; chip multiprocessors (CMP). 

I.  INTRODUCTION  

A multi-core system is a single computing component. It 
has two or more processors which are independent of each 
other and each is called as a core. Each core reads and 
executes program instructions. 

 

Fig. 1 Uni-core systems 

The multiple cores can run multiple instructions at the 
same time that causes increase in overall speed of program 
execution. Multiple-core processors are also called as single-
chip multiprocessors or more simply chip multiprocessors 
(CMP).  

They appear similar to a traditional symmetric multi 
processor (SMP) but with all of its processors located on a 
single chip. In processors of today, there are typically 2 or 3 
levels of on-chip cache 

The level 1 (L1) cache is neighboring to the processor 
execution core and has the direct access time but the lowest 
capacity. Thelevel2 (L2) cache is next in the cache hierarchy 
and has longer access times but larger capacity. Finally, there 
may be a level3 (L3) cache with even longer access times but 
even larger capacity. On multi-core processors, the last-level 
cache, which is the level before requiring off-chip main 
memory access, is usually shared among more cores. 
Typically, this component is the L2 cache or the L3 cache. 

Designer integrates the cores onto a single integrated 
circuit known as a chip multiprocessor or CMP. Processors 
were made with only one core. A many-core processor is also 
multi-core processor. In multi-core systems, the term multi-
CPU refers to multiple physically separate processing-units. 
The many -core and multi-core are sometimes used multi-core 
architectures with a high number of cores tens or hundreds.   

 
Fig. 2 Multi-core systems 

A dual-core processor has twice cores a quad-core 
processor have four cores, it means it is made by four core a 
hexa-core processor have a six cores and similar like an octa-
core processor have eight cores.  We propose a micro 
architecture capable of running a single thread or many 
threads with high performance. 
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Fig.3 multi-core processor 

It may couple cores in a multi-core device tightly or 
loosely. For example, cores may possibly or may not be share 
caches, and they may apply message passing or shared 
memory inter-core communication methods. General network 
topologies to interconnect cores consist of bus, ring, two-
dimensional mesh, and crossbar. 

 
Fig. 4 Multi-core Architecture 

A. Types of multi-core system 

1. Homogeneous multi-core systems-Homogeneous multi-core 

systems have only identical cores. Some system use one core 

design repeated consistently known as homogeneous multi-

core systems. 

2. Heterogeneous multi-core systems-Heterogeneous multi-

core systems have cores which are not identical. It means use a 

mixture of different cores known as heterogeneous multi-core 

systems.  

B. There is two kinds of heterogeneous multi-core processor 

1) Fixed heterogeneous multi-core processor-Fixed 

heterogeneous architecture in which partitioning remains 

static and it only roughly fits application requirements. 

2) Flexible heterogeneous multi-core processor-There is 

dynamic heterogeneous multi-core architecture capable of 

reconfiguring itself and fit application requirement without 

programmer interference. 

C. Advantages of multi-core system  

1) Multitasking: -Each system has two processing cores 

for a maximum of twice the operating power and for better 

multitasking. Major advantages of multi-core system are 

heavy multitasking. 

2) Application Support: - New applications are take 

advantage of this technology by using a technique known as 

Multithreading. 

3) Power saving: - Multi-core systems have the ability to 

turn off one of their cores when application demand is low to 

save power. 
Through the rest of the paper we will describe the micro 

architecture of our multi-core approach. 

II. FLEXIBLE MICRO-ARCHITECTURE (FMC) 

The basic of this architecture is a scalable, variable-size 
window micro-architecture that uses the concept of execution 
locality to provide large-window capabilities. 

A). ILP (Instruction-level parallelism)-It calculate the 
many operations in a computer program can be performed 
simultaneously. B).TLP (Thread level parallelism) -It is a form 
of parallelization of computer code across multiple processors 
in parallel computing. c). MLP (Memory Level Parallelism) -
In computer architecture the ability to have pending multiple 
memory operations. In a lone (one) processor, MLP may be 
measured a form of ILP, instruction level parallelism. 

Micro-architecture uses ILP by having an effective 
instruction window of thousands of instructions spread across 
the processing elements, largely overcoming the unhelpful 
effects of long-latency memory operations. And it is also uses 
TLP for comparable workloads by allowing multiple threads 
to automatically allocate the processing elements. It needs to 
realize the greatest performance, quite than giving each thread 
the same kind of core of its needs. These advantages are 
obtained lacking changes to the ISA, compiler or operating 
system. 

The fundamental property of the FMC is its ability to 
Change the instruction window size at runtime. It is able to do 
so by with dynamism adding or removing memory engines 
from the system. This property allows the processor to get 
used to the requirements of the application and activate only 
those Memory engines that are lead to improved performance.  

Scalable multi-core architecture consists of a set of Cache 
Processors, every one with a static partition of memory 
engines, and a group of memory engines that can be 
dynamically assigned to the different threads. Figure 5 shows 
a general view of this micro architecture.  

The architecture of FT64-3 processor contains one scalar 
core, one stream core, one 512KB shared secondary level 
cache and one DDR2 (direct device register) memory 
controller. Multiple processors can be connected by network 
interface directly. Scalar core can issue multiple instructions 
concurrently, and has two float pipelines, independent L1I-
cache and L1Dcache, and also supports data consistency with 
other processors. Scalar core is responsible for running as, 
processing basic operations, scheduling instruction stream and 
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data streams for the stream core, and also managing 
communication with off-chip. The stream core, derived 
fromFT64-2processor, serves as an accelerator of scalar core. 
Its architecture is close to that Of Imagine stream processor , 
which contains 16 sets of double precision FPU (grouped as 4 
cluster),µc(micro controller), Stream Register File (SRF), 
Stream Controller(SC) etc. It is responsible for executing 
stream instructions received from scalar core, and moves 
stream data on demand. Under the control of microcontroller, 
4 clusters run by means of SIMD (single instruction multiple 
data).  After stream data is loaded into SRF, SRF transmits 
stream data among clusters, µc etc, and writs results back to 
L2Cache. 

 
Fig.5 the micro-architecture of the flexible multi-core micro-architecture 

Including a set of Cache Processors, 3 statically assigned 
ME (memory engine) per thread, and a dynamic pool of 
memory engines. 

A. Memory architecture in processor core  
    The internal memory of scalar core is composed of 

common register file, 8KB Ll I-cache and 8KB Ll D-cache an 
it is similar to memory of traditional processor. It has 
execution model to uses a MLP (memory level parallelism) 
can tolerance latency sensitivity and bandwidth sensitivity. 

III. RELATED WORKS 

In addition, this design features only two execution modes 
that is 1.Small window or 2.Full window. 

This makes it flexible chip multiprocessor. In this use the 
decoupled nature of this approach but overcome its 
limitations. Allow it to scale too many cores and many 
threads. The result is a processor with a variable window/issue 
size using a simple scalability mechanism.  

Variable-size window processor .It uses multiple small 
cores, called memory engines. Linked through a system, to 
compute memory dependent instructions.  

The network introduces (reduce the latency) latency, but 
this additional latency has little impact on instructions already 
waiting hundreds of cycles due to a cache miss. The memory 
engine network (different method for sharing the threads) can 
then be shared among threads to build a reconfigurable 
heterogeneous multi-core architecture. [1] 

They proposed a new micro architecture that significantly 
improves performance by overcoming memory latencies while 
keeping complexity within reasonable limits. And they 
proposed a scalable micro architecture with a variable window 
size that can be tuned by adding or removing memory engines. 
They proposed a multi-threaded implementation of the micro 
architecture, the first heterogeneous multi-core architecture 
that adapts dynamically to the requirements of the threads.  

Heterogeneous multi core processor can combine qualities 
of different architecture; it can reach peak performance as high 
as processors with unique architecture, though keeping as 
flexible as established general purpose processors at the same 
time. In this equivalent stream memory sub-system 
architecture for FT64-3 is presented. [2] It is proved that the 
LLC (last level cache) miss penalty is a better metric to 
achieve scheduling on heter-CMP system. 

Hardware performance counters used to monitor the LLC 
miss penalty are proposed and implemented in multi-core 
Godson-3 RTL and simulator. An algorithm is proposed and 
implemented that could recognize the application behaviors 
accurately and schedule them to suitable cores. [3] 

Additional transistors and slower clocks means multi core 
designs and more parallelism required .For established 
processor design – increasing transistor density, speeding up 
clock rate, and lowering voltage have  been blocked by a set of 
physical barriers: over heat produced, also much more power 
consumed and  also much energy leaked, useful signal reduced 
by noise. Multi core designs are an accepted reaction to this 
condition. [4]  

This architecture using many copies of the same core due 
to this improved total computational facility on single 
chip.Multi-core processors have enhanced performance and 
area characteristics than difficult single-core processors. [5] 
They propose and evaluate single-ISA heterogeneous multi-
core architectures as a system to reduce processor power 
dissipation. 

They present a technique for developing dense linear 
algebra algorithms that seamlessly scales to thousands of 
cores. It can be done with our plan called DPLASMA 
(Distributed PLASMA) that uses a new generic distributed 
Direct Acyclic Graph Engine (DAGuE).[9] 

This architecture using many copies of the same core .Due 
to this improved total computational ability on a single chip . 
Multi-core processors have improved performance and area 
characteristics than complex single-core processors. [5] Assess 
single-ISA heterogeneous multi-core architectures as a method 
to decrease processor power dissipation. 
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IV. SHARING OF SHARED CACHE 

The common nature of on chip caches is a property that is 
able to be exploited for performance gains. Data and 
instructions that be usually accessed by every cores in a shared 
method be able to exist rapidly reached by all cores.  

This hardware performance feature leads to our first 
principle of promoting distribution in the shared cache. An 
operating system scheduler can select processes or threads that 
share data or instructions and co-schedule them to every run at 
the similar time within the same multi core processor so that 
they are able to make the most of the shared cache for sharing. 

 
 Fig. 6 Promoting sharing within a shared cache. Thread A and thread B are 

share data.  

Thread B can be migrated to multi-core processor A so that 
the shared data is located within a single shared cache, 
resulting in more rapidly access by both threads, leading to 
improved performance. 

A. Multiprocessor Parallelism 

To enhance the number of instructions completed for every 
processor clock cycle, parallel instructions can be extracted 
from a sequential instruction stream as long as data 
dependencies between instructions. 

If instructions B and C depend only ahead the result of 
instruction A, instruction D depends just upon the result of 
instruction B, and instruction E depends only upon the result 
of instruction C, then the most obtainable instruction-level 
parallelism for this instruction stream is 2. 

 

 
Fig. 7 Multiprocessor Parallelism 

B. Moore’s Law is Impotent 

From an arithmetical point of view, performance inside a 
processor such as the Intel x86 family, can be calculated by 
the number of instructions completed per second (IPS: 
instructions per second), and is a result of the following. 

     (
             

           
)  

    (
             

          
)                    (
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Given N threads .To enhances the value of IPS, and thus 
performance, clock frequency can be increased, or IPC can be 
increased. Unfortunately, clock frequency now appears capped 
and IPC has imperfect potential due to difficulty in extracting 
instruction-level-parallelism (ILP) from a single serial 
instruction stream. Moore’s Law no longer correlates to 
superior clock frequency values. Moore’s Law does offer extra 
transistors that can help enhance IPC. 

C. Thread-Level Parallelism 

TLP describes the situation where there are many, 
independent threads of execution, which can be run at the 
same time inside a single processor. These multiple threads 
can come from either inside a single application or across 
multiple applications. This situation is like to the traditional 
multiprocessor parallelism where many threads are executed 
on many processors. Thread-level parallelism enables the IPC 
term in Equation to become the sum of the IPC of each thread, 
as exposed in Equation for N threads.- 

     (∑     
    )                  
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D. Memory Wall 

Another matter limiting performance is the huge and 
growing disparity between processor speeds and main memory 
speeds in terms of both latency and bandwidth. This disparity 
is usually referred to as the memory wall. It will be reducing. 

E. Exploiting Multiple Processors 

There are many processors, caches, main memory banks, 
interconnects, and I/O devices .The operating system is 
responsible for the smart management of these common 
hardware resources. These hardware performance issues are 
usually addressed by the operating system by scheduling and 
memory management. 

 

Fig. 8 SMP multiprocessor consists of several uni-core processors connected 

by a single shared memory bus. 

F. Exploiting Simultaneous Multithreading 
In simultaneous multithreading (SMT) processors, several 

micro-architectural hardware resources are shared among 
many threads of execution, leading to potential interference 
between threads. In adding to the processor pipeline resources, 
on-chip caches are too shared, which have the L1 instruction, 
L1 data, andL2 caches. The operating systems have to 
consider how to manage these shared hardware resources, by 
memory management and scheduling, in order to maximize 
application performance. 

G. Exploiting Multiple Cores 
On multi-core processors, the major hardware property that 

must be considered by the operating system is that there be 
able to be on-chip caches shared by many cores. This includes 
the L2 cache or, if it is presents the L3 cache. In difference, 
the L1 caches are private to each core, dissimilar in SMT 
processors. Another hardware property that should be 
considered by the operating system is that communication 
among cores is quicker than on traditional multi-chipped 
multiprocessors because every core is located on the identical 
chip, sharing the similar on-chip L2 cache 

V. THE DECOUPLED KILO-INSTRUCTION PROCESSOR (D-

KIP) 

In the D-KIP, two cores used to implement an application. 
The first core, the Cache Processor (CP), is small and fast, and 

executes all code depending only on cache accesses (high 
locality code). The CP runs forward as fast as possible, 
launching all loads with known addresses. Code to depend on 
memory accesses (i.e., low locality code) is processed through 
a secondary core, the Memory Processor (MP), which is 
proposed as a small in-order processor. 

 

Fig. 9 Micro architecture of the D-KIP Processor 

It executes low-locality code fetched from an in-order Low 
Locality Instruction Buffer (LLIB) that has earlier been filled 
in program order through the CP. Processor recovery is 
ensured by using checkpoints that are formed dynamically at 
the reorder buffer (ROB) output of the CP. Figure 9 shows a 
simplified overview of the D-KIP processor. 

VI. RESIZABLE WINDOW WITH A SET OF MEMORY ENGINES 

MEMORY MANAGEMENT 

To partition the buffer into many in order smaller Buffers 
and provide each one with its own set of functional units. The 
buffers are then allocated round-robin to the cache  

 
Fig.10 Architecture of a single Memory Engine 

Processor as they are desired. In this scheme, instead of 
having a single memory engine we have a memory Processor 
consisting of a set of Memory Engines. Figure no.10 shows 
the Architecture of a single Memory Engine. Each of these 
memory engines is a copy of the multi-scan engine behavior a 
subset of the compressed instruction window. 
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Registers are passed between the engines with the input 
and output register files. After each scan the engine checks the 
output register file for recently generated registers .These 
registers are at that time sent over a network to the input 
register file of the next logical memory engine. Memory 
management is a critical part in high performance 
architectures. 

 

Fig.11 Processor with ME Network 

VII. CONCLUSION 

We presented a flexible multi-core (FMC) micro 
architecture able of with high performance. It high throughput 
used for identical parallel applications as well as high 
performance. Each core is extremely simple, thus our 
approach scales to a large number of cores, allowing for a 
capable and easy design. We consider this according to every 
method it gives the right path to provide best performance for 
workloads consisting of a large variety of applications. FMC 
performs this transparently to the programmer. 
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Abstract—This paper presents genetic algorithm based solution 
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I.  INTRODUCTION  

Simultaneous alignment of several sequences is among the 
most important problems in computational molecular biology. 
Multiple sequence alignment (MSA) can be seen as a 
generalization of Pairwise Sequence Alignment where instead 
of aligning two sequences, n sequences are aligned 
simultaneously, where n is > 2. Multiple sequence alignment 
can discover biologically significant sequence patterns that 
may be widely dispersed or hidden in the molecular sequence 
databases. MSA gives insight into the basis for sequence of 
similarities between homologous sequences. [1]  

An example of an alignment of four hypothetical DNA 
sequences is shown in Fig. 1.     

 

Figure1:  An Example of an Alignment 

The basic idea is that the sequences are aligned on top of 
each other, so that a coordinate system is set up, where each 
row is the sequence for one protein, and each column is the 
'same' position in each sequence. Each column corresponds to a 
specific residue in the 'prototypical' protein. 

Multiple Sequence Alignment (MSA) is considered to be an 
important tool for computational biologists. It finds its 
application in phylogenetic analysis, identification of conserved 
motifs and domains and structure prediction [3]. MSA is a 

computationally difficult problem, also known to be a NP-hard 
problem [2]. Considering both the importance and complexity 
of solving the MSA problem, many different heuristic methods 
have been proposed by the researchers to provide approximate 
solutions to this problem. 

Genetic Algorithms (GAs) as a computational means to 
solve the MSA problem has shown lot of potential. It can 
search through the solution space effectively and generate good 
alignment results.  The main advantage of genetic algorithms 
over other optimization methods is that there is no need to 
provide a particular algorithm to solve a given problem. It only 
needs a fitness function to evaluate the quality of different 
solutions. Also since it is an implicitly parallel technique, it can 
be implemented very effectively on powerful parallel 
computers to solve exceptionally demanding large-scale 
problems. 

The method works by breaking a series of possible MSAs 
into fragments and repeatedly rearranging those fragments with 
the introduction of gaps at varying positions. This paper also 
explores the possibility of applying GA based solution for 
MSA problem. One such proposed & developed solution is 
also presented. 

II.  RELATED STUDY 

Genetic algorithm is one of the useful tools determining 
alignment of multiple sequences. Iterative methods may be 
implemented through evolutionary approach that use 
computational heuristics based on natural biological 
phenomena such as selection, crossover and mutation to evolve 
a population of candidate solutions based on an objective 
function because they work similarly to progressive methods 
but repeatedly realign the initial sequences as well as adding 
new sequences to the growing MSA [3].  

There are some proposed iterative methods to improve the 
problem of MSA. For example, evolutionary approach SAGA 
[5] based on genetic algorithm have been success fully applied 
to the MSA problem. It is used to optimize two different 
objective functions and shows that they can search large 
solution space efficiently. But due to repeated use of fitness 
function it may increase its time complexity.  

Zhang C et al., [7] proposed an algorithm based on genetic 
algorithm and dynamic programming. It was used with two 
different distance matrices and characterized by great 
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complexity in processing time. It has some limitations for 
performing crossover and mutation operations.  

One of the most appropriate GA approaches to solve the 
MSA problem was presented by Nguyen et. al [8], however 
there are still some limitations w.r.t scoring scheme. 

Another useful algorithm for multiple DNA sequence 
alignment using genetic algorithms and divide-and-conquer 
techniques [9] was proposed in which optimal cut points of 
multiple DNA sequences were selected. According to the 
author experimental results showed quite significant results. 
Approach involves cutting of the sequences for decreasing the 
space complexity for sequence alignment. However alignment 
was possible only for multiple deoxyribonucleic acid 
sequences, not for protein and other nucleic acid sequences.  

Other new genetic algorithms [10] were used for solving 
the MSA in which various dataset were tested and the 
experimental results were compared with other methods. But 
after comparison it was observed that this approach could 
obtain good performance in the data sets with high similarity 
and long sequences.  

After that effective GARS approach [11] based on Genetic 
Algorithm with Reverse Selection was proposed. But it suffers 
from premature convergence in which solution reaches locally 
at an optimal stage. Furthermore a new approach AlineaGA 
[12] was proposed which used a  

Genetic Algorithm with local search optimization 
embedded on its mutation operators for performing multiple 
sequence alignment. But its mutation probability leads to better 
solutions in fewer generations and that the mutation operators 
had a dramatic effect in this particular domain. Recently a new 
Cyclic Genetic Approach (CGA) [13] developed with the 
complete knowledge of the problem and its parameters. In 
CGA, the values of various parameters are decided based on 
the problem and fitness value obtained in each generation. But 
the column score value varies for each execution may not give 
relatively better alignment. 

In this paper, we proposed an evolutionary approach using 
genetic algorithms to obtain alignments of multiple sequences. 
Experimental results show that the proposed solution does offer 
better fitness accuracy rates w.r.t some existing tools. 

Methodology 

The remainder of this section is   organized as follows. . In 
section 3 we present genetic algorithm based approach 
(GAMS) for solving the problem of aligning multiple 
sequences. Section 4 shows the experimental results of various 
dataset which are used to test the performance of our method. 
Then section 5 is finally used for discussion and conclusion. 

III.  GENETIC ALGORITHM BASED APPROACH  

In this section we present our algorithm for solving the 
MSA problem. Genetic algorithms based approach (GAMS) 
are applied with new selection and crossover scheme which 
helps us to generate best population on local schema so that 
better alignment could be discovered. This process flow is 
depicted in figure 2. 

GA_MS () 

// initialize a usually random population of individuals 

   initpopulation P (t); 

// evaluate fitness of all initial individuals in population 

   Evaluate P (t); 

// test for termination criterion (fitness core) 

 While (not find best solution) 

{ 

FOR i = 1 TO n DO 

{ 

 // Select two chromosomes X and Y with highest fitness 
value from current evaluation 

  P' := select parents P (t); 

// recombine the "genes" of selected parents 

   Recombine P' (t); 

// perturb the mated population stochastically 

        Mutate P' (t); 

 // evaluate its new fitness 

        Evaluate P' (t); 

 // select the survivors from actual fitness 

        P := survive P,P' (t); 

   Od 

         } 

     end GA. 

} 

Figure 2: GA Process flow 

A. Chromosome Representation 

The chromosome should in some way that contains 
information about solution which it represents. The most used 
way of encoding is a binary string. The chromosome then could 
look like this: Each chromosome has one binary string. Each 
bit in this string can represent some characteristic of the 
solution or the whole string can represent a number. Of course, 
there are many other ways of encoding. This depends mainly 
on the solved problem. For example, one can encode directly 
integer or real numbers; sometimes it is useful to encode some 
permutations and so on. Each sequence has its own length. The 
number of gaps in the sequence is to be inserted in each 
sequence. It is calculated in a way   that the length of all 
sequence remains the same. Therefore we have to generate the 
maximum length of sequence by multiplying the maximum 
length of particular element of sequences with rsp1.2. Let‟s say 
we have a set of sequence S = {S1, S2, S3 ….Sn}. So the 
maximum length of the column has to be found out by 
multiplying the sequence with rsp by maximum length column. 
The value of scaling factor rsp defines that the alignment to be 
20% longer then the sequence which is based on the 
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observations that solution to common MSA problem really 
contains more than 20% gaps. The flow of chromosome 
representation is shown in figure 3:-  

Create_Random_Matrix(n,L) 

{ 

//generate the initial population G 

//let n be size of Population 

FOR  G = 1 TO n DO 

{ 

Select Length of Input Sequence=L 

For  i=1 to L DO 

                    { 

//Create Position of Random Spaces 

//Generate minimum value is 1 

//Generate Position of Space 

// define the value of scaling factor=1.2 

 Position = (RandomSpaces(min, L + 1)); 

} 

} 

} 

Figure 3: chromosome representation 

B. Evaluation of Fitness Function  

To evaluate their fitness, the chromosomes must be 
converted to the alignment form to be applied sum-of-pairs 
function [3]. We scored each column by looking at matches, 
mismatches, and gaps in the two sequences. We assume that a 
match = 1, a mismatch = 0, and a gap = -1. The fitness or 
scoring function of each individual is calculated by the 
formula:- 

 ),(_
1

1

1

j

p

jj

i

p

i

AArixScoringMatScoreFitness 





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The fitness Score for each alignment is calculated by 
summing the individual score for each column in the matrix. 
Scoring matrix is needed to determine the cost of aligning a 
residue with another. Also, a gap penalty value must be settled 
for determining the cost of aligning an amino acid with a gap. 
This penalty is only employed when aligning a residue with a 
gap. The fitness value calculation is to be represented by figure 
4:- 

FitnessValue(G, Max_length) 

{ 

//generate G is the Gap penalty 

//Calculate Sequence Count 

//Calculate max_length of Sequences 

for(a=0 to (max_length+a)) 

{ 

//check position of sequence in matrix not null or  ' - ' 
fitnessvalue+=0  

//check position of sequence in matrix  null or '-„' 

fitnessvalue += G 

} 

} 

Figure 4: The flow for finding best fitness score 

C.  Selection Procedure 

After calculating the fitness score of all the population 
applying larger tournament method where n individuals are 
randomly chosen, the fitter of the two is selecting with the 
highest and second highest fitness value .In this case the fitter 
the individual is chosen by the following procedure:- 

• Apply larger tournament strategy for the current 
population based on their fitness function 

• Select two best chromosomes randomly based on their 
column score and select two individual with their highest 
fitness value. 

D.  Crossover 

In the single point crossover process, Crossover selects 
sequence from parent chromosomes and creates a new 
offspring. The simplest way how to do this is to choose 
randomly some crossover point and everything before this 
point copy from a first parent and then everything after a 
crossover point copy from the second parent .we select 
crossover point at the rate of 0.5 and count the entire gap in 
each population then multiply it with crossover rate and take 
ceiling of crossover rate. The crossover point is selected by the 
formula:- 

 5.0int  gapsofnototalpoCrossover   

After selecting point, copy the chromosome of first parent 
exact at the crossover point value then copy all chromosome of 
second parent and vice versa so [13]. There are two offspring 
has to be generated after applying the crossover function. 
Calculate the fitness score of current population and select the 
best individual for performing mutation operation. The flow of 
one point crossover is shown in figure 5. 

CrossOver (b,p) 

{ 

//let cr be the cross rate 

//let crosspoint be the cp 

//cp=sequencecount+cr 

//pick an array b[] in the range crossover from random 

//Declare p as point =b[] 

for i=1 to  Do cp 

{ 
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if b[i]=p[p+cp]Go to first step 

else 

b[p+cp]=p[p+cp-i] 

} 

//let position of matrix pos 

pos=b[i] 

if b[i]>max_length 

max_length +=max_length 

pos=pos-(max_length*(sequencecount-1)) 

 } 

Figure 5: flow of one point crossover 

E. Mutation 

After a crossover is performed, mutation takes place. This 
is to prevent falling all solutions in population into a local 
optimum of solved problem. The system randomly chooses a 
gene of a chromosome form the mating pool randomly and 
applying binary mutation. Mutation changes randomly the new 
offspring. For binary encoding we can switch a few randomly 
chosen bits from 1 to 0 or from 0 to 1 [9]. where all the gaps 
are represented by 0‟s and all the base symbols are represented 
by 1‟s and mutation takes place separately in each sequence up 
to the mutation point rate of 0.2 [9] is initialized and 
corresponding mutation point is selected. The mutation point is 
to be selected by the formula:- 

 stringbitoflengthtotalpoMutation   2.0int  

First the mutation operator converts the total sequence in to 
bit string then calculate the mutation point after calculating the 
mutation point every picks a random amino acid from a 
randomly chosen row (sequence) in the alignment and checks 
whether one of its neighbors has a gap. If this is the case, the 
algorithms swap the symbols. The flow of one point crossover 
is shown in figure 6. 

Mutation (mp,i) 

{ 

//Declare mutation point mp 

//declare sequence row count count                                                                                                                    

mp=count* mutation rate 

//declare string symbol 

 for i=1 to mp do 

{ 

symbol=removeSymbols.SubString(i,1) 

 if(matrix row='-') 

matrix row =symbol 

else 

 matrix row = '-' 

} 

} 

Figure 6: flow of space mutation  

IV.  IMPLEMENTATION AND RESULTS 

The algorithm is implemented using Microsoft visual studio 
and the machine for this research is a personnel computer with 
Intel Pentium III processor .The main memory is 4 gigabyte 
and Microsoft XP was used as a platform for the 
implementation. The DNA query input sequence is to be taken 
from cans family. Query input format of the DNA sequence is 
listed in figure 7:- 

>SPAC1002.14|1824570|1826248|itt1|I 

GTAAATTCATACCGGAAATTTTACCAAATGGCGAT
TTCTTAATTGCTGAGGTGGCCAGCAGAAATCGTCTTT
TCATTATTCTGGAATCAAAACACATTCTTTGAATTGTT
CACTTTTCTGTTGCCTTGAAATCTTGGTCTTCTTAGTT
GACTGTTTCATCAAGGTTGCTCCAAATTCTTTGTGATT
TATTGGTAAACTCGGGCATTTTATTGAGT 

>SPAC10F6.10|1225464|1227365|SPAC10F6.10|I 

TTTTTATATACCAGTTTTATTTACAACAAAAAGTTT
TTACTACCACCTACAAAATACAAAAACTTGGATTTGT
ATCCAGTTCTTTGTCAAATTTTTAAATAAATTATTCTT
TTATTGATTTATTTAAAGTTTAAG 

Figure 7: Query Input Formats 

During the course of experiments, we have tried various 
chromosome lengths in order to understand how they have an 
effect on the performance of the GA.  

Datasets 

We have used two datasets which are DNA sequences from 
two DNA families, Canis_familiaris dataset (psm3, 
SPAC105.03c, taf11, SPAC1142.01) and galaxy dataset 
(AY395516.1,AY390420.1,AY390421.1,AY390422).These 
datasets are used as input to our multiple sequence alignment. 
The parameters setting for experiment are summarized in table 
1. 

Parameter Content 

Population size 5,10,15,20 

Generation 50,100,150,200 

Selection Strategy Random Selection 

Crossover operator One Point 

Crossover Rate(Rc) 0.8,0.6,0.3 

Mutation operator Space Mutation 

Mutation Rate(Rm) 0.5,0.3,0.1 

Scoring Matrix Scoring 1 

Gap penalty -1 

Accumulate size  20% 
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Table 1: GA Parameters 

In order to examine our algorithm validity, we test number 
of series with DNA sequence. Firstly the algorithm is executed 
100 run on GA while number of generation become fix and 
size of population is to be continued changed. It is observed 
that running time is increased accordingly and indicate by a 
notable rise in fitness score about 10% after increasing each 
size of population. Again while size of population become 
fixed and number of generation  continued to changed then it 
has to be notified that running time is increased accordingly 
and indicate by a notable rise in fitness score about 10% . Table 
2, 3 and figure 8, 9 lists the results after varying the number of 
generation and size population. 

Table 2: Operators assemble on 5, 10, 15 and 20 size of population with fix 
number of generation with and calculated fitness score, running time 

 

 Figure8: Fitness curve GA with Verifying size of population 

Table 3: Operators assemble on 50,100,150 and 200 numbers of generations 
with fix size of population and calculated fitness score, running time 

 

 Figure9: Fitness curve GA with Verifying number of generation 

In the proposed solution, we have also used two specific 
crossover and mutation operators. In order to determine the 
best crossover and mutation probabilities; we have carried out 
three different experiments, using ten randomly selected 
canis_familiaris dataset that were obtained from [15]. In our 
experiments for each of ten datasets, the algorithm is executed 
200 run on GA and the statistical outcomes of the optimal 
fitness in each run is calculated as the results. We measure the 
best fitness score and running time for each generation. Our 
algorithm has to be run with the 30% crossover & 10%-
mutation option, 60% crossover & 30% mutation option and 
80% crossover & 50% mutation option .it is observed that our 
algorithm obtained the best solutions for 80% crossover & 50% 
mutation option .The solutions obtained by the 60% crossover 
and 30% mutation for the same datasets are close to the best 
scores, however the option 30% crossover & 10% mutation has 
not achieved any good quality solutions. Therefore, we can 
conclude that GA has achieved overall better performance for 
these test datasets when the rate of crossover are selected as  
80% and  mutation are selected as 50%. As for results for these 
datasets are to be presented in table 4 and corresponding plots 
are to be presented in graph 10. 

Table 4: fitness scores with selected Crossover and mutation rate options 

 

Figure10: Experimental results on GA with selected Crossover and mutation 
rate options 

The last set of experiments compares our algorithm 
(GAMS) with two different tools such as Maft (high speed 
multiple sequence alignment program) and Kalign (fast and 
accurate multiple sequence alignment algorithm). The 
maximum 200 generation run on GA and the statistical 
outcomes of the optimal fitness in each run is calculated as the 
results. The sequence id and specification of each dataset is 
given in table 5. We measure that our GA obtained the best 
fitness score and running time for each generation as compare 
to other. The GA typically found a good alignment within 200 
generations. Table 6 and graph 10 lists the results after 
comparisng our algorithm with Maft and kalign. 
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Table 5:   Canis_familiaris dataset 

Table 6: Overall Performance of all methods of Sequence ID datasets 

Figure10: Overall Performance of all methods of Sequence ID datasets 

V.  CONCLUSION  

Multiple sequence alignmen is an extension of pairwise 
alignment to incorporate more than two sequences at a time. 
Our multiple alignment methods try to align all of the 
sequences in a given query set. Efficient fitness value function, 
crossover and mutation strategies are the outcome of work. 
Eventually it is trying that our methods will be significantly 
contributed in prior efficient solution to multiple sequence 
alignment problems. 
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Abstract—Mobile ad hoc networks (often referred to as
MANETs) consist of wireless hosts that communicate with each
other in the absence of a fixed infrastructure. This technique can
be used effectively in disaster management, intellectual
conference and also in the battlefield environments. It has the
significant attention in the recent years. This research paper
depicts the remuneration of using suggestion tracking for
selecting energy-conserving routes in delay-tolerant applications
and it sends Variable Bit Rate delivery. The previous
investigation set up from earlier period surveillance that delay
can be traded for energy efficiency in selecting a path. The Prior
objective is to find an experiential upper bound on the energy
savings by assuming that each node accurately knows or predicts
its future path. It examines the effect of varying the amount of
future information on routing. Such a bound may prove useful in
deciding how far to look in advance, and thus how much
convolution to provide in mobility tracking.

Keywords-Variable Bit Rate; Mobile Ad Hoc; Machine Learning.

I. INTRODUCTION

Mobile ad hoc networks are a set of peer-to-peer
reconfigurable networks. In general, any pair of associated
nodes may communicate with one another, using transitional
nodes to store and forward frames.

The annoyance of having a flat hierarchy is that the
capacity of the network is expended forwarding other nodes’
data. In this paper, we concentrate on Mobile Ad Hoc
Networks with a large number of nodes with delay-
broadminded applications. Under these conditions, properly
delaying forwarding can greatly increase the transport capacity
or, equivalently, the lifetime of the network. In addition, it is
used in accounting for their complexities. For even greater
savings, mobility tracking may be augmented by the following
machine learning methods:

 Mechanical classification coordination to avoid
channel disputation - passage-tracking

 To keep up connectivity by significant how much
energy is absent: Energy-tracking

 To stay away from dead ends with geographic
steering: Route Map-structure.

II. VARIABLE BIT RATE

Figure 1. Process VBR  in MANET

Variable Bitrate (VBR) is a term used in
telecommunications and computing that relates to the bitrate
used in sound or video encoding. As opposed to constant
bitrate (CBR), VBR files vary the amount of output data per
time segment. VBR allows a higher bitrate (and therefore more
storage space) to be allocated for more complex segments of
media files while less space is allocated to less complex
segments. The average of these rates can be calculated to
produce an average bitrate for the file.

MP3, WMA, Vorbis, and AAC audio files can optionally
be encoded in VBR. Variable bit rate encoding is also
commonly used on MPEG-2 video, MPEG-4 Part 2 video
(Xvid, DivX, etc.), MPEG-4 Part 10/H.264 video, Theora,
Dirac and other video compression formats. Additionally, the
variable rate encoding is inherent in lossless compression
schemes such as FLAC and Apple Lossless.

VBR produces a better quality-to-space ratio compared to a
CBR file of the same data. The bits available are used more
flexibly to encode the sound or video data more accurately,
with fewer bits used in less demanding passages and more bits
used in difficult-to-encode passages.

III. MAP READING

Our node by node classification faced with the task of
establishing a route in a MANET, one’s first thought might be
to apply a position based routing algorithm [3].
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While this work can be used in small networks with slowly
moving nodes, it is not efficient. When we receive information
about the location is available offered by GPS, another option
is to use geographic routing [6]. The algorithm’s spontaneous
appeal has won it status. The focus of the method is simply to
forward frames in the direction of the goal. When this is not
possible, a contingency plan is employed, often at a steep cost
in traffic and delay, or the link is dropped. By mobility tracking
we refer to the act of keeping track of a node’s position in order
to estimate where it will be in the future. In this simple case,
which we study here, each node tracks only itself. This general
case, each node tracks some other nodes, using a distributed
algorithm. The research on mobility tracking in the context of
wireless networks has usually focused on dead reckoning [8],
only recently considering more sophisticated approaches
involving machine learning. Greater attention has been paid to
this issue by the robotics community [1] and the pervasive
computing community [10].

IV. SCALABILITY ISSUES IN ROUTING MANET

Routing in wireless networks, especially with a large
number of nodes, requires a different approach from those in
fixed networks. The reason is that conventional routing
algorithms attempt to minimize the number of bounds without
concern for the overhead incurred by the direction-finding
algorithm. This strategy is not successful in mobile ad hoc
networks because the routing overhead constitutes a greater
fraction of the overall traffic. Therefore, it imposes a
fundamental limit on the scalability of wireless networks.
Furthermore, different applications may demand optimizing
different metrics like delay, dependability, and network
lifetime. The rapidly changing topology exacerbates the
problem, as the location manager struggles to maintain accurate
estimates of the nodes’ location. This assumes that reducing the
end-to-end delay is a priority. If not, then it is actually possible
to increase the transport capacity by using diversity routing.

V. ALGORITHM

To the best of our acquaintance, the closest results are
analyzing the impact of delay on throughout in. However, they
assume that only one intermediate is forwarded through and
that diversity routing and diversity coding are used. In contrast,
because of VBR passing, we are interested in characterizing the
energy savings by providing future location information, for
following belongings:

 Machine learning: Mechanical classification
coordination to avoid channel disputation - passage-
tracking

 Future is known only one’s own.

 The future of one’s neighbors is also known.

 To keep up connectivity by significant how much
energy is absent: Energy-tracking by Machine
Learning?

 To stay away from dead ends with geographic
steering: Route Map-structure by Machine learning

Our goal is simply to make the best forwarding decision for
geographic routing next bound in order to extend the lifetime of

the network. We intend to determine the energy savings of a
simulated with respect to the amount of future knowledge and
maximum permissible delay. We consider the network lifetime
and the end-to-end route power.

A. Machine Learning
Mechanical classification coordination to avoid channel

disputation - passage-tracking. In this phase, we classify the
traffic tracking by using cameras [7].

Figure 2. Vehicle Features Detection and Tracking.

It’s a process of traffic tracking b using cameras in the
mode of machine learning system

Figure 2.1. The plot examine the results

Traffic jam and time taken in real time traffic ad hoc
network by using cameras. Top panel: Annotated plot of
average wavelet coefficients in sub bands evolving through
time. Approximation coefficients are shown by dashed line.
Solid and dashed lines indicate transform levels 1 and 6
corresponding to highest and lowest frequency. Middle panel:
OCNM using K th nearest-neighbor distance, with dashed line
indicating 90% MVS threshold. Bottom panel: projection
error _t with dashed line indicating lower threshold. Transports
Quebec dataset [7 ].
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B. Route Map – Structure by machine learning
We use the example in Figure. 3 to illustrate the basic ideas

in node bound identification system. We assume that some
nodes have already been selected as landmark nodes by the
Node place range and each node knows its bound distance to
all node location. In Fig. 1, L1, L2 and L3 are three possible
locations. Following a predefined order, the bound distance of
a node to all the areas is combined into a vector, i.e. the node’s
bound reference identification number. For example, L2’s
bound number is 305 in Figure. 3, representing that L2 is 3
bounds away from L1, 0 bound away from itself and 5 bounds
away from L3.

Figure 3. To stay away from dead ends with geographic steering: Route Map-
structure.

Figure. 3 Example of Bound number. A node N’s Bound
Number xyz means N is x, y, z bounds away from landmark L1,
L2 and L3 respectively. Intuitively, the Bound Number can
reflect the proximity of the network to some extent. Take two
nodes  N1 and  N2 for example, we define the bound distance
between N1 and N2 as Lh. Assume there are m landmark nodes,
and the Bound Number of N1 is

HK
(1) (H1

(1) ,H2
(1) ,…Hm

(1) ), bound number of N2 is HK
(2) (H1

(2)

,H2
(2) ,…Hm

(2) ), the following triangulation inequality holds:

MaxK (|HK
(1) - Hk

(2) |) ≤ Lh ≤ MinK (Hk
(1) + Hk

(2) ) (1).

according to the grapevine, for each k from 1 to m, Lh is no
more than the sum of HK

(1) and HK
(2) , since there exists a path

from N1 to N2 via landmark k and the bound count of this path
is Hk

(1) + Hk
(2) . For the left part of the inequality, without

losing the generality, we assume Hk
(1) is no more than Hk

(2) .
Hk

(2) is no more than the sum of Lh and Hk
(1) ,because there is a

path from landmark k to N2 via node N1 and Hk
(2) is the shortest

bound distance from landmark k to N2. These inequalities yield
a lower bound L and an upper bound U of Lh. More landmark
nodes can make the lower and upper bounds. The number of
landmarks needed in reality will be a constant which is
determined by the precision requirement other than number of
nodes in the network. By using above algorithm process, we
effectively route make the best forwarding decision for
geographic routing in order to extend the lifetime of the
network. We intend to determine the energy savings of a
simulated MANET with respect to the mount of future
knowledge and maximum permissible delay.

VI. MAP READING

Wireless networks of sensors are likely to be widely
deployed in the near future because they greatly extend our

ability to monitor and control the physical environment from
remote locations and improve our accuracy of information
obtained via collaboration among sensor nodes and online
information processing at those nodes.

Our goal is simply to make the best forwarding decision for
geographic routing next bound in order to extend the lifetime of
the network. We intend to determine the energy savings of a
simulated with respect to the amount of future knowledge and
maximum permissible delay. We regard as the network lifetime
and the end-to-end route power. In further research is to
implement this functionality fully in machine learning system.
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Abstract—Data mining techniques have been used enormously by 

the researchers’ community in detecting financial statement 

fraud. Most of the research in this direction has used the 

numbers (quantitative information) i.e. financial ratios present in 

the financial statements for detecting fraud. There is very little or 

no research on the analysis of text such as auditor’s comments or 

notes present in published reports. In this study we propose a text 

mining approach for detecting financial statement fraud by 

analyzing the hidden clues in the qualitative information (text) 

present in financial statements.  

Keywords-Text Mining; Bag of words; Support Vector Machines. 

I.  INTRODUCTION 

The illegitimate task of financial statement fraud had 
considerably affected the economy of a company. The analysis 
of financial statements assists the capital market participants in 
deciding about investing in a company. The information 
present in these statements express the performance of an 
organization in terms of financial status to the interested parties 
such as investors, creditors, auditors and management. Any 
deviation from Generally Accepted Accounting Principles such 
as presence of some extraordinary values in financial 
statements may results in a fraud. The presence of deviation 
does not always results in fraud because departures from 
GAAP may be appropriate to the company’s situation and such 
departure may have been adequately disclosed.       

Detection of financial statement fraud is a difficult task 
because of the nature of financial statements and warning signs. 
The mere presence of warning signs does not guarantee the 
occurrence of fraud and it is difficult to assess their impact 
before the entire fraud has unraveled. This problem is 
aggravated further by the fact that financial statements can be 
misleading even if they are in accordance with GAAP.  

Financial statements released by companies consist of 
textual information in form of auditor’s comments and 
disclosure as footnotes along with financial ratios. This 
qualitative information may contain indicators of fraudulent 
financial reporting in form of strategically placed phrases. In 
order to conceal the fraudulent activity, perpetrators may use 
selective sentence constructions, selective adjectives and 
adverbial phrases. Financial statement fraud can be detected by 
analyzing the above mentioned signals hidden in textual 
information present in published financial reports.  

Companies may present a rosy picture to the investors by 
manipulating the financial measurements and qualitative 
narratives of financial statements. These disclosures 
(qualitative narratives) may not contain fraud indicators 
explicitly; however indicators of fraud can be constructed by 
understanding the syntactic as well as semantics of any natural 
language because perpetrators of fraud may camouflage the 
indicators by using semantic arsenal of the language. 
Therefore, in order to detect fraud, it is necessary to examine 
the qualitative disclosures in the footnotes in the financial 
statements, as well as the numbers (quantitative information) 
associated with financial statements.  

Quantitative information has been analyzed by number of 
researchers for detection of fraudulent financial reporting. 
Therefore, in order to detect fraud indicators present in 
qualitative contents of financial statements, we present a text 
mining approach for differentiating between fraud and non – 
fraud financial statements. 

The textual information present in financial statements is 
unstructured in nature. Text is generally amorphous and 
therefore must be converted into structured data before 
applying any predictive data mining techniques such as 
classification or unsupervised learning method such as 
clustering in order to detect fraudulent financial reporting. 

Text mining is a process of extracting meaningful numeric 
indices (structured data) from unstructured text. Text mining 
can analyze words or cluster of words and can be used for 
determining the relationship with other variables of interest 
such as fraud or non fraud. Therefore, a text mining approach 
for detecting fraudulent financial reporting is presented in this 
paper. The rest of the paper is organized as follows. Section 2 
presents a brief overview of the research done in the field of 
detection of financial statement fraud and identifies the need of 
an approach for analyzing text present in financial statements 
for detecting fraudulent financial reporting. Section 3 
represents a text mining approach for detection of financial 
statement fraud followed by conclusion (Section 4). 

II.  LITERATURE REVIEW 

A number of researchers have devoted a significant amount 
of effort in detecting fraudulent financial reporting. In order to 
detect fraud several researchers have used various data mining 
techniques.  
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For instance, Koh and Low [1] constructed a decision tree 
by using a data sample of 165 organizations. In order to detect 
fraud, following six financial variables were examined: quick 
assets to current liabilities, market value of equity to total 
assets, total liabilities to total assets, interest payments to 
earnings before interest and tax, net income to total assets, and 
retained earnings to total assets. Cecchini M. [2] in 2005 
examined quantitative variables along with text information for 
detection of fraud. The qualitative variables were mapped to a 
higher dimension which takes in to account ratios and year over 
year changes.  

Kotsiantis et al [3] explored the effectiveness of machine 
learning techniques such as Decision Tree, Artificial Neural 
Network, Bayesian Network, K – Nearest Neighbour, Support 
Vector Machines in detecting firms that issue fraudulent 
financial statements. The 41 fraudulent firms were matched 
with 123 non- fraudulent firms. All the variables used in the 
sample were extracted from formal financial statements, such 
as balance sheets and income statements.  

In 2007, Kirkos et al [4] investigated the usefulness of three 
Data Mining classification methods namely Decision Trees, 
Neural Networks and Bayesian Belief Networks by analyzing 
27 financial ratios extracted from publicly available data of 76 
Greek manufacturing firms for detecting fraudulent financial 
statements. Further, Hoogs et al [5] developed a genetic 
algorithm approach for detecting financial statement fraud by 
analyzing 76 comparative metrics, based on specific financial 
metrics and ratios that capture company performance.   

Belinna et al [6] examined the effectiveness of CART on 
identification and detection of financial statement fraud by 
analyzing financial ratios from financial reports of 148 
organizations and found CART as a very effective technique in 
classifying financial statements as fraudulent or non – 
fraudulent.  

Ibrahim et al [7] examined the efficiency of data mining 
techniques i.e. decision tree and neural network for detection of 
financial statement fraud by analyzing data from 100 
manufacturing firms and concluded that leverage ratio and 
return on assets ratios are important financial ratios in detecting 
financial statement fraud.    

Furthermore, Ravishankar et al [8] in 2011 applied six data 
mining techniques namely Multilayer Feed Forward Neural 
Network (MLFF), Support Vector Machines (SVM), Genetic 
Programming (GP), Group Method of Data Handling 
(GMDH), Logistic Regression (LR), and Probabilistic Neural 
Network (PNN) to identify companies that resort to financial 
statement fraud on a data set obtained from 202 Chinese 
companies of which 101 were fraudulent and 101 were non-
fraudulent companies. The input vector used by them consists 
of 35 financial variables or ratios extracted from publically 
available financial statements. 

Recently, Gupta et al [9] examined the efficacy of three 
data mining techniques namely CART, Naïve Bayesian 
Classifier and Genetic Programming for detecting financial 
statement fraud by analyzing 52 financial ratios extracted from 
financial statements of 114 organizations. 

The review of existing academic literature reveals that 
research conducted till date in the field of detection of financial 
statement fraud had majorly analyzed financial ratios or 
variables which can be extracted from financial statements. A 
very few studies have analyzed the key component of financial 
statements i.e. qualitative contents in order to detect fraud.  

In order to detect hidden valuable knowledge from textual 
financial data, we propose a text mining approach in this study 
because traditional mining techniques are insufficient in 
detecting fraud from the increasing amount of text data.  

III.  TEXT MINING: AN APPROACH FOR DETECTION OF 

FINANCIAL STATEMENT FRAUD 

Figure 1 illustrates the proposed text mining approach for 
financial statement fraud detection. Text mining system takes 
as an input the collection of financial statements. In order to 
detect fraudulent financial reporting, financial statements of 
both type of organizations (fraudulent or non fraudulent) need 
to be collected as the first step. Companies with fraudulent 
history can be identified by analyzing AAER’s issued by SEC. 
Data set should contain financial statements of non fraud 
organization for each fraudulent organization. The non fraud 
organization should be of same size (on the basis of assets or 
sales) as that of fraudulent organizations.  

Second step is preprocessing which involves the extraction 
of qualitative narratives from financial statements and 
arranging into a document because a document is a basic unit 
of analysis in text mining. During preprocessing, words present 
in all the documents should be converted into lower case so as 
to avoid inclusion of two same words such as “Legal” and 
“legal” as different words in the corpus (collection of 
documents).   

All the punctuations should be removed from the corpus 
followed by removal of any number if present because input to 
the classifiers should contain only text. Stopwords such as 
articles (a, the etc.), conjunctions (but, and etc.) and 
prepositions (on, in etc.) should also be removed during 
preprocessing because these words does not help in 
discriminating the documents. Stemming is not required in 
domain of accounts because inflected terms may have different 
meanings.   

 

 

 

 

 

 

 

 

 

 

Figure 1: Text Mining detection for financial statement fraud 
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Since, in text mining, a sentence is regarded as a set of 
words and order of words can be changed with no impact on 
the result of the analysis, therefore syntactical structure of a 
sentence can be ignored for handling the text in an efficient 
manner. However, information regarding number of 
occurrences of each word should be retained. This unordered 
collection of words is known as “bag of words”. In “bag of 
words” approach, the occurrence of each word is used as a 
feature for training a classifier. The “bag of words” model 
represents each document with a vector of word count that 
appears in the document. The vector associated with each 
document is compared with typical vector associated with a 
given class (fraud or non fraud). Documents with similar 
vectors are considered to be similar in content and dissimilar 
otherwise. 

The vector spaces generated above will be used by next 
step for classifying organizations into fraud or non fraud. We 
recommend the use of Support Vector Machine – a supervised 
classification method, for detecting fraudulent financial 
reporting because SVM’s construct a hyperplane in feature 
space which best classifies among fraudulent or non fraudulent 
financial reporting. SVM takes a set of input data and predicts, 
for each given input, which of two possible classes (fraud or 
non fraud) forms the output. Given a set of training examples, 
each marked as belonging to one of two categories, an SVM 
training algorithm builds a model that assigns new examples 
into one category or the other. 

Since SVM is a supervised machine learning method, it will 
learn from feature spaces of both fraudulent and non fraudulent 
examples present in the training set. After learning, this method 
is capable of classifying correctly between fraud and non fraud 
organizations present in the testing dataset. The accurateness of 
classification should be evaluated by using evaluation measures 
such as accuracy, precision, recall (sensitivity in binary 
classification), F-measure and purity.   

IV.  CONCLUSION 

In this conceptual paper, we presented a text mining 
approach for detection of financial statement fraud. Fraud 
detection model presented in this paper begins with collection 
of financial statements for both fraud and non fraud 
organizations followed by preprocessing which involves lexical 
analysis of text present in financial statements. At the next step, 
bag of words approach has been selected for extracting 
information hidden in the text which results in vector spaces for 
both fraudulent and non fraudulent organizations.  

These vector spaces acts as an input vector to the Support 
vector machines which learns from training data and further 
classifies organizations from testing data into fraud or non 
fraud. Finally, the correctness of classification is measured by 
using standard evaluation measures. 

The methodology proposed in this paper for detection of 
financial statement fraud differs from earlier methodology in 
terms of input vector. Input vector in most of the previous 
studies consists of financial ratios and metrics i.e. quantitative 
information present in financial statements. Unlike earlier 
research studies, we selected text i.e. qualitative narratives 
present in financial statements in order to assess likelihood of 
financial statement fraud. 

Financial statement fraud is a major concern for most of the 
organization worldwide. Hence both the quantitative and 
qualitative information available in annual reports should be 
analyzed simultaneously for assessing the risk of fraud.  
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Abstract—A method for air-temperature, atmospheric pressure 
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proposed and is evaluated its validity. Simulation study results 

with MODTRAN show a validity of the proposed method. 
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I.  INTRODUCTION  

Hyperspectrometer in the visible to near infrared 
wavelength regions are developed and used for general 
purposes of earth observation missions such as Agriculture, 
Mineralogy, Surveillance, Physics, Chemical Imaging, 
Environment, in particular, for mineral resources explorations 
and agricultural monitoring [1]-[15]. Hyperspectormeter 
allows estimate atmospheric continuants by using absorption 
characteristics of the atmospheric continuants because spectral 
bandwidth of the hyperspectrometer is quit narrow like an 
atmospheric sounders onboard earth observation satellites [16]. 

The aim of the paper is to propose the method for 
estimation of air-temperature, atmospheric pressure, and 
relative humidity on the sea level together with estimation 
accuracy assessment with the different bandwidth. Method for 
air-temperature, water vapor and atmospheric pressure 
estimations with spectral radiometer in near infrared 
wavelength regions is proposed. It can be assumed that there is 
no up-welling radiance from the ocean in near infrared 
wavelength regions. Therefore, the major contribution of the 
observed radiance is assumed to be derived from the 
atmosphere. Thus it is possible to estimate atmospheric 
continuants, oxygen, carbon dioxide, water vapor 
concentrations can be estimated.  

There are absorption bands due to O2, CO2 and H2O in the 
near infrared wavelength regions, 762nm, 1382nm and 980nm, 

respectively. It is possible to estimate atmospheric pressure 
(O2), air-temperature (CO2) and relative humidity (H2O) by 
measuring the ocean at the wavelength of 762, 980 and 
1382nm, respectively. Therefore, atmospheric pressure, air-
temperature, and relative humidity is estimated. 

By using MODTRAN, the Top of the Atmosphere: TOA 
radiance, or at sensor radiance is calculated at the 
aforementioned wavelength with the different band width, 1, 2, 
4, 8nm.  TOA radiance for 10 bands, 5 bands, 2 bands and 1 
band are calculated for 1, 2, 4, 8nm bandwidth at around 762, 
980 and 1382nm. By using TOA radiance, regressive analysis 
is made based on logarithmic function. Regressive coefficients 
and Root Mean Square Error: RMSE are calculated for 
accuracy assessment.  

The following section describes the proposed method for 
estimation of air-temperature, atmospheric pressure, and 
relative humidity with hyperspectrometer data followed by 
simulation study for assessment of estimation accuracy. Then 
conclusion is followed together with some discussions. 

II. PROPOSED METHOD 

A. Absorption Characteristics of Oxygen, Carbon Dioxide, 

and Water Vapor 

Figure 1 shows absorption characteristics of oxygen, 
carbon dioxide, and water vapor in the near infrared 
wavelength regions, 1394 to 1406 nm, 756 to 768 nm, and 934 
to 946 nm which are corresponding to 7000 to 8000 cm

-1
, 

13000 to 14000 cm
-1

, and 10300 to 11000 cm
-1

, respectively. 
The vertical axis of Figure 1 shows TOA radiance in unit of 
W/m

2
/str. As mentioned above, it is possible to estimate 

oxygen (Atmospheric Pressure), carbon dioxide (Air-
Temperature), and water vapor (Relative Humidity) 
concentrations by using these absorption characteristics. 
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Figure 1. Absorption characteristics of CO2, O2, H2O for estimation of air-temperature, atmospheric pressure and relative humidity with hyper-spectrometer 



(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 3, No. 12, 2012 

194 | P a g e  

www.ijacsa.thesai.org 

B. Procedure of the Proposed Method for Estimation of Air-

Temperature, Atmospheric Pressure, and Relative 

Humidity 

Assuming up-welling radiance from the ocean is negligible, 
at sensor radiance of hyperspectrometer is reflected by the 
absorption characteristics of oxygen, carbon dioxide, and 
water vapor. Using the at sensor radiance, Atmospheric 
Pressure: AP, Air-Temperature: AT, and Relative Humidity: 
RH is estimated with the following regressive equations.  

AT = a0 + a1ln(b1TOA1) + a2ln(b2TOA2) + _ _ _  
+ anln(bnTOAn)    (1) 

AP = c0 + c1ln(d1TOA1) + c2ln(d2TOA2) + _ _ _  
+ cnln(dnTOAn)    (2) 

RH = e0 + e1ln(f1TOA1) + e2ln(f2TOA2) + _ _ _  
+ enln(fnTOAn)    (3) 

where TOAn denotes at sensor radiance for band number n 
while a to f denotes regressive coefficients.  In these equations, 
Beer-Bouque-Lambert law is assumed for radiative transfer 
processes in the atmosphere. 

III. EXPERIEMNTS (SIMULATION STUDIES) 

A. Simulation Data Used 

Utilizing MODTRAN of radiative transfer code, at sensor 
radiance is calculated by wave number by wave number. 
Bandwidth can be changed in the calculation of at sensor 
radiance. Other atmospheric conditions are set at the default 
values of Mid. Latitude Summer of atmospheric model which 
are included in the MODTRAN.  

Air-Temperature, Atmospheric Pressure, and Relative 
Humidity are set at the default values and the default value 
plus minus 30% of additive biases as shown in Table 1. At 
sensor radiance is calculated with MODTRAN.  

B. Simulation Results 

Using these calculated at sensor radiance, regressive 
analysis is conducted based on the regressive equations, 
equation (1) to (3). Through the regressive analysis, regressive 
coefficients are determined together with Root Mean Square 
Error: RMSE, regressive error. Table 2 shows the results from 
the regressive analysis. Bandwidth are set at 1, 2, 4, and 8 nm 
which are reasonable ranges from the state of the art on 
hgyperspectrometer design and development. 

As shown in Table 2, the regressive errors for Air-
Temperature, Atmospheric Pressure, and Relative Humidity 
range from 0.033 to 1.61 (%), from 0.59 to 1.06 (%), and from 
0.096 to 1.28 (%), respectively. 

Although it is supposed that the regressive error of the 1nm 
bandwidth case is the best followed by the 2nm bandwidth 
case, and so on for all the geophysical parameters, Air-
Temperature, Atmospheric Pressure, and Relative Humidity, it 
is no always true. For instance, the regressive error of the 2 nm 
bandwidth case is smaller than that of the 1 nm bandwidth 
case for atmospheric pressure.. 

TABLE I.  PARAMETERS SET TO MODTRAN FOR TOA RADIANCE 

CALCULATIONS 

Additive Bias(%) Air-Temp.[K] Atm.Press[hPa] RH[%} 

30 382.46 1316.9 99.06 

27.5 375.105 1291.575 97.155 

25 367.75 1266.25 95.25 

22.5 360.395 1240.925 93.345 

20 353.04 1215.6 91.44 

17.5 345.685 1190.275 89.535 

15 338.33 1164.95 87.63 

12.5 330.975 1139.625 85.725 

10 323.62 1114.3 83.82 

7.5 316.265 1088.975 81.915 

5 308.91 1063.65 80.01 

2.5 301.555 1038.325 78.105 

0 294.2 1013 76.2 

-2.5 286.845 987.675 74.295 

-5 279.49 962.35 72.39 

-7.5 272.135 937.025 70.485 

-10 264.78 911.7 68.58 

-12.5 257.425 886.375 66.675 

-15 250.07 861.05 64.77 

-17.5 242.715 835.725 62.865 

-20 235.36 810.4 60.96 

-22.5 228.005 785.075 59.055 

-25 220.65 759.75 57.15 

-27.5 213.295 734.425 55.245 

-30 205.94 709.1 53.34 

TABLE II.  REGRESSIVE ERROR FOR ESTIMATION OF AIR-
TEMPERATURE, ATMOSPHERIC PRESSURE AND RELATIVE HUMIDITY WITH 

HYPER-SPECTROMETER DATA  

 
Bandwidth(nm) Default Estimated Difference 

Air-Temperature 1 294.2 294.298 0.098 

  2 294.2 294.445 0.245 

  4 294.2 294.935 0.735 

  8 294.2 299.05 4.85 

Atm.Pressure 1 1013 1005.77 -7.23 

  2 1013 1007.02 -5.98 

  4 1013 1002.2 -10.8 

  8 1013 1003 -10 

Rel.Humidity 1 76.2 76.1886 -0.0114 

  2 76.2 76.1556 -0.0444 

  4 76.2 76.19266 -0.00734 

  8 76.2 75.228 -0.972 
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Also the regressive error of the 8 nm bandwidth case is 
better than that of the 4 nm bandwidth case for atmospheric 
pressure while the regressive error of the 4 nm bandwidth case 
is smaller than that of the 2 nm bandwidth case. This is 
because that the wavelength at which absorption starts is 
different among the bandwidth cases as shown in Figure 2. 
Figure 2 shows absorption characteristics of oxygen, carbon 
dioxide, and water vapor with 1 nm interval. Therefore, the 
band, or spectral response and bandwidth have to be 
determined properly by referring to the absorption 
characteristics. Otherwise, it is impossible to determine the 
best bandwidth. 

 

(a) CO2 for air-temperature estimation 

 

(b) O2 for atmospheric pressure estimation 

 

(c)H2O for relative humidity estimation 

Absorption characteristics of CO2, O2, H2O for estimation of air-temperature, 

atmospheric pressure and relative humidity with hyper-spectrometer 

IV. CONCLUSION 

Method for air-temperature, atmospheric pressure and 
relative humidity using absorptions due to CO2, O2 and H2O 
which situated at around near infrared wavelength region is 
proposed and is evaluated its validity. Simulation study results 
with MODTRAN show a validity of the proposed method. 

It is found that the regressive errors for Air-Temperature, 
Atmospheric Pressure, and Relative Humidity range from 
0.033 to 1.61 (%), from 0.59 to 1.06 (%), and from 0.096 to 
1.28 (%), respectively. Also it is not always true that narrowest 
bandwidth shows the best estimation accuracy. Spectral 
responses of hyperspectrometer would be better to determine 
by referring absorption characteristics precisely.  
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Abstract—This paper discusses the issue of Productisation of 

service, i.e. development of systemic, scalable and replicable 

service offerings, as implemented by a multinational Consulting 

organization, engaged in the business of outsourcing and 

consulting solutions, from their office in India. The literature is 

quite rich with discussions and debates related to products and 

services individually, but there seems to be an important 

deficiency in terms of ‘integration’ between product design and 

service elements for supporting new service-product system. In 

today’s flat world the geographic boundaries are getting 

diminished when firms are expanding seamlessly across the 

globe. This seamless expansion of the electronic data processing 

market makes use of the outsourcing as one of its main way to 

expand into various geographies. Data Sanitization is one of the 

most sought after service offering made by a consulting firm to 

protect the sensitive client data from any misuse. The paper 

attempts to document the process followed by a firm to 

productize its data sanitization service offering. This 

documentation will not only help in integration of product and 

service parameters, but also will be extremely helpful for the 

organizations worldwide offering service as business.    

Keywords-Services management; productisation; service product; 

data sanitisation; data security; productised service. 

I.  INTRODUCTION  

In 2005, Kuczmarski & Johnston [1] claimed that one 
emerging trend in service development that continues to grow 
is that blending of product and services into a ―full 
experiences‖, rather than standing as individual entities. 
Following this trend, Sheth et al [2] described the product-
servicisation movement which means a marketable 
combination of products and services is becoming increasingly 
important to academics and practitioners. Valminen K. & 
Toivonen M [3] suggested that the service-Productisation 
approach which provides the service more or less ‗product like‘ 
can stimulate the service company to produce new innovation. 
However, the reverse trend of productisation of established 
service business has been adopted by a few of the multinational 
service organisations. This paper documents the issues of 
development of systemic, scalable and replicable service 
offerings, as implemented by a multinational Consulting 
organisation, engaged in the business of outsourcing and 
consulting solutions, from their office in India 

This paper is structured into four sections. The first section 
surveys the literature to conclude that body of knowledge is 
rich in discussing about products and services on stand-alone 
basis, but learning from specific cases of Productisation of 
service are not well documented. This paper attempts to fill in 
this void. The second section discusses about the service 
offering in hand for discussion in this paper, viz. Data 

sanitization. The third section goes into details of processes 
followed by a multinational service organization in 
productizing data sanitization, one of their important service 
offerings. Lastly the fourth section draws a summary and 
concludes the discussion. 

II. PRODUCTISATION OF SERVICE 

The literature is quite rich with discussions and debates 
related to products and services individually, but there seems to 
be an important deficiency in terms of ‗integration‘ between 
product design and service elements for supporting new 
service-product system.  

A systematic development of services is becoming 
increasingly important when the improvement of companies‘ 
competitiveness is pursued. Earlier research by de Brentani [4] 
has shown that proficiency and effectiveness in new service 
development contributes significantly to the success of the 
offering. However, the traditional product development models 
created for industrial production do not fit as such in services 
due to the specificities of this part of the economy. Grönroos 
[5] and later Sundbo and Gallouj [6] included immateriality, 
process nature and the co-production with the client in the first 
place as the specificities of services. 

Jaakkola et al [7] defined productisation as one possible 
tool to systematize both the development and the production of 
services so that continuous innovation, cost efficiency and 
customer orientation become a part of everyday life. There is 
not one commonly accepted definition for the Productisation of 
services. Usually the term refers to making the service offering 
more or less ‗product like‘, i.e. defining the core process and its 
outcome so that they become more ‗stabile‘ and visible. 
Individual needs of customers may be taken into account as 
small variations in the core service, or through modularization. 
In the latter practice, customization is achieved through 
different combinations of modules, each component being 
provided in a systematic manner. Besides the service elements 
that are visible to the customer, Edvardsson [8] and 
Vaattovaara [9] opined that Productisation may concern the 
service company‘s internal processes.  

Productisation can be restricted to the more accurate 
defining of already existing services, but more commonly the 
term includes also some renewal of the service. Because of this, 
Gallouj and Weinstein [10] described Productisation as a factor 
that stimulates the service company to produce new 
innovations. In the present paper, we use the broad view of 
Productisation, which covers both new and existing services. 
We focus on the systematization of the service, but include in 
our perspective the even more advanced practice - 
modularization. 
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Service companies attempt Productisation of service for 
improving competitiveness and performance. Defining, 
systematizing and concretizing a service make its production 
more profitable and efficient. When the production process is 
well-defined, the quality of the service becomes more stable. In 
addition, the possibilities to accumulate knowledge 
systematically are improved. Productisation often intensifies 
the transfer of knowledge and enables the division of work. 
Finally, Productisation makes the pricing of the service easier. 
Sipilä [11] suggested that companies may even switch from 
selling experts‘ time to selling value propositions with a fixed 
fee.  

All these impacts lead not only to better competitiveness, 
but they also open possibilities for better management. The 
producer knows better what he is selling and the customer 
knows better what he is purchasing. 

Thus, the customers also benefit from Productisation. It 
becomes possible for them to compare the outcome of the 
service with the service promise and to compare the benefit 
received with the price of the service. In other words, 
Productisation facilitates the evaluation of the service. The 
increased tangibility and concreteness - a characteristic which 
Edvardsson [8] called ‗explicitness‘ - makes the service more 
tempting and easier to buy. 

The focus of Productisation varies. It can be just a minor 
change of style or appearance in the service, but it can also 
mean upgrading of the existing service. Further, the idea may 
be to extend the company‘s service portfolio in current 
markets, or as Jaakkola [7] suggested, to develop a new service 
to an existing customer need or a totally new service to a new 
customer need.  

Each Productisation process is different depending on the 
company‘s aims as well as its strategy. Jaakkola et. al [7] stress 
that companies should plan and carry out their service 
development project on their own basis and starting from their 
own needs. According to Jaakkola et al., the Productisation 
process consists of seven different stages:  

1) assessing the clients‘ needs and the ways in which they 
are answered; 2) defining the structure, contents and process of 
the service; 3) specifying the degree of standardization; 4) 
concretizing the service (service description, brochures etc.), 5) 
selecting the principles of pricing; 6) following-up and 
measuring the success of the service; 7) and anticipating the 
needs for continuous development. Sipilä [11] has emphasized 
marketing and piloting as additional stages that should be 
included in a Productisation process‖. 

III. DATA SANITIZATION, THE SERVICE OFFERING 

Data Sanitization is the process of camouflaging sensitive 
information by overwriting it with realistic looking but false 
data of a similar type. This process is done deliberately, 
permanently and irreversibly removing the sensitivity of the 
data stored in organization, to avoid the data theft.  It is also 
called as data masking.  

Data sanitization is usually performed on the certain 
business critical set of attributes by applying various 
‗Sanitization Techniques‘ on those attributes and modifying the 
values of that attribute from the original value but still 
maintaining the meaning of the attribute and modified value to 
be in realistic and valid range of data values. Previous research 
by Zhong et al [12] found that data sanitization is usually 
needed for personal and identifiable attributes of the business 
which has more exposure and needs to be protected in this 
world of highly globalization. 

Data sanitization is typically done in the development and 
test systems where production data is used as a sample for 
developing or testing product life cycle including 

 Development of a new product  

 Enhancements to the existing product or suit of 
products to make them more suitable for the target 
customers 

 Adding new features to the product lines or testing 
compatibility of the new features with the existing 
features of the product. 

 Launching promotional offers or knowing the effect of 
promotional offers onto the business lines 

 Development of a system to bid for the product build 
or buy strategy for a company 

 Compliance to regulations in case of the 
pharmaceutical and health insurance industry 

The scope of data sanitization within the organization is not 
only limited to above mentioned operations, but it is also 
needed for any information technology projects within the 
company where non-authorized person (within the company or 
outside the company) may need to use the production data for 
any internal development or testing related operations. The data 
sanitization can be achieved in multiple ways. Depending upon 
the need of an organization and objective of data sanitization, 
Carr et al [13] suggested that one should define the most 
appropriate way of achieving data sanitization and thus 
obtaining the level of data security that organization needs.  

The building block of the data sanitization process contains 
four main components 

 Sensitive data from the organization 

 Set of sanitization rules 

 Encryption Algorithms  

 Sanitized data as output  

The basic data sanitization conceptual diagram is as shown 
in figure 1. It contains components like Sensitive data as 
defined by the organization or organizational business users, 
sanitization rules engine that consist of various sanitization 
rules, encryption algorithms as build by organization. 
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Figure 1.  

Sensitive data: Depending upon the nature of the 
Organization, business users from the organization needs to 
define the most business critical business elements within the 
organization. These elements are identified because they are 
too sensitive for others to see and interpret for any gains. The 
data may include personal information, financial information 
such as account numbers, medication information etc. While 
selecting the sensitive data of an organization business users 
also needs to take care of the regulatory mandates of various 
countries where organization does business.  

Sanitization Rules: Sanitization rules are defined as set of 
keys (generic or customized) for each identified sensitive data 
elements as shown in the figure 1. These rules are usually 
stored in a form of rule name and numeric rule value 
parameters. These parameters are fed to the encryption 
algorithm for rule application. The database of sanitation rules 
is maintained by an organization so any rule can be applied to 
any specific or generic field of an organization. This is used to 
add the strength of the data sanitization. 

Encryption Algorithm: The encryption algorithms use the 
sanitization rules parameters and accordingly select the 
encryption function to be used. The encryption algorithm with 
parameters passed by sanitization rules are then applied over 
the sensitive data for data sanitization. 

Sanitized data:  The sanitized data is an end product of the 
sanitization function with completely masked data and helps 
protect the confidentiality of the data while maintaining the 
referential integrity and data dependence among attributes. The 
sanitized data can be used for sharing with other parts of the 
organization.  

The primary need of the data sanitization is to  

 Protect the valuable business information to avoid the 
impact of the data theft on to the business.  

 Compliance to regulatory requirement: In almost all 
countries in the world the regulatory body has defined 
set of rules regarding the data security. All 
organizations are subject to comply with the data 
security. Shringarpure [14] identified some of the 
regulations as  are  

 GLB Act: The Gramm-Leach-Bliley Act requires 
institutions to protect the confidentiality and integrity 
of personal consumer information. 

 Financial Privacy Act of 1978 creates statutory Fourth 
Amendment protection for financial records and there 
are a host of individual state laws.  

 HIPAA Act 1996: There are also a number of security 
and privacy requirements for personal information 
included in the Health Insurance Portability and 
Accountability Act of 1996 

 Sarbanes Oxley Act section 404 requires mandatory 
security and encryption of the data. 

 Enhance the data privacy of an organizational data. As 
suggested by Zohang [12] data sanitization will help 
the organization to ensure that the organizational data 
can be kept safe from any internal breaches. This will 
ensure that the data does not fall into the wrong hands 
or data is not exposed to any un-authorized person. 

The Gartner Analyst study 2008 shows that  

 Approximately 95% of the internal security breaches 
are avoidable if the necessary proactive steps are taken 
by the organization.  

 More than 50% of all data thefts come from inside the 
organization from disgruntle employees, employee 
mistakes, oversights and vendors having improper 
access. 

Prevention cost if the data security is significantly less than 
the potential losses or the legal mitigation costs 

IV. PRODUCTISATION OF DATA SANITISATION SERVICE 

To identify a data sanitization productized service offering 
requirement for a customer, a consulting firm needs to know 
the data management plans of an organization. This data 
management plan of an organization needs to be mapped to 
regulations, recent security breaches, and best data security 
practices as followed in the industry where the customer‘s 
organization belongs to and last but not the least is an 
Information Technology vision of an organization [Carr, 13]. 

V. MARKET ANALYSIS AND FEASIBILITY STUDY 

In today‘s flat world the geographic boundaries are getting 
diminished when firms are expanding seamlessly across the 
globe. This seamless expansion of the electronic data 
processing market makes use of the outsourcing as one of its 
main way to expand into various geographies. According to the 
analyst reports, there are main 5 markets they are USA, Central 
Europe, Be-Ne-Lux (Belgium, Netherlands and Luxemburg), 
Norway-Sweden and APAC market. The market for the 
electronic data processing is growing with many organizations 
from west (USA and Europe) considering utilizing APAC 
region to be their main back-office.  

As per the Gartner study, it is expected that 6% of the 
outsourcing market would be a market for Information security 
spending by an organization. The data security is expected to 
be around 35% of the total information security market 
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TABLE I.  [16] 

 
 

The Global Analyst Relations team was formed consist of 
representation from management, Sales, Development and 
regional marketing. This team focused on: 

Market Analyst and build relations: Drive sales into the 
identified geographies by influencing perception of market 
analyst of our capabilities.  

Market Knowledge Management: inform internal people 
about the analysts‘ opinions of the firm and with in each region 
as well as globally. 

For doing business and making sales of the data sanitization 
product offering, local knowledge is very important. The 
localized knowledge was important to define the geography 
specific business sensitive elements and the regulations specific 
to the same. 

 The broad market segments were defined based on 
following parameters  

 A big geographic presence. 

 A market segment has more than $100 Million for data 
security. 

 A segment represents large outsourcing presence i.e. 
more than USD $10 billion.  

 Analyst recommendations for potential data 
sanitization offer requirements  

 Availability of dedicated sales team to take this offer 
into the market. 

Based on the criterion mentioned above, the broad market 
segments for the Data Sanitization were identified to be  

 North America:  

 Central Europe:  

 Be-Ne-Lux (Belgium, Netherlands and Luxemburg): 

 Norway and Sweden: 

 APAC (Asia – Pacific) 

In all the identified markets, the competitive landscapes 
were drawn up 

 

 

 

VI. THE PRODUCTIZED SERVICE OFFERING 

 

 

 

 

 

 

Figure 2.  

The data sanitization offering consist of four parts, viz. (i) 
Data security consulting; (ii) Sanitization solution 
customization and implementation; (iii) Maintenance and 
support and (iv) Governance. 

The Productized offering methodology is depicted in Figure 
2. The data sanitization solution was to be implemented across 
various organizations and hence the architecture of the data 
sanitization solution needed to be very scalable. The underlying 
architecture of the Data Sanitization solution was organized 
into the four major components. It is important to note here that 
the methodology of putting in scalable service solution 
architecture is the most important step towards Productisation 
of service. 

VII. SELLING THE PRODUCT 

The product was launched in US market, since the 
organisation already had experience with more than 350 of the 
fortune 1000 companies and gathered deep domain knowledge 
in some of the important business areas. A team consisting of 
onsite and offshore individuals created the product offer and 
another sales team was made for USA in specific. 

The sales team was involved into the productized service 
development to provide the market input from USA market. 
Series of trainings were conducted to articulate the features of 
this product and how it is designed to help customer address 
data security issues. 

VIII. SUMMARY AND CONCLUSION 

Repeatability is one of the keys to achieving scalable 
financial performance in the professional services firm because 
it improves service delivery consistency and thereby improves:  
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 Client satisfaction 

 Project economics (better estimating, reduced learning 
curves among service delivery professionals, and so 
on) 

 Practice economics (better predictability across the 
portfolio of projects) 

By productizing and associating tangible features to an 
offering, the professional services firm can help ensure more 
consistent service delivery to realize these benefits. 
Predetermined templates for work products and deliverables, 
standardized methodologies, and fixed pricing and staffing 
models are all examples of standardized product attributes that 
can be assigned to service offerings. [Radford, 15] 

Value addition made by professional services firms are 
solving client problems and no client problem is ever exactly 
the same. As a result, the actual service delivered for every 
client is customized to some extent. 

However, significant benefits are gained by the professional 
services firm by associating product features with its services 
offerings—performance improvement can span sales, 
marketing, service delivery, and economics. These benefits are 
beneficial to professional services firms that find themselves 
positioned toward the latter half of the professional services 
lifecycle. 

Productisation of services is accomplished largely by 
associating tangible features with intangible service offerings. 
These tangible features may take the form of personnel, 
collateral, methodologies, pricing, facilities, or other attributes. 
By associating tangible features with intangible services, the 
professional services firm can build client confidence during 
the sales cycle as well as during the service delivery phase. 

The findings of this study shows that the company rolled 
out data sanitization as a productized service offering, 
packaged around the sanitization repository and their 
knowledge of customization for the local USA market need. 
This has gained a ground in the USA market especially in their 
current customers. The rollout of data sanitization in the USA 
geography in financial services industry has been successful so 
far and the company plans to replicate the same in the other 
geographies as well. In addition to the concrete changes in the 
services, the Productisation project provided results that have a 
more general meaning and probably long-lasting effects on the 
orientation of the companies. First of all, the attitudes towards 
Productisation changed, and secondly, the organization 
developed the skills of product development and also  
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Abstract—the key point of super resolution process is the 

accurate measuring of sub-pixel shift. Any tiny error in 

measuring such shift leads to an incorrect image focusing. In this 

paper, methodology of measuring sub-pixel shift using Phase 

correlation (PC) are evaluated using different window functions, 

then  modified version  of (PC) method using high pass filter 

(HPF) is introduced . Comprehensive analysis and assessment of 

(PC) methods shows that different natural features yield different 

shift measurements. It is concluded that there is no universal 

window function for measuring shift; it mainly depends on the 

features in the satellite images. Even the question of which 

window is optimal of particular feature is generally remains 

open. This paper presents the design of a method for obtaining 

high accuracy sub pixel shift phase correlation using (HPF).The 

proposed method makes the change in the different locations that 

lack of edges easy.  
 
Keywords-phase correlation (PC); high pass filter (HPF); window 

function; sub-pixel shift. 

I.  INTRODUCTION  

  Sub pixel image shift estimation is a fundamental task for 
high performance image processing techniques such as image 
fusion and super resolution, which have been extensively used 
for applications in remote sensing, medical imaging, surveil-
lance and computer vision. In [1], frequency based shift 
calculated methods using phase correlation (PC) have been 
widely used because of its accuracy and low complexity for 
shift motion due to translation, rotation or scale changes 
between images. The PC method for images alignment relies 
mainly on the shift property of the Fourier transform to 
estimate the translation between two images [2]. It is extended 
to estimate rotation and scale changes by using log-polar 
coordinate changes [3]. Originally limited to discover only 
integer pixel translations, the algorithm can be naturally 
extended to provide sub pixel accuracy [4], but at a higher 
computational cost. On the other hand, newer approaches have 
also allowed obtaining sub pixel accuracy with much less 
complexity [5], and some of its latest variations have reported 
enhanced accuracy performances [6, 7, 8].  

Using phase correlation with window; the window function 
plays a crucial role in determining the phase (wave front) 
because it significantly influences phase error. Window 

functions are used in harmonic analysis to reduce the 
undesirable effects related to the spectral leakage. They impact 
on many attributes of a harmonic processor which include 
detestability, resolution, dynamic range, confidence and ease of 
implementation [9]. Several standard windows are also used to 
optimize the requirements of a particular application in signal 
processing. Window functions have been successfully used in 
various areas of signal processing and communications such as, 
spectrum estimation, speech processing, digital filter design, 
and in other related fields such as, beam forming. A complete 
review of many window functions and their properties was 
presented by Harris [10].  

All window functions are designed to reduce the side lobes 
of the spectral output of Fast Fourier transform (FFT) routines. 
Whilst applying the window function reduces the side lobe 
leakage, it causes the main lobe to broaden thus, reducing the 
resolution. This is a trade-off that has to be made, one should 
choose the window function, which best suits the application. 
Some windows which have small side-lobe level and quick fall 
off rate have been used to reduce the measurement error of 
dielectric loss factor tan δ caused by non-synchronized 
sampling and non-integral period truncation. The limitations of 
Fast Fourier transform (FFT) application in measurements are 
due to spectral leakage and the picket-fence effect. Spectral 
leakage is typically reduced by selection of the proper window 
[10]. The picket-fence effect errors are compressed by 
interpolated FFT. The FFT interpolation formula for the 
rectangular window was introduced in [11]. It was then 
extended for a Hanning window in [12].It is also known that 
windows with a narrow main lobe have better noise immunity 
[13]. In this paper we have used some different window 
functions for evaluation and applied them on 3 different 
locations in satellite images. 

II. SUBPIXEL REGISTRATION BY PHASE CORRELATION 

METHOD 

To obtain the phase correlation function.  Let the image    
be a shifted version of the image    by       , then  

                                                                   
After taking the Fourier Transform (FT) of both images, we 

have the following relationship due to the shift property of the 
FT  
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Therefore, a shift in the spatial domain will produce a phase 
difference in the frequency domain. The normalized cross 
power spectrums finally denudes  

               

|              |
                                      

The (PC) function is finally obtained by taking the Inverse 
Fourier Transform (IFT) of the cross-power spectrum, which 
gives a           as result: a Dirac function centered on the 
position           

None the less, appointed out in [5], when dealing with dis-
crete images and using the Fast Fourier Transform (FFT) to 
generate the PC, the Dirac is turned into a Dirichlet kernel, 
whose maximum peak is found at the closest integer dis-
placement, so finding the PC peak is equivalent to finding the 
translation at a pixel resolution. In order to obtain sub pixel 
resolution and keep using the same technique offending the 
peak position of the PC function, interpolation by zero padding 
the cross-power spectrum is suggested in [4], but accuracy is 
limited by the interpolation factor used which is also limited by 
the size of the IFFT that can be computed. Lately, this 
approach has been improved with a more efficient 
implementation proposed in [14]. Using a different approach, 
in[5] an extension of the original PC method is presented where 
using not only the PC information of the main peak, but also its 
surrounding pixels, leads to an estimation of the amount of sub 
pixel displacement as well. Let        be the main peak, and 
       and        be the neighbors with the largest value in 
both horizontal and vertical direction respectively. The sub 
pixel displacement is then calculated as: 

   
                  

             
        

                  

             
               

(4) 

         Where xp positive X direction and yp positive Y direction. 

III. WINDOWS FUNCTION & HIGH PASS FILTER BASED ON 

PHASE CORRELATION 

A. Window Function 

In signal processing, a window function (also known as an 
apodization function or tapering function [15]) is a 
mathematical function that is zero-valued outside of some 
chosen interval. For instance, a function that is constant inside 
the interval and zero elsewhere is called a rectangular window, 
which describes the shape of its graphical representation. When 
another function or a signal (data) is multiplied by a window 
function, the product is also zero-valued outside the interval: all 
that is left is the part where they overlap; the "view through the 
window". Applications of window functions include spectral 
analysis, filter design, and beam forming. The following table 
describes the window functions [15]. 

 

 

 

 

TABLE I.  WINDOWS FUNCTIONS. 

 

 

 

 

 

 

 

 

 

 

B. High Pass Filter 

A high pass filter (HPF) could be analog or digital filter. 
Analog filter should be electronic circuits to filter image before 
recording, on the other hand digital filter will deal with the 
image after being recorded, so here we are using digital filter.  
Filter could be Finite impulse response (FIR) or Infinite 
impulse response (IIR) [16, 17]. The main difference is that 
FIR would have a linear phase but IIR will give non linear 
phase. In our method we need to make calculations on phase, 
so we have more concern in FIR to get better result and fast 
processing. For instance, a HPF will be used to reduce low 
frequency parts details in the image as desert is considered as 
the low frequency component in the data of the image. 

IV. MATERIALS AND METHOD  

A. Data Sets 

The French satellite SPOT5 was launched in 2002. It has a 
resolution of 5 m for the panchromatic band (HRG instrument) 
with an unchanged swath of 60 km [18]. Extracting the 2.5 m 
from 5m images requires a special technique. We will use tow 
scenes; their characteristics are shown in Table 2. 

TABLE II.  IMAGE CHARACTERISTICS. 

 

 

 

 

 

 

 

 

 

  

Images Image_1 Images_2 

K 113 113 

J 289 289 

Description Panchromatic Panchromatic 

Wavelength(µm) 0.48-0.71 0.48-0.71 

Spectral mode A B 

Processing level 1A 1A 

Acquisition date 16/06/2008 16/06/2008 
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Image_1 Image_2 
 

Read 2 Images 

Get 2D FFT for images 

Apply HPF for images 

Calculate phase Correlation 
surface 

 

 
 

 

 

Determine maximum peak from 

real values of surface (x,y) 

Determine ∆x, ∆y from equation 4  

 

Get side pixels Xp & Yp  

Apply Window fun-

ction for each image 

B. Operation Steps 

Steps for phase correlation using window function & high 
pass filters are as follows: 

 Read image & apply windows and high pass filter.  

 Get 2D FFT for both images.  

 Get phase correlation surface, defines as   

                 
  
     

|  
     |

  where Ft and Ft+1 are 

respectively the two-dimensional Fourier transforms of 
Ft and  Ft+1, F

−1
 denotes the inverse Fourier transform 

and* denotes complex conjugate. 

 Get maximum real point in 2D surface. 

 Get position of this point x, y. 

                                                   

Where (km ,lm) co-ordinates of the maximum value of 

array              

 Calculate sub pixel difference ∆x and ∆y from eq. 4. 

The algorithm starts from the already shifted image. The 
roughly coregistered images (to the same reference system 
spot5) are correlated using a small sliding window. We apply a 
different window function on both images to reduce noise edge 
effects. We calculate the Fast Fourier transform FFT of both 
images. Then, Calculate the cross-power spectrum by taking 
the complex conjugate of the  result. By multiplying the 
Fourier transforms together, element wise, we obtained phase 
correlation surface by applying the inverse Fourier transform. 
Finally we determined the location of the maximum peak from 
real value of surface(x, y). The entire processing chain is 
summarized in Figure.1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure .1 Algorithm workflow diagram of the proposed phase correlation based 

window function method and high pass filter 

V. DATA ANALYSIS 

We applied the previous algorithm In order to simulate the 
sub pixel displacements using a couple of panchromatic images 
(2000×2000 pixels). The application was conducted using 
different windows, on shifted images as shown in Figure.2. 
These two images have"-0.5, 0.5 pixel" shift between them. 
There are many phenomena in the images that will affect the 
shift results as shown in Table.3. 

 
               Figure.2. Two sample images shifted by"-0.5, 0.5" pixel. 

TABLE III.  OUTPUT WIDOWS SHIFT RESULTS OF THE SOURCE IMAGE. 

 

 

 

 

 

 

 

VI. EVALUATION OF DIFFERENT AREA LOCATIONS   

This section presents the evaluation of some windows 
functions on three different locations namely; (urban area, 
vegetation area and desert area). 

A. Urban area   

This area was chosen from the above data of Table. 2. The 
choice of this region was done because of the large number of 
urban areas, which have a lot of edges that makes the process 
faster in measuring the displacement between the two images. 
Figure.3 shows the selected area (500×500) pixels, with 
different buildings and Figure.4 depicts the urban pixel values 
with pixel location. 

(a) (b) 

Figure.3.Two urban areas presenting roads, buildings and sharp edges. 

windows Source image  

∆x ∆y 

No Window -0.7450 0.7303 

Triangle  -0.7784 0.7617 

Hanning  -0.7874 0.7621 

Hamming  -0.7819 0.7603 

Kaiser  -0.8028 0.7771 

Chebwin  -0.8056 0.7798 

Blackman  -0.7986 0.7731 

Boxcar  -0.7450 0.7303 

Bartlett  -0.7784 0.7617 

http://en.wikipedia.org/w/index.php?title=Cross-power_spectrum&action=edit&redlink=1
http://en.wikipedia.org/wiki/Complex_conjugate
http://en.wikipedia.org/wiki/Fourier_transform
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Figure.4. Result of urban pixel values with pixel location. 

B. Vegetation area 

This area was chosen from the above data of Table. 2. The 

Choice of this region was done because of the large 

number of Agricultural fields, in which the edges appear 

between the different parts in the fields, but not in 

abundance, such as buildings. Also the image size of these 

areas is (500×500) pixel. 
 

 

 

 

 

 

(a) (b) 

Figure.5. Two vegetation areas presenting fewer edges than urban. 

               Figure.6. Result of vegetation pixel values with pixel location. 

Figure.5 shows the vegetations area and Figure.6 depicts the 

vegetation pixel values with pixel location. 

C. Desert area 

This area was also chosen from the above data of Table 2. 
This desert region does not have edges that help successful 
completion of the measurements process.  

Also the image size of this area is (500x500) pixel. Figure.7 
shows the smoothed desert area and Figure.8 depicts the desert 
pixel values with pixel location. 

(a) (b)  

                    Figure.7. Two desert areas presenting no edges. 

                Figure.8. Result of desert pixel values with pixel location. 

VII. RESULTS AND DISCUSSION  

A. Urban area  

We applied the algorithm discussed in section 4 on the 
subset images of the buildings and roads. It has been found 
after using 8 different windows that; all windows are giving 
variable and different results from each other, but closer to the 
(actual shift) as shown in Table. 4, thanks to the large amount 
of edges produced by buildings. 

B. Vegetation  area  

  Also in this part the algorithm was applied to the 
fields of agriculture using the 8 different windows yielding 
poor result, as shown in Table.5. These results are due to the 
lack of edges that are on the expense of displacement 
calculation accuracy between the two images. However, as 
shown in the table without the use of windows, it gives a bad 
result, as well as using the Box windows.  

C. Desert area  

In case of the desert, we used the 8 different windows on 
areas where there are no edges which do not lead to satisfactory 
results and complete the measurement process successfully. 
Figure.8 shows pixel values and there is no change that results 
from the edges. Therefore, results shown in Table.6 are very 
bad for all the windows. 



(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 3, No. 12, 2012 

206 | P a g e  

www.ijacsa.thesai.org 

D. High pass filter (HPF) 

Finally we applied HPF (FIR filter) to overcome the 
problem of the desert, which has very bad results. Table.7 
shows the results of using the filter on the different locations. It 
is clear that it gives a very comparable result. 

TABLE IV.  TRESULTS OF THE DIFFERENT WINDOWS IN URBAN AREA, ∆X AND 

∆Y ARE VALUES REPRESENTING THE SUB PIXEL SHIFT CALCULATED FROM THE 

DISCUSSED METHOD. 

 
 

 

 

 

 

 
 

TABLE V.  RESULT OF THE DIFFERENT WINDOWS IN THE VEGETATION 

AREA. 

 

 

 

 

 

 
 

 

 

 

TABLE VI.  RESULT OF THE DIFFERENT WINDOWS IN THE DESERT AREA. 

 

 

 

 

 

 

 

 

 

 

TABLE VII.  RESULTS OF THE DIFFERENT LOCATION USING HPF. 

∆ Source 

image  

Urban 

area 

Vegetation 

area 

Desert area 

∆x -0.5014 -0.5001 -0.5093 -0.4053 

∆y 0.5140 0.5014 0.5137 0.5013 
 

VIII. CONCLUSION  

     In this paper we present a algorithm for obtaining high-
accuracy sub-pixel shit estimation using phase correlation. It 
appeared that having a large number of pixels gives a good 

representation of Fourier and using windows is not giving a 
better correlation solution in low frequency component 
(Desert). Results of applying the window functions did not 
succeed in enhancing the calculation of shift in images, but the 
(HPF) did make enhancement on source image by removing 
low frequency components hence helping us to calculate peak 
phase shift. 
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Windows Urban 

∆x ∆y 

No window -0.5255 0.5057 

Triangle -0.5408 0.5501 

Hanning -0.5488 0.5573 

Hamming -0.5444 0.5507 

Kaiser -0.5589 0.5661 

Chebwin -0.5608 0.5674 

Blackman -0.5569 0.5643 

Boxcar -0.5255 0.5057 

Bartlett -0.5409 0.5503 

windows Vegetation 

∆x ∆y 

No window -0.2587 0.4673 

Triangle -0.6861 0.7974 

Hanning -0.6910 0.7954 

Hamming -0.6878 0.7979 

Kaiser -0.6879 0.7908 

Chebwin -0.6864 0.7881 

Blackman -0.6903 0.7920 

Boxcar -0.2587 0.4673 

Bartlett -0.6863 0.7971 

windows Desert 

∆x ∆y 

No window 0.0518 0.4511 

Triangle  -1.0692 1.0961 

Hanning  -1.0804 1.0996 

Hamming  -1.0729 1.0988 

Kaiser  -1.0890 1.0973 

Chebwin  -1.0885 1.0984 

Blackman  -1.0880 1.0988 

Boxcar  0.0518 0.4511 

Bartlett  -1.0695 1.0959 

http://en.wikipedia.org/wiki/International_Standard_Book_Number
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Abstract—In this paper, we focus on performance comparison of 

gender and age group recognition to perform robot’s application 

services for Human-Robot Interaction (HRI). HRI is a core 

technology that can naturally interact between human and robot. 

Among various HRI components, we concentrate audio-based 

techniques such as gender and age group recognition from 

multichannel microphones and sound board equipped with 

robots. For comparative purposes, we perform the performance 

comparison of Mel-Frequency Cepstral Coefficients (MFCC) and 

Linear Prediction Coding Coefficients (LPCC)  in the feature 

extraction step, Support Vector Machine (SVM) and C4.5 

Decision Tree (DT) in the classification step. Finally, we deal with 

the usefulness of gender and age group recognition for human-

robot interaction in home service robot environments.   

Keywords-gender recognition; age group recognition; human-robot 

interaction.  

I.  INTRODUCTION 

Conventional industrial robots perform jobs and simple 
tasks by following pre-programmed instructions for humans in 
factories. Meanwhile, the main goal of the intelligent service 
robot is to adapt to the necessities of life as accessibility to 
human life increases. While industrial robots have been widely 
used in many manufacturing industries, intelligent service 
robots are still in elementary standard. Although the intelligent 
robots have been brought to public attention, the development 
of intelligent service robots remains as a matter to be 
researched further.  

Recently, there has been a renewal of interest in Human-
Robot Interaction (HRI) for intelligent service robots [1-2]. 
This is different from HCI (Human-Computer Interaction) in 
that robots have an autonomous movement, a bidirectional 
feature of interaction, and diversity of control level. Among 
various HRI components, we especially focus on audio-based 
HRI. Audio-based HRI technology includes speech 
recognition, speaker recognition [3][4], sound source 
localization [5], sound source separation, speech emotional 
recognition, speech enhancement, gender and age group 
recognition. Among various audio-based HRI components, we 
focus on gender and age group recognition. The robot platform 
used in this paper is WEVER, which is a network-based 
intelligent home service robot equipped with multi-channel 
sound board and three low-cost condenser microphones. 
Finally, we perform the performance comparison in the step of 
feature extraction (MFCC, LPCC) and classification (SVM, 

C4.5) for gender and age group classification.  

The material of this paper is organized into following 
fashion. In section 2, we describe and discuss about well-
known feature extraction methods Mel-Frequency Cepstral 
Coefficients (MFCC) and Linear Prediction Coding 
Coefficients (LPCC). In section 3, we deal with Support 
Vector Machine (SVM) and C4.5 Decision Tree (DT) for 
classification. Here we elaborate on gender and age group 
recognition in home service robots equipped with multiple 
microphones and multi-channel sound board. In section 4, we 
perform the experimental setup and performance comparison. 
Finally the conclusions and comments are given in section 5. 

II. FEATURE EXTRACTION METHODS 

The speech signals are obtained from the first channel of 
sound board at a distance of 1 meter in quite office 
environments. The speech signal is sampled with 16kHz, and 
each sample is encoded with 16bits. There are 20 sentences in 
a long speech signal for gender classification data, only one 
sentence in a speech signal for age classification data. Speech 
signals are assumed to be time invariant within a time period 
of 10 to 30 ms. Short-time processing methods are adopted for 
speech signal processing. A window sequence is used to cut 
the speech signal into segments, and short-time processing is 
periodically repeated for the duration of the waveform. The 
key problem in speech processing is to locate accurately 
beginning and ending of a speech. Endpoint detection (EPD) 
enables computation reduction and better recognition 
performance. We detect beginning and ending points of 
speech intervals using short-time energy and short-time zero 
crossings  

The short time energy is as follows  

 
2

 


m
n )mn(w)m(xE

                                                      (1) 

The short time zero crossing rate is as follows 

    )mn(w)m(xsgn)m(xsgnZ
m

n  




1

                         (2) 
Figure 1 shows the EPD obtained from log energy and zero 

crossing rate. Rectangular window gives equal weights to all 
samples in the window. Hamming window gives most weight 
to middle sample. Rectangular and Hamming windows can be 
expressed as follows, respectively. 
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(a) speech signal 

 
(b) log energy 

 
(c) zero crossing rate 

Figure 1.  Endpoint detection 

The window used is hamming window, and the window 
length is 512 samples with 30% overlap. Figure 2 shows 
original i’th frame and the transformed i’th frame obtained by 
hamming window.  

 

(a) Original i'th frame 

 

(b) Hamming window 

 

(c) i’th frame obtained by hamming window 

Figure 2.  Signal obtained by Hamming window 

After detecting endpoints of the speech interval, silence 
intervals from the speech signal are removed. We cut the 
speech signal into segments, each segment is 512 sample 
points in each frame for the signal with 16kHz sample rate. 
The size of overlapped frame is 171 samples.  
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The number of the filter bank is 20. The dimension of 
MFCC is 12. Feature extraction is based on each frame of the 
speech signals. After detecting signal, the feature extraction 
step is performed by six stages to obtain MFCC. These stages 
consist of pre-emphasis, frame blocking, hamming window, 
FFT (Fast Fourier Transform), triangular bandpass filter, and 
cosine transform [6]. For simplicity, we use 11 MFCC 
parameters except for the first order. The construction 
procedure of MFCC is shown in Figure 3.  

The mel scale filter bank is a series of triangular bandpass 
filters hat have been designed to simulate the bandpass 
filtering believed to occur in the auditory system. This 
corresponds to a series of bandpass filters with constant 
bandwidth and spacing on a mel frequency scale as shown in 
Figure 4. 

 

 
 

Figure 3.  Procedure of MFCC. 

 
Figure 4.  Mel scale filter bank 

On the other hand, LPCC (Linear Prediction Coding 
Coefficients) method provides accurate estimates of speech 
parameters. The current speech sample can be closely 
approximated as a linear combination of past samples. 

)pn(xa)n(xa)n(xa)n(x p  21 21  

(5)                                                            
Coefficients are determined by minimizing the sum of 

squared differences between the actual speech samples and the 
linearly predicted ones.  

III. CLASSIFICATION METHODS 

We firstly consider the use of the support vector machine 
(SVM) as a nonlinear classifier. This is legitimated by the fact 
that SVMs come with high generalization capabilities. Among 

various SVM models, we use the one known as LIBSVM.  
LIBSVM is composed of C-support vector classification (C-
SVM) and -support vector classification ( -SVM). Here we 

employ the C-SVM in the form proposed by Vapnik [7] for 
the implementation of multi-class classification. Furthermore 
we consider polynomial kernel functions frequently used in 
conjunction with classification tasks 

Polynomial: 0  ,)rxx()x,x(K d
j

T
iji                          (6) 

where   and r are kernel parameters.  

On the other hand, C4.5 is a method used to generate a 
decision tree developed by Quinlan [8]. C4.5 is an extension 
of ID3 algorithm. The decision tree generated by C4.5 can be 
used for classification. For this reason, C4.5 is often referred  
to as a statistical classifier. C4.5 builds decision tree from a set 
of training data in the same way as ID3 using the concept of 
information entropy. The training data is a set S=s1, s2, … of 
already classified samples. Each sample si  = x1, x2, … is a 
vector where x1, x2, … represents attributes or features of the 
sample. The training data is augmented with a vector C = c1, c2, 
… where c1, c2, … represent the class to which each sample 
belongs. At each node of the tree, C4.5 choose one attribute of 
the data that most effectively splits its set of sample into 
subsets enriched in one class or the other. Its criterion is the 
normalized information gain that results from choosing an 
attribute for splitting the data. 

 The attribute with the highest normalized information gain 
is chosen to make the decision. The C4.5 algorithm then 
recourses on the smaller sublists. The algorithm has a few base 
cases. All the samples in the list belongs to the same class. 
When this happens, it simply creates a leaf node of the 
decision tree saying to choose that class. None of the features 
provide any information gain. In this case, C4.5 creates a 
decision node higher up the tree using the expected value of 
the class. Instance of previously-unseen class encountered. 
Again, C4.5 creates a decision node higher up the tree using 
the expected value. 

IV. EXPERIMENTAL RESULTS 

In this section, we describe our comprehensive set of 
experiments and draw conclusions regarding the classification 
performance in comparison with well-known methods 
frequently used in conjunction with the feature extraction and 
classification. We used hamming window 512 samples to 
multiply the speech signal to enable short-time speech signal 
processing. We extract MFCC and LPCC features based on 
each frame to produce feature data for classification.  

The classification data includes 14 long speech signals for 
gender classification from 7 female and 7 male, 500 speech 
signals (200 signals from children, 300 signals from adults) for 
age group classification, respectively. We divide 2/3 of 
examples for training into the rest for testing. The training and 
testing data for gender classification is 6960 and 3482, 
respectively.   

The training and testing data for age group classification is 
12925 and 6464, respectively. Figure 5 shows 20 sentences in 
a long speech signal for gender classification data. Figure 6 
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shows u-robot test bed environments including three rooms 
and a living room. Figure 7 shows multi-channel sound board. 
These microphones are low-price condenser. Furthermore, 
multi-channel sound board was developed for sound 
localization and speech/speaker recognition in Electronics 
Communications Research Institutes (ETRI). Figure 8 
visualizes MFCC obtained from one sentence.  

Table 1 lists the result of performance comparison for 
gender classification. As listed in Table 1, the experimental 
results revealed that MFCC-SVM showed good performance 
(93.16%) in comparison to other presented approaches for 
testing data set. Table 2 lists the result of performance 
comparison for age group classification. The experimental 
results obtained that MFCC-SVM (91.39%) outperformed 
other methods in like manner.  

As a result, the SVM and DT classifiers obtained better 
performance with MFCC features than LPCC features. 
Auditory model has been introduced in the MFCC feature, 
other auditory model embedded features can be extracted for 
future classification. Other features as pitch period, formants, 
short-time average energy etc. can be extracted to combine 
with MFCC or LPCC features for classification. 

 

Speech signals with 20 sentences 

 

Figure 5.  Robot test bed environment 

 

Figure 6.  Multi-channel sound board(MIM board) 

 

Figure 7.  MFCC obtained by one sentence. 

TABLE I.  PERFORMANCE COMPARISON (GENDER CLASSIFICATION) 

 Training data Testing data 

MFCC-SVM 95.89 93.16 

MFCC-DT 94.33 91.45 

LPCC-SVM 93.28 86.60 

LPCC-DT 93.10 83.02 

TABLE II.  PERFORMANCE COMPARISON (AGE GROUP CLASSIFICATION) 

 Testing data 

MFCC-SVM 91.39 

MFCC-DT 88.37 

LPCC-SVM 84.69 

LPCC-DT 82.72 

V. CONCLUSIONS 

We have performed the comparative analysis for gender 
and age group classification of audio-based HRI components. 
These components are compared with MFCC-SVM, MFCC-
DT, LPCC-SVM, and LPCC-DT. The experimental results 
revealed that the aggregate of the MFCC-SVM showed better 
performance in comparison with other methods. We have 
shown the usefulness and effectiveness of the presented 
technique through the performance obtained from the 
constructed databases.  

In the future studies, we shall continuously develop other 
techniques such as sound source separation and fusion of 
information obtained from multi-microphones for humanlike 
robot auditory system. Also, we can apply to customized 
service application based on the integrated robot audition 
system including gender and age group recognition, speaker 
and speech recognition, and sound source localization and 
separation.  

The presented technique can be applied to service robots 
such as home service robots, edutainment robots, and u-health 
robots as well as various application areas.  
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Abstract—In last the decade we witnessed a large increase in data 

generated by earth observing satellites. Hence, intelligent 

processing of the huge amount of data received by hundreds of 

earth receiving stations, with specific satellite image oriented 

approaches, presents itself as a pressing need. One of the most 

important steps in earlier stages of satellite image processing is 

cloud detection. Satellite images having a large percentage of 

cloud cannot be used in further analysis. While there are many 

approaches that deal with different semantic meaning, there are 

rarely approaches that deal specifically with cloud detection and 

retrieval. In this paper we introduce a novel approach that 

spatially detect and retrieve clouds in satellite images using their 

unique properties .Our approach is developed as spatial cloud 

detection and retrieval system (SCDRS) that introduce a 

complete framework for specific semantic retrieval system. It 

uses a Query by polygon (QBP) paradigm for the content of 

interest instead of using the more conventional rectangular query 

by image approach. First, we extract features from the satellite 

images using multiple tile sizes using spatial and textural 

properties of cloud regions. Second, we retrieve our tiles using a 

parametric statistical approach within a multilevel refinement 

process. Our approach has been experimentally validated against 

the conventional ones yielding enhanced precision and recall 

rates in the same time it gives more precise detection of cloud 

coverage regions. 

Keywords-Satellite images; Content based image retrieval; Query by 

polygon; Retrieval refinement; cloud detection; geographic 

information system. 

I.  INTRODUCTION  

Satellite images have become a common component of our 
daily life either on the Internet, in car driving and even in our 
hand-held mobile handsets. There is huge image content 
appearing every second through multiple competing satellite 
systems [1]. Manual interaction with this large volume of data 
is becoming more and more inappropriate, which creates an 
urgent need for automatic treatment to store, organize and 
retrieve this content [2]. 

Traditional textual meta-data such as geographic coverage, 
time of acquisition, sensor parameters, manual annotation, etc., 
are now insufficient to retrieve images of interest when we 
target a specific visual concept such as desert, rock, crops, 
clouds or others [3]. In many fields, we need specific contents 
from the satellite images as specific crops, geology structures 
or climate changes.  

Manual annotation needs to annotate every region by 
human where users enter descriptive word after image 
download from satellite. However it is a labor intensive and 
tedious process [4]. Therefore we need to retrieve images that 
contain our intended contents automatically. The content based 
image retrieval (CBIR) approach challenge is how to fill the 
gap between the low level features that describe the scenes and 
our human understandable semantic concepts. This gap of 
understanding is called the semantic gap [5] [6]. In addition, 
these semantic concepts themselves may be defined differently, 
e.g. each one of us interprets what he sees from his point of 
view. 

The most commonly used features include those reflecting 
color, texture, shape, and salient points in an image. For 
instance, in a color layout approach, an image is divided into a 
small number of sub-images and the average color components 
(e.g. red, green, and blue intensities) are computed for every 
sub-image [7]. Texture features are intended to capture the 
granularity and repetitive patterns of surfaces within an image.  

The traditional satellite cloud image search method was 
based on the file name and the sensor parameters of every 
image. The disadvantages of this method are that it cannot 
describe the image contents such as cloud shape [8] and also 
leads to the inconvenience in retrieving images [9].  

We have done statistics for Spot4 satellite observation on 
the Middle East from NARSS archive to determine the percent 
of clouds on these scenes in the period starts from January 
2006 to December 2009. There were about 170000 scenes 
covering the receiving station area. Normally for each scene; an 
expert has to decide manually the percentage of cloud 
coverage.  

The different percentages of clouds coverage during each 
year are shown in figure 1 and table I. 

TABLE I : AVERAGE CLOUD COVERAGE THOUGH 2006 TO 2009 ON 
MIDDLE EAST 

COVERAGE 2006 2007 2008 2009 

0% (A) 0.44 0.39 0.43 0.40 

1%-10% (B) 0.08 0.09 0.07 0.06 

11%-25% (C) 0.09 0.08 0.07 0.05 

26%-75% (D) 0.09 0.08 0.07 0.06 

76%-100% (E) 0.30 0.36 0.36 0.43 
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Fig. 1 Clouds coverage percentages 

II. REVIEW OF RELATED WORK 

During the last decade many approaches have been 
proposed to retrieve satellite images using their content in 
general. Specifically less effort has been devoted to cloud 
despite its importance during satellite image processing or 
meteorological management and observation. F. Acqua and P. 
Gamba presented a tool for shape similarity evaluation for 
query-by shape searching into meteorological image archives 
based on the point diffusion technique [8]. R. Holowczak et al., 
reported a system that can automatically determine whether a 
region of interest is visible in the image, free from cloud, and 
can incorporate this into the meta-data for individual images to 
enhance searching capability [10]. T. Nauss et al., have 
proposed an algorithm based on the analytical solutions of the 
radiative transfer equations valid for optically thick weakly 
absorbing cloud layers [11]. D. Fu and L. Xu have used 2D- 
Gabor wavelet in satellite image classification [12]. D. Upreti 
has used Gray level Co-occurrence Matrix GLCM and 
histogram quantization technique to retrieve cloud patterns to 
discover Tropical Cyclone [13]. 

The previous approaches were concerned with cloud 
retrieval. Some observations were found as follow:  

 Most of the previous work was directed to 

meteorological observation images with very low 

resolution. 

 It doesn’t care with cloud removal preprocessing 

operation which is still done manually. 

 It doesn’t handle spatial distribution of cloud within the 

scene. 
Through our new proposed approach, we covered these 

missed points of research. It will be very useful to detect and 
retrieve these clouds and consequently as further process, 
remove them and replace the cloudy sub-images with other 
clear ones. 

III. SYSTEM OVERVIEW 

Our system is composed of two main stages as shown in 
figure 2. 

 
Fig. 2 System Overview 

First stage is cloud signature database building stage which 
is responsible for building up the features vectors for different 
clouds patterns. Second stage is cloud detection and retrieval 
stage in each satellite scene, which determines where the 
clouds in this scene and their percentage are. We have used two 
strategies in our system [1]. First one is query by polygon 
strategy where we build our signature database using cloud 
polygons instead of rectangular shapes. Second one is multiple 
size tiling strategy where we break down our scene into 
different sizes followed by features extraction to obtain features 
vectors. According to these strategies, the two stages have 
passed through different sub-processes starting by tiling then 
features extraction to from features vectors. This is done for 
each level of retrieval. 

IV. SYSTEM STAGES 

A. Cloud Signature Database Building stage 

There are many forms that clouds appear with in satellites 
images as shown in figure 3. 

 

Fig. 3 Some Clouds types 

These forms differ depending on altitude and density of 
clouds [14].  These forms start with low dense water vapor to 
high dense clouds with different altitude. Beside clouds there 
are also their shadows which should be taken into account 
during retrieval. The first stage of the cloud retrieval process is 
to determine cloud signature as shown in figure 4. 

This is done using query by polygon approach where we 
first determine different type of clouds, then we draw geo-
reference polygons that contain these clouds. These different 
types of clouds are used to form signature databases according 
to the type of tiling size used. Using our proposed feature 
extraction algorithm we compute features vectors of cloud 
polygon tiles 

B. Cloud Detection and Retrieval Stage 

After building our cloud signature database, we have to 
build the features vectors for each scene as shown in figure 5. 
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Fig. 4 Building cloud signature databases 

Our approach based on breaking down the whole image 
into small sections of sub-images called tiles. The number of 
resulted tiles is determined by their sizes. 

According to the two stages hierarchy used in [1] for the 
retrieval process, we have rebuilt the system. Instead of starting 
with features databases and get query features for each 
semantic, we have reverse the order which begins with building 
cloud signature database then the input scene is treated as query 
image. The two stages hierarchy, candidate selection stage and 
refinement stage, are used. In candidate selection stage, we 
define the primary candidate’s area for clouds. In refinement 
stage we refine the first stage areas using its neighborhoods 
with smaller tile size. 

 
Fig. 5 Building satellite feature vectors 

V. MAIN SYSTEM PROCESSES 

The main system processes; features extraction, retrieval 
and evaluation have some key points to be included into the 
two levels hierarchy to enhance cloud detection and retrieval 
system. 

A. Features extraction Process 

We have depended on various domains to get the tile 
signature either for the cloud example dataset or for input 
satellite image. These domains extract the spectral and textural 
characteristics of images.  
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To build our feature vector database            , we start by 
determining the components of our feature vector    for each 
tile   and its length. For each multispectral tile image    with 
number of bands, we form the feature vector     of each band   
depending on different spectral and textual characteristics of 
the image. We used the mean   and standard deviation   
statistics of feature domain for each band. The features we used 
are histogram , Daubechies wavelets transform coefficients 
   ,Discrete cosine transform coefficients     and Discrete 
Fourier transform Coefficient     [15]. Using these domains, 
we build various feature vectors    ,       and     . For each 
multispectral tile with   number of bands, we build domain 
feature vector    for each domain   as in equation 1. 

   [                  ]                     

We then use these domain feature vectors to form domain 
feature database     for m number of tiles as in equation 2. 

    [                  ]                

Using all feature vectors for all tiles; we formulate our 
cloud signature database or input scene feature vectors using all 
domains as in equation 3. 

          [                 ]       

B. Retrieval Process 

The retrieval process, as shown in figure 6, has two sub 
stages as mentioned in [1], the candidates selection stage and 
the refinement stage. 

In the candidates selection stage, we use      tile size 
features to get the most appropriate matching tiles similar to 
cloud. In the refinement stage, we use the        tile size 
features of the first stage results and their neighborhoods to get 
our final results. 

We have used a retrieval engine that based on statistical 
parametric paradigm using normal distribution [16] rather than 
the traditional nearest neighbor approach. The statistical 
parametric paradigm aimed to determine the parameters of the 
statistical distribution that the data follows as mean   and 
standard deviation   . We define the the training dataset 

          that represent cloud example tiles set        and non 

cloud example tiles set             as in equation 4. 

          [                 ]                     

This is done for every tile size. Therefore, our global 
signature data         is formed from all sizes used in our 

system as in equation 5. 

        [                             ]      

After we have built our statistical model using         , 

SCDRS is now ready to receive the satellite images as an input. 

 

 

Fig. 6 Two Stages Retrieval Process 

C. System Evaluation Process 

Our evaluation process is carried out in terms of recall and 
precision (equations 6, 7 respectively) using relevant areas in 
the database. 

        
                              

                 
         

           
                              

                    
    

 

  



(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 3, No. 12, 2012 

216 | P a g e  

www.ijacsa.thesai.org 

We use the map coordinates (i.e. Latitude and Longitude) 
instead of using file coordinates (pixels). As the map 
coordinates is universal and continuous where the file 
coordinates is file specific. The global coordinate system is 
independent from the pixel size whatever the scanning satellite 
or stored file. So the percent of cloud area in the input scene is 
as shown in equation 8 

                         
                    

                
    

where the actual cloud percent retrieved is calculated as 
shown in equation 9 

                      
                              

                
    

VI. EXPERIMENTAL RESULTS 

On our experiments we have used Spot4 satellite scenes 
with different cloud cover percents which cover about 
         . Each scene covers 60            of earth 
surface in Egypt with pixel size of    . We used also Landsat 
archive images database with different cloud coverage 
percentages. There scenes cover about           with      
pixel size. 

Each scene has been divided into sub images of      
     and                . The experiment scenes have 
formed more than         sub-images which are pre-
classified clouds images. We have used samples of different 
clouds types to form our cloud signature database which is 
composed of     sub images acting as clouds examples. 

VII. RESULTS ANALYSIS 

For our semantic concept which is cloud; first we have used 
two categories of polygons shapes, one used for building cloud 
signature database and the other is tied with each input scene 
used for evaluation. An example result of our system is 
depicted in figure 7. 

The results of each input scene could be evaluated by two 
ways. First, the input test polygon for cloud; which determines 
exactly the positions of clouds in this scene and the area of 
clouds compared to the whole scene area. Second, the expert’s 
estimation used in ground station which estimate the range of 
cloud cover as explained in table I. 

As shown in table II, results of the two successive stages of 
the system are presented. It shows how the different types of 
features domains affect the results. 

To determine cloud percentage coverage, we have 
calculated the total area of output results cloud tiles with 
respect to the whole scene area which is          as in 
equation 8. We have put into consideration that the most 
important parameter is precision as we should guarantee that 
the output results have to be more accurate and decrease the 
non clouds tiles resulted. So, when we select the cloud 
examples, it should be purely determined. 

 

 

Fig. 7 SCDRS result example 

TABLE II : DIFFERENT RECALL AND PRECISION FOR TWO 
STAGE HIERARCHY 

 
first stage second stage 

Precision Recall Precision Recall 

Histogram 76 88 72 91 

Wavelets 74 91 73 92 

DCT 74 90 72 92 

FFT 72 87 70 93 

Table III shows the recall and precision results using the 
different feature domains. The accuracy of different features is 
very comparable. The results explain that the key point here is 
the processing time, which is recorded to histogram features as 
it is the least complex than the others. As the tile becomes more 
smaller the spectral characteristics become more sufficient than 
textural characteristics to distinguish between tiles. 
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TABLE III : DIFFERENT RECALL(R) AND PRECISION (P) FOR 
DIFFERENT TYPES OF FEATURES USING 0.5 KM TILE SIZE AND 

PROCESSING TIME (PT) 

 
Histogram Wavelets 

Discrete 
cosine 

Fourier 

P R P R P R P R 

A 88 94 89 100 84 100 89 100 

B 66 90 68 90 67 86 68 90 

C 86 75 75 75 80 75 79 69 

D 97 82 97 76 97 79 97 79 

E 100 97 100 97 100 97 100 100 

PT(MIN) 22 45 28 24 

VIII. CONCLUSIONS 

In this paper, a new approach was developed to detect the 
percentage of clouds and retrieve their positions within the 
satellite images using two stages; Cloud Signature Database 
Building stage and Cloud Detection and Retrieval Stage. The 
two stages used multilevel framework hierarchy of candidates 
selection and candidates refinement processes. This is done 
using spatial and textural features and parametric statistical 
approach for retrieval process. The capability of the developed 
system was tested using a dedicated satellite images and 
assessed in terms of cloud percentage coverage with the 
traditional precision and recall measurements. Results show 
that the developed system enhanced the precision and recall 
and in the same time it gives a closer assessment for cloud 
coverage to the real area calculations. They also show that the 
spectral features have higher accuracy than textural features. 
We propose as future work to represent a system for detecting 
different types of clouds using more robust retrieval algorithms 
which integrated with GIS systems. 
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Abstract—Due to the increased demand of wireless 

communication systems because of the features of the system 

which provides a wide coverage, high throughput and reliable 

services, the MIMO systems communication has come into 

existence. Features provided by these systems ensure the 

improved system coverage and increased data transmission rate 

by considering multiple numbers of transmitter and receiver 

antennas. In this paper, we are considering the equalization; a 

filtering approach that minimizes the error between actual 

output and desired output by continuous updating its filter 

coefficients for Rayleigh Frequency selective fading channel. We 

concluded that MMSE and ZF give the worst performance in 

Rayleigh frequency selective channel as compare to Rayleigh Flat 

fading Channel [35] due to a constant BER for large SNR’s. We 

have also observed that the successive interference methods 

provide better performance as compare to others, but their 

complexity is high. ML provides the better performance in 

comparison to others and BER doesn’t remain constant for a 

large SNR in this case. Simulation results shows that ML 

equalizer with BPSK gives better performance as compare to 

QPSK. Finally we concluded that Sphere decoder provides the 

best performance. 

Keywords-Quadrature Amplitude Modulation (QAM); Quadrature 

Phase Shift Key (QPSK); Binary Phase Shift Key (BPSK); 

Minimum mean-squared error (MMSE); Maximum likelihood 

(ML); Bit error rate (BER); Inter-symbol interference (ISI); 

Successive-interference-cancellation (SIC);  Sphere Decoder (SD); 
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I. INTRODUCTION 

Because of the features of MIMO systems, it became an 
important part of modern wireless communication [5]. 
Communication in wireless channels is impaired predominantly 
by multipath fading. Multipath is the arrival of the transmitted 
signal at the receiver through differing angles and/or differing 
time delays and/or differing frequency [4]. MIMO offers 
significant increases in data throughput and link range without 
additional bandwidth or transmit power. It achieves this by 
higher spectral efficiency and link reliability and or diversity. 
The information bits to be transmitted are encoded and 
interleaved [9]. The Symbol mapper mapped the interleaved 
codeword’s to data symbols and then these data symbols are 
applied as input to the Space Time-encoder which are again 
mapped to transmit antennas by space-time pre-coding block 
and are received at the antenna array by passing through the 
channel. The receiver performs the reverse operation to that of 
transmitter, followed by space time decoding [7]. 

II. MIMO SYSTEM MODEL 

By considering a MIMO system with a transmit array 
of   antennas and a receive array of MR antennas [11], the 
MIMO channel [35] at a given time instant may be represented 
as a       matrix 

                    

[
 
 
 
              

              

    
                 ]

 
 
 

                 (1) 

III. MIMO CHANNEL 

By assuming the above channel model the product of the 
bandwidth and the delay spread is very small and it results in 
channel realizations which varies with the time and is 
frequency dependent that is H (f) [35].  

IV. EQUALIZATION TECHNIQUES 

A. Zero forcing 

Zero forcing is a linear equalization method that does not 
consider the effects of noise. In fact, the noise may be enhanced 
in the process of eliminating the interference. A zero-forcing 
equalizer uses an inverse filter to compensate for the channel 
response function [4].By assuming MT = MR and H is a full 
rank square matrix, we can calculate the covariance matrix [35] 
of the effected noise as: 

 [            ]          [    ]               

B. Minimum mean square error (MMSE) 

The MMSE detector is the optimal detection that seeks to 
balance between cancelation of the interference and reduction 
of noise enhancement. We assume that the number of receive 
antennas is less than the number of transmit antennas                                  
MMSE at a high SNR [35] is given by 

      (    
 

   
 )

  

             

C. Successive Interference Cancelation. 

The SIC schemes also reduces the noise amplification by 
the nulling vector. Therefore after the first cancelation the 
nulling vector for the second stream need only Mr -1 
dimensions. The performance can also be enhanced by optimal 
ordering the SIC process, in which a nulling vector has been 
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chosen that has the smallest norm to detect the corresponding 
data stream, but the system becomes more complicated. 

D. Maximum Likelihood (ML) 

Maximum likelihood detection [35] calculates the 
Euclidean distance between received signal vector and the 
product of all possible transmitted signal vectors with the given 
channel H, and finds the one with minimum distance. 

The ML method achieves the optimal performance as the 
maximum a posterior detection when all the transmitted vectors 
are likely. However, its complexity increases exponentially as 
modulation order and/or the number of transmit antennas 
increases [6]. The ML receiver performs optimum vector 
decoding and is optimal in the sense of minimizing the error 
probability.  

E. Sphere Decoder (SD) 

By using sphere decoding, a limited number of codeword’s 
are considered that are within a sphere centered at the received 
signal vector. By using this technique we find the ML solution 
vector that considers only a small set of vectors within a given 
sphere rather than all possible transmitted signal vectors [2]. By 
Considering the sphere with radius of RSD as shown in equation 
(4) 

    ̂̅   ̅  ̅    ̂̅     
  

SD method considers only the vectors inside a sphere 
defined by Equation (4). By considering the example of sphere 
which includes four candidate vectors, one of which is the ML 
solution vector. No vector outside the sphere can be the ML 
solution vector because their ML metric values are bigger than 
the ones inside the sphere [16]. If we were fortunate to choose 
the closest one among the four candidate vectors, we can 
reduce the radius in Equation (4) so that we may have a sphere 
within which a single vector remains. In other words, the ML 
solution vector is now constrained in this sphere with a reduced 
radius [35]. And we can express the Equation (4) as 
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Using the Sphere in Equation (5), we consider a candidate 

value for  ̂̅  in its own single dimension, which is arbitrarily 
chosen from the points in the sphere and this point, must be 
chosen in the following range: 

 ̂̅  
   

   
     ̂̅  

   

   
 

If there exists no candidate point satisfying the inequalities, 
the radius needs to be increased. We assume that a candidate 
value was successfully chosen. Then we proceed to next step. 
We consider a candidate value for  ̅  now. If a candidate value 
for     does not exist, we go back to Step 1 and choose other 

candidate value of   ̃  and search for    .In case that no 

candidate value     exists with all possible values   ̃  , we 

increase the radius of sphere RSD , and repeat the step 1. 
Similarly a candidate value for  ̅  is chosen. After finding all 
candidate values, radius can be calculated by Equation (5).  

Using this new radius Step 1 is repeated. If [  ̃    ̃    ̃    ̃ ] 
turns out to be a single point inside a sphere with that radius, it 
is declared as the ML solution vector [35] and searching 
procedure stops. 

V. SIMULATION AND RESULTS 

Using MATLAB, the different simulation results are shown 
in the different graphs, which provide the comparison of the 
BER for different modulation techniques using different 
equalizers like MMSE, ZF, ZF-SIC, MMSE-SIC and ML with 
Rayleigh frequency selective fading channel. 

“Fig.4”and“Fig.5”shows the comparison of BER for 
different modulations with MMSE and ZF equalizers.  

 
Figure 4.  

 
Figure 5.  

The MMSE and ZF equalizer doesn’t work well in 
Frequency selective fading channel. As it is clear from the 
“Fig.4” and “Fig.5” that BER remains constant for a large SNR 
and a deviation in BER is there at large SNR, and the 
performance of MMSE is little bit better in comparison to ZF. 
So the simulation of MMSE and ZF equalizer with BPSK by 
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using MIMO 2 x2 Frequency selective fading channel, gives 
the better performance as compared to QPSK and 16QAM in 
both the cases. 

 
Figure 6.  

“Fig.6”shows the comparison of BER for different 
modulations with ZF-SIC equalizer. 

The ZF-SIC and MMSE-SIC equalizer doesn’t work well in 
Frequency selective fading channel. As it is clear from the 
“Fig.6” and “Fig.7” BER remains constant for a large SNR and 
a deviation in BER is there at large SNR.  

The performance of ZF-SIC is little bit better in comparison 
to ZF. So the simulation of ZF-SIC and MMSE-SIC equalizer 
with BPSK by using MIMO 2 x2 Frequency selective fading 
channel, gives the better performance as compared to QPSK 
and 16 QAM.  

“Fig.7”shows the comparison of BER for different 
modulations with MMSE-SIC equalizer. 

 
Figure 7.  

 
Figure 8.  

“Fig.8”shows the comparison of BER for different 
modulations with ML equalizer. 

The ML equalizer works well in Frequency selective fading 
channel in comparison to previously discussed equalizers. As it 
is clear from “Fig.8” BER doesn’t remain constant for a large 
SNR as in another case. We can conclude that ML equalizer 
gives us good result in frequency fading. When we simulated 
ML equalizer with BPSK and QPSK by using MIMO 2 x2 
Frequency selective fading channel, then as expected the 
performance of BPSK is better than QPSK. 

“Fig.9”shows the comparison of all the equalizers with their 
best modulation scheme, and the simulation result for 
transmitting 2 bits/sec over two transmit and two receive 
antennas using BPSK. The results are decoded using the ZF, 
MMSE, ZF-SIC, MMSE-SIC, ML and Sphere decoder (SD) 
technique. The successive interference methods outperform the 
ZF and MMSE however their complexity is higher due to 
iterative nature of the algorithms.  

 

Figure 9.  
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“Fig.9”shows the comparison of BER for BPSK with 
different equalizers. 

VI. CONCLUSIONS 

When equalization is done through frequency selective 
fading channel, then the performance of ZF, MMSE, ZF-SIC 
and MMSE-SIC are very poor. ML provides the better 
performance in comparison to other equalizers. Sphere decoder 
provides the best performance and the highest decoding 
complexity as compare to ML. BER performance in order to 
highest to lowest is as: SD > ML > MMSE-SIC > ZF-SIC > 
MMSE > ZF. We finally concluded that SD is best suited 
method to remove ISI in Frequency selective fading channel in 
MIMO systems. 
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Abstract-Testing of GUI (Graphical User Interface) applications 

has many challenges due to its event driven nature and infinite 

input domain. It is very difficult for any programmer to test for 

each and every possible input. When test cases are generated 

using automated testing tool it uses each and every possible 

combination to generate test cases hence generates numerous 

number of test case for any GUI based application. Within a 

defined time frame it is not possible to test every test case, that is 

why test cases prioritization is required. Test-case prioritization 

has been widely proposed and used in recent years as it can 

improve the rate of fault detection during the testing phase. Very 

few methods are defined for GUI Test case prioritization that 

usually consider single criteria for assigning priority for the test 

case which is not sufficient for the consideration of that test case 

as more fault revealing. In this paper we have proposed a method 

for assigning weight value on the basis of multiple factors as one 

of the criteria for test case prioritization for GUI based software. 

These factors are: The type of event, Event Interaction, and 

Parameter-value interaction coverage-based criteria. In the 

proposed approach priority is assigned based upon these factors 

using fuzzy logic model. Experimental results indicate that the 

proposed model is suitable for prioritizing the test cases of GUI 

based software.  

Keywords-Graphical user Interface; Prioritization; Test Suite; 

Fuzzy Model. 

I. INTRODUCTION 

Testing is widely recognized as a key quality assurance 
(QA) activity in the software development process. Research 
in testing has received considerable attention in the last two 
decades [2,8,20,14]. Testing of graphical user interfaces 
(GUIs) was a neglected research area till last decade [4]. 
Graphical User Interface (GUI) constitutes as much as 45-60% 
of the total software code in any software, so testing of GUI is 
a very important concern [3,16]. Most of the test case 
generation techniques require human involvement and are 
resource intensive. Many automated approaches were 
proposed for test case generation but in practice capture replay 
tools are used [17]. So generation of test cases is a costly 
effort. Rapid prototyping model is followed for GUI 
development which involves continuous modifications in 
software versions [1]. Due to event driven nature of GUI it 
takes sequence of events as input and after change of state 
generates new sequence of input as output [6, 12, 19]. For 
different set of state and combination of inputs GUI generate 
different output [5, 20]. It would be difficult to manage all the 

combinations for testing as number of combination grows 
exponentially with the number of events. Running all GUI test 
cases and then fixing all bugs may be time consuming and 
delaying the project completion. This would require that the 
test developed for one version should be reusable across 
various versions [1, 4]. It is important to prioritize the test 
cases that uncover the most faults as fast as possible in the 
testing process. So prioritization of test suite is a challenging 
area [7, 9,13,18]. In this paper multiple factors are considered 
for the assignment of weight value for test suite.  

This paper is organized as follows: Section II describes the 
research background for the proposed work. Section III 
describes the factors affecting the fault detection capability of 
test suite. Section IV introduces the concept of the proposed 
fuzzy model. Section V discusses about the experimental 
design. The results are displayed in section VI and conclusion 
and future work is presented in section VII.   

II. RESEARCH BACKGROUND 

The significant work is done by Renee C. Bryce and Atif 
M. Memon for test suite prioritization by interaction coverage. 
Test suite for GUI based program is prioritized by t-way 
interaction coverage and rate of fault detection is compared 
with the fault detection by other prioritization criteria [9]. 
Experimental results shows that test suits with the highest 
event interaction coverage benefit the most and test suits that 
has less interaction coverage does not benefit in using this 
prioritization technique.  

In this approach only event interaction coverage criterion is 
taken as a measure for prioritizing test cases, there could 
possibly be significant effect of type of event in a test case, 
which will affect the rate of fault detection.  

Atif M. Memon & Renee C Bryce provided a single 
abstract model for GUI and web application testing. In this 
approach test cases are prioritized by set of count based 
criteria, set of usage-based frequency and set of interaction 
based criteria [10]. The results show that test case 
prioritization by 2-way (interaction based criteria) and PV-
LtoS (Parameter count based criteria) provided best 
improvement in the rate of fault detection for GUI based 
software. The main drawback of this technique is that the 
combination of different prioritization criteria is used and it is 
said that this is more effective than a single criterion.  
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However in order to cover web applications and GUI 
applications various factors need to be added and they add 
complexity to the process which can be avoided if specific 
criteria for web based application and GUI based application 
would be used. 

In the work done by Chin-Yu Huang et al. on GUI Test 
case prioritization, weighted event flow graph was used for 
solving the non-weighted GUI test cases and ranked GUI test 
cases based on weight scores. In order to assign weights, 
events are classified based on their importance in the GUI 
application [11, 15]. In this technique weight summation of 
termination event and unrestricted focus event is equal to that 
of restricted focus event which requires further research in this 
area. In this approach the effect on fault detection based on 
event interaction with other event need to be explored further. 
Weight value of each interaction would also have impact on 
fault detection ability of test cases which was not considered in 
this approach.  

III. FACTORS FOR TEST CASE PRIORITIZATION 

Weight value will be assigned by considering following 
factors: 

 Type of event 

 Event Interaction 

 Count based criteria 
In following section we will elaborate different criteria 

considered for assigning weight values:  

 Type of event 
Type of event, a test suite is covering has significant 

impact on the fault revealing capability of test case.  

According to the literature survey events are classified as 
following five types, restricted-focus event, unrestricted-focus 
event, termination event, menu-open event, and system-
interaction event.   Event weight has been assigned on the basis 
of importance of specific type of events [15]. This 
categorization of events is given in table 1.  

 Event Interaction 

In event driven software event interaction makes the program 

to follow a different execution path that may reveal faults in 

the system. In our proposed method Priority is assigned to 

those test cases which have large number of parameter value 

interaction [9].   

 Count-based criteria 
Since the GUI is the collection of events, number of 

actions performed with events, set of parameters and number 
of windows. It is very important that test suit that provides 
maximum count coverage should be given higher importance 
then the test suit that provide low coverage. So another factor 
that will be considered is the count of number of windows, 
actions or parameter values that a test case may cover.   

IV. PROPOSED FUZZY MODEL 

Fuzzy logic is a convenient way to map an input space to 
output space. In this paper we have proposed a fuzzy model 
with three inputs, namely Type of event, Event Interaction, 
Count based criteria. Figure1 shows the fuzzy model. The 
proposed model consists of three inputs and provides a crisp 
value of priority using Rule Base.  

Fuzzy Inference System (FIS) is the process of formulating 
the mapping from a given input to an output using fuzzy logic. 
This will use Mamdani’s fuzzy inference method which is 
most commonly seen fuzzy methodology as shown in Figure 
2. 

 
Figure 1: Fuzzy Model for Prioritization 

After the fuzzification process, there is a fuzzy set for each 
output variable that needs defuzzification. The input for the 
defuzzification process is a fuzzy set (the aggregate output 

fuzzy set) and the output is singleton number.                 
Further centroid method will be used for defuzzification. 
Centroid method will return the centre of area under the curve. 

 

TABLE 1: EVENT WEIGHT ASSIGNMENTS 

Event type Weight Value 

Restricted-focus event  5 

System-interaction event  4 

Termination event  3 

Menu-open event  2 

Unrestricted-focus event 1 
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Figure 2: Fuzzy Inference System: Priority Model 

V. EXPERIMENTAL DESIGN 

In order to fuzzify the inputs, we have selected following 
membership functions for the Type of event, Event Interaction 
and Count based criteria and they are shown in figure 3-5.       
GUI events are classified into five categories and they have 
different fault revealing capabilities. Weight value of test case 
will be calculated by taking summation of weight according to 

categorization. That weight will be divided into five states 
(linguistic variables) i.e. very low, low, medium, high and very 
high as shown in figure 3. The input variable Event Interaction 
has been divided into five levels i.e. very low, low, medium, 
high and very high as shown in figure 4. 

 

 
Figure 3: Fuzzification of Input Variable Event Type

 

Figure 4: Fuzzification of Input Variable Event Interaction

Similarly the input variable count has been divided into 
five states i.e. very low, low, medium, high and very high as 
shown in figure 5. 

The output variable priority is classified as very low, low, 
medium, high and very high. Similarly priority has five 
membership functions as shown in figure 6: 

A. Rule Base and Evaluation Process 

When input data is fuzzified, processing is carried out in 
fuzzy domain. The model integrates the effects of multiple 
factors type of event, Event Interaction and Count based 
criteria into a single measurable parameter that will define the 

priority of test case, based on the following knowledge/rule 
base. The rule base can further be advanced by creating more 
ranges (fuzzy sets) for the input variables. All inputs and 
outputs are fuzzified as shown in figure 3 to 6. All possible 
combinations of inputs were considered that will create 5

3
 i.e. 

125 sets. The priority for all 125 combinations is classified as 
very low, low, medium, high & very high by expert judgment. 
This indicates to formulation of 125 rules for the fuzzy model 
and some of the rules are presented below: 

1. If value assigned for Type of event is low, Event 
Interaction is low and Count based is low then priority will be 
low. 
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2. If value assigned for Type of event is medium, Event 

Interaction is medium and Count based is medium then 

priority will be medium. 

3. If value assigned for Type of event is low, Event Interaction 

is high and Count based is high then priority will be medium. 

. 

. 

. 

 If value assigned for Type of event high, Event Interaction 

is medium and Count based is high then priority will be 

high. 

….. 

125.  If value assigned for Type of event very low, Event 

Interaction is high and Count based is very low then priority 

will be low. 
All 125 rules are inserted and rule base is created. A rule is 

fired based on the particular set of inputs. In this model 
Mamdani style inference has been used. 

 The output of test case priority has been observed using 
rule viewer for particular set of inputs using MATLAB fuzzy 
Tool Box as shown in figure 7.

 

 
Figure 5: Fuzzification of Input Variable Count 

 
Figure 6: Fuzzification of Input Variable Priority

 
 

Figure 7: Rule Viewer for the Priority Model 
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VI. EXPERIMENTAL RESULTS 

For example we have following crisp value inputs to the 
model: type of event =0.5, Event Interaction =0.3 and Count 
based criteria=0.5.  

These inputs are provided for the fuzzification module and 
after fuzzification of given value we find the type of event 
=0.5 belongs to the fuzzy set low with membership grade 0.9 
and belongs to fuzzy set medium with membership grade 0.9 
and with high it has membership grade 0.72.  

For event Interaction =0.3 belongs to the fuzzy set low 
with membership grade 0.9 and belongs to fuzzy set medium 

with membership grade 0.72 and with high it has membership 
grade 0.72. Count based criteria=0.5 belongs to the fuzzy set 
low with membership grade 0.9 and belongs to fuzzy set 
medium with membership grade 0.9 and with high it has 
membership grade 0.72. With these input values we find that 
rules given in table 2 will be considered: 

First rule assigns the priority low to an extent of 0.9 and 
second rule gives priority medium to an extent of 0.72 and the 
third rule gives priority high to an extent 0.72 this is shown in 
the figure 8. 

TABLE 2: TEST SUITE PRIORITY CALCULATION FOR A GIVEN INPUT SET 

 

The type of 

event (.5) 

 Event 

Interaction(.3) 

 Count based 

criteria(.5) 

Priority Membership Grade for 

Test Case Priority 

Low Low  Low Low Min(0.9,0.9,0.9)=0.9 

Medium Medium Medium Medium Min(0.9,0.72,0.9)=0.72 

High Medium High High Min(0.72,0.72,0.72) =0.72 
 

A.  Defuzzification  

After getting the fuzzified output as specified in previous 
section, we defuzzify them to get the crisp value of the output 
variable priority [21]. Transformation of the output from fuzzy 
domain to crisp domain is called defuzzification. In this model 
we defuzzify using centre of gravity (COG) method of the 
aggregate output 1, 2 and 20. X axis centroid points for all 

three variables are 2.9, 4.9 & 6.9 the final value for GOG is 
4.84.  

The effect of these rules is also observed by simulating the 
model using fuzzy logic tool box of MATLAB. The priority 
for the given input values comes out to be 0.493 which is the 
same as calculated from COG method.  

 
Figure 8: Output computation for Test Case Priority 

VII. CONCLUSION 

The problems of test-case prioritization have been explored 
in this paper to improve the rate of fault detection 
effectiveness for GUI based software. We have proposed a 
fuzzy based technique to assign priority of test case. Priority 
of test case will be assigned as very low, low, medium, high 
and very high. In this technique three factors namely Type of 
event, Event Interaction, Count based criteria are considered to 
assign weight values for test cases. Impact of these factors are 
categorize in five categories as very low, low, medium, high 
and very high. Experimental results shows that the proposed 

fuzzy model is proved to be an effective approach for test case 
prioritization for GUI based software. 
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Abstract— In this article, a new transmission system of encrypted 

image based on novel chaotic system and SPIHT technique is 

proposed. This chaotic system is made up of two chaotic systems 

already developed: the discrete-time modified Henon chaotic 

system and the continuous-time Colpitts one. The transmission 

system is designed to take profit of two advantages. The first is 

the use of a robust and standard algorithm (SPIHT) which is 

appropriate to the digital transmission. The second is to 

introduce farther complexity of the encryption using the chaotic 

system over secure channel. Through these two advantages, our 

purpose is to obtain a robust system against pirate attacks. 

Cryptanalysis and various experiments have been carried out 

and the results were reported in this paper, which demonstrate 

the feasibility and flexibility of the proposed scheme. 

 Keywords- Chaos Modified Henon;Colpitts, SPIHT; Robustness. 

I.  INTRODUCTION  

The fascinating developments in digital image processing 
and network communications during the past decade have 
created a great demand for real-time secure image transmission 
over the Internet and through wireless networks. To meet this 
challenge, a variety of encryption schemes have been proposed 
[1-4]. Nevertheless, conventional image encryption algorithm 
such as data encryption standard (DES) is not suitable for 
image encryption. Because of the special storage characteristics 
of an image [5] and weakness of low-level efficiency when the 
image is large [6-7]. The chaos-based encryption has suggested 
a new and efficient way to deal with the intractable problem of 
fast and highly secure image encryption. 

Chaotic systems have many important properties, such as 
the sensitive dependence on initial conditions, system 
parameters, the density of the set of all periodic points and 
topological transitivity. Most properties are related to some 
requirements such as mixing and diffusion in the sense of 
cryptography [8]. Matthews proposed a chaotic encryption 

algorithm in 1989 [9]. Since then, researches of image 
encryption technology which are based on chaotic systems are 
increased [10-14]. These methods have high-level efficiency 
but also weakness, such as small key space, weak security and 
complexity to overcome these drawbacks. In this paper, a novel 
image encryption scheme incorporating a chaotic map is 
introduced. This scheme integrates chaotic encryption into the 
process of bit stream generation by an SPIHT (Set Partitioning 
In Hierarchical Tree) encoder. The proposed scheme only 
introduces few overheads to the image coder by using selective 
encryption, i.e., only sensitive bits in the compressed stream 
are encrypted.  

Meanwhile, since a cipher-text feedback mechanism is 
employed, many powerful attacks such as the known-plain-text 
attack are not valid to break the designed cryptosystem. 
Furthermore, due to the use of chaotic pseudo-random bits, 
which efficiently masks the SPIHT coding bitstream, the 
ciphered stream can be truncated at any position while keeping 
the obtained bits decipherable. The rest of the paper is 
organized as follow. Section 2 discuses the proposed chaos-
based image encryption scheme. Section 3 shows some 
numerical results. In section 4, we analyze the security of the 
new chaotic encryption scheme. Finally, section 5 concludes 
the paper.  

II. THE PROPOSED CHAOS-BASED IMAGE ENCRYPTION 

SCHEME 

In this work a communication system based on chaos 
encryption and SPIHT coding is realized. The global scheme of 
the proposed system for private communications is shown in 
Fig. 1. Note that the transmission channel is a public one. 
Consequently, any hacker has a free access to information 
passing through the channel which is considered perfect in our 
works. 
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Figure 1.  Transmission chain based on a chaotic dynamical system and 

SPIHT coding 

III. TRANSMITTER PRESENTATION  

The transmitter is composed of two main blocks (see Fig. 
1): a SPIHT coding block and chaotic system block. 

A.  SPIHT Coding 

Progressive coding (also called embedding coding) refers to 
the way that the most significant bits representing an image are 
placed at the beginning of the code.  The code bits are arranged 
according to their importance relative to the representation of 
the image. A decoder can truncate the code at any position and 
obtain an estimate of the image based on the information up to 
that particular point. There are two well-known progressive 
coding schemes which are EZW (Embedded Zerotree Wavelet 
coding) [15] and SPIHT algorithms [16-19]. Note that SPIHT 
algorithm is more efficient than EZW. After the subband 
decomposition is applied to the concerned image, the SPIHT 
algorithm works by partitioning the subband-decomposed 
image into significant and insignificant partitions by using the 
following function: 

  
 


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Where Sn(T) represents the significance of a set of 
coordinates  T and C{i, j} is the coefficient value at coordinate (i, 
j).  

There are two passes in the algorithm: the sorting pass and 
the refinement pass. Three lists are defined, which are the list 
of insignificant sets (LIS), list of insignificant pixels (LIP), and 
list of significant pixels (LSP), respectively. The LIP and LSP 
consist of nodes that contain single pixels, while the LIS 
contains nodes that have descendants. The sorting pass is 
performed on these three lists and finally makes pixels in LSP, 
which is arranged in an order according to the information 
importance. The maximum number of bits required to represent 
the largest coefficient in the spatially oriented tree is designated 
as nmax, computed by the following formula: 

    
ji

i,jCn
,

2max maxlog 

During the sorting pass, those coordinates of the pixels that 
remain in LIP are tested for the significance. The result Sn(T) is 
then sent to the output. Those that are significant will be moved 
to LSP, along with their sign bits output. Sets in LIS will also 
have their significance tested and, if they are found to be 
significant, they will be removed. Consequently the result will 
be partitioned into subsets. Subsets with a single coefficient, if 
found to be significant, will be added to LSP, or else they will 
be added to LIP. 

During the refinement pass, the nth most significant bit of 
the coefficients in LSP is an output. The value of n is then 
decreased by 1 and the sorting and refinement passes are 
repeated. 

This process continues until either the desired rate is 
reached, or n = 0, and all the nodes in LSP have their bits 
output. The latter case will result in an almost perfect 
reconstruction since all the coefficients have been processed 
completely. 

There are two features reside in the SPIHT, which makes 
the design to be introduced in the next section. First, the SPIHT 
is not noise tolerant, i.e., the method is sensitive to small 
modification of bits in their bitstreams. Secondly, from the 
above discussion, it is clear that there are two kinds of data 
contained in a SPIHT-coded bitstream: they are named 
structure bits and data bits, respectively. Structure bits refer to 
those used for synchronizing the encoding end and the 
decoding end in the construction of spatially oriented tree. 
These bits are extremely sensitive to noise, especially the first 
few bits in the bitstream. Data bits refer to those coding signs 
of image coefficients or coding values of coefficients generated 
in the refinement pass. Change of data bits does not seriously 
affect the reconstruction of the image, but only introduces a 
small amount of noise to the result.  
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Thus, to protect an image, an efficient method is to encrypt 
only those structure bits. 

B. New Chaotic System  

The new chaotic system is the discrete-time modified 
Henon chaotic system which is coupled with the sampled 
continuous-time Colpitts chaotic system. The new chaotic 
system block is detailed as follows: 

1) Discrete-time chaotic system 
The discrete-time chaotic system is the modified Henon's 

map (see for example [20-21]). A simplified version of our 
proposed discrete scheme is: 

  

 

 

   (3) 

 

 

 

 
 

w

here 
3T

321 R ] x x[xx   denote the state vector and y(k) 

the output. Chaotic behavior of system (3) as shown by Fig. 2 
is obtained by setting its parameters a=1.76 and b=0.1. These 
parameters are chosen such that system (3) exhibits chaotic 
behavior. Initial conditions x1(0)=1, x2(0)=0.1 and x3(0)=0.1 
are chosen inside the strange attractor basin.  

In private communication, one of the main purposes is to 
increase the security. It is interesting to modify the system (3) 
by introducing in its dynamic, the sampled states of a 
continuous-time chaotic system. The continuous-time chaotic 
system used in our work is given as follow. 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.  Chaotic attractor of modified Henon system 

2) Continuous-time chaotic system 
This system has been widely studied in the literature [22-

23]. The state equations of the normalized Colpitts’s oscillator 
in a continuous time are given as: 
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To have a chaotic behavior as shown by Fig. 3, the 
parameters of system (4) are given as follows: g=4.46; q=1.38 
and k=0.5. Initial conditions z1(0)=1.6, z2(0)=8 and z3(0)=0.1 
are chosen inside the strange attractor basin. 

 

 

 

 

 

 

 

Figure 3.  Chaotic attractor of Colpitts system 

In order to make the transmitter more complex thus more 
robust (see Section 4), we have chosen to add the three states 
(z1, z2, z3) and the message m to the third dynamic of the 
system (3). Then, the new obtained coupled system is: 
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Where A1, A2, A3 and c are the new parameters of the new 

discrete-time chaotic system, Nn  and T is the sampling 

period of the system (4). To preserve the chaotic behavior of 
the system defined by (5), these parameters are chosen with 
precaution. In our case, we must respect the following values:  

0.1A 0.01,A0.01,A 321   and 1c  . The strange 

attractor oh the new chaotic discrete-time is shown by the Fig. 
5. 
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Figure 4.  Chaotic attractor of new chaotic system 

IV. RECEIVER PRESENTATION 

The receiver is also composed of two main blocks (see Fig. 
1): a chaotic observer and SPIHT decoding block. The receiver 
blocks are detailed as follows: 

A.  Chaotic Observer 

In this part, the system (5) with the output y(k)=x2(k) is 
considered. For the reception, based on the works of [24-25], 
we have designed a delayed discrete observer that works with a 
sampling time T and which allows to reconstruct all states and 
the transmitted message m of (5). The design of the observer is 
detailed in the work [26], it is given as follow: 
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B. SPIHT Decoding 

The SPIHT decoding is the inverse process of SPIHT 
coding. So we may refer to the concrete procedures of the 
encryption algorithm as explained in the subsection 2.1.1. In 
the following section, the numerical results are given. 

V. NUMERICAL RESULTS 

Numerical results and performance analysis of the proposed 
image encryption scheme are provided in this section. Fig. 5 
depicts the original image which is a 256256 size 8 bits 

Lena image. 

Figure 5.  Original image 

Figs. 6 and 7 show results of encrypting image and 
decrypting image, respectively. It can be seen that the 
decrypted image is clear and correct without any distortion 
with PSNR (Peak Signal to Noise Ratio) equal to 28.51 dB. 
This result shows clearly the performance of the used method. 

 

 

 

 

 

 

 

Figure 6.  Encrypted image 

 

 

 

 

ecrypted image 

 

 

 

Figure 7.  Decrypted image    

Figs. 8 and 9 show some results of decrypting with 0.05 
bpp (bits per pixel) and 1 bpp, respectively. In the following 
section, the robustness of the proposed scheme is studied. 
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Figure 8.  Decrypted image with 0.5 bpp 

 

 

 
 
 
 
 
 
 
 

Figure 9.  Decrypted image with 1 bpp 

VI. SECURITY ANALYSIS 

The security of the above-described chaos-based encryption 
scheme is now analyzed by studying two tests: histogram 
analysis and key space analysis. 

A. Histogram Analysis 

As expected, the test results show that the histogram of 
encipher-image is quasi uniform, which makes statistical 
attacks difficult.  

This result is in accordance with the result given by Fig. 6, 
Figs. 10 and 11 show the histograms of plain and encrypted 
image, respectively.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10.  Histogram of plain image 

 

 

 

 

 

 

 
 
 
 
 
 
 

Figure 11.  Histogram of encrypted image 

B. Key Space Analysis 

 One of the most important properties of cryptographic 
systems is the existence of a secret key which defines the level 
of security of the cryptosystem [27-28]. The better secret key is 
designed, the larger is the key space hence and the more secure 
is the cryptosystem. Chaotic systems are well-known for their 
high sensitivity to initial conditions and parameters variations. 
From a cryptographical viewpoint, the initial conditions and the 
parameters of chaotic systems may be used to define a secret 
key for the chaos-based communication systems. 

In the present case-study, in which we have used two 
chaotic systems in the transmitter (continuous and discrete 
systems), let us assume that the initial conditions are exactly 
known by a non-authorized intruder. We consider the 
parameters of the two systems to construct a secret key for our 
communication scheme. Firstly, we suppose that a non-
authorized intruder knows the structure of the two chaotic 
systems without knowing exactly the true values of their 
parameters. 

Let Pi:=(p1=g,  p2=q,  p3=k, p4=a, p5=b, p6=A1, p7=A2, 
p8=A3) be the secret key. Our aim is to determine the size r of 
the key space Ks={P1, P2,..., Pr} which represents the finite set 
of all  possible  keys  in  order  to  evaluate the level of security 
produced  by  the  secret key. To that end, we have to define 
the  range  of  variation  and  the  sensitivity  of  each parameter 
pi, for i=1,...,8.  

Without much loss of generality, we assume that the size s 
of the interval of variation of each parameter pi that leads to 
chaotic behaviors of the two systems is equal to 10

-1
. 

Simulation experiments are carried out to evaluate the 
sensitivity Si of each parameter Pi by determining the smallest 
parameter mismatch that gives us two different chaotic 
behaviors (i.e., two different attractors) when the rest of 

parameters pj, for i1,2,...8/ j are fixed. 

Figs. 12 and 13 illustrate the sensitivity of the two systems 
to small changes of parameters   g   and a, respectively. The 
sensitivity to parameters is illustrated in TABLE I. 
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Figure 12.  State z2 of the continuous chaotic system for small changes         
(10-15) of parameter g 

 

Figure 13.  State z3 of the new discrete chaotic system  for small changes     
(10-14) of parameter a 

TABLE I.  SENSITIVITY TO PARAMETERS 

The size of the key space is: 

  110213614

i

8

1i 1010Nr  

 .  

Relying on nowadays available computational power, a key 
space of size O(2

100
) is generally required. In our case 

r=10
110

>> 2
100

 which means that the key space produced 
enhances a largely satisfactory level of security from a 

cryptographical viewpoint. The same reasoning may be applied 
to define and characterize a secret key for the first case-study. 

Compared with other similar encryption schemes [10, 13- 
14, 17], our algorithm described above has higher security and 
can resist all kinds of known attacks, such as the known-
plaintext attack and so on. Here, some security analysis results 
on the scheme are described, including the most important ones 
like keyspace analysis, statistical analysis, and differential 
analysis. 

VII. CONCLUSION 

In this paper, a novel chaotic image encryption scheme 
integrated with SPIHT wavelet image coding has been 
introduced. To overcome the drawbacks of small key space and 
weak obscure in the current chaotic encryption methods, its 
structural parameters are used as encryption key in chaotic. 
Experimental analysis demonstrates that the image encryption 
algorithm has the advantages of large key space and high-level 
security, high obscure level and high speed. Finally, numerical 
simulations results illustrate the effectiveness of the proposed 
method. To demonstrate the robustness of our system, further 
works are needed, particularly, the test of the system with 
transmission to channel noise, the correlations of adjacent 
pixels in the encipher image, wider gray scale image database 
and its behavior in real time.  

From an engineer’s perspective, chaos-based image 
encryption technology is very promising for real-time secure 
image and video communications in biomedical, military and 
commercial applications. 
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Abstract—In this paper, a method for calculating the importance 

factor of continuous features from a given set of patterns is 

presented. A real problem in many practical cases, like medical 

data, is to find which parts of patterns are crucial for correct 

classification. This leads to the need of preprocessing all data, 

which has influence on both time and accuracy of applied 

methods (when unimportant data hide those which are 

important). There are some methods that allow selection of 

important features for binary and sometimes discrete data or, 

after some preprocessing, continuous data. Very often however, 

such conversion is burdened with the risk of losing important 

data, which is a result of lack of knowledge of optimal 

discretization consequence. Proposed method allows to avoid that 

problem, because it is based on original, non-transformed 

continuous data. Two factors - concentration and diversity - are 

defined and are used to calculate the importance factor for each 

feature and pattern. Based on those factors e.g. unimportant 

features can be identified to decrease dimension of input data or 

''bad'' patterns can be detected to improve classification. An 

example how proposed method can be used to improve decision 

tree is given as well. 

Keywords-important features extraction; continuous data analysis; 

decision tree. 

I.  INTRODUCTION 

In this paper, the following problem of the data processing 
and analysing is presented. Let L be a given learning set 
defined as: 



      (   (  
      

 )   ) 
  

   (   (  
      

 )   ) 
 

L is a set of pairs l1,… ,ln, where the first element (called: 
input signal) is an m-components vector of features (pi, 
i=1,…n), while the second is a value which belongs to a given, 
finite set T. Notation cj

i
 denotes j-th feature from i-th pattern. T 

is a set of correct (expected) output signals (also: responses, 
targets or classes). It can consist of numbers, but also of logic 
values: yes, no, unknown or  linguistic: brake, move slowly, 
move, accelerate, stop. Features c1

i
,…,cm

i
, i=1,…,n are 

independent of each other (i.e. set of values for feature cp
i
 does 

not depend on set of values for feature cq
i
, p≠q), can be both 

discrete and continuous. 

Presented problem is solved when for each t T there is 
known such a set of features, which is sufficient to 
unambiguous identification (classification) of all of the 
learning data for which t is an expected class. As an example, 

consider set L defined in table I. All patterns are divided into 
five different classes: A, B,…, E. Features which, according to 
our assumption, should characterize each class are embolden. 
Assumptions for set L were as follow. 

 Class A should be recognized based on fact that feature 
1 takes values from interval 10-30, whereas the rest of 
features should not have any regularity. 

 Class B should be recognized based on fact that feature 
1 takes values from interval 10-30 and features 2 and 3 
take values from interval 50-65, whereas the rest of 
features should not have any regularity. 

 Class C should be recognized based on fact that feature 
2 takes values from interval 90-110, feature 3 takes 
values from interval 60-75, feature 4 takes values from 
interval 25-55, whereas the rest of features should not 
have any regularity. 

 Class D should be recognized based on fact that feature 
4 takes values from interval 0-25, whereas the rest of 
features should not have any regularity. 

 Class E should be recognized based on fact that feature 
1 takes values from interval 50-70, whereas the rest of 
features should not have any regularity. 

According to the above assumptions a few randomly generated 
sets were created – the set L is one of them. In all cases results 
were similar. 

TABLE I.  EXAMPLE OF LEARNING SET L 

Pattern 
Feature 

Class 
1 2 3 4 5 

p1 10 65 50 50 50 A 

p2 20 70 60 25 70 A 

p3 25 80 100 95 130 A 

p4 29 100 90 100 105 A 

p5 15 110 50 50 80 B 

p6 25 90 55 75 55 B 

p7 29 60 60 60 60 B 

p8 31 75 63 65 150 B 

p9 5 90 60 25 110 C 

p10 30 105 70 30 145 C 
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Pattern 
Feature 

Class 
1 2 3 4 5 

p11 15 100 65 50 60 C 

p12 58 95 57 52 45 C 

p13 95 87 72 48 50 C 

p14 100 110 60 27 90 C 

p15 40 70 60 0 60 D 

p16 70 80 55 10 70 D 

p17 80 100 95 25 120 D 

p18 50 110 95 10 70 E 

p19 60 60 80 60 80 E 

p20 70 75 50 110 110 E 

II. DECISION TREE AND CONTINUOUS DATA 

From the previous section it can be seen, that the goal is to 
create a model that predicts the value of a target variable based 
on several input variables (features). As a predictive model a 
decision tree which maps observations about an item to 
conclude the target value of an item can be used. An interior 
node corresponds to one of the input variables; each of these 
nodes has a number of children nodes equal to the number of 
the possible values of that input variable. Each leaf node 
represents a possible outcome depending on the values of the 
input variables represented by the path from the root node to 
the leaf node. It is essential that a tree can be ''learned'' by 
splitting the source set into subsets based on an attribute value 
test. This process is repeated on each derived subset in a 
recursive manner called recursive partitioning. The recursion 
ends when the subset at a node has the same value of the target 
variable, or when further splitting no longer adds a value to the 
predictions. 

In pseudocode, the general algorithm for building decision 
trees is [1]: 

1. Check for base cases. 

2. For each attribute a find the normalized information 
gain from splitting on a. 

3. Let abest be the attribute with the highest normalized 
information gain. 

4. Create a decision node that splits on abest. 

5. Recur on the sublists obtained by splitting on abest, and 
add those nodes as children of node. 

In presented algorithm the most important are steps 2 and 3: 
selection abest attribute. Selection of that attribute should be 
based on some factor describing its importance regarding data 
that are not classified yet. Term importance in this case is 
understood as an ability to create (based on that attribute) 
correct pattern classification -- the more patterns are classified 
correctly, the better (the more important) the attribute is. While 
for discrete data methods for attribute importance factor 
calculating were developed (see for example [2], where method 
for binary patterns recognition is described or C4.5 algorithm), 
the lack of such methods can be observed for continuous data. 

As an example of this problem consider one of the widely used 
free data mining tool i.e. C4.5 algorithm developed by Ross 
Quinlan [3] used to generate a decision tree and implemented 
in SIPINA Data Mining Software [4]. 

C4.5 is an extension of Quinlan's earlier ID3 algorithm and 
is followed in turn by See5/C5.0

1
[5]. C4.5 made a number of 

improvements to ID3 -- one is important from our point of 
view: the ability to handle both continuous and discrete 
attributes. Unfortunately in order to handle continuous 
attributes, C4.5 creates a threshold and then splits the list into 
two: those which attribute value is above the threshold and 
those that are less than or equal to it [6]. As a result, continuous 
data are subject to some kind of discretization. This process can 
be performed before the main algorithm or as a one of auxiliary 
sub-steps of it. Anyway, continuous data are de facto treated as 
discrete. In many cases, discretization results in loss of 
information. In this paper, method for calculating importance 
factor of continuous features from given patterns set, without 
discretization necessity, is presented. 

III. MEASURE OF IMPORTANCE OF FEATURES 

While searching for important features that distinguish a 
given class among other classes, for each feature the following 
factors should be determined: 

 if a feature is a distinctive feature within a given class 
(so-called importance factor for all patterns within a 
given class) -- for example, for all patterns this feature 
has the same value; 

 if a feature is a distinctive feature for a given class 
within all classes (so-called importance factor for a 
given class within all classes) -- for example, for all 
patterns which are not from a given class this feature 
takes value from interval 0-10, while for patterns from 
a given class this feature takes value 15. 

In a given examplary set of patterns L (table I) one can 
notice that feature 4 is the most important (the most distinctive) 
feature for class D within this class (the smallest diversity can 
be observed for it). Feature 4 is an example of second factor as 
the most important (the most distinctive) feature for class D 
within all classes, because for none of the other classes values 
of this feature belong to interval 0-25

2
. 

A. Importance factor for all patterns within a given class 

For each feature, the smaller the changeability of its values 
within a given class is, the more important this feature is. In 
other words, concentration of this feature is higher. 
Concentration factor of feature a in class b is defined as: 

                                                           
1
 C5.0/See5 is a commercial and closed-source product. C5.0 

offers a number of improvements on C4.5 like speed (C5.0 is 

several orders of magnitude faster than C4.5), more memory 

usage efficient or smaller decision trees (C5.0 gets similar 

results to C4.5 with considerably smaller decision trees). 
2
 Values from this interval that can be observed for feature 4 in 

other classes e.g. pattern 2 (class A) with value 25 or pattern 

18 (class E) with value 10 simulate anomalies in the data and 

were added intentionally. 
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where   
  is a mean (expected value) and   

  is a standard 
deviation of all values for feature a in class b. The smaller the 
concentration factor is, the closer the values of a considered 
feature within a given class are. It can be interpreted in the 
following way: if all values of a considered feature within a 
given class are (almost) identical, it can be stated that this 
feature (its values) is being characteristic for all patterns within 
a given class.  

For example a characteristic feature of all tanks is to have 
tracks (but not all tracked vehicle are tanks). Examining 
concentration factors for patterns from set L (see table II), one 
can notice that for each class the smallest value of this factor is 
located in one of the features, which were assumed to be 
characteristic. It is worth highlighting that the set L is not 
''perfect'' -- as some patterns are not necessarily fulfilling all 
assumptions for a corresponding class to which these patterns 
belong in a way that a wrong classification would be excluded. 
For example, pattern 16 (from class D) could be assigned to 
class E. 

B. Importance factor for a given class within all classes 

A feature is considered to be the more diversified, the 
greater changeability of its values within all classes is 
observed. Diversity factor of feature a within all classes is 
defined as: 

     ∫    (
 (    ) 

   
 )   

  

  
  (3) 

where    is a mean (expected value) and    is a standard 
deviation of all values for feature a within all classes. Diversity 
factor is a little bit more difficult to describe than concentration 
factor. It has much more sense when considered jointly with 
the concentration factor (see next subsection). For now, we can 
say that a small value of this factor means that many patterns 
from different classes take similar values. 

TABLE II.  CONCENTRATION FACTORS FOR PATTERNS FROM SET L. THE 

SMALLEST VALUE FOR EACH CLASS IS UNDERLINED. 

Feature 
Class 

1 2 3 4 5 

17.81 33.60 51.67 78.51 77.44 A 

15.45 46.36 12.40 22.59 95.19 B 

92.87 20.23 13.80 28.78 89.69 C 

42.60 31.26 44.60 25.75 65.79 D 

20.46 52.51 46.89 102.33 42.60 E 

TABLE III.  DIVERSITY FACTORS FOR PATTERNS FROM SET L. 

Feature 

1 2 3 4 5 

69.40 41.19 39.26 74.42 79.84 

C. Discriminants 

A discriminant describes how important a given feature of 
the considered pattern is for its correct classification. 
Discriminants are calculated for all features of all patterns with 
the following formula: 

   
    

   

   
    (

 (    
 ) 

   
  )  (4) 

where x is a value of feature a from pattern c and class b. In 
formula (4)  two component can be distinguished. 

 The first component is a quotient which is calculated 
for each feature as a diversity factor for a given class 
(and feature) within all classes over concentration 
factor for all patterns within a given class (and feature). 
Value of this quotient close to 1 means that the feature 
which is being under consideration cannot be treated as 
a characteristic feature (discriminant) for the class. The 
most desirable is a ''big'' value of this component, 
which is obtained when values of a given feature in a 
selected class compared to values of this feature in 
other classes are evidently concentrated, that is when a 
feature is perfect to act as a characteristic 
(discriminant) of the class. This component is being 
calculated for every feature in all classes (see table IV). 

 The second component, exp(), serves to eliminate data 
which are (very) different from the average value for a 
given class, that is data which could be an effect of 
measuring errors or some kind of an anomaly which 
should be considered individually. A value of this 
component close to 0 means that the feature in a 
considered pattern is greatly deviated from the average 
value for an appropriate class. On the other hand, when 
the value of this component is close to 1 it means that 
the feature in a considered pattern has a typical value 
for an appropriate class. In other words, second 

component describes the grade of membership of a 
feature in a given pattern to the usual values of this 
feature in patterns from an appropriate class. 
Averaging all grades of membership of features of a 
pattern, the grade of membership of a pattern to a class 

is obtained, which is denoted as     , where c - 
patterns, b -- class. Knowledge of the grades of 
membership of patterns is useful for ''bad'' patterns 
identification. Values of this component and the grades 
of membership are given in table V. 

Taking into consideration the total effect of described 
elements, one can state that values calculated with formula (4) 
lower or equal to 1, shows features which should not be 
considered.  

If this value is greater than 1 (the more, the better) then the 
considered feature is important. Final values of the 
discriminants for set L are presented in table VI. 

The greatest value for each pattern is underlined. It can be 
noticed, that in all cases discriminants reach the greatest value 
for a feature which, according to initial assumptions, should be 
characteristic for a given class. 
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TABLE IV.  VALUE OF QUOTIENT  
   

   
   FOR DATA FROM TABLE II AND III. 

Feature 
Class 

1 2 3 4 5 

3.89 1.12 0.75 0.94 1.03 A 

4.49 0.88 3.16 3.29 0.83 B 

0.74 2.03 2.84 2.58 0.89 C 

1.62 1.31 0.88 2.89 1.21 D 

3.39 0.78 0.83 0.72 1.87 E 

 

TABLE V.  THE GRADES OF MEMBERSHIP OF FEATURES AND PATTERNS. 

Feature 
     Class 

1 2 3 4 5 

0.3 0.59 0.47 0.85 0.45 0.532 A 

0.99 0.8 0.76 0.39 0.83 0.754 A 

0.85 0.99 0.47 0.68 0.41 0.68 A 

0.53 0.28 0.76 0.58 0.87 0.604 A 

0.26 0.36 0.36 0.38 0.71 0.79 B 

1.0 0.94 0.92 0.38 0.71 0.79 B 

0.81 0.43 0.83 0.96 0.78 0.762 B 

0.62 0.89 0.47 0.96 0.24 0.636 B 

0.47 0.62 0.76 0.49 0.75 0.618 C 

0.85 0.67 0.55 0.75 0.22 0.608 C 

0.63 0.96 0.98 0.61 0.8 0.796 C 

0.97 0.94 0.44 0.5 0.56 0.682 C 

0.48 0.4 0.34 0.71 0.64 0.514 C 

0.4 0.32 0.76 0.59 0.98 0.61 C 

0.38 0.56 0.85 0.52 0.67 0.596 D 

0.92 0.96 0.7 0.98 0.87 0.886 D 

0.61 0.4 0.37 0.43 0.37 0.436 D 

0.47 0.4 0.56 0.47 0.61 0.502 E 

1.0 0.58 0.96 1.0 0.92 0.892 E 

0.47 0.95 0.4 0.47 0.38 0.534 E 

 

In case of classes A, D and E one feature was selected 
explicitly: first, fourth and first respectively. Explicitness is not 
observed in case of class B and C. For class B first feature 
(once) and fourth feature(twice) was detected as the most 
characteristic. For class C: third (three times), fourth (twice) 
and second (once). Those inconsistencies signal the need for 
usage of more features in case of some classes. In table VII the 
second highest discriminants relative to the values of 
discriminant for class B and C are shown (these values are 
underlined; for clarity, the highest value for each pattern is 
removed). 

TABLE VI.  DISCRIMINANTS FOR PATTERNS FROM SET L. THE HIGHEST 

VALUE FOR EACH PATTERN IS UNDERLINED. 

Pattern 
Feature 

Class 
1 2 3 4 5 

p1 1.17 0.72 0.36 0.81 0.46 A 

p2 3.85 0.99 0.58 0.37 0.85 A 

p3 3.32 1.22 0.36 0.64 0.42 A 

p4 2.06 0.34 0.58 0.55 0.89 A 

p5 1.2 0.32 1.16 1.25 0.82 B 

p6 4.49 0.83 2.91 1.25 0.59 B 

p7 3.63 0.38 2.63 3.16 0.66 B 

p8 2.79 0.79 1.51 3.16 0.2 B 

p9 0.35 1.27 2.18 1.27 0.67 C 

p10 0.64 1.37 1.57 1.94 0.2 C 

p11 0.47 1.96 2.79 1.58 0.71 C 

p12 0.73 1.91 1.26 1.31 0.5 C 

p13 0.36 0.82 0.99 1.85 0.57 C 

p14 0.3 0.65 2.18 1.54 0.87 C 

p15 0.63 0.74 0.75 1.51 0.81 D 

p16 1.5 1.27 0.61 2.85 1.06 D 

p17 1.0 0.53 0.32 1.24 0.45 D 

p18 1.6 0.31 0.47 0.34 1.15 E 

p19 3.39 0.45 0.8 0.72 1.73 E 

p20 1.6 0.74 0.34 0.34 0.73 E 

 

TABLE VII.  THE SECOND HIGHEST DISCRIMINANTS (UNDERLINED) FOR 

PATTERNS FROM SET L. FOR CLARITY, THE HIGHEST VALUE FOR EACH 

PATTERN IS REMOVED. 

Pattern 
Feature 

Class 
1 2 3 4 5 

p5 1.2 0.32 1.16  0.82 B 

p6  0.83 2.91 1.25 0.59 B 

p7  0.38 2.63 3.16 0.66 B 

p8 2.79 0.79 1.51  0.2 B 

p9 0.35 1.27  1.27 0.67 C 

p10 0.64 1.37 1.57  0.2 C 

p11 0.47 1.96  1.58 0.71 C 

p12 0.73  1.26 1.31 0.5 C 

p13 0.36 0.82 0.99  0.57 C 

p14 0.3 0.65  1.54 0.87 C 
 

Taking into consideration those two features (one and four), 
the correct classification for class B should be possible.  
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Class C can be still a source of problems, because different 
pairs of features were selected: feature two and three (twice), 
feature three and four (three times) and finally feature two and 
four (once). Nothing prevents the next feature (the third highest 
discriminant) from being considered.  

As a result, for class C features two, three and four will be 
selected

3
. Features one, three and four are selected if for class B 

three features are also considered. 

Notice that based on values from table IV importance of 
features can also be estimated. However, information about sets 
of features, as it was described above, cannot be determined. 
Therefore data from table IV can be treated as a rough selection 
of important features, while richer information is contained in 
discriminants calculated with formula (4) (see table VI). 

IV. USAGE EXAMPLE 

In this section an example how the proposed method can be 
used to improve a decision tree is given. A decision tree 
generated in SIPINA [4] tool (C4.5 algorithm was selected) for 
learning set L is presented on Fig. 1. 

It can be noticed, that feature five was not considered in any 
nodes, which could be predicted by analyzing table VI. Feature 
one is the first feature that splits the data set. Afterwards, 
feature three and four are considered. This is also reflected in 
table VI. 

Knowledge of the grade of membership      of pattern c to 
class b (how representative the selected pattern is  for that 
class) allows one to modify learning set in such a way that 
smaller classification error will be achieved. For the considered 
learning set L, the smallest grades of membership are for 
patterns    (0.468),     (0.436) and     (0.502).  

One can notice that the decision tree from Fig. 1 does not 
make correct classification for all data. Data which are 
classified ambiguously are: (  ,   ), (  ,   ) and (   ,    ,    , 
   ).  

However, there is a correct classification for every case for 
reduced learning set L (patterns   ,     and     were removed; 
see Fig. 2). Of course reduction of the data learning set may not 
have a permanent and strict character - it can be treated as a 
selection of potentially problematic patterns which should be 
treated separately. 

                                                           
3
 Feature five selected by pattern      is omitted - we treat it as 

an anomaly. 

V. CONCLUSIONS AND PLANS 

All sets which were used during the tests (presented 
learning set L is one of them) are characterized by 

 randomly generated set of features according to some 
assumptions which was described in section 1; 

 existence of contradictory data - pattern 16 could just 
as well belong to class E and pattern 18 to class D. 

In all cases the presented method for important features 
detection in continuous data works well. All features which, 
according to our assumptions, should be important were 
identified as such. The grade of membership usage allows more 
effective utilization of a data learning set through isolation of 
potentially problematic patterns (which could e.g. have 
negative influence during classification process). Notice, that 
global knowledge of important features gives new abilities. 
Instead of splitting data based on one feature (like in decision 
tree), a set of them (the most important) can be used to improve 
the decision process. 

We want to stress, that in this paper an answer for a 
question: which features are essential for correct pattern 
classification of a given class is given. Proposed method is not 
a complete tool for data classification - it can be considered as 
an element of such system. This will be our next research 
problem - how to use information about important features to 
build classification system for a really problematic data, like 
medical data, which in many cases are incomplete or 
contradictory. Additionally, a new problem that we want to 
investigate arose: how to treat incomplete patterns. 
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Figure 1.  Decision tree generated in SIPINA tool (with C4.5 algorithm) for the learning set L. 
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Figure 2.  Decision tree generated in SIPINA tool (with C4.5 algorithm) for a reduced learning set L. 
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