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Editorial Preface 

From the Desk of Managing Editor… 

IJACSA seems to have a cult following and was a humungous success during 2011. We at The Science and Information 

Organization are pleased to present the June 2012 Issue of IJACSA. 

While it took the radio 38 years and the television a short 13 years, it took the World Wide Web only 4 years to reach 50 

million users. This shows the richness of the pace at which the computer science moves. As 2012 progresses, we seem to 

be set for the rapid and intricate ramifications of new technology advancements. 

With this issue we wish to reach out to a much larger number with an expectation that more and more researchers get 

interested in our mission of sharing wisdom. The Organization is committed to introduce to the research audience 

exactly what they are looking for and that is unique and novel. Guided by this mission, we continuously look for ways to 

collaborate with other educational institutions worldwide.  

Well, as Steve Jobs once said, Innovation has nothing to do with how many R&D dollars you have, it’s about the people 

you have. At IJACSA we believe in spreading the subject knowledge with effectiveness in all classes of audience. 

Nevertheless, the promise of increased engagement requires that we consider how this might be accomplished, 

delivering up-to-date and authoritative coverage of advanced computer science and applications. 

Throughout our archives, new ideas and technologies have been welcomed, carefully critiqued, and discarded or 

accepted by qualified reviewers and associate editors. Our efforts to improve the quality of the articles published and 

expand their reach to the interested audience will continue, and these efforts will require critical minds and careful 

consideration to assess the quality, relevance, and readability of individual articles. 

To summarise, the journal has offered its readership thought provoking theoretical, philosophical, and empirical ideas 

from some of the finest minds worldwide. We thank all our readers for their continued support and goodwill for IJACSA.  

We will keep you posted on updates about the new programmes launched in collaboration. 

We would like to remind you that the success of our journal depends directly on the number of quality articles submitted 

for review. Accordingly, we would like to request your participation by submitting quality manuscripts for review and 

encouraging your colleagues to submit quality manuscripts for review. One of the great benefits we can provide to our 

prospective authors is the mentoring nature of our review process. IJACSA provides authors with high quality, helpful 

reviews that are shaped to assist authors in improving their manuscripts.   

We regularly conduct surveys and receive extensive feedback which we take very seriously. We beseech valuable 

suggestions of all our readers for improving our publication. 

Thank you for Sharing Wisdom! 
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A Study of FR Video Quality Assessment of Real 

Time Video Stream  
 

Xinchen Zhang 

School of Physical Science and Technology 

Central China Normal University 

Wuhan, China 

Lihau Wu, Yuan Fang, Hao Jiang 

School of Electronic Informaion 

Wuhan Unicersity 

Wuhan, China 

 

 
Abstract—To assess the real-time transmission video’s quality,  

this paper persents a approach which used FR video quality 

assessment (VQA) model to satisfy the objective and subjective 

measurement requirement. If we want to get the reference video 

in the measuring terminal and to make a assessment, there are 

two problems which are how to certain the reference video frame 

and how to make the objective score close to the subject 

assessment. We present in this paper a novel method of 

computing the order number of the video frame in the test point. 

In order to establish the relationship between the objective 

distortion and the subjective score, we used the “best-fit” 

regressed curve model and the BP neural network to describe 

prediction formula. This work is the mainly aim to get the high 

accurency assessment results with the human subjective feeling. 

So we select huge video sources for testing and training. The 

experimental results show that the proposed approach is suit to 

assess the video quality using FR model and the converted 

subjective score is  available. 

Keywords- video quailty assessment (VQA); full reference; objective 

performance; subjective score; BP neural network. 

I.  INTRODUCTION 

Video quality assessment (VQA) plays improtant role in 
various video communication applications, while the demand 
for video applications into everybody’s life are rapidly growing. 
In these applications, the digital video is always processed 
through many stages before it display in the receiving terminal. 
The display video must be degraded in the end device, but there 
is an improtant question that the video has been more or less 
degraded. VQA provides the procedure to measure the quality 
of the video. The quality of the video can be described by the 
distortion to the original video or the feeling with human visual 

system (HVS). Then there are two mainly methods: the 
subjective score method and the objective estimation method. 
The subjective methods for video quality are consistent with 
actual conditions, but cost too much time. The subjective 
methods are not fit to real-time video application. So the 
objective video qualtiy assessment methods have been widely 
used, such as signal-to-noise ratio (PSNR), which needs the 
original video as the Full Reference (FR). But in some real-
time video applications, the reference videos could not be 
obtained for the measure system or not get the reference video 
frame synchronization. Some existing researches proposed 
novel No-Reference (NR) objective methods to solve the 
problem about the absence of the reference video. However, it 

is difficult to design an objective NR VQA because of the 
limited understanding of the HVS. 

The published papers about VQA can be classied into: (1) 
objective FR methods, (2) objective NR methods and (3) from 
objective to predict subjective scores motheds. These methods 
can be explained as follows: 

Ref. [1] proposed a structural distortion measurement 
method for image based on FR, which is different from 
traditional error sensitiveity. The proposed method used 
multiscale structural similarity index  (MS-SSIM) algorithm, 
which correlate with human visual preception significantly. Ref. 
[2] provides us the visual information fidelity index (VIF) and 
Ref. [3] explains video quality metric (VQM), which also use 
full reference video to measure the video quality. Ref. [4]-[6] 
give us some new algorithms based on SSIM to product 
different “structure” to estimate the video quality. 

Ref. [7] provides an estimate of the mean square error 
distiortion at the marcoblock level without original content, 
duing working at the receiver sider for H.264 codec and 
considering the action of error concealment techniques. Ref. [8] 
introduced NR video quality assessment measure method based 
on coding quantization, packet loss and error progation and 
temporal effects of HVS.  

Ref. [8] generally describes the objective and subjective 
VQA method, and emphatically introduces the subjective video 
database which made for wireless video applications and 
included 160 distorted videos. Ref. [9] gives us a standard test 
video database with the subjective sroces and the definition of 
the objective algorithms to calculate the video distortion, which 
was produced by VQEG born from a need to bring together 
experts in subjective video quality assessment and objective 
quality measurement in 1997. 

After above introduciton, it is obvious that the objective 
measurement method is suitbale for real-time video quality 
measurement and the FR methods can estimate the distortion  
more accurately by using original video content. Although the 
NR methods got the achieved progess, the objective FR 
methods are still more reliable in practical industry applications. 
However, because we can not obtain the original video and 
synchronize the original video frame in the receiving terminal 
easily showing in Fig. 1, the FR methods were only used in 
encoding efficiency and distortion research generally. Then 
how to synchronize the frame of the decoding end to the 
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original video is an important question to promote the objective 
FR methods for real-time video quality measurement. VQEG 
[9] reported and provided us that the PSNR, one of the 
objective FR performace, and the subjective scores of the test 
video database, also recommended the “best-fit” regressed 
curve to get the best evaluation relationship between the 
objective performances and the subjective scores. But in the 
practical real-time video application, such as video surveillance, 
video conference, and so on, the video contents are similar, or 
are belong to the same type, which is not like the test video 
database include a wide variety of the video contents. In real-
time vdieo applications in a special scene, is there a better 
algorthm to evaluate the subjective scores from the objective 
performance which can be automatically calculated by 
computer. The main contribution of this paper is to propose a 
novel approach to  synchronize the frame order between the 
sending and receiving end by adding the special marcoblock 
mark and study in using BP neural network to train and 
establish the maping of the objective performance and the 
subjective scores in oder to esitmate the VQA more better in 
real-time video applicaiton. 

Encoder

&Sender

Receiver

&Decoder

←

●●● ●●●●●

Which 

Frame

Objective VQA

 

Figure 1.  Which frame is the reference in the sender to the reveiver 

The rest of the paper is organized as follows. Section II 
descirbes the novel approch how to add the special mark in the 
video before the encoder and to compute the frame order 
number to obtain the objecive preformance based on FR. 
Section III discusses the BP neural network principle and the 
training and evaluation procedure of the quality esitmaiton, 
which estblished the correlation with human visual results. In 
seciton IV, the experimental results are compared and 
discussed. Finally, the paper makes a conclusion of this paper. 

II. MARKING METHOD 

In this section, we propose a novel method to add special 
mark in some macroblock and not destroy the video content. 
Using this adding mark, the frame’s order number can be 
calculated in the receiver. Fisrtly, the marking method is 
introduced. Secondly, the judgement criterion of the parsing 
procedure is described. Finally, the processing results and the 
feasibility are discussed. 

A. Adding special mark 

In the past, the number of the video sequence can be 
marked by the semantic method in different video compression 
standard. But this method can only provide us the frame index, 
which clear the order to find the prediction relationship. In real-

time video communication system, we also cannot confirm 
which frame into the encoder is the displaying one in the 
reveiving end. Then we cannot determine the reference frame 
to calculate the objective performance. In this paper, the 
proposed method is based on adding some additional 
information in the video content, which can be easily parsed to 
contain the reference frame order number. 

The novel method to mark the order contains two 
procedures as Fig. 2 shows: adding the special mark to the 
original video before encoding, parsing video sequence order 
number after decoding. The details of the first procedure is 
described as follows. 

 Define the order number of the original video sequence 
(Format YUV420) frame in binary system. 

 Select first 4 marcoblocks (16x16) of the luminance 
component of the original video, (maybe select more 
marcoblocks accoding to how many frame). 

 Conbine every 2-bit of the binary of the frame number, 
and replace the 2-bit value by 4 possible values 
complying with the rule. The rule is (00) to 0, (01) to 
85, (10) to 170, (11) to 255. 

 Using these values to fill the selected marcoblocks’ 
luminance component, then the added-mark video 
sequence was produced. 

For example, one video sequence contains 256 frames. 
Then we can select the first 4 marcoblocks to fill 4 possible 
values (4

4
=256) to represent the 256 frames’ number. If we are 

dealing with the number 60 frame, it’s number can be notated 
by (00111100) in binary. Then we can deduce that (0, 255, 255, 
0) are the values to fill the first 4 marcoblocks accoding to the 
rule.  

 

Figure 2.  The procedures of the adding mark and parsing number 

B. Parse the frame number 

Through the real-time video communication system, the 
receriving video can be decoded from the payload video stream. 
If the decoder video format is YUV 4:2:0, we can observe the  
luminance component of the decoded video. By parsing the 
first 4 marcoblocks’ values, we can calculate the average of  
the pixel value in one marcoblock and get the number of the 
decoded frame in the encoding end. The analysis criterion and 
the processing is as follows. 

 Calculating the average pixel value of the marcoblock. 

We define A to represent the average, then A=∑

http://www.google.com.hk/search?hl=zh-CN&inlang=zh-CN&newwindow=1&safe=strict&client=aff-360daohang&hs=dUh&affdom=360.cn&sa=X&ei=N4zDT-SaHtKxhAf8qbz6CQ&ved=0CAcQvwUoAQ&q=automatically&spell=1
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xij/256, i=0,1,2,… ,15, j=0,1,2,… ,15. xij means the 

value of the pixel which is in the 16x16 marcoblock. 

 After calculating, there are four average values which 
can be represented by (A1, A2, A3, A4). Judging Aj 

(j=1,2,3,4), it belongs to which renge. There are four 
renges devided in the uniform. The judgement is as the 
following formula (1):  

)11(],255,213[

)10(],212,127[

)01(],126,43[

)00(],42,0[

then

then

then

then

Aj 
           (1) 

 Finally, (A1, A2, A3, A4) is converted to 8 bit binary 
which is the order number of the frame in original. It is 
easy to transfer it to decimal digits. 

Additional explanation is that the pixel values of the 
marcoblock maybe be changed after coding, transfering and 
decoding. However the features of the marcoblock an not 
changed more, and the average value will not exceed the 
boundary of the renge.  

C. Discussion 

In order to prove the availability of the novel method, we 
input the video adding the marks to the encoder with extreme 
QP and transmission parameters setting, it also can promote 
correct the order of the video frame. 

For this purpose, the test video sequence is named BUS, 
which is CIF format (352x288, YUV 4:2:0, 30fps, 150 frames) 
and download form JVT test video. Firstly, because this 
sequence has 150 frames which is not exceed 255, we only 
select the first 4 marcoblocks to mark the frame number. They 
are on the top-right of the picture. According to the order 
number of the frame, the different values are filled to the each 
marcoblock’s luminance pixels. Fig. 3 shows the number 39 
frame had been added the mark marcoblocks. The marked 
marcoblock’s luminance value are (0, 170, 85, 255), which 
means (00100111) in binary. 

 

Figure 3.  The added-mark video, frame number is 39. 

In order to test the limit case in the worse, we select the 
H.264 encoder’s QP as 48. In this situation, the picture quality 
is very bad with very low bit-rate. Fig. 4 shows the encoded 
video after adding the mark of the first 4 marcoblocks. The test 
result prove that the high compression distortion cannot change 
the feature of the adding mark, also means the coding error 
cannot effect the mark’s  judgement. And the wide boundary of 
the judgement range can guarantee the correctness of the 
method. The right frame number will be obtained in the 
reveiving end, which helps to seek the objective distortion of 
the decoded video and the reference video. 

Another effection is the transmission error. This error 
maybe loss the first 4 blocks or change the features of the mark. 
If this happened, that means the channel cannot transmit the 
correct data. The first 4 marcoblock is following the picture 
header information. If they are not correct, the other data are 
very likely incorrect. Then the video quality becomes very low 
and the system are not suit video communication. So if the 
added mark exceed the range, we cannot find the right number 
of the frame, it represents the video system is abnormal. Error 
judged number brings the objective performance to bad, this 
just explains the poor video quality. 

 

Figure 4.  The encoded video with QP 48 after adding mark  

III. ESTABLISH THE SUBJECIVE AND OBJECTIVE ESTIMATION 

In order to research the relationship between the subjective 
score and the objective distortion, the BP neural network 
training method and the “berst-fit” regressed curve model will 
be introduced in this section. Using those methods, it is easy to 
convert the objective results based on full reference model to 
the subjective score as human visual evaluation. The subjective 
score is regarded as the final VQA result. 

A. BP neural network 

Back-Propagation (BP) neural network (NN) is a common 
method of training artificial neural networks so as to minimize 
the objective function. BPNN is a good idea for the situation, 
while there are a large amount of input/output data is available 
and we do not sure the realtionship which is complex and 
variable  problem. The past researches can provide a large 
amount of the training video and the subjective scores as output 
data. Because the subjective human visual is not a certain 
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question, which depend the human experience and mood. 
Recently, some neural-based approaches to video quality 
evaulation have been proposed [10]-[12]. 

BP neural network can learn and store a lot of input - output 
mode mapping, without prior mathematical equations that 
describe the mapping relationship. The learning rule is to use 
the steepest descent method, back-propagation to adjust the 
network weights and thresholds, so that the squared error of the 
network is minimum. BP neural network model topology 
including input layer, hidden layer and output layer. BP 
network is a multilayer feed-forward neural network. The 
neuron transfer function is S-shaped function, the output of the 
continuous quantity between 0 to 1, it can be any nonlinear 
mapping from input to output y = f(x). The mapping function y 
= f(x) is estimated during a traning phase, where the network 
learns to associate input vectors to output vectors. The main 
advantageof the NN method is its ability to process nonlinear 
problems of VQA [12].  

We design the BPNN include 2 part researches, one is the 
structure of BPNN and another is the training rule of studying 
of the network connection point weights variation. Fig. 5 shows 
a basic BP neural model, which has R inputs, each input 
through an appropriate weight and the next layer is connected 
to the network output can be expressed as: 




In (2), f is the transfer function to describe the relationship 
between inputs and outputs. 

 

Figure 5.  The  BP neural model 

B. Training and prediction method 

Evaluation model is to train the neural network on fact. 
Before training it is need to construct network architecture. It 
requires four input conditions were: maximum and minimum 
of R-dimensional input samples constitute dimensional matrix, 
the number of neurons in each layer, the transfer function of the 
layers of neurons, and the training function. Now we build a 
two-level neural network. The first level contains 15 neurons n1, 
the transfer function is tansig(). The second level is single 
neuron n2, its transfer function named traingd() is linear model 
for training. Fig. 6 shows the two-level structure of the BP 
neural network, in the figure it only darws one-dimensional 

network structure of the input samples. 1,1IW  is the input layer 

to hidden layer weights. 1.2LW  is the hidden layer to output 

layer weights. 1b  is the adjustment paremeter of the input layer 

to hidden layer. 2b  is the adjustment parameter of the hidden 

layer to output layer. 

 

Figure 6.  The structure of the two BP neural network for training 

In training, another important thing is the input training data. 
For the aim of the training, we use MS_SSIM and MOVIE 
which are the objective quality performace parameters as the 
input vector p. 

C. The “best-fit” regressed curve model 

In statistics, nonlinear regression is a form of regression 
analysis in which observational data are modeled by a function 
which is a nonlinear combination of the model parameters and 
depends on one or more independent variables. The data are 
fitted by a method of successive approximations. Curve fitting 
is the process of constructing a curve, or mathematical function, 
that has the best fit to a series of data points, possibly subject to 
constraints.  

The “best-fit” regressed curve model is recommended by 
VQEG [13] and has been widely used in evaluating the 
performance of algorithms. We used a 4-parameter logistic 
function, constrained to be monotonic to transform the 
objective score to the subjective one, as in (3),. 

  

In the following experiments, we use function nlinfit() in 
Matlab softare to find the best values for fixing the parameter 
 .  In (3), the VQA value of the objective esitmation method is 

represented by , 1,2,3...150jQ j  , and ' , 1,2,3...150jQ j   is the 

VQA score of the subjective estimation method form human. 

IV. EXPERIMENTAL RESULTS 

For the experiment, a total 150 video sequences are 
generated from 10 reference video sequences (named “Blue 
Sky”, “River Bed”, “Pedestrian area”, “Tractor”, “Sunflower”, 
“Rush hour”, “Station”, “Park run”, “Shields”, “Mobile and 
Calendar”) download from VQEG [13]-[14] and LIVE 
database [15]. The uncompressed RAW sequences are YUV 
4:2:0 format with a resolution of 768x432. One original video 
are subject to H.264 video coding with different bit-rate (from 

200kbps ot 5Mbps) and different packet loss rate (3%、5%、
10% 、 20%) to simulate the network transmission loss, 

different bit error (0.5%-10%) as the stream in the wireless 
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channel, MPEG-2 video coding with different bit-rate (from 
700kbps to 4Mbps). Each RAW sequence changes into 15 
video sequences through different processing, which include 
different main coding distortion and transmission distortion to 
improve the measurement experiment stability. These 10 RAW 
vdieo sequences are describled as Table I. 

TABLE I.  THE RAW REFERENCE VIDEO SEQUENCES 

Name Play Time Frames Description 

Blue Sky 8.68s 217 Circle move, tree 

River Bed 10s 250 Camera still, river 

Pedestrian area 10s 250 Camera still, street 

Tractor 10s 250 Horizontal move 

Sunflower 10s 250 Camera still, flower 

Rush hour 10s 250 Camera still, Traffic 

Station 10s 250 Camera still, tarin 

Park run 10s 500 Horizontal move 

Shields 10s 500 Horizontal move 

Mobile&Calendar 10s 500 Horizontal move 

Then we calculate the objective performance using MS-
SSIM and MOIVE. Paper [16] compared the evaluation 
performance and computational complexity of the various 
objective algorithms. The PSNR is only used as an indicator of 
quality. MS-SSIM seems to perform the best amongs the 
algorithms. It is easy to implement and real-time estimates for 
available. The multiscale SSIM index [17] corrects the 
viewing-distance dependence of SS-SSIM and accounts for the 
multiscale nature of both natural images and human visual 
system. The MS-SSIM index performs better (relative to 
human opinion) than the SS-SSIM index on images. The 
computation formula of MS-SSIM is as (4) 







Motion-based Video Integrity Evaluation (MOIVE) [18] 
intergrates both spatial and temporal aspects of distortion 
assessment. MOIVE explicitly uses motion information from 
the reference video and evaluates the quality of the test video 
along the motion trajectories of the reference video. MOVIE 
contains five main processing steps. The first composition 
named Linear Decomposition is to decompose the reference 
and test videos into multiple spatio-temporal bandpass channels 
using a family of Gabor filters. The second composition is to 
measure spatial distortions of the reference and test videos, 
named Spatial MOIVE. The third composition is Motion 
Estimation, which computes from the reference video sequence 
in the form of optical flow fields. The fourth composition is 
Temporal MOVIE which uses the spatio-temporal Gabor 
decompositions of the reference and test video sequences, and 
the optical flow field computed from the reference video using 

the outputs of the Gabor filters to esitmate the temporal video 
quality. The last step is to compute the MOVIE Index, as (5). 

MOVIE=Spatial MOVIE Temporal MOVIE        (5) 

In (5), Paper [18] said 
1

1
Spatial MOVIE= ( )S j

j

FQ t


 

 , 
( , , )

( , , )

( )
S j

S j

Q x y t

S j

Q x y t

FQ t





, 

1

1
Temporal MOVIE= ( )T j

j

FQ t


 

 ,
 

( , , )

( , , )

( )
T j

T j

Q x y t

T j

Q x y t

FQ t





. 

The experimental results of the “best-fit” regressed curve 

model is shown as Fig. 7. The scatter plots of the MS-SSIM 
versus DMOS is with the best parameters 

1 -1563.646  , 

2 68.847  , 
3 112.587  , 

4 3.427  . The scatter plots of the 

MOIVE versus DMOS is with the best parameters 
1 80.273  , 

2 -1798.651  , 
3 -0.645  , 

4 0.175  . 

 

(a) The scatter plots of the MS-SSIM versus DMOS 

 

(b) The scatter plots of the MOVIE versus DMOS 

Figure 7.  The “best-fit” regressed curve results 

We use 120 video sequences as the training inputs for BP 
neural network, and the rest of 30 sequences as the test data. As 
mentioned earlier, the training is for study of fixing the 
network parameters or relationship, and the testing uses this 
network to estimate the subjective scores. 
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Figure 8.  BP Neural network experimental results (MS-SSIM VS. DMOS)  

Fig. 8 gives the experimental results about MS-SSIM 
versus DMOS. The two polylines are the subjective values by 
real test and the predictive values from BPNN computation. 

 

 

Figure 9.  BP Neural network experimental results (MOIVE VS. DMOS) 

Fig. 9 gives the experimental results about MOIVE versus 
DMOS. 

For performance evaluation suggested by the VQEG, we 
used three metrics to evaluate the performance of the proposed 
method. The root-mean-squared error (RMSE), the Pearson 
correlation coefficient (PCC), the spearman rank ordered 
correlation coefficient (SROCC) were computed between the 
fitted objective data and the corresponding subjective data. The 
performance comparison of those algorithms is as Table II 
shows. From the results, we concern that the BPNN is close to 
the best-fit curve performance, and MOIVE algorithm is 
slightly better than MS_SSIM. 

TABLE II.  PERFORMANCE OF 

 Name PCC SROCC RMSE 

Best Fit 

Curve 

MS_SSIM 0.7387 0.7321 7.3982 

MOVIE 0.8116 0.7890 6.519 

BPNN MS_SSIM 0.7008 0.6771 7.0774 

MOVIE 0.7882 0.7678 6.9719 

V. CONCLUSIONS 

This paper has proposed a novel method to calculate the 
order number of the reference video in receiving end by adding 
special mark in marcoblocks. The method had been used in 
video conference system VQA and web stream VQA to solve 
which frame can be used as the reference in FR model. The 
method can resist to high coding error from the video encoder, 
while it can obtain the right frame number in the receiving 
terminal after the video decoded. Then this paper designs a 
two-level BP neural network structure to fix the relationship 
between the objective performance and the subjective DMOS 
score. We use a large of video sequences to train the BPNN 
and to fix the parameters of each level. The experimental 
results shows that it’s performace is close to the “best-fit” 
regressed curve. In future, it is an interesting study on using 
BPNN to sovle the NR VQA. We will also care the research on 
wireless video quality assessment application. 
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Abstract— Many words in documents recur very frequently but 

are essentially meaningless as they are used to join words 

together in a sentence. It is commonly understood that stop words 

do not contribute to the context or content of textual documents. 

Due to their high frequency of occurrence, their presence in text 

mining presents an obstacle to the understanding of the content 

in the documents. To eliminate the bias effects, most text mining 

software or approaches make use of stop words list to identify 

and remove those words. However, the development of such top 

words list is difficult and inconsistent between textual sources. 

This problem is further aggravated by sources such as Twitter 

which are highly repetitive or similar in nature. In this paper, we 

will be examining the original work using term frequency, 

inverse document frequency and term adjacency for developing a 

stop words list for the Twitter data source. We propose a new 

technique using combinatorial values as an alternative measure 

to effectively list out stop words. 

Keywords- Stop words; Text mining; RAKE; ELFS; Twitter. 

I. INTRODUCTION                  

Text mining comprises of a series of tasks that includes 
selection of approach, parameter setting and the creation of a 
stop word list [14][31]. The creation of a stop word list is often 
viewed as an essential component of the text mining which 
requires manual labor and investigations to produce. Stop 
words lists are rarely investigated and validated compared to 
the results of the mining process or mining algorithm. The lack 
of research into stop words list creation resulted in extensive 
use of pre-existing stop word lists which might not be suitable 
given the differences in the context of the textual sources. 
Research in the area has identified the weaknesses of 
standardized stop words list [3][4][23]. 

With the spread of social media platforms and adoption of 
such technologies in business and daily life, social media 
platforms have become one of the most important forms of 
communication for internet users and companies. Some 
companies are using Facebook and Twitter system to provide 
real time interaction with their customers. These social media 
platforms are beneficial to companies building consumer brand 
equity [12]. The platforms also act as low cost effective 
measures to manage complex relations between companies and 
consumers. The nature of social media also promotes open and 
transparent resolution of disputes and allows for greater 
visibility of the disputes to the senior management. Social 
Media has also proven to be very effective in communicating 
news such as the occurrence of earthquakes [25][9] and 
political office election [21][28].  

 

 

The enormous amount of textual information from Twitter and 
social media requires extensive amount of data preparation and 
analysis to reap any benefits. There are many approaches to 
analyze the data. However, due to the nature and assumptions 
of the techniques as well as the huge amount of data collected, 
the data quality has to be of a very high level of quality in order 
to be effective [5][13][27]. To improve the quality of textual 
data, many authors have proposed different techniques to 
extract an effective stop word list for a particular corpus 
[22][29]. In the next section, we will focus on the common 
approaches to the development of stop words list. 

II. CURRENT APPROACHES 

A stop words list refers a set of terms or words that have no 
inherent useful information. Stop words create problems in 
identification of key concepts and words from textual sources 
when they are not removed due to their overwhelming presence 
both in terms of frequency as well as occurrence in textual 
sources. Several authors [30][24][17] have argued for the 
removal of stop words which make the selection of the useful 
terms more efficient and reduce the complexity of the term 
structure. The current literature divides the stop words into 
explicit stop words and implicit stop words.  

The common approach is to manually assemble a stop 
words list from a list of words. This approach is used by 
several authors [10] and has proven to be generally applicable 
to a variety of situation [17].  Even though the generic stop 
words lists generally achieved high accuracies and robust in 
nature, customized stop words lists occasionally outperforms 
especially in technical areas. These customized stop words lists 
were developed based on the entropy lists or unions of the 
standard stop lists with entropy lists mixed in [23]. Other 
authors held the opinion that any words that appear too rarely 
or were longer than a certain length should be removed [16].  

There have been other attempts to use a variety of 
frequency measures such as term frequency, document 
frequency or inverse document frequency [15][18]. Each of 
these measures has proven to be effective in extracting the most 
common words that appear in the documents. The combination 
of term frequency with inverse document frequency (TF-IDF) 
measure was widely quoted by text books and papers [15][29] 
as the most popular implicit approach for creating a stop words 
list. There were also attempts in using Entropy approach to 
calculate the probability of a word being a stop word. [32] In 
non Anglophone languages, there have successes in using 
weight Chi Square method in classifying stop words. [33] In 
Rose et. Al. (2010), the authors proposed a new measure called 
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the adjacency measure to establish whether a particular word is 
a stop word or a content word. In the next section, we will 
examine the algorithm described by Rose et. Al. 

III. RAPID AUTOMATIC KEYWORD EXTRACTION STOP 

WORD LIST 

In the paper “Automatic keyword extraction from 
individual documents” by Rose et. Al., the authors describe a 
process to determine the usefulness of that word in describing 
the contents. Every word is identified and the word co-
occurrences are calculated with a score is calculated for each 
word. Several scoring techniques based on the degree and 
frequencies of words were evaluated in the paper. In the paper, 
Adjacency frequency is defined as the number of times the 
word occurred adjacent to keywords. Keyword frequency is 
defined as the number of times the word occurred within 
keywords. The authors noted that selection by term frequency 
will increase the likelihood of content-bearing words to be 
added to the stop words list for a specialized topic that result in 
removal of critical information words. Rose et. Al. describes 
the adjacency algorithm as ‘intuitive’ for words that are 
adjacent to keywords are less likely to be useful than those that 
are in it. The authors subsequently tested the algorithm using 
several standardized documents and found the algorithm to be 
very effective. 

However, there are several issues with the use of the 
adjacency measure.  

1) Adjacency measure first assumes the presence of a 

keyword in which we can use to determine words that are 

adjacent. This results in the technique being usable only in the 

case where keywords are specified. In most textual sources, 

keywords are not available. In the case of Twitter, while you 

can use query keywords, it may not be useful for general trend 

extraction from tweets.  

2) Adjacent words might be descriptive words which 

cannot be found within the keywords. In this case, the measure 

punishes these words. 

3) Adjacency measures assumes multiple keywords in 

order for the between keywords to be found. This is an unlikely 

situation given that keywords are likely to single words. This 

makes it very difficult to be applied to Twitter or documents 

where the keywords are single words. 
Given the restrictive nature of the RAKE stop words list 

generator, it is very difficult to apply the algorithm to a wide 
spectrum of text mining problems. In the next section, we will 
extend on the ideas given in Rose et. al. (2010) and present an 
effective algorithm in listing functional stop words using the 
combinatorial counts as measure of information value. 

IV. EFFECTIVE LISTINGS OF FUNCTIONAL STOP WORDS 

USING COMBINATORIAL COUNTS 

The authors noted that while the adjacency-within factor 
cannot be easily computed, the combinatorial factor can be 
computed easily. The combinatorial factor is defined as the 
number of unique word combination that can be found in the 
collection of tweets given a start word. The mathematical form 
is expressed below. 

    ∑  (           )
 
               (1) 

Where n is the number of tweets, p is the position of the 
word and wp is the word in the position p. The function f is the 
indicator function with the following behavior. 

  {
           

           
                      (2) 

 
Where w is the word that is being investigated.  

The measure is computationally simple and implementable 
in a variety of programming languages natively. The 
combinatorial nature of the measure may not be intuitive. Any 
words can be linked by a number of words in a language to 
form meaning combinations. Words designed to convey a 
precise meaning needs to be linked up in a particular 
combination for the correct meaning to be conveyed. However, 
words which are commonly used as bridges in sentences will 
naturally accumulate a large number of combinations in any 
collection of documents or tweets. If the collection contains a 
strong theme or event, the words related will have smaller 
combinations of words. Theoretically, if there are certain words 
which are important, the number of combinations should only 
be one. For example, in any discussion about Linear Algebra, 
many of the technical terms used will naturally have little 
variations such as ‘Linear Models’, ‘Complement Set’. This is 
in contrast to words such as ‘in the’ and ‘that is’.  

This measure is an alternative approach to the classical 
techniques of term-frequency and inverse-document frequency. 
This approach measures the information value of the word not 
through the conventional Kullback – Leibler framework but 
through the combinatorial nature of words. As opposed to 
measuring the information value of words to establish the stop 
words, the technique focuses on the extreme number of 
combinations that most non-meaningful words display to 
establish stop words. Moreover, the use of combinations allow 
us to naturally manage both words with high and low occurring 
frequency which presents a problem for the classical 
framework of TF*IDF without using transformation.     

V. EXPERIMENTAL SETUP 

To validate the prowess of the measure, we conducted 
experiments with several techniques commonly used in 
development of stop word list. For all the experiments 
conducted, we have selected 9 3-days periods containing tweets 
with the key word search of ‘Earthquake’. Each of this period 
starts 24 hours before the beginning of an earthquake and last 
till 48 hours after the occurrence of the earthquake. The reason 
for selecting 9 different periods and earthquakes is to ensure 
that the experiments will be as unbiased as possible. The use of 
query based tweets is to ensure that we have some form of 
central themes which provides some kind of comparison for the 
words which are not useful or meaningful. This two conditions 
enable us to assess the overall performance for the techniques 
tested effectively and unbiased. 

The control factor for this experiment is the Fox’s and 
Manu’s stop word list. The choice of having two stop word 
lists is to double validate the techniques as both stop word lists 
are commonly used for text mining purposes. At the same time, 
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both stop word lists have different words which can be useful 
as a further comparison between the efficacies of the 
techniques. All the words found in both stop word lists are 
determined to be stop words in the tweets through human 
examinations of the tweets using random samples of 1000 
unique tweets from each period. For the classical techniques 
such as term frequency and inverse document frequency, we 
varied the cutoff thresholds before determining the optimal 
threshold by calculating the precision of the generated list with 
the stop list for different range of values. In total, we generated 
about 10 lists per technique.  

Once we have generated the lists, we then compare the list 
across the different levels of threshold in increasing level of 
liberty in allowing the word to be considered stop word. Both 
precision and recall are calculated together with F-measure by 
comparing the list with the control stop word lists. The 
technique which consistently outperformed the other 
techniques will be considered to be the most effective stop 
word list generator.  

VI. RESULTS AND ANALYSIS 

Using the experimental approach described above, we have 
generated the various stop words lists and compared their 
performance at detecting stop words which are listed in the 
Fox’s and Manu’s list. In the following sections, we will first 
compare the various measures and their performance with the 
Manu’s list which is the smaller of the two lists. After the 
initial comparison, we will then further compare the results 
using the Fox's list for a second level of validation. The results 
are plotted with the F-Measures and the threshold levels.   

 
Chart 1: Comparison of the performance of the measures with the Manu's List 

using Radar Chart 

From the chart 1, we can see that the combination technique 
outperforms most of the other techniques by a fair margin. 
With the exception of a few initial threshold, where TF*IDF or 
Log (TF)*IDF variant performs better, the new proposed 
approach is distinctly better than the other techniques. This 
superior performance could be attributed to the smaller list of 
stop words generated by combination approach compared to 
the other techniques. This effect is further compounded by the 
small list of stop words in the Manu instance. Many of the 

words included in the new stop word lists include new words 
which could be stop words in the context of the Twitter 
contents.  

 
Chart 2: Comparison of the performance of the measures with the Fox's List 

using Radar Chart 

From the chart 2, we can see that the combination technique 
outperforms most of the other techniques by a fair margin. 
However, the technique is not as strong as some of the other 
techniques in the initial threshold levels in some cases as 
evident in the breaks in the lines of the radar charts. The drop 
in performance could be attributed to the larger list of stop 
words covered by Fox's list which is almost three times the size 
of Manu's list. At the same time, as mentioned earlier, the stop 
word list generated by the combination technique is also 
smaller than its TF*IDF and variant counterparts. However, the 
combination technique still outperforms the other techniques 
beyond the initial threshold which indicates its superior 
performance on the overall.  

VII. CONCLUSION 

In this paper, we proposed a new method for automatically 
generating a stop word list for a given collection of tweets. The 
approach is based on the combinatorial nature of the words in 
speeches.  

We investigated the effectiveness and robustness of the 
approach by testing it against 9 collections of tweets from 
different periods. The approach is also compared with the 
existing approaches using TD*IDF and variants. The results 
indicated that the new approach is comparable to existing 
approaches if not better in certain cases.  

The direct nature of the combinatorial approach is not 
normalized and additional research is needed to produce the 
normalized measure. Other newer approaches such as page-
rank approach will also require more research to understand the 
effectiveness. Future research will also need to investigate the 
scenario of three or more combinations of words to determine 
whether they are stop words.  

Performance Comparison 

Performance Comparison 
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Abstract—Software testing is the process to uncover requirement, 

design and coding errors in the program. It is used to identify the 

correctness, completeness, security and quality of software 

products against a specification. Software testing is the process 

used to measure the quality of developed computer software. It 

exhibits all mistakes, errors and flaws in the developed software. 

There are many approaches to software testing, but effective 

testing of complex product is essentially a process of 

investigation, not merely a matter of creating and following route 

procedure. It is not possible to find out all the errors in the 

program. This fundamental problem in testing thus throws an 

open question, as to what would be the strategy we should adopt 

for testing. In our paper, we have described and compared the 

three most prevalent and commonly used software testing 

techniques for detecting errors, they are: white box testing, black 

box testing and grey box testing. 

Keywords- Black Box; Grey Box; White Box. 

I. INTRODUCTION 

Software testing identifies defects, flaws or errors in the 
application code that must be fixed. We can also define 
software testing as a process of accessing the functionality and 
correctness of a software through analysis. The main purpose 
of testing can be quality assurance, reliability estimation, 
validation and verification. Software testing is a fundamental 
component of software quality assurance and represents a 
review of specification, design and coding. The main objective 
of software testing is to affirm the quality of software system 
by systematically testing the software in carefully controlled 
circumstances, another objective is to identify the completeness 
and correctness of the software, and finally it uncovers 
undiscovered errors. [1] [2] 

 The three most important techniques that are used for 

finding errors are: [1] 

1) White Box Testing Technique: It is the detailed 

investigation of internal logic and structure of the code. In 

white box testing it is necessary for a tester to have full 

knowledge of source code. 

2) Black Box Testing Technique: It is a technique of 

testing without having any knowledge of the internal working 

of the application. It only examines the fundamental aspects of 

the system and has no or little relevance with the internal 

logical structure of the system. 

 

 

3) Grey Box Testing Technique: White box + Black box = 

Grey box, it is a technique to test the application with limited 

knowledge of the internal working of an application and also 

has the knowledge of fundamental aspects of the system. 

II. WHITE BOX TESTING TECHNIQUE 

 

 

 

 

 

 

 
      

 

 

 

                Input           Output 

 

 

 

 

 

 

Figure 1.  Represent white box testing 

White box testing is a test case design method that uses the 
control structure of the procedural design to derive test cases. 
White box testing can uncover implementation errors such as 
poor key management by analyzing internal workings and 
structure of a piece of software. White box testing is applicable 
at integration, unit and system levels of the software testing 
process. In white box testing the tester needs to have a look 
inside the source code and find out which unit of code is 
behaving inappropriately. [3] 

Some of the advantages and disadvantages of white box 
testing technique are listed below: [3] [4] 

Advantages 

 It reveals error in hidden code by removing extra lines 
of code. 

 Side effects are beneficial. 
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      working only  

 Risk analysis 

 Develop Strategy 

 Proper Test Plan 

 Execute test Cases 
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 Maximum coverage is attained during test scenario 
writing. 

Disadvantages 

 It is very expensive as it requires a skilled tester to 
perform it. 

 Many paths will remain untested as it is very difficult 
to look into every nook and corner to find out hidden 
errors. 

 Some of the codes omitted in the code could be missed 
out. 

Some of the synonyms of white box testing are glass box 
testing, clear box testing, open box testing, transparent box 
testing, structural testing, logic driven testing and design based 
testing. 

Some important types of white box testing techniques are 
briefly described below: [3] 

    Control Flow Testing 

    Branch Testing 

White Box Testing  Basis Path Testing 

    Data Flow Testing 

    Loop Testing 

Figure 2.  Represent different forms of white box testing techniques 

1) Control Flow Testing: It is a structural testing strategy 

that uses the program control flow as a model control flow and 

favours more but simpler paths over fewer but complicated 

path. 

2) Branch Testing: Branch testing has the objective to test 

every option (true or false) on every control statement which 

also includes compound decision. 

3) Basis Path Testing: Basis path testing allows the test 

case designer to produce a logical complexity measure of 

procedural design and then uses this measure as an approach 

for outlining a basic set of execution paths. 

4) Data Flow Testing: In this type of testing the control 

flow graph is annoted with the information about how the 

program variables are define and used. 

5) Loop Testing: It exclusively focuses on the validity of 

loop construct. 

III. BLACK BOX TESTING TECHNIQUE 
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Figure 3.  Represent black box testing 

Black box testing treats the software as a “Black Box” – 
without any knowledge of internal working and it only 
examines the fundamental aspects of the system. While 
performing black box test, a tester must know the system 
architecture and will not have access to the source code. [5] 

Some of the advantages and disadvantages of black box 
testing technique are listed below: [4] [5] 

Advantages 

 Efficient for large code segment. 

 Tester perception is very simple. 

 Users perspective are clearly separated from 
developers perspective (programmer and tester are 
independent of each other).  

 Quicker test case development. 

Disadvantages 

 Only a selected number of test scenarios are actually 
performed. As a result, there is only limited coverage. 

 Without clear specification test cases are difficult to 
design. 

 Inefficient testing. 

Some of the synonyms of black box testing technique are 
opaque testing, functional testing, close box testing, and 
behavioural testing. 

Some important types of black box testing techniques are 
briefly described below: [5] 

    Equivalence Partitioning  

    Boundary Value Analysis 

    Fuzzing 

Black Box Testing  Cause-Effect Graph 

    Orthogonal Array Testing 

    All Pair Testing 

    State Transition Testing 

Figure 4.  Represent differnet forms of black box testing techniques 

1) Equivalence Partitioning: It can reduce the number of 

test cases, as it divides the input data of a software unit into 

partition of data from which test cases can be derived. 

2) Boundary Value Analysis: It focuses more on testing at 

boundaries, or where the extreme boundary values are chosen. 

It includes minimum, maximum, just inside/outside 

boundaries, error values and typical values. 

3) Fuzzing: Fuzz testing is used for finding 

implementation bugs, using malformed/semi-malformed data 

injection in an automated or semi-automated session. 

4) Cause-Effect Graph: It is a testing technique, in which 

testing begins by creating a graph and establishing the relation 

between the effect and its causes. Identity, negation, logic OR 
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and logic AND are the four basic symbols which expresses the 

interdependency between cause and effect. 

5) Orthogonal Array Testing: OAT can be applied to 

problems in which the input domain is relatively small, but too 

large to accommodate exhaustive testing. 

6) All Pair Testing: In all pair testing technique, test cases 

are designs to execute all possible discrete combinations of 

each pair of input parameters. Its main objective is to have a 

set of test cases that covers all the pairs. 

7) State Transition Testing: This type of testing is useful 

for testing state machine and also for navigation of graphical 

user interface. 

IV. GREY BOX TESTING TECHNIQUE 

Grey box testing technique will increase the testing 
coverage by allowing us to focus on all the layers of any 
complex system through the combination of all existing white 
box and black box testing. 

   Processing Unit 

 

 

 

     

      Input     Output 

 

 

 

 

 

Figure 5.  Represent grey box testing 

In grey box testing the tester must have knowledge of 
internal data structures and algorithm, for the purpose of 
designing test cases. Examples of grey box testing technique 
are: [6] 

 Architectural Model 

 Unified Modeling language (UML) 

 State Model (Finite State Machine) 

In grey box testing the codes of two modules are studied 
(white box testing method) for the design of test cases and 
actual test are performed in the interfaces exposed (black box 
testing method). 

Some of the advantages of grey box testing technique are 
listed below: [4] [6] 

 Grey box testing provides combined benefits of white 
box and black box testing techniques. 

 In grey box testing, the tester relies on interface 
definition and functional specification rather than 
source code. 

 In grey box testing, the tester can design excellent test 
scenarios. 

 The test is done from the user’s point of view rather 
than designer’s point of view. 

 Create an intelligent test authoring. 

 Unbiased testing. 

Some of the disadvantages of grey box testing technique 
are listed below: 

 Test coverage is limited as the access to source code is 
not available. 

 It is difficult to associate defect identification in 
distributed applications. 

 Many program paths remain untested. 

 If the software designer has already run a test case, the 
tests can be redundant. 

The other name of grey box testing is translucent testing. 
Different forms of grey box testing techniques are briefly 
described below: [6] 

    Orthogonal Array Testing 

    Matrix Testing 

Grey Box Testing   Regression Testing 

    Pattern Testing 

Figure 6.  Represent different forms of grey box testing techniques 

1) Orthogonal Array Testing: This type of testing use as 

subset of all possible combinations. 

2) Matrix Testing: In matrix testing the status report of the 

project is stated. 

3) Regression Testing: If new changes are made in 

software, regression testing implies running of test cases. 

4) Pattern Testing: Pattern testing verifies the good 

application for its architecture and design. 

V. FUTURE OF SOFTWARE TESTING 

With the changing trends in the software industry, software 
testing too changes. The existing new technologies like Service 
Oriented Architecture (SOA), wireless technologies, mobile 
services etc. has opened new path to testing. Some of the 
changes which we will see in the industry over the next few 
years are listed below: [8] 

 Testers will provide light weight models that 
developers can run against their codes. 

 Early review and modeling will exposes many 
ambiguous bugs. 

 As in the future developer’s code is full of testability 
hooks, errors will be more detectable. 

 Static analyser (detection tools) will come in main 
stream. 

 Useful matrices such as spec coverage, model coverage 
and code coverage drives the projects. 

 Combinatorial tools will allow testers to prioritize their 
testing. 

 The testers will provide visible and value added 
services throughout the software development process. 

 Tester can develop test harnesses stubs and drivers 
written in and interacting with a variety of 
programmatic languages. 
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 Tomorrows’ tester will be professionally more educated, examine and accredited professional. 

TABLE I.  COMPARISON BETWEEN THREE FORMS OF TESTING TECHNIQUES [6] [7] 

S. 

No. 
Black Box Testing Grey Box Testing White Box Testing 

1. 

Analyses fundamental aspects 

only i.e. no proved edge of 
internal working 

Partial knowledge of internal 
working 

Full knowledge of internal 
working 

2. Granularity is low Granularity is medium Granularity is high 

3. 
Performed by end users and also 
by tester and developers (user 

acceptance testing) 

Performed by end users and also 
by tester and developers (user 

acceptance testing) 

It is performed by developers 

and testers 

4. 

Testing is based on external 

exceptions – internal behaviour 

of the program is ignored 

Test design is based on high 
level database diagrams, data 

flow diagrams, internal states, 

knowledge of algorithm and 
architecture 

Internal are fully known 

5. 
It is least exhaustive and time 

consuming 
It is somewhere in between 

Potentially most exhaustive and 

time consuming 

6. 
It can test only by trial and error 

method 

Data domains and internal 
boundaries can be tested and 

over flow, if known 

Test better: data domains and 

internal boundaries 

7. Not suited for algorithm testing Not suited for algorithm testing 
It is suited for algorithm testing 
(suited for all) 

In the near future we will see a shift towards new 
techniques and testing transformed business operations, the 
way people interact with the systems and information it 
provides, and therefore mitigating the risk and increasing the 
benefits of business change. 

VI. CONCLUSION 

We can define software testing as an activity aimed at 
evaluating an attribute, or capability of a program to determine, 
that it meets its required specification. Software testing can 
provide an independent view of the software to allow the 
business to appreciate and understand the risk of software 
implementation. 

To carry out software testing in a more effective manner, in 
our paper we have described and compared three main software 
testing techniques. 
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Abstract— Orthogonal Frequency Division Multiplexing (OFDM) 

is the physical layer in emerging wireless local area networks that 

are also being targeted for ad hoc networking. OFDM can be also 

exploited in ad hoc networks to improve the energy performance 

of mobile devices. It is important in wireless networks because it 

can be used adaptively in a dynamically changing channel. This 

study gives a detailed view about OFDM and how it is useful to 

increase the bandwidth. This paper also gives an idea about how 

OFDM can be a promising technology for high capacity wireless 

communication. 

Keywords- Ad hoc; OFDM; MANET. 

I. INTRODUCTION 

A. Ad hoc Networks 

Ad hoc networks are a new paradigm of wireless 
communication for mobile hosts where node mobility causes 
frequent changes in topology. Mobile nodes that are within 
each other’s radio range communicate directly via wireless 
links called peer to peer or single hop ad hoc network. If 
destination mobile node is out of range of the source mobile 
node, other nodes in the range of the source and destination 
acts as router to transmit packets between source and 
destination and this is called multi – hop ad hoc networks. The 
figures 1 and 2 show single and multi-hop ad hoc network.  
Ad hoc networks are self-configurable and autonomous 
systems consisting of routers and hosts, which are able to 
support mobility and organize themselves arbitrarily. 
Moreover, the ad hoc network can be either constructed or 
destructed quickly and autonomously without any 
administrative server or infrastructure. If the nodes of ad hoc 
networks are mobile and with wireless communication to 
maintain the connectivity, it is known as mobile ad hoc 
network (MANET) and require an extremely flexible 
technology for establishing communications in situations 
which demand a fully decentralized network without any fixed 
base stations, such as battle fields, military applications and 
other emergency and disaster situations. 

There are some challenges in mobile environments like 
limitations of the wireless network, packet loss due to 
transmission errors, variable capacity links, frequent 
disconnections / partitions, limited communication bandwidth 
and broadcast nature of the communications. In addition, 
limitation imposed by mobility dynamically changing 
topologies / routers lacks of mobility awareness by system / 
applications. Limitations of the mobile computer such as short 

battery lifetime and limited capacities will create more 
problems for the transmission. 

Figure 1. Single hop ad hoc network 
 

Figure 2. Multi hop ad hoc network 

Ad hoc network has some problems include routing, 
broadcasting, multicasting, geo casting, clustering, area 
monitoring, data and service access. Topology control 
problems include neighbor discovery, topology construction 
and maintenance, activity scheduling, position discovery, 
partition detection, location updates, and network 
management. In addition, there are two fundamental problems 
network information capacity and minimum energy per bit. 

Multiplexing or Muxing, is the process where multiple 
analog or digital signals combined in one signal over shared 
medium. For example, it is possible to transfer many phone 
calls in one signal at the same time. At the receiver side, the 
combined signals must be separate into the original signal. 
This process is called Demultiplexing. 

Multiplexing techniques may be divided into many 
different types and they are space division multiplexing 
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(SDM), frequency division multiplexing (FDM), time division 
multiplexing (TDM) and code division multiplexing (CDM). 

A. OFDM 

OFDM is a modulation technique as well as multiplexing 
technique as it is divide a single high data rate stream into a 
number of lower rate streams that are data transmitted 
simultaneous over some narrow sub channel. OFDM 
technique offering better use of ad hoc network like inter-
symbol interference (ISI), OFDM avoids this problem by 
sending many low speed transmissions simultaneously and 
increase the network throughput.[1][2][3] 

In OFDM, the sub carrier frequencies are chosen so that 
the sub carriers are orthogonal to each other. This greatly 
simplifies the design of both the transmitter and the receiver. 
Unlike conventional Frequency Division Multiplexing (FDM), 
a separate filter for each sub channel is not required. The 
orthogonality allows high spectral efficiency with a total 
symbol rate near the Nyquist rate for the equivalent baseband 
signal. Almost the whole available frequency band can be 
utilized. [4] 

In conventional OFDM systems most of the approaches to 
combat ICI are towards using frequency synchronization and 
interference cancellation. They are usually very complex and 
sometimes there is loss in bandwidth efficiency OFDM system 
create high data rate with long symbol duration by combining 
low data rate. It reduces equalization complexity by 
implementing with Inverse Fast Fourier Transform (IFFT) at 
the transmitter and Fast Fourier Transform (FFT) at the 
receiver that converts the wide band signal affected by 
frequency selective fading into N narrowband flat fading 
signals.[8][9] The beneficial since OFDM enables support of 
more antennas and large band widths since it simplifies 
equalization dramatically in MIMO system. Hence, the 
available bandwidth is utilized very efficiently in OFDM 
systems. The figure 3 shows the physical model of the design 
[10][11][12] . 

Figure 3. Physical Model 

II. REVIEW OF THE LITERATURE 

Dandan wang and Uf tureli[7] proposed a new transceiver 
architecture with MIMO – OFDM in the physical layer and an 
adaptive multiple antennas receiver initiated busy tone 
medium access to improve the performance of ad hoc 
networks. They have presented both theoretical and numerical 
analysis of the throughput and delay.  

Gavin yeng et.al.[6] presented a detailed OFDM and 
channel modeling on the performance evaluation of higher 

layer protocols. The result of the model given by the author, 
show that device and wireless channel can impact packet 
delivery ratios and even point out a deficiency of the auto rate 
fall back protocol. 

Swati chowduri et.al.[5] proposed a model which 
implements a MIMO- OFDM for MIMO based mobile ad hoc 
network and compared its bit error rate with different 
modulation technique. They have described different 
approaches for channel estimation and data detection. They 
have evaluated the performance of OFDM system using phase 
shift keying and quadrature amplitude modulation with OFDM 
using generalized gamma fading distribution. 

Kamol kaemarungsi and prashant Krishnamurthy[4] 
studies shows that adaptive OFDM can be also exploited in ad 
hoc networks to improve the energy performance of mobile 
devices. They have evaluated the improvement in performance 
of adaptive OFDM over non – adaptive OFDM in ad hoc 
networks using simulations. Their study shows that how much 
of energy can be preserved by employing adaptive OFDM on 
the physical layer and how the channel information gain from 
the loading algorithm will help improve the energy 
preservation of ad hoc wireless network. 

In this paper we have done a simulation to show that the 
OFDM got the characteristics to improve the bandwidth in the 
MANET. Moreover the study reveals the advantages of 
OFDM over other multiplexing technique. 

III. SIMULATION AND RESULTS 

OFDM is a physical layer encoding technology for 
transmitting signals through the RF. This method breaks one 
high – speed data carrier into several lower speed carriers. 
These are in turn transmitted in parallel across that particular 
RF spectrum. The 802.11a subcommittee has elected to use 
the transmission technique for their standard in the 5 GHz 
unlicensed national information infrastructure bands. OFDM 
also used in the 2.4 GHz ISM band as the physical layer 
standard for the 802.11g standard. The simulation design 
contains three parts. The figure 3 shows the detailed view of 
the design. 

Node: It is the receiving end; it may be a laptop, desktop or 
a mobile. In the MATLAB ‘Signal generator’ selected to act 
as a node and it generates continuous square pulse at 1 
amplitude and 1Hz frequency. 

Interface: Discrete input signal at 0.5 intervals. 

OFDM: This block contains three units. P / S to convert 
signals from parallel to serial; Inverse Fast Fourier Transform 
(IFFT) is useful for OFDM because it generates samples of a 
waveform with frequency components satisfying orthogonally 
conditions. The following Fourier transform shows the in-
phase and quadrature components. 

 ( )  ∑[ ( )    (   )   ( )    (   )]

   

   

( ) 

a(n) – is a real sequence representing the in-phase 
component. 
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b(n) – is a real sequence representing the quadrature 
component. 

Fourier Fast Transform ( FFT) : A FFT is an efficient 
algorithm to compute the Discrete Fourier Transform ( DFT ) 
and its inverse. There are many distinct FFT algorithms 
involving a wide range of mathematics from simple complex – 
number arithmetic to group theory and number theory. 

 

 

 

 

 

 

 

 

 

Figure 4. Modulation and Decoder Subsystem 

A. System Transmitter 

Transmission system generates digital signals and it will be 
quantized and enter into the OFDM system. After that the 
signal sends through radio wave. In the simulation, we have 
proved that OFDM increases bandwidth. Bandwidth describes 
the signal media carrier and the extent of use. This can be 
known by discovering the signal in the frequency domain and 
measuring the distance between the f 1and f2 at -3dB. 
The following figure5 shows the OFDM transmitter and figure 
6 shows the normal increased bandwidth. 

 

Figure. 5 OFDM Transmitter 

 
Figure 6. Normal Bandwidth 

We have made this simulation to prove that the OFDM 
increases the bandwidth. First part of our simulation is 
transmitter without OFDM. The following figures show the 
transmitter without OFDM and output of the system.  

Figure 7. Transmitter without OFDM 

 

 

 

 

 

 

 

 

 

 

 

Figure 8. Output of the Transmitter without OFDM 

The straight red line in the figure represents the -3dB. It is 
clear that bandwidth did not reach the maximum level. The 
same process with OFDM is shown below. 

 

 

 

 

 

 

 

 

 

 

Figure 9. Transmitter with OFDM 
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Figure 10. Output of the Transmitter with OFDM 

The output shows clearly that the OFDM increases the 

bandwidth. 

IV. CONCLUSION 

This paper has presented on the effects of detailed OFDM 
and its advantages over other multiplexing techniques. The 
results show that the OFDM acts as an accelerator to increase 
the bandwidth.  

Adaptive OFDM system has optimum throughput 
performance for low and high mobility conditions. OFDM is a 
promising technology suitable for high capacity wireless 
communications and it is computationally efficient by using 
FFT techniques to implement the modulation and 
demodulation functions. 
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Abstract— Wireless communication technology have been 

developed based on exploring new mobile communications 

frequency bands, reasonable use of frequency resources and 

minimization, portability and multifunction’s of mobile stations. 

The technology of wireless communications with duplex 

transmission is one of the fastest expanding in the world today. A 

very effective solution in achieving network performance in 

terms of system capacity and spectral efficiency with respect to 

the CDMA wireless network is presented in this paper. The effect 

of how interference grows as the number of users increases is 

analyzed. Equally, this paper presents the major problems in 

CDMA as the multiple access interference which arises due to the 

deviation of the spreading codes from orthogonality. 

Keywords- Bandwidth; Capacity;  Interference; Pseudo-noise. 

I. INTRODUCTION 

Wireless communication technologies have basically been 
developed based on exploring new mobile communication 
frequency bands, reasonable use of frequency resources and 
minimization, portability and multi-functions of mobile 
stations. The concept of cellularization sprung up as the 
demand for mobile communication increased [1].  

It seeks to make an efficient use of available channels by 
employing low-power transmitters so that within certain 
distances, the same frequency could be reused without 
dcisrupting the integrity of the conversation taking place on a 
channel. 

 Cellular services are now being used every day by 
millions of people worldwide. The major objective of a 
cellular system is to be able to handle as many calls as 
possible in a given bandwidth with the specified blocking 
probability (reliability) [2]. An efficient use of the available 
spectrum is achieved by finding ways to allow multiple users 
to share the available spectrum simultaneously. The Code 
Division Multiple Access (CDMA) was designed to achieve 
this feet. CDMA is a form of multiplexing and a method of 
multiple access that divides up a radio channel not by time nor 
frequency, but instead by using different pseudo-random code 
sequence for each user such that the transmitting end 
modulates the signals that it sends using the pseudo-random 
codes, and the receiving end detects the corresponding signals 
by demodulating the mixed signals using the same pseudo-
random code [3]. The pseudo-random code is a periodic 
binary sequence with a noise-like waveform. It is also called 

pseudo-noise codes and is used to differentiate subscribers. 
The codes are shared by both the mobile station (MS) and the 
base station (BS). As a crude analogy to the CDMA scheme, 
imagine a large room (channel) containing many people 
wishing to communicate amongst each other. Possible 
mechanisms for avoiding confusion include: having only one 
person speak at a time (time division) [4], having people speak 
at different pitches (frequency division), or in different 
directions (spatial division). The CDMA approach is to have 
them speak different languages to each other. Groups of 
people speaking the same language can understand each other, 
but not any of the other groups. Similarly, in CDMA, each 
group of users is given a shared code. There are many codes 
occupying the same channel, but only the users associated 
with a particular code can understand each other. We have 
several modes of CDMA. They are; 

1) Direct Spectrum CDMA (DS-CDMA). 

2) Frequency Hopping CDMA (FH-CDMA). 

3) Multi-carrier CDMA (MC-CDMA) 

4) IS-95 CDMA 
Code Division Multiple Access (CDMA) relies on the use 

of spread spectrum techniques to achieve multiple 
communication channels in a designated segment of the 
electromagnetic spectrum. With CDMA, each user's 
narrowband signal is modulated by a high rate special code 
(pseudo-random binary sequence). This causes the spreading 
of the bandwidth of the user's signal resulting in a wideband 
signal. A large number of CDMA users share the same 
frequency spectrum. In the receivers, the signals are correlated 
by the appropriate pseudo-random code which de-spreads the 
spectrum. The other users' signals whose codes do not match 
are not de-spread and therefore only appear as noise and 
represent a self-interference generated by the system. The 
signal-to-interference ratio for CDMA is determined by the 
ratio of the desired signal power to the total interference 
power from all the other users. 

Capacity of cellular systems is of major concern to 
designers due to its economic value. For any multiuser 
communication system, the measure of its economic 
usefulness is not the maximum number of users which can be 
serviced at one time, but rather the peak load that can be 
supported with a given quality and with availability of service 
[5]. The radio channel capacity of a CDMA cellular system is 
defined as the number of subscribers that can access a 
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particular base station of the system simultaneously. The 
capacity of CDMA is therefore only limited to the amount of 
interference that can be tolerated from other users [2].  

II. CDMA CAPACITY DERIVATION 

Using a unique pseudo-random noise (PN) code, a CDMA 
transmitting station spreads the signal in a bandwidth wider 
than actually needed. Each authorized receiving station must 
have the identical PN code to retrieve the information. Other 
channels may operate simultaneously within the same 
frequency spectrum as long as different, orthogonal codes are 
used. The long PN code is called a chip. The chip is 
modulated by the information data stream. The ratio of the 
chip rate Rc to the information data rate Rb is called the 
processing gain G: 

b

c

R

R
G                                (1) 

Because the CDMA carrier bandwidth,  

BT=
c

R ;  

The processing gain, G can also be expressed as 

b

T

R

B
G                                (2) 

Then, if Eb is the average bit energy of any channel’s 
signal, the power spectral density of the transmit signal 
(energy per chip) is: 

G

E

R

RE
b

c

bb                                            (3) 

In typical CDMA technology, when speech pauses, the 
transmit signal is switched off to save power. The voice 

activity state of channel n is denoted by  1;0
n

  where 

{0;1} representing both the on and off states. The expected 

value is    
n

E . Instead of switching off the transmit 

power, real systems transmit at a low power and data rate 
during voice inactivity. Therefore   can also be considered 

as the average transmit power divided by the transmit power 

during talk spurts. Let us define  to be the mean value of 
the power spectral density of the interference noise caused by 
other channels. Because there are N channels in total, there are 
N - 1 channels other than the channel under consideration. 
Based on (3), 

  GENI
b
/1

_

                     (4) 

If 
O

N  stands for thermal noise of the system, then the 

mean total noise power spectral density 
tot

I  is the sum of the 

interference noise and the thermal noise. 

tot
I =  

Obo
NGENNI  /1

_

   
                        

(5) 

We can then derive the number of total CDMA channels N 

from (5) to be 
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b
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E

I
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N


     (6)  

From [7], Claude Shannon’s work relates the amount of 
information carried, channel bandwidth, Signal-to-noise ratio, 
and detection error probability; it shows the theoretical upper 
limit attainable. 

Shannon’s capacity equation is given as 

C= Bw log2 [1+S/N]                                (7) 

Where Bw= Bandwidth in Hertz, C= Channel capacity in 
bits/second, S/N= Signal-to-noise ratio.  

Capacity is determined by the balance between the 
required SNR for each user, and the spread spectrum 
processing gain. The figure of merit of a well-designed digital 
receiver is the dimensionless signal-to-noise ratio (SNR). 

 
 ⁄  

   SN

S

1
                                     (8)                                               

where, S: power of the received signal from each user, N: 
number of users in the cell, η: Background noise. The SIR 
could be increased (interference reduced) by controlling the 
terms in the denominator of (8). 

Eb/No (Energy-per-bit-to-Noise density ratio) could be 

expressed by: 

  

  
  

 
 ⁄

(   )   ⁄  
 
 ⁄

                      (9) 

where,  : Energy per bit seen at the receiver, 

W: spreading bandwidth, 

R: information bit rate, 

  : Noise power spectral density. 

Following from (9), the maximum number of users in the 
cell (capacity) could be expressed as: 

N =1+
 
 ⁄

  
  
⁄
 
 

 
                                              (10) 

Where W/R is the spread bandwidth-to-data rate ratio, 
sometimes called processing gain. This shows that the number 
of users depends on the SNR required by the BS for adequate 
performance. The SNR requirement could be translated into an 
interference level threshold for an SIR admission policy. 
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For a multi-cell system, the base station suffers from inter-
cell interference in addition to the intra-cell interference. The 
effect of this interference on the SNR seen at the BS under 
consideration (B  ) could be observed by simply adding an 
inter-cell interference term to (9). 

 
  

  
  

 
 ⁄

(   )  ⁄    ⁄  
 
 ⁄

                     (11) 

Where, I: the total inter-cell interference seen by 
B  receiver from users in neighbouring cells who are not 
controlled by B  . 

III. INTERFERENCE  

The type of interference experienced in CDMA 
communication systems is the Multiple Access Interference or 
the Multi-user Interference. Multiple Access Interference 
(MAI) is a factor, which limits the capacity and performance 
of CDMA system. In contrast to FDMA and TDMA 
techniques which are frequency bandwidth limited, all users 
transmit in the same frequency band and are distinguished at 
the receiver by the user specific spreading code. All other 
signals are not de-spread because they use different codes. 
These signals appear as interference to the desired user. As the 
number of users increase, the signal to interference ratio (SIR) 
decrease until the resulting performance is no longer 
acceptable. Thus, this multi–user interference must be reduced 
to achieve higher capacities. 

There are several ways of improving CDMA 
communication system capacity. They are: 

Receiver beamforming,voice activation technology, power 
control, multiuser detection, using rake receivers and soft 
handoff. 

A simple equation for the uplink capacity U of a single 
CDMA cell is given by: 

   GNEWGU
Ob

2/1        (12) 

Where the value of     ⁄  represents that required for 
adequate link performance. The scalar σ2 is the background 
noise power and S is the received signal power for each user. 
Finally G is the ratio of the antenna gain for the desired user to 
that of interfering user in that cell. The value of G depends on 
the beam pattern for each user, but will roughly be 
proportional to the array size M. 

As a result, antenna arrays can improve the capacity in two 
ways: 

This reduces the average level of interference from each user 
in the cell, permitting a capacity increase.  

    ⁄  antenna array can provide 
increased space diversity at the base station, which can permit 
the receiver to operate at lower power signal. This increases 
the tolerance of the receiver to multiple access interference. 

IV. SPECTRAL EFFICIENCY 

Direct-Sequence Spread-Spectrum code-division multiple 
access (CDMA) has well-known desirable features: dynamic 

channel sharing, robustness to channel impairments, graceful 
degradation, ease of cellular planning, etc. These advantages 
result from the assignment of “signature waveforms” with 
large time–bandwidth products to every potential user of the 
system. Each signature can be viewed as a vector in an N-
dimensional signal space, where is N the spreading gain or 
number of chips per symbol [12]. The presence of multipath 
fading leads to the loss of orthogonality between signals 
transmitted by the same base station, which results in 
additional self-interference. The existence of this self-
interference renders the problem of computing the spectral 
efficiency even more difficult, as the SINR (Signal-to-
interference plus noise ratio) becomes now a ratio of non-
independent random variables. Consider a downlink CDMA 
multi-cellular system in a frequency-selective Rayleigh fading 
channel and let the composite CDMA downlink signal 
comprises M1 mutually orthogonal signals, which are destined 
to M1 different mobiles in the same cell. Though these signals 
appear orthogonal at the transmitter side, however, the 
orthogonality is lost at the receiver side after being propagated 
over a multipath fading environment, resulting in intra-cell 
interference (self-interference) [13]. This interference adds to 
the noise and the inter-cell interference from neighbouring 
cells. 

The fundamental figure of merit is the spectral efficiency 
C, defined as the total number of bits per chip that can be 
transmitted arbitrarily reliably. Since the bandwidth of the 
CDMA system is (roughly) equal to the reciprocal of the chip 
duration, the spectral efficiency can be viewed as the bits per 
second per hertz (bits/s/Hz) supported by the system. Note that 
if the code rates (bits per symbol) employed by each 
individual user are identical and denoted by R then the 
spectral efficiency is equal to the product. 

C = 
 

 
                                              (13) 

Where K is the number of users and v is the spreading 

factor. 

In a system where no spreading is imposed, the encoders 
are able to control the symbols modulating each chip 
independently. Therefore, the Cover-Wyner capacity region of 
the conventional Gaussian multi-access channel applies to this 
case and the spectral efficiency in the absence of spreading is 
given by: 

C =
 

 
    (  

 

 
   )         (14) 

Once the spectral efficiency is determined, it is possible to 
obtain the minimum bandwidth necessary to transmit a 
predetermined information rate or the maximum information 
rate that can be supported by a given bandwidth. In order to 
compare different systems (with possibly different spreading 
gains and data rates), the spectral efficiency must be given as a 

function of 
  

  
. If the spectral efficiency of the system reaches 

the optimum level, then SNR can be substituted by: 

SNR= 
  

 

  

  
          (15) 
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Despite their overlap in time and frequency, the users can 
be completely separated at the receiver by means of a matched 
filter front-end provided the signature waveforms are mutually 
orthogonal. In that case, single-user error-control coding and 
decoding is sufficient. Moreover, channel distortion (such as 
multipath) and out-of-cell interference are common 
impairments that destroy the orthogonality of signature 
waveforms. Optimal spectral efficiency in non-orthogonal 
CDMA requires joint processing and decoding of users. 

In our analysis of spectral efficiency we consider, in 
addition to optimal decoding (performed by a bank of matched 
filters), some popular linear multiuser detector front-ends: 

• Single-user matched filter, 

• Decorrelator. 

V. SIMULATION AND RESULTS 

From (5),  

            (   )
  
 ⁄     

While writing the codes; 

 is taken as ‘a’= 3/8 (voice activity factor), Eb=2dB 

(1.9953) is taken as ‘E’ (Average bit energy of the 

channel’s signal), N (Number of channels) which 

varies from 5 to 24, No (Noise power spectral density) 

whose values are generated by the MATLAB function 

randn(1,20), G=240 (Processing gain). The generated 

table is shown in table 1. 

A plot of I against K from Program1 produces Figure 1.  

 

Fig 1: Graph of interference against Number of users 

This shows that as the Number of users increase, the 
generated interference also increases. This necessitates the 
need for power control during transmission from MSs (mobile 
stations) to reduce the rate of growth of interference on the 
channel as users increase. 

From (14); C =
 

 
    (  

 

 
   ) 

 During plotting, K/N=B =0.1(Number of users per chip),C 
is taken as C (Spectral efficiency in the absence of spreading), 
SNR (Signal-to-noise-ratio), which ranges from 1 to10.The 
generated table is shown in Table 2. 

TABLE 1 : INTERFERENCE AND NUMBER OF CHANNELS USED BY USERS 
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TABLE 2: SPECTRAL EFFICIENCY AND SNR 

 

A plot of C against SNR from Program 2 produces Figure. 
2. 

 

Fig. 2:  Graph of Spectral efficiency as a function of Signal-to-noise ratio 

It can be seen that at the receiver, as the Signal-to-noise 
ratio increases, the Spectral efficiency increases as well. In 
CDMA, as the number of users increase, multi-user 
interference increases causing the Signal-to-noise ratio at the 
receiver to decrease.  

For acceptable quality of service a threshold Signal-to-
noise ratio is set so that when exceeded, more users would not 
be accommodated. Also, interference reduction schemes are 
used to counter the effects of interference on a received signal 
to improve the efficient use of the allocated spectrum by 
adding more users until the threshold is reached. 

From (15), 

SNR= 
  

 

  

  
  

It follows that C= 0.5B
   

 
 

During plotting, B= K/N (Number of users per chip) which 
is the variable term;  

A= Eb/No= 3 (Noise density ratio);  

SNR= 100dB= 10  

(Signal to noise ratio); C (Spectral efficiency). The 
generated table is; 

TABLE 3: SPECTRAL EFFICIENCY AND NUMBER OF USERS 

PER CHIP 

 

From Program3, a plot of C against B produces Figure 3.  

 

Fig. 3: Graph of Spectral efficiency as a function of Number of users per chip 

It shows that as the Number of users increase, the Spectral 
efficiency increases as well. The implication of this is that 
within the threshold Signal-to-noise ratio already set, the more 
the number of users a channel carries, the better the utilization 
of the channel. 

From (17) and (18), 

 

 

Where = B (Number of users per chip), = G 

(Decorrelator), = F Single-user matched filter). The 
generated table is: 
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TABLE 4: SPECTRAL EFFICIENCY OF SINGLE USERS 

 

From Program4, plots of G against SNR and F against 
SNR produce the graphs in Figure 4.  

  

Fig. 4: Spectral efficiencies of Single-User 

It shows the Spectral efficiencies of Single-user matched 
filter and Decorrelator when used at the receiver. Evidently, 
when faced with the same SNR, the Decorrelator performance 
is better than that of the Single-user matched filter. Hence, for 
effective bandwidth utilization and improved capacity, 
Decorrelators are preferred to Single-user matched filter. 

VI. CONCLUSION  

In this paper, through our simulations, we have analysed 
how interference grows as the number of users increase. We 
have also shown how the summation of interference and noise 
vary the capacity and spectral efficiency of a CDMA 
communication system. We have discussed the major problem 

in CDMA as the multiple Access interference (MAI) which 
arises due the deviation of the spreading codes from perfect 
orthogonality. Finally, the capacity of CDMA is interference 
limited .the obvious way to increase capacity of the CDMA is 
to reduce the level of interference through the methods 
described in this project.  
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Abstract— Nowadays vehicles are increasing day by day in town 

and cities roads. It is a well-known problem to manage traffics on 

the roads in towns and cities. A lot of accident occurs on the road 

due to careless driving and Technical faults in vehicles. The main 

problem of traffic authorities is to manage the traffic on the road 

for the smooth functioning of vehicles that can reduce the 

accident and violation on the road. There is a tremendous 

demand from traffic authorities to develop a system that can 

helps to avoid the accident and keep the accident report data and 

also maintain the accident report data. The main objective of this 

paper is to model a Traffic Accident Reporting System (TARS) 

through UML using GIS to solve the above problem. Authors are 

also proposed the sequence and activity diagram for the above 

proposed model. 

Keywords- UML; GIS; TARS; Sequence diagram; Activity 

Diagram. 

I. INTRODUCTION 

Models are playing very important role to understand real 
time problems. A model gives an overall idea about the actual 
problem in a very simple and clear way [1]. The Object 
Management Group introduced the Unified Modeling 
Language (UML) for the software designers to develop useful, 
efficient, effective designs and quality model system for the 
industry peoples [2, 3].The Unified Modeling Language 
(UML) is a modeling language that covers a large range of 
different application domains and which is used to design a 
scientific and research problems [4]. UML model is an 
accepting a view of actual real world problem and explain in 
the form of pictures and notations [5]. UML have nine 
standard diagrams for graphic representation of a system 
which is represent the different points of view of the system 
and that are classes, interaction- sequence, objects,  
interaction-communication, state, use , activities, components 
and display[6].Some of the important domain oriented UML 
models are designed and shown in [7,8,9].Geography always 
plays the important role in human’s life. A geographic 
information system (GIS) is a kind of system which is used to 

capture, designed, store, manipulate, analyze and manage all 
types of geographically referenced data [10,11]. The 
geographic knowledge is applied to human routine tasks such 
as unfamiliar with the city or searching the exact street or 
station etc. [12]. Recently there are some important research 
papers about explaining the GIS system in a very effective and 
efficient way is given in [13, 14]. These are the some paper 
that explaining and prevention about the accident in a very 
simple way [15, 16]. 

II. UML CLASS MODEL FOR TRAFFIC ACCIDENT 

REPORTING SYSTEM 

A Traffic Accident Reporting System (TARS) has been 
designed with the use of UML concepts and which is shown in 
Fig1. UML class diagram demonstrate the structure of the 
system by depicting classes, attributes and relationship. The 
complete Traffic Accident Reporting System TARS have been 
designed with attributes and functions. The different 
properties have been used like association, aggregation, 
inheritances etc in the form of sub classes and shown in the 
UML class model. In a UML class diagram Viewers class 
multiple associations with TARS and TARS has a single 
association with Viewers class. Similarly TARS class also has 
a single association with GIS class and multiple associations 
with Insurance_Com and Traffic_Officer classes. GIS class 
has a single association with TARS class and multiple 
associations with Vehicle_detail class also GIS class has a 
multiple association with Street class and Street class also has 
a single association with GIS class. Vehicle_datail class 
multiple associations with GIS class and also multiple 
associations with Report class. Report class has a multiple 
associations with Vehicle_Detail, Traffic_Officer and 
Insurance_Com class also the Traffic_Officer class and 
Insurance_Com class multiple associations with Report class.  
TARS also have a multiple association with Traffice_Officer 
class and Traffic_Officer class also has the multiple 
associations with TARS class. 
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Figure 1. UML Class Diagram Traffic Accident Reporting System 

III. UML ACTIVITY DIAGRAM FOR TRAFFIC ACCIDENT 

REPORTING SYSTEM 

An activity diagram is a kind of flowchart that shows the 
flow of control step-by-step [17]. The activity diagram shows 
the various activities one by one with the moving for both 
controlled and uncontrolled activities. The UML activity 
diagram of the above model is shown in Fig.2. The activity 
diagram represents the complete process of Traffic Accident 
Reporting System. According to the activity diagram viewers 
see the accident and inform to the TARS with mail or through 
the phone even viewers can go directly traffic police and 
inform about the accident. When the TARS get the 
information about accident the system will connect GIS 
system through internet and find the exact location of the 
accident. After finding the exact location of the accident the 
TARS search the nearest police station and inform the 
responsible person also the same time TARS send the 
information to the insurance company. When the police officer 
gets the information about the accident he reaches the proper 
location prepares the report about the accident and send to the 
TARS. After that clear the traffic and go back to the other 
task. Similarly insurance officer reaches the accident place and 
prepares report and sends to the insurance company and go for 
other task.  

IV. UML SEQUENCE DIAGRAM FOR TRAFFIC ACCIDENT 

REPORTING SYSTEM 

The sequence diagram is representing the interactions 
between objects. The sequence diagram passes the message 
from top to bottom. The sequence diagram of above TARS 
UML model is given in Fig.3  This sequence diagram of 
TARS have five important object which are shown on the top 
of the diagram in the form of rectangles boxes with their class 
names.  The five main objects are Accident Effected party, 
TARS, GIS, Officer and Insurance Company. The 
communication between two objects is shows by an arrow and 
the message of that arrow. According to the sequence diagram 
is given in Fig. 3.  The Accident Effected party inform to the 
Traffic Accident Reporting System (TARS) through the mail 
or phone. The TARS connect to GIS system and find exact 
location of the accident. After finding the exact location, 
system searches the nearest traffic police station and informs 
and assigns the task to the traffic police officer. Similarly at 
the same time also inform to insurance company. The traffic 
police officer and insurance company officer reach the 
accident place and prepare the report. The insurance company 
officer sends the report to the company. The traffic police 
officer prepare the report and send to TARS also the officer 
clear the traffic after that go to the other task. 
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Figure 2. UML Activity Diagram for Traffic Accident Reporting System

V. A CASE AND EXPERIMENTAL STUDY 

Saudi Arabia has the highest Road Accident Death Toll in 
the world and averages of 17 Saudi Arabian residents are died 
on the country’s road each day. A report by the Kingdom’s 
General Directorate of Traffic has revealed [18, 19].  Let us 
consider the accidental data of Saudi Arabia for evaluating the 
TARS model.  

The following table shows statistics from the General 
Directorate of Traffic accident and traffic violation recorded in 
the Kingdom of Saudi Arabia during the years 2000-2008 
[20]. The bar chart is giving for the TARS that shown in Fig. 
4. The blue color bars showing year and the brown color is 
shows the number of injuries happened in a year.   
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Figure 3. UML Sequence Diagram for Traffic Accident Reporting System 

TABLE I. TRAFFIC ACCIDENTS AND TRAFFIC VIOLATIONS IN SAUDI ARABIA 

Year No. of Injuries No. of  Deaths No. of Accidents 

2000 28,998 4,419 280,401 

2001 28,379 3,913 305,649 

2002 28,372 4,161 223,816 

2003 30,439 4,293 261,872 

2004 34,811 5,168 293,281 

2005 34,441 5,982 296,051 

2006 35,884 5,883 283,648 

2007 36,025 6,358 435,264 

2008 36,489 6,458 485,931 

Total 293,838 46,635 2,865,913 

  
 Source: General Directorate of Traffic Accident and Traffic Violation KSA [20]. 

 

 
Figure 4. Bar chart for Traffic Accident Reporting System 
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The green bar is showing the no of death happen in each 
year and last Byzantium bar is showing the no of accident 
happened in each year from 2000 to 2008. 

VI. CONCLUSION AND FUTURE WORK 

From the above study of work it is accomplished that the 
UML is a powerful modeling language to solve scientific and 
research problems. In this paper a complete modeling of 
Traffic Accident Reporting System has been done through the 
UML and its results are shown in the form of bar chart graph.  
This model is a simple and has a reusability property also 
model can easily enhance, modify and updated according to 
the need of data. This basic work can be expended in the field 
of data mining using UML and expert system. 
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Abstract— Classifying text data has been an active area of 

research for a long time. Text document is multifaceted object 

and often inherently ambiguous by nature. Multi-label learning 

deals with such ambiguous object. Classification of such 

ambiguous text objects often makes task of classifier difficult 

while assigning relevant classes to input document. Traditional 

single label and multi class text classification paradigms cannot 

efficiently classify such multifaceted text corpus. Through our 

paper we are proposing a novel label propagation approach 

based on semi supervised learning for Multi Label Text 

Classification. Our proposed approach models the relationship 

between class labels and also effectively represents input text 

documents. We are using semi supervised learning technique for 

effective utilization of labeled and unlabeled data for 

classification. Our proposed approach promises better 

classification accuracy and handling of complexity and 

elaborated on the basis of standard datasets such as Enron, 

Slashdot and Bibtex. 

Keywords- Label propagation; semi-supervised learning; multi-

label text classification. 

I. INTRODUCTION 

The area of text classification is getting more popular 
among the researchers. The major objective of text 
classification system is to organize the available text 
documents systematically into their respective categories [7]. 
This categorization of text documents facilititates ease of 
storage, searching, retrieval of relevant text documents or its 
contents for the needy applications. Three different paradigm 
exists under text classification and they are single label(Binary) 
, multiclass and multi label. Under single label a new text 
document belongs to exactly one of two given classes, in multi-
class case a new text document belongs to just one class of a 
set of m classes and under multi label text classification scheme 
each document may belong to several classes simultaneously 
[3]. In real practice many approaches are exists and proposed 
for binary case and multi class case even though in many 
applications text documents are inherently multi label in nature. 
Eg. In the process of classification of online news article the 
news stories about the scams in the commonwealth games in 
india can belong to classes like sports, politics, country-india 
etc.  

Multilabel text classification problem refers to the scenario 
in which a text document can be assigned to more than one 
classes simultaneously during the process of classification.. It 
has attracted significant attention from lot of researchers for 
playing crucial role in many applications such as web page 

classification, classification of news articles, information 
retrieval etc. Generally supervised methods from machine 
learning are mainly used for realization of multi label text 
classification. But as it needs labeled data for classification all 
the time, semi supervised methods are used now a day in multi 
label text classifier. Many approaches are preferred to 
implement multi label text classifier. Through our paper we are 
proposing label propagation approach for multi label text 
classifier, it uses existing label information for identifying 
labels of unlabeled documents. We are representing input text 
document corpus in the form of graph to exploit the ambiguity 
among different text documents. The ambiguity is represented 
in the form of similarity measures as a weighted edge between 
text documents. With the setting of semi supervised learning 
we have focused on not only graph construction but also 
sparsification and weighting of graph to improve classifiers 
accuracy. We apply the proposed framework on standard 
dataset such as Enron, Bibtex and slashdot.  

The rest of the paper is organized as below. Section 2 
describes literature related to semi supervised learning methods 
for multi label text classification system; Section 3 highlights 
mathematical modeling of our approach. Section 4 describes 
our proposed label propagation approach for building multi 
label text classifier followed by experiments and results in 
Section 5, followed by a conclusion in the last section. 

II. RELATED WORK 

Multilabel text classifier can be realized by using 
supervised, unsupervised and semi supervised methods of 
machine learning. In supervised methods only labeled text data 
is needed for training. Unsupervised methods relies heavily on 
only unlabeled text documents; whereas semi supervised 
methods can effectively use unlabeled data in addition to the 
labeled data[1][2]. The traditional approach towards multi-label 
learning either decomposes the classification task into multiple 
independent binary classification tasks or identifies rank to find 
relevant set of classes. But these methods do not exploit 
relationship among class labels. Few popular existing methods 
are binary relevance method, label power set method, pruned 
sets method, C4.5, Adaboost.MH & Adaboost.MR, ML-kNN, 
Classifier chains method etc[20]. But all these are lacking the 
capability of handling unlabeled data ie these are based on 
principle of supervised learning. 

 While designing a multi label text classifier the major 
objective is not only to identify the set of classes belonging to 
given new text documents but also to identify most relevant out 
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of them to improve accuracy of overall classification process. 
Graph based approaches are known for their effective 
exploration of document representation and semi supervised 
methods explores both labeled and unlabeled data for 
classification that’s why accuracy of multi label text classifier 
can be improved by using graph based representation of input 
documents in conjunction with label propagation approach of 
semi supervised learning[16][17].  

Table 1 summarizes few existing well-known 
representative methods for multi label text classifier based on 
semi supervised learning, few uses only graph based 
framework and few uses both.  

TABLE 1: STATISTICS OF POPULAR ALGORITHMS FOR MLTC BASED ON SEMI 

SUPERVISED LEARNING AND GRAPH BASED REPRESENTATION 

Algorithm 

and Year 

of 

proposal 

Working 

Theme 

Datasets used 

for 

experimentati

on 

Merits Demerits 

Multi-label 

classificati
on by 

Constraine

d Non-
Negative 

Matrix 

Factorizati
on [2006] 

[8] 

Optimizati

on of class 
labels 

assignment 

by using 
similarity 

measures 

and non 
negative 

matrix 

factorizatio
n. 

ESTA Powerful 

representati
on of input 

documents 

using NMF 
and also 

works for 

large scale 
datasets 

Parameter 

selection is 
crucial. 

Graph-

based SSL 
with multi-

label 

[2008][9] 

Exploits 

correlation 
among 

labels 

along with 
labels 

consistency 

over graph. 

Video files: 

TECVID 2006. 

Effective 

utilization 
of 

unlabeled 

data. 

Can not 

applicable 
to text data 

, more 

effective on 
video data. 

Semi 
supervised 

multi-label 

learning by 
solving a 

Sylvester 

Eq 
[2010][10] 

Graph 
constructio

n for input 

documents 
and class 

labels. 

Reuters Improved 
accuracy 

May get 
slower on 

convergenc

e. 

Semi-

Supervised 
Non 

negative 

Matrix 
Factorizati

on 

[2009][11]
. 

Performs 

joint 
factorizatio

n of data 

and labels 
and uses 

multiplicati

ve updates 
performs 

classificati

on. 

20-news, 

CSTR, 
k1a,k1b,WebK

B4, Reuters 

Able to 

extract 
more 

discriminati

ve features 

High 

computatio
nal 

complexity. 

 

In preprocessing stage graph based approaches can 
effectively represents relationship between labeled and 
unlabeled documents by identifying structural and semantical 
relationship between them for more relevant classification ; and 
during training phase semi supervised methods can propagate 
labels of labeled documents to unlabeled documents based on 
some energy function or regularizer. Our proposed work is 
based on the same strategy. 

III. MATHEMATICAL MODEL OF PROPOSED SYSTEM 

In this section we are introducing some notions related with 
text classification. We are firstly representing the input 
document corpus in the form of graph.The process of graph 
construction deals with conversion of input text document 
corpus , X to graph G ie X  G , where X represents input text 
document corpus x1,x2,..,xn wherein each text document 
instance xi in turn represented as m-dimensional feature vector. 
And G represents overall graph structure as G=(V,E) where V 
= set of vertices corresponding to document instance xi ; E 
represents set of weighted edges between pair of vertices where 
associated edge weight corresponds to similarity between two 
documents. Generally weight matrix W is computed to identify 
the similarity between pair of text documents. Various 
similarity measures such as cosine, Jacobi or kernel functions 
K(.) like RBF kernel , Gaussian kernel can be used for this 
purpose.  

Now we are defining our graph based multi label text 
classifier system S as follows: 

S = { X, Y, T,  ̂, h}; where X represents entire input text 
document corpus = {x1,x2,..,xn}. Out of these |L| numbers of 
documents are labeled and remaining are unlabeled.Y 
represents set of possible labels = {Y1,Y2,…,Yn}. T represents 
multilabel training set of classifier of the form {(x1,Y1), 
(x2,Y2),….., (xn,Yn)} where      is a single document 

instance and Yi  Y is the label set associated with xi .  ̂ 
represents set of estimated labels = { ̂l ,  ̂u}. The goal of the 
system is to learn a function h i.e. 

h : X  2y from T which predicts set of labels for 
unlabeled documents i.e. xl+1 ..xn 

With this graph based setting, we are using semi supervised 
learning to propagate labels on the graph from labeled nodes to 
unlabeled nodes and compare the estimated labels  ̂ with the 
true labels. 

IV. PROPOSED APPROACH  

We are mainly using theme of smoothness assumption of 
semi supervised learning to propagate the labels of labeled 
documents to unlabeled documents. Smoothness assumption of 
semi supervised learning states that “if two input points x1,x2 
are in a high-density region are close to each other then so 
should be the corresponding outputs y1,y2”. Thus based on this 
we mainly emphasized on exploiting relationships between 
input text documents in the form of graph and relationship 
between the class labels in the form of correlation matrix. The 
purpose behind this is to reduce classification errors and 
assignment of more relevant class labels to new test document 
instance.  
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During classifiers training phase we are computing 
similarity between input documents to identify whether they 
are in high density or low density region. We evaluated 
relationships between documents by using cosine similarity 
measure and represented it in the form of weighted matrix, W 
as : 

       
        

|  | |  | 

Where X1and X2 are two text documents represented in the 
feature space. Large cosine value indicates similarity and small 
value indicates that documents are dissimilar. After that we 
performed graph sparcification by representing it in the form of 
diagonal matrix in order to reduce consideration of redundant 
data.While identifying relationships between class labels we 
computed correlation matrix C mxm where m is no. of class 
labels using RBF kernel. Each class is represented in the form 
of vector space whose elements are said to be 1 when 
corresponding text document belongs to the class under 
consideration. Then in testing phase, in order to provide 
relevant label set to unlabeled document we computed energy 
function E to measure smoothness of label propagation. This 
energy function measures difference between weight matrix W 
and dot product of sparcified diagonal matrix with correlation 
matrix. 

E = Wij  -  D
-1

Cij 
The labels are propagated based on minimum value of 

Energy function. It indicates that if two text documents are 
similar to each other than the assigned class labels to them are 
also likely to be closer to each other. In other words two 
documents sharing highly similar input pattern are likely to be 
in high density region and thereby the classes assigned to them 
are likely to be related and propogated to those documents 
which in turn resides in same high density region.  

After this label propagation phase, we obtained labels of all 
unlabeled document instances. We computed accuracy to 
verify correct assignment of label sets. The corresponding 
results are given in table [III]. We once again ensured the 
working by applying all this document and label set to existing 
classifier chains method which is supervised in nature. We used 
decision tree(J48 in WEKA),SVM (SMO & libSVM) 
separately as base classifiers and computed the results. The 
corresponding results are given in table [IV]. 

The summary of our proposed label propagation approach 
is given as:  

Input - T: The multi label training set {(x1,Y1), (x2,Y2),….., 

(xn,Yn)}. 

z: The test document instance  such that z  X 

Output – The predicted label set for z. 

Process: Compute the edge weight matrix W as 

           
        

|  | |  |
 and assign Wii=0 

- Sparcify the graph by computing diagonal degree 

matrix D as Dii=∑j Wij 

- Compute the label correlation matrix C mxm using 

RBF kernel method 

- Initialize  ̂(0) to the set of (Y1,Y2,…,Yl,0,0,……..,0) 

- Iterate till convergence to  ̂(
∞)

 

1.  E = Wij  -  D
-1

Cij 

2.  ̂(t+1) 
= E 

3.  ̂(t+1)
l =  Yl 

- Label point z by the sign of   ̂
(∞)

i 

V. EXPERIMENTS AND RESULTS  

In this section, in order to evaluate our approach we 
conducted experiments on three text based datasets namely 
Enron , Slashdot , Bibtex and measured accuracy of overall 
classification process. Table II summarizes the statistics of 
datasets that we used in our experiments. 

TABLE II: STATISTICS OF DATASETS 

Dataset No. of document  

instances 

No. of 
Labels 

Attributes 

 

Slashdot 3782 22 500 

Enron 1702 53 1001 

Bibtex 7395 159 1836 

 

Enron dataset contains email messages. It is a subset of 
about 1700 labeled email messages[21]. BibTeX data set 
contains metadata for the bibtex items like the title of the paper, 
the authors, etc. Slashdot dataset contains article titles and 
partial blurbs mined from Slashdot.org [22].  

We used accuracy measure proposed by Godbole and 
Sarawagi in [13] . It symmetrically measures how close yi is to 
Zi ie estimated labels and true labels. It is the ratio of the size 
of the union and intersection of the predicted and actual label 
sets, taken for each example and averaged over the number of 
examples. The formula used by them to compute accuracy is as 
follows: 


















N

i ii

ii

ZY

ZY

N
Accuracy

1

1
 

 

We also computed precision , recall and F-measure values , 
the formula used to compute them is as follows: 

F-Measure = 2.0 x precision x recall 

                      precision  + recall 

 

F-Measure =
 
   


 

N

i ii

ii

YZ

ZY

N 1

21

 
 

We evaluated our approach under a WEKA-based [23] 
framework running under Java JDK 1.6 with the libraries of 
MEKA and Mulan [21][22]. Jblas library for performing matrix 
operations while computing weights on graph edges. 
Experiments ran on 64 bit machines with 2.6 GHz of clock 
speed, allowing up to 4 GB RAM per iteration. Ensemble 
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iterations are set to 10 for EPS. Evaluation is done in the form 
of 5 × 2 fold cross validation on each dataset. We first 
measured the accuracy, precision, Recall and after label 
propagation phase is over. Table III enlists accuracy measured 
for each dataset. 

TABLE III: RESULTS AFTER LABEL PROPAGATION PHASE 

Evaluation 
Criterion Enron 

Slashd
ot Bibtex 

Accuracy 90 89 92 

Precision 50 49 48 

Recall 49 47 46 

F-measure 50 47 47 

 

After label propagation phase, we obtained labels of all 
unlabeled documents. Thus we get entire labeled dataset as a 
result now. We applied this labeled set to Ensemble of 
classifier chains method which is supervised in nature[24] and 
measured accuracy ,precision, recall on three different base 
classifiers of decision tree(J48 in WEKA) , and two variations 
of support vector machine (SMO in WEKA , libSVM).We also 
measured overall testing and building time required for this 
process. The Ensemble of classifier chains method (ECC) is 
proven and one of the efficient supervised multi label text 
classification technique, we verified our entire final labeled 
dataset by giving input to it. The results are enlisted in table IV 

TABLE IV: RESULT AFTER USING SUPERVISED MULTI LABEL CLASSIFIER 

Datase

ts Slashdot Enron Bibtex 

Param

eters 

S

M

O 

libS

VM 

     

J4

8 

S

M

O 

libS

VM 

      

J4

8 

S

M

O 

libS

VM 

J4

8 

Test 

Time 70 28.9 29 69 28.9 29 68 29 29 

Build 

Time 

17

3 2610 

25

46 

17

3 2609 

25

46 

17

2 2610 

25

46 

Accura

cy 0.5 0.51 

0.3

1 0.5 0.52 

0.3

1 0.4 0.51 

0.3

1 

Precisi

on 0.9 0.49 

0.4

4 0.9 0.51 

0.4

4 0.9 0.49 

0.4

4 

Recall 0.4 0.56 

0.5

3 0.4 0.56 

0.5

3 0.4 0.56 

0.5

3 
 

VI. CONCLUSION AND FUTURE WORK 

We have proposed a novel label propagation based 
approach for multi label classifier. It works in conjunction with 
semi supervised learning setting by considering smoothness 
assumptions of data points and labels. The approach is 
evaluated using small scale datasets (Enron, Slashdot) as well 
as large scale dataset (Bibtex). It is also verified against 
traditional supervised method. Our approach shows significant 
improvement in accuracy by incorporating unlabeled data 
along with labeled training data. But significant amount of 

computational time is required to calculate similarity among 
documents as well as class labels.The input text corpus is well 
exploited as a graph however, in the future the use of feature 
extraction methods like NMF with Latent Semantic indexing 
may provide more stable results. 
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Abstract— This paper summarizes various algorithms used to 

design a sign language recognition system. Sign language is the 

language used by deaf people to communicate among themselves 

and with normal people. We designed a real time sign language 

recognition system that can recognize gestures of sign language 

from videos under complex backgrounds. Segmenting and 

tracking of non-rigid hands and head of the signer in sign 

language videos is achieved by using active contour models. 

Active contour energy minimization is done using signers hand 

and head skin colour, texture, boundary and shape information. 

Classification of signs is done by an artificial neural network 

using error back propagation algorithm. Each sign in the video is 

converted into a voice and text command. The system has been 

implemented successfully for 351 signs of Indian Sign Language 

under different possible video environments. The recognition 

rates are calculated for different video environments. 

Keywords- Sign Language; Multiple Video object Segmentations 

and Trackings; Active Contours; skin colour, texture, boundary 

and shape; Feature Vector; Artificial Neural Network. 

I. INTRODUCTION 

Sign language is a vision based language of hearing 
impaired people, which involves the use of hands, the face and 
body.  Sign language recognition system works on five 
essential parameters; hand shapes, hands movement, hand and 
head orientation, hand and head location and facial 
expressions. Out of these five parameters the foremost 
fundamental requirement is hand shapes. The second most 
important parameters are hand movements, hand and head 
orientation and their location in the video frame. These 
parameters can be incorporated into a sign language 
recognition system to improve the performance of the system 
by segmenting and tracking hands and head of the signer in 
the video. Segmented hand shapes and their locations are used 
to design a feature vector. The created feature vector is used to 
train the neural network. In the last decade extensive research 
had been done to understand hand gestures from the 
movement of human hands [1,2]. Compared to tracking 
techniques to rigid objects [3], tracking non-rigid objects such 
as bare human hands are a very complex and challenging task. 

Going back to early days of sign language, Stokoe et.al [4] 
showed that signs were made of basic articulatory units. 
Initially, they were referred as cheremes. At present, they are 
being referred as phonemes, in resemblance with words in 
spoken language. 

The major difficulty in sign language recognition, 
compared to speech recognition, is to recognize [5] different 
communication attributes of a signer, such as hands and head 
movement, facial expressions and body poses simultaneously. 
All these attributes are considered as a good recognition 
system. 

The second major problem, faced by sign language 
recognition system designers, is tracking the signer in the 
clutter of other information available in the video. This is 
addressed by many researchers as signing space [6]. A sign 
language space can be created with entities such as humans or 
objects stored in it around a 3D body centered space of the 
signer. The entities are executed at a certain location and later 
referenced by pointing to the space. Another major challenge 
faced by researchers is to define a model for spatial 
information, containing the entities, created during the sign 
language dialogue.  

Additional difficulties arise in the form of background in 
which signer is located. Most of the methods, which have been 
developed so far, are used simple backgrounds [7,8,9,10] in 
controlled set-up such as simple backgrounds, special 
hardware like data gloves[11,12,13], restricted sets of actions, 
restricted number of signers, resulting different problems in 
sign language feature extraction. 

Our research is directed towards recognizing gestures of 
Indian Sign language [33] under real time conditions such as 
varied lighting, different backgrounds and make the system 
independent of the signer.  For segmentation and tracking, we 
have employed active contour models, which are capable of 
segmenting and tracking non rigid hand shapes and head 
movements. Features are extracted from segments of hand and 
head shapes including tracking information, in the form of 
hand locations from each video frame. This feature vector is 
used to train the artificial neural network, the network outputs 
and determine the voice command relevant to the trained sign. 

Active contours, popularly known in the research 
community as ‘snakes’, is an active research area with 
applications to image and video segmentation predominantly 
to locate object boundaries. They are also used for video 
object tracking applications. Active contours come under the 
category of model based segmentation and tracking methods, 
which are giving good results in the last few years [14,15,16].  
The active contours were first introduced by Terzopoulos 
[17,18]. The basic idea, behind active contours, is to start with 
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a curve anywhere in the image and move the curve in such a 
way that it sticks to the boundaries of the objects in the image. 
Thus it separates the background of the image from its objects. 
The original “snakes” algorithm was prone to topological 
disturbances and is exceedingly susceptible to initial 
conditions. However, with invention of level sets, [19] 
topological changes in the objects are automatically handled.  

For tracking non-rigid moving objects, the most popular 
model based technique, is active contours [20]. Active 
contours can bend themselves based on the characteristics of 
the objects in the image frame. Previously created active 
contour models were only capable of tracking an object in a 
video sequence with a static background [21]. Jehan-Besson 
et.al [22] tracked objects in successive frames by matching the 
object intensity histogram using level sets. Though, the 
tracking error was in minimum level, it increased the object 
experiences intensity transformation due to noise or 
illumination changes. Almost all active contours methods 
discussed above were suffered from the problems related to 
cluttered backgrounds, lacking in texture information and 
occlusions from other objects in a video sequence. These 
problems can cause the performance of tracking non-rigid 
objects to decrease drastically.  

Segmentation and tracking results are fused together to 
form a feature matrix, which is unique from the methods 
proposed for sign language feature extraction in [23, 24,25]. 
Finally, an artificial intelligence approach is proposed to 
recognize gestures of sign language as in [26,27,28,29]. 
Hidden Markov Models (HMM) were used extensively for 
classification for sign language [30, 31, 32]. 

The rest of the paper is organized as follows: sect. 2 
introduces the proposed system for recognizing gestures of 
Indian Sign Language (INSLR), Sect.3 presents proposed 
segmentation and tracking using active contours, Sect.4 gives 
the creation of feature matrix, Sect.5 pattern classification 
using neural network, Sect.6 discusses experiments under 
various test conditions, and the last Sect.7, briefly concludes 
with future scope of our research. 

II. PROPOSED SYSTEM FOR GESTURE RECOGNITION 

The proposed system has four processing stages namely, 
hand and head segmentation, hand and head tracking, feature 
extraction and gesture pattern classification. Fig. 1 shows the 
block process flow diagram of the proposed method. 

From the Fig. 1 we can comprehend the overall working 
process of the system. Video segmentation stage divides the 
entire frames of images of the signers into hands and head 
segments of the signer. Hand and head tracking module gives 
the location of each hand and head in each video frame. Shape 
features, extracted from segmentation and location 
information from tracking, are fused into a feature matrix for 
each sign and are optimized before saving to the database. 
This process is repeated for all the available signs using a 
video of a signer. The sign language database can be 
restructured to add new signs into the database.  

 

 

 

Figure 1.  Sign Language Recognition System Architecture 

Testing is done by giving a sign video sequence that is not 
initially trained and does not have a feature vector in the 
database. Unlike American Sign Language or British sign 
language, Indian sign language does not have a standard 
database that is available for use. Hence, we have created our 
own video database of Indian signs in collaboration with 
Indian Deaf Society [33] and shanthi ashram school for deaf 
children. We have created 480 signs of alphabets, numbers, 
words and sentences by multiple signers of Indian sings and 
list is growing. A total of twenty different signers volunteered 
under different conditions with a total number of 4800 gesture 
videos for a total of 480 signs. To test the robustness of our 
system we also used sign language videos from YouTube, 
which are under different video backgrounds and in real 
environments taking the total video database count to 6800.  
Neural network is trained using the feature vector from the 
database and tested using the feature vector from the input of 
the system. The output of the neural network results in a voice 
and text message to the corresponding input sign. 

III. SEGMENTATION AND TRACKING  

A. Active Contours-Level Sets 

James A. Sethian and Stanley Osher [34] presented 
boundaries of  ( )  implicitly and model their propagation 
using appropriate partial differential equations. The boundary 
is given by level sets of a function  ( )   In level sets method, 
the interface boundary is characterized by a zero level set 

function  ( )                    is defined for all 
values of     

            (1)  

The sign of  ( ) defines whether   is inside the contour   

or external to it. The sets      {   ( )   } and       
{   ( )   }. The level set evolves based on the curvature 
   of the image objects and assuming the curve moving 
towards the outward normal  ⃗⃗⃗  defined in terms of parameter 
  as 

  { ( )        } 
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                             (2) 

Usually the curve   evolution is a time dependent process 
and the time dependent level set function           
as   ( )  { (   )        } . One way to solve is to 
approximate spatial derivatives of motion and update the 
position of the curve over time. This method of solving the 
level sets is prone to unsteadiness due to erroneousness 
detection of position of the curve.  

A different approach was proposed from the theory of level 

sets in [34]. Start with a zero level set   ( )    of higher 

dimension function and entrench the object curvature. 

Initializing the level set function   at    , we have 

                    (3) 

Where     is signed distance function (sdf) from   to the 
curvature of the image object. If   is a positive value,   is 
outside the object boundary. if   is a negative value,   is 
inside the object boundary. The goal is to construct an 
equation for evolution of  (   )  to embrace the object 
boundaries from zero level set  ( )     we can propagate the 
zero level set   ( )   , by solving a convection equation 
containing the velocity field  , which propagates all the level 
sets as 

               (4) 

The motion is in normal velocity of the curve which is 

given by eq.2 as     ⃗⃗⃗   
   

|  |
   Inserting in eq.4 we get a 

level set equation of the form 

              (5) 

Eq.5 is a type of Hamilton-Jacobi equation. The speed 

term   is dependent of object curvature      [
   

|  |
], which 

can be formulated as 

                            (6) 

Eq.6 drives the contour to level out with the high curvature 
regions together with a diffusion term. 

B. Hands and Head Segmentation and Tracking 

This section presents the video object segmentation, 
tracking of hands and head simultaneously from a range of 
video backgrounds under different lighting conditions with 
diverse signers. A video sequence is defined as a sequence of 
image frames   (     )      where the images change over 
time. Alternatively, a succession of image frames can be 
represented as  ( ) where        The basic principle 

behind our proposed segmentation and tracking technique is to 
localize the segment and track one or more moving objects of 

the     frame from the cues available from previous 
segmented and tracked objects in frames 
 ( )  ( )       ( ) such that subsequent contours 

          are available. The sign videos are composed 
of many moving objects along with the hands and head of the 
signer. Signer’s hands and head are considered as image 

foreground denoted by  ( )
 

and rest of the objects are as the 

image background   ( )
 , for the image   ( )  in the video 

sequence. Foreground contour of the hands and head might be 

denoted by  ( )
 

. Our proposed video segmentation algorithm 

segments hands and head of signers using colour, texture, 
boundary and shape information about the signer given 
precedent understanding of hand and head shapes from 

 (   )
 

and   (   )
 .. 

C. Colour and and Texture Extraction Modules  

Colour plays a vital role in segmentation of complex 
images. There are various colour models, but the RGB colour 
model is most commonly used for video acquisition. 
Processing on a RGB colour frame increases the size of 
feature vector and thereby making the tracking process 
lethargic. Instead of working with gray scale images which 
store intensity information about each pixel, we used each of 
the three colour planes separately to extract each colour 
feature vector. This allows us to work with only one plane at a 
time depending on the background colour level. We choose 
manually the colour plane which highlights the human object 
from a background of clutter. Once a colour plane is 
identified, texture features are calculated using coorelogram of 
pixel neighbourhood [35,36]. Texture is an irregular 
distribution of pixel intensities in an image. Allam.et.al [37] 
established that co-occurrence matrix (CM’s) produce better 
texture classification results than other methods. Gray Co-
occurrence matrix (GLCM) presented by Haralick.et.al [38] is 
most effectively used algorithm for texture feature extraction 
for image segmentation.  

Let us consider a color plane of our original RGB video. 
The R color plane is now considered as      R coded 2D 

image. The element of co-occurrence matrix      defines the 

joint probability of a pixel    of R color intensity     at a 
distance   and orientation   to another pixel    at R color 

intensity   .  

                (7) 
 

where |     |  gives the distance between pixels. For 
each co-occurrence matrix, we calculate four statistical 
properties: contrast (C), correlation (CO), energy (EN) and 
homogeneity (H) defined as follows 

                             
                                          (8)                                                        

 
       
               (9) 
                                                                            
                                                                 
              (10) 
                        

            
              

                     (11) 

The logic, in which the above parameters are used as 
texture feature, is described as follows; the contrast represents 

    [
   

|  |
]          ⃗⃗⃗  

   

|  |
   

 (     )     

          

    |  |    

 ( )       ( )     (     )    { (  )      (  )     |     |   }  

  ∑|   | 

   

    (     ) 

   ∑
(    )(    )

    
       (     )                                                                           

   ∑(    (     ))
 

   

 

  ∑
    (     )

  |   |
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inertia and variance of the texture the correlation term gives 
correlation between different elements of GLCM, CO is high 
for more complex textures. From eq.41           mean values 

along         directions.          represent variances, energy 

term describes the consistency of the texture, homogeneity is 
taken as a measure of coarsenesses of the texture. We used 
four different orientations   {           }  and two 
distance measures   (    )  for calculation of GLCM 
matrix. 

Finally, a feature vector      ( ) is produced which is a 
combination of any one or all of the color planes and texture 
vector. Thus      ( )  {  ( )   ( )      ( )}  the 
feature vector contains color and texture values of each pixel 
in the image. This is a five dimension feature vector 
containing the first vector for any of the three color planes and 
the next four vectors for texture. We can also use all three 
color planes to represent color, and then the feature vector 
becomes a seven dimension feature vector. 

Most of the image sequences contain many classes of 
colour and texture.  Hence, we classify them as background 
and foreground pixels using Mixture of Gaussians (GMM) 
[39] clustering algorithm.  

Given  - dimensional feature vector       ( )  and the 

GMM algorithm classify this   -vector into   categories. 
Thus, we model the object and background in an image frame 
using two mixture of Gaussian probability density functions 

(pdf):    and    .  The probability of finding a value of 

feature vector in the reference frame i.e. the first frame  ( )is 
given by 

           

                            (12) 

 

 

              (13) 

 

where    ( 
    ( )    ) and     ( 

    ( )    ) 
represent mixture probabilities of human object  and 
background.    represents object hand and head portions.     
represents video background.  (     ( )    ) and 

 (     ( )    )terms represent probabilities of multivariate 

guassians of object and background.      and      denote the 

number of clusters in the object and background mixtures. 
Weight terms     and      gives the estimate of the mixing 

parameters of two mixture models      and    . Maximum 

Likelihood Estimation (MLE) [40] algorithm is used to 

calculate the parameters     (        )          and 

    (        )           . The MLE consists of 

estimating the unknown parameters of two mixtures by 
minimizing the likelihood functions  

              (14) 

 

 

                                                       (15) 

The estimation problem comes down to solve the following 
equations 

       
                (16) 

                                
                                            (17) 

We will assume, at this point, is that objects in the video 
sequence pretty much remain same when compared to 
background, that varies due to camera movement or changes 
in background scenes. This can be taken care by periodically 
updating the background clusters with some threshold if the 
changes in consecutive background frame cross the specified 
threshold.  

For a pixel   in any frame  ( ) where     , the above 

procedure is used to calculate the object mixture probability 

   ( )̅̅ ̅̅ ̅̅ ̅̅ and background mixture probability     ( )̅̅ ̅̅ ̅̅ ̅̅ ̅̅ on a 
neighbourhood of pixels which is eight in this paper. To track 
the objects in the current frame  ( ), the initial contour position 

in previous frame  (   ) is moved towards new object 

boundaries in current frame  ( ) by minimizing the following 

energy functional of the level set 

 

              (18) 

 

 

Where     and      are object and background PDF’s in the 

reference frame  ( ) .    ( )̅̅ ̅̅ ̅̅ ̅̅ and     ( )̅̅ ̅̅ ̅̅ ̅̅ ̅̅ are object and 

background PDF’s in the current frame   ( ).  (       ( )̅̅ ̅̅ ̅̅ ̅̅ )and 

 (         ( )̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )  represent KL-distance symmetric which is 
computed between two PDF’s by the following equation  

 

     

 

            (19) 

Where the integrals are calculated over domain   . The 
energy function in eq.18 is used to track the object boundaries 
in   ( )by calculating the local statistics of the pixels within the 

object separating them from background. We can implement 
this by assigning pixel   to object in the current frame when 

 (       ( )̅̅ ̅̅ ̅̅ ̅̅ )   (         ( )̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )  and to the background 

otherwise. 

D. Object Boundary Module  

In the earlier module the focus was on extracting region 
information with the objective of minimizing the object 
contour energy function, which segments the objects of 
interest in the video sequence. But poor lightning can impact 
image region information in a big way. Hence, we extracted 

   (
     ( )

   
)  ∑      (

     ( )

   
)

    

   

                 

    (
     ( )

   
)  ∑      (

     ( )

   
)

    

   

                     

 

   ∏    ( 
    ( )    )

    
( )

 

   ∏     ( 
    ( )    )

    
( )

 

 

          
   

[  ] 

 

   ̅̅ ̅̅ ̅        
   

[  ] 

   (  )  ∬ (       ( )̅̅ ̅̅ ̅̅ ̅̅ )  

  

 ∬ (         ( )̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )

  

   

 (       ( )̅̅ ̅̅ ̅̅ ̅̅ )  
 

 
[∫   ( )      (   ( )    ( )̅̅ ̅̅ ̅̅ ̅̅ )  

 

 ∫   ( )̅̅ ̅̅ ̅̅ ̅̅      (   ( )    ( )̅̅ ̅̅ ̅̅ ̅̅ )  

 

] 



(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 3, No.6, 2012 

 

39 | P a g e  

www.ijacsa.thesai.org 

boundary edge map of the image objects which only depends 
on image derivatives. The way out would be to couple the 
region information in the form of colour and texture features 
to boundary edge map to create a good tracking of image 
objects. 

We define the boundary     as pixels that are present in 
edge map of the object. The boundary pixels can be calculated 
by using gradient operator on the image. To align the initial 
contour     from previous frame to the objects in the current 
frame to pixels on the boundary we propose to minimize the 
following energy function 

        

             (20) 
                                                      

Where    (             ) is the length of the object 
boundary. The function    is an edge detection function. The 
boundary energy reaches to a minimum when the initial 
contour aligns itself with the boundary of the objects in the 
image. The minimization of energy in eq.20 also results in a 
smooth curve during evolution of the contour [41]. 

E. Shape Information Module  

Before Even with colour, texture and boundary values of 
pixels in the image, the greatest challenge comes when object 
pixels and background pixels share the same colour and 
texture information. This happens because we are trying to 
track non- rigid objects that are hands and head of the signer 
along with finger positions and orientations, which change 
frequently in sign video. The problem influences the 
propagation of contour and results in meagre tracking of non-
rigid objects in video sequences. The active contour can be 
influenced by giving information regarding the shape of the 
object computed from the previous frames. The method 
followed in [42] is used to construct the influence of shape of 
non-rigid objects in the image sequence. As for the first 
frame  ( ), where prior shape information is not available, we 

just used the region and boundary information for 
segmentation. The segmented objects in frame one are used to 
initialize contours in the next frame for tracking. For 
  ( )      the tracking of  ( )  is given by the level set 

contour  ( ) which minimizes the energy function  

    

             (21) 

 

where the minimum is calculated over Euclidian Similarity 
Transformations        which is a combination of 
translational and rotational parameters. Minimizing over 
groups of transformations to achieve rigid object interactions 
was proposed by chan and zhu [33]. We propose to use a non-
rigid shape influence term in this paper. Now let us recollect  , 

which indicates the active contour and    be the active contour 
for the shape from the first frame. Let         ( )  be 
a level set distance function associated with contour , and 
    

      ( ) is a level set function with contour    

from first image frame   ( ) . Let    be a pixel in the image 

space     fixed,   ( )   (   )   is actually a function of 

contour   . The initial contour    aligns itself with the object 
contour    in the first frame that is the initial contour for the 
next frame in the video sequence coming from the contour in 
the previous frame. Hence the shape interaction term proposed 
in this paper has the from 

                     

                           (22) 

 

Thus by applying shape energy to the level set we can 
effectively track hands and head in sign videos and we could 
differentiate between object contour modifications due to 
motion and shape changes. 

F. Level Set Energy Function For segmentation and Tracking 

Combining Colour, Texture, boundary and Shape Modules  

By integrating the energy functions from colour, texture, 
boundary and shape modules we formulate the following 
combined energy functional of the active contour as 

                         (23) 

 

where        are weighting parameters that provide 
stability to contribution from different energy terms. All terms 
are positive real numbers. The minimization of the energy 
function is done with the help of Euler-Lagrange equations 
and realized using level set functions. The resultant level set 
formulation is 

 

             (24) 

 

 

where  

 

             (25) 

 

 

                          (26) 

 

                                 (27) 

The numerical implementation of eq.24 is computed using 
narrowband algorithm [43]. The algorithm approximates all 
the derivatives in eq.24 using finite differences. The level set 
function is reinitialized when the zero level set clutches the 
boundary of the object in the image frame. 

IV. FEATURE VECTOR  

After Successful segmentation and tracking the feature 
extraction, a feature vector is being created, that is stored in 
the database at training stage as templates or can be used as 
inputs to pattern classifiers such as Hidden Markov Models 
(HMM), Neural Networks, Fuzzy Inference Systems or 
Decision Trees, which have limited memory. Hence, it 
becomes important to design a feature matrix that optimizes 
the performance of the classifier.  

The feature matrix Matf derived from a video sequence is 

a fusion of hand and head segments representing shapes in 

  (  )  ∫  (  ( ))  

   (             )

 

      
 

∫   ( 
   )  

    

 

 

  (  )  ∫   ( )  

    

 

 

    ( 
 )      ( 

 )     (  )     (  ) 

   (   )

  
 ((    ( 

 )      (  )

    (  ))‖   ‖ 

   ( 
 )    (       ( )̅̅ ̅̅ ̅̅ ̅̅ )   (         ( )̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )   

  (  )   (  ( ))     (  ( )) [
  

|  |
] 

  (  )    ( ) 
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1

( ) ( ( ) ( ) )

M

j i ij j

i

y itr f x itr w itr



 

each frame along with their location in the frame. The shape 

information for an n
th 

frame is presented as n , which is a 

binary matrix equal to frame size. Tracking active contour 
results in location of hands and head contours in each frame 

and giving their location ( ) ( )( , )n nx y values.   

Temporal dimension is mostly neglected during feature 
extraction in video processing. In other words, video is 
considered as an extension of images. In addition to 2D nature 
of image, the temporal dimension is managed using a 
technique called temporal pooling [44]. Here, the extracted 
features are temporally pooled into one feature value for the 
whole video sequence as illustrated in fig. 2. Temporal 
pooling is largely done by averaging. Other simple statistical 
techniques are employed such as standard deviation, median 
or minimum/maximum.   

 

 

 

 

 

 

 

 

 

 

Figure 2.  Feature Vector Design using Temporal Pooling 

For an n
th

 frame in the video sequence, the first row of 

feature vector vectf consists of pixel values with the shape of 

active contour i.e. the pixels representing segmented head and 

hand shapes. The second and third row consists of ( ) ( )( , )n nx y

location information of those pixels that are segmented. The 
feature vector for each frame is a three dimensional vector 

vectf representing shape and location information about each 
segmented hand and head contours. For an entire video in a 

sign language recognition system, each 
vectf

of three 

dimension becomes 
Matf

feature matrix stacked in the form 
shown in fig. 2. A row in the feature matrix represents 3D 

vectf
for a particular frame and it is represented with time‘t’.  

Temporal pooling is engaged to reduce the dimensionality 
of the feature vector for a particular video sequence. 

Averaging on each row of the 
Matf

with respect to number of 
pixels in a frame leave us with a new reduced feature vector 

Nvect
f , which uniquely represents a particular video sequence. 

Finally each row in the new feature matrix 
NMatf

consists of 
feature vector representing each sign video sequence, stored in 
the database as templates. 

V. PATTERN RECOGNITION-NEURAL NETWORK  

For handling large data such as in our system it is 
customary to use solutions that are fast enough without losing 
its accuracy. One of the few systems that can handle our large 
data matrices is Feed-Forward artificial neural network 
(ANN). Artificial neural network (ANN) is extensively used in 
detection of cancer [45],  classifications [46], face recognition 
[47] and finger print recognition [48] ,to name a few. The 

feature matrix NMatf
is given as input for training the feed-

forward neural network shown in fig. 3. Generally, a Feed-
Forward neural network is a combination of three layers of 
neurons: input layer, hidden layer and output layer. The 
neurons in these layers are activated by using a nonlinear 

sigmoid activation function. Let , ( )i jx itr where

1   1 ji N and M    , be the input to the neural network 

derived from feature matrix NMatf . Where M and N denote the 

number of columns and rows of 
NMatf . 

itr is the number of 

iterations called Epochs in neural network
 
terminology. The 

neural network outputs are denoted by , ( )i jy itr where

1   1 ji N and M    .  

 
 
 
 
 
 
 
 
 
 
 
 

Figure 3.  Neural Network Architecture  

 
The back propagation algorithm follows the following 

steps in determining the output as discussed in [49]. The 
output of j

th
 unit in the first hidden layer is calculated from the 

values in the hidden layer as 

      (28) 
 
 

Where M is number of neurons in the hidden layer, ijw is 

the weight vector connecting i
th

 unit in between hidden layer 
and input layer and j

th
 unit in between hidden layer and output 

layer.  is the threshold value of j
th

 unit in hidden layer. ( )f   
is the activation function, which we choose as sigmoid 
function, defined as 

             (29)                               

 
The output layer output is calculated as 
       

              (30) 
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where M is the number of neurons in the j
th
 layer for k

th
 

neuron. 
During back propagation process the error gradient from 

the output layer is calculated from the relation  
 

                    (31) 
 

where ( )ke itr is the error in the output layer given as 

( ) ( ) ( )k Tk ke itr y itr y itr             (32) 

where ( )Tky itr is the desired or targeted output of the 

system. Adjustment of the weights of the neurons is done 
iteratively using the equation  

 
             (33) 

 
Where µ is adaptive learning rate of the neural network 

during training stage. After (k-1)
th

 iteration and the k
th

 feed-
forward propagation, let the output vector be 

1 2 3[ , , ,......., ]Tij j j j ijy y y y y  and the target vector 

1 2 3[ , , ,......., ]TTk k k k Tjy y y y y . The expression for adaptive 

learning rate is
 

2

1

1
( ( ) )

M

ij Tk

i

y y
j

e






 



             (34) 

where the value of α is. The learning rate is 
controlled by error obtained during iterations.    

The error gradient for the hidden layer is calculated using 
the relation 

1

( ) ( )[1 ( )] ( ) ( )

i

j j j k jk

k

itr y itr y itr itr w itr



   
        (35) 

The above discussed procedure is run iteratively 
to reach the expected output. 

VI. EXPERIMENTS AND RESULTS 

The first frame (1)I  is segmented by calculating the feature 

vector consisting of single colour plane (R or G or B) and 
texture information along with boundary edge map. Then the 
proposed method is applied to the remaining frames of the 
video sequence. The segmentation and tracking result of the 
previous frames is used as a mask or initial contour for the 
current frame along with location of the mask and so on. The 
energy minimization function in eq.23 is employed to process 
the level sets and to produce an optimal contour for 
segmentation and tracking for each frame.  In all video 
sequences initial contour is cropped manually that can be 
placed near to the object of interest.  

In the first experiment we started with a video sequence 
which is shot in a lab using web cam with dark background and 
with an additional constraint that signer should also wear a dark 
shirt. This video sequence is part of the database we have 
created for sign language recognition project. Our Sign 
language database consists of 351 signs with 8 different 
signers. Figure 4 (frame size        ) shows our 
segmentation and tracking algorithm with values of    
                     The object and background clusters 
are made of three and two clusters.  

The experiments are performed in R colour plane. As such 
we can do it any colour plane or with colour videos. The 
problem with full colour sequences pertaining to sign language 
is that the sign language videos contain large sequence of 
frames with lot of information to be extracted. Fig. 4(a) shows 
four frames from a video sequence of the signer performing a 
sign related to English alphabet ‘X’. This simple sign contains 
181 frames. Fig. 4(b) shows the results obtained from our 
proposed method. The inclusion of prior shape term in the 
level sets segments the right finger shape in spite of being 
blocked by the finger from left hand. This segmentation and 
tracking result will help in good sign recognition. Fig. 4(b) and 
4(c) shows the effectiveness of the proposed algorithm against 
the Chan-Vese (CV) model in [50].  

Figure 4.  Experiment one showing our proposed segmentation algorithm on sign language videos under laboratory conditions. Frames 10, 24, 59,80 are shown. 
Row (a) shows four original frames. Row (b) shows the results from proposed algorithm and Row (c) Shows results of CV algorithm in [50]. 

  

( ) ( )[1 ( )] ( )k k k kitr y itr y itr e itr  

 

( 1) ( ) ( ) ( )ij ij j kw itr w itr y itr itr   
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The results of segmentation and tracking are fused into a 
feature vector and a database is created using 351 signs with 4 

different signers. The size of feature matrix NMatf for the 

neural network is1404 80 . The Neural network can classify 

351 signs. Hence the target vector of neural network is
351 80

.  

The neural network, used, is feed forward and back 
propagation network, which has 1404 instances of input and 
351 instances of output neurons and 652 neurons in the hidden 
layer as shown in fig. 5. The weights and bias for each neuron 
are initialized randomly and network is ready for training. The 
training process requires a set of examples of proper network 
behavior, network inputs and target outputs. During training 
the weights and biases of the network are iteratively adjusted 
to minimize the network performance function, which in case 
of feed forward networks, is mean square error (MSE).

 

 

 

 

 

Figure 5.  Neural Netwok used for testing sign videos with simple 

backgrounds. 

The neural network shown in fig. 5 is trained for simple 
backgrounds using four sets of sign videos for each gesture 
consisting of different signers. The epochs versus error graph 
for training the network is shown in fig. 6. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.  Neural Netwok Training graph for simple backgrounds with four 

samples per gesture. 

TABLE I.  RESULTS OF TESTING USING GESTURES WITH SIMPLE 

BACKGROUNDS 

Number of input neurons : 1404 

Number of hidden neurons: 652 

Number of output neurons: 351 

Activation Function: sigmoid  

Learning rate: 0.05               Momentum Factor: 0.9 

Error Tolerance: 0.0001 

Number of training samples used: 1404 

Number of testing samples: 2106 

Data 

Total 

Number 

of 

Samples 

Correctly 

Recognized 

samples 

Performance 

Rate of the 

Neural 

Network 

(%) 

Training With 4 Samples/Gesture 

Training 1404 1404 100% 

Testing 2106 2009 95.39% 

Total 3510 122 97.23% 

 

The recognition rate is defined as the ratio of the number of 
correctly classified signs to the total number of signs: 

   
Re  (%) 100

  

Perfectly Classified Signs
cognition Rate

Total Signs Used
 

          (36)

 

Table. I gives the results of testing the proposed network. 
For simple backgrounds the neural network is classifying signs 
with a recognition rate of 97.23%.  

We observe occlusions of hands and head very frequently 
in sign language videos. Most sign language recognition 
systems insist that the signer should face the camera directly to 
avoid occlusions of hands largely. This problem is solved 
using our proposed level set method. It is shown in fig. 7. We 
initialized contour for only right hand of the signer in the first 
frame.  

With the left hand coming in the path of right hand as can 
be observed from the original sequence in figure 7(a), it’s 
difficult to segment and track the shape of right hand. But the 
results in figure 7(b) show the segmentation and tracking of 
right hand only with occlusions from left hand. This 
breakthrough will help in designing sign language systems 
with utmost robustness. 

In the next experiment, the supremacy of our proposed 
technique is shown, where the video sequence contains fast 
moving objects in contrast to hand and head movements. The 
video sequence is shot on an Indian road and in the natural 
environment. Fig. 8 shows the original sequence in column (a) 
along with the results of CV model [50] in column (b) and our 
method in column (c). 

The recognition rate is defined as the ratio of the number 
of correctly classified signs to the total number of signs: 

 

                (36)

 

Table. I give the results of testing the proposed network. 
For simple backgrounds the neural network is classifying 
signs with a recognition rate of 97.23%.  

 

 

 

 

  
Re  (%) 100

  

Perfectly Classified Signs
cognition Rate

Total Signs Used
   
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Figure 7.  Showing the influence of prior shape knowledge. Here only the occluded right hand is segmented and tracked. Column (a) shows original image 

sequence and column (b) the segmentation and tracking result. 

Observation of third row exposes the disadvantage 
associated with CV method without prior shape term in energy 
level set for tracking. In this video (see Fig. 8) the background 
object suddenly appears in the frame to which the method in 
[50] technique provides much resistance and the final 
segmentation and tracking result include the suddenly 
appeared object. But providing prior shape information along 
with object colour, texture and boundary edge map proves the 
strength of our method. Also, we get the unwanted tracks in 
the form of leaves of trees in the background for left hand of 
the signer in row three for the method used in [50], which is 
not an issue with our method. 

 

Using the sequences in fig.7 and fig.8, which represents a 
more real time scenario for testing our proposed system, we 
created a data base of around 110 signs.  These videos are 
taken under different background clutters like in fig. 7 and fig. 
8. We have chosen two samples of each sign for training the 
network and two signs of similar gesture for testing the 
network. The proposed network is shown in fig. 8 containing 
220 input neurons, 181 hidden neurons and 110 output 
neurons. The video sequences, used here, contain continuous 
gestures with cluttered backgrounds, such as offices, on road, 
restaurants, and videos from [33].   
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Figure 8.  Frames of a sign video sequence on a Indian road and under natural environment. Column (a) is original sequence of frames 39, 54,79 and 99. Column 
(b) method used in [50] and Column (c) our proposed tracking method. 

 

 

 

 

Figure 9.  Neural Netwok Architecture for cluttered backgrounds with two 

samples per gesture. 

The neural network is trained with a feature matrix 
extracted from sign videos with complex backgrounds. The 
training graph for the network in fig.9 is shown in fig.10. We 
observe that even though the input has two sets of signs for 
each gesture, it took more number of iterations to train due to 
occlusions and cluttered background. 

Table. II gives the results of testing the proposed network. 
For complex and variable backgrounds, the neural network is 
classifying signs with a recognition rate, of which is slightly 
less than the recognition rate for simple backgrounds i.e. 
95.68%.  

In the third and final experiments, the proposed neural 
network is trained using a combination of two signs from 
simple backgrounds and two signs from complex backgrounds 
for each sign. A total of 200 signs are trained four from each 
gesture. The neural network employed for this task consists of 
200 input neurons, 652 hidden neurons and 50 output neurons 
to classify 50 signs and convert them in to audio and text. The 
network architecture for this job is shown in fig. 10. 
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Figure 10.  Neural Netwok Training graph for cluttered backgrounds with two 

samples per gesture. 

TABLE II.  RESULTS OF TESTING, USING GESTURES WITH CLUTTERED 

BACKGROUNDS 

Number of input neurons : 220 

Number of hidden neurons: 652 

Number of output neurons: 110 

Activation Function: sigmoid  

Learning rate: 0.05               Momentum Factor: 0.9 

Error Tolerance: 0.0001 

Number of training samples used: 220 

Number of testing samples: 220 

Data 

Total 

Number 

of 

Samples 

Correctly 

Recognized 

samples 

Performance 

Rate of the 

Neural 

Network 

(%) 

Training With 2 Sample/Gesture 

Training 220 220 100% 

Testing 220 201 91.5% 

Total 440 421 95.68% 

 

 

 

 

 

Figure 11.  Neural Netwok Architecture for cluttered backgrounds with two 
samples per gesture along with two samples from simple backgrounds. 

The neural network is trained with a feature matrix, 
combining the feature matrix from simple backgrounds and 
feature matrix from complex backgrounds. The training graph 
produced for this feature matrix is shown in fig. 12. 

Table. III gives the results of testing the proposed network. 
For complex backgrounds and simple backgrounds combined 
the resultant recognition rate, and has slightly decreased due to 
shape occlusions for longer periods of time. This can be 
avoided by using regularly updating the shape module after 
losing shape information during longer occlusion period. For 
all our experiments, if the occlusion period is more than 10 

frames, we have to reinitialize the contour. The recognition 
rate for our third experiment is 85%. 

 

 

 

 

 

 

 

 

 

 

Figure 12.  Neural Netwok Training graph for cluttered as well as simple 

backgrounds with each two samples per gesture. 

TABLE III.  RESULTS OF TESTING USING GESTURES WITH SIMPLE  

CLUTTERED BACKGROUNDS 

Number of input neurons : 200 

Number of hidden neurons: 652 

Number of output neurons: 50 

Activation Function: sigmoid  

Learning rate: 0.05               Momentum Factor: 0.9 

Error Tolerance: 0.0001 

Number of training samples used: 200 

Number of testing samples: 500  

Data 

Total 

Number 

of 

Samples 

Correctly 

Recognized 

samples 

Performance 

Rate of the 

Neural 

Network 

(%) 

Training With 4 Sample/Gesture 

Training 200 190 95% 

Testing 200 150 75% 

Total 400 340 85% 

VII. CONCLUSIONS 

This paper carries us slightly closer to building sign 
language recognition system that performs well under natural 
backgrounds. The proposed method combines effectively the 
colour, texture, boundary and prior shape information to 
produce an effective video segmentation and tracking of sign 
language videos under various harsh environments such as 
cluttered backgrounds, poor lighting, fast moving objects and 
occlusions. The colour and texture information is extracted 
statistically by creating a feature vector and classifying each 
pixel in the frame to object and background pixel. Boundary 
information is provided by divergence operator along with the 
curvature of the object under consideration. Including shape 
information from the previous frame it is done a whole lot of 
difference to the level set minimization to segment correctly 
and track effectively the occulted hand from other hand and 
also head some times. We have effectively demonstrated by 
experimentation of the proposed method by applying it to 
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video sequences under various conditions. Nevertheless, there 
are challenges which are to be addressed to apply this method 
to continuous sign language recognition systems to carry out 
the recognition in real time. The recognition rate of the overall 
sign language recognition system is 93% which is a good 
score for our proposed real time system. 

The segmentation experiments are run on an Intel core i3 
2.5GHz processor with 3GB RAM using MATLAB software. 
The average running time was 3 frames per second with around 
40 level set iterations per frame. The resolution of the video is 
kept to minimum along with colour information which in this 
paper was restricted to only one colour plane. This is to reduce 
the computation time which otherwise increases for higher 
resolutions and full colour processing. The speed of the 
algorithm can be increased by using fast numerical schemes for 
determining the level sets as given in [51]. 
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Abstract— This paper suggest the idea of developing an 

automatic Radio Frequency Identification (RFID)-based system 

for library search and to observe the current literature to define 

whether current technology and developed RFID-based systems 

are supportive for building that. To fully understand its key 

points, implementations, risks, and benefits, the fundamentals of 

radio frequency are to be recognized and revised. The paper 

recognizes key benefits and risks of radio frequency identification 

through analysis of library literature. To make library systems 

efficient and successfully operational RFID solutions can be used 

to reduce operating costs through reducing the labor costs, 

improving automation, refining tracking and tracing, and 

inhibiting the loss of resources under any conditions. The 

projected automated RFID-based system is a unique idea by 

itself. Due to the fact that enhanced organization of books and 

resources becomes possible, resources are not lost, stealing is 

avoided, and customers are served on time and correctly. 

Keywords- Readers; Libraries; Solicitations; Automation; Tracing. 

I. INTRODUCTION  

Imagine a library where each book has its own place on a 
particular shelf. Customers like to take a book off the shelf, 
look it through and then put it away and take another one and 
do the same till the right book is found. There are some people 
who place back the book in the right place but many people 
either leave the books in some corner of the library or return 
them to the wrong places. This later situation is hard to 
identify and can make librarian's frightening. Until books find 
their rightful homes, with limited number of staff that a library 
has, days will pass and in some cases more time is required. 
When a client needs a book for research or even relaxation and 
needs it instantly needed then tracking down the missing book 
starts - the librarian gets called in, and on occasion 
organization hears about the case as well. In this case, tracking 
and locating is not easy and finding the book somewhere in a 
very large public The Electronic Library or university library 

is not a simple job. Do labeling book and materials in the 
library help such situations?  Curran and Porter have projected 
and defined a library model that utilizes Radio Frequency 
Identification (RFID) to augment and speed up the current 
customer book search and identification procedures. The 
hardware used in the design and implementation of the 
patterns are a laptop to host the server, a router to create the 
wireless network, a PDA to host the solicitations, RFID tags 
and an RFID reader to carry out the RFID message.  

The user can search for a book on the shelf by entering the 
book information in any of the search norms text boxes and 
pressing the Search button. The system has to search the 
catalogue to return the appropriate book. The functionality and 
benefits accessible by the RFID systems match the needs and 
areas of enhancement for libraries. The development and 
evaluation of the library application has proven that RFID can 
be successfully integrated into library systems. 2 per cent of 
libraries in the USA use RFID technology and 8 per cent 
global. All RFID retailers in the library market bid a product 
with anti-collision (the ability to read several tags 
concurrently). The actual speed at which this can be achieved, 
and total number of tags that can be read does vary 
substantially  

II. RFID: DYNAMIC AND INERT TAGS 

Radio frequency credentials are a term used for 
technologies employing radio waves for identifying discrete 
items automatically. The most common way is storing a serial 
number recognizing a product and related information on a 
chip attached to a probe. RFID is used much related to bar 
codes. It is intended to track items without demanding a line of 
sight. To read a bar code its lines had to stay in sight of the 
scanner to recognize product correctly. Radio Frequency 
Identification is a site determination technology that has been 
receiving a lot of profitable attention in recent times, 
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particularly in the areas of asset tracking and supply chain 
management. RFID is not a new spectacle. It has been around 
for years. It was used primarily for proximity access control. 
Thereafter, it was evolved-to-be-used in supply chain tracking, 
toll barrier control, and even protecting vehicles. There are 
four types of tags in industry: Inert; Dynamic; Semi Inert; 
Semi Dynamic. In a market study conducted in August 2010, 
it was found that Dynamic RFID systems have a sequence of 
valuable features including: 

1) Improved reliability because of high enactment; 

2) Improved security/access control including stealing 

decline; 

3) The skill to link tags together in software for 

custodianship; the ability to automate identification and 

location by removing social intervention; 

4) Improved data reliability because of correctness and 

consistency; 

5) Better read accuracy and longer read choices; and 

6) Increased data transmission rate. 
Inert tags get their energy from a remote RFID reader. A 

Dynamic tag uses a set for both the chip and the transmission 
of data on the antenna. Semi-Inert tags use a small onboard set 
to power the chip. Semi-Dynamic tags use the battery for 
operating the antenna but the chip depends on the Radio 
Frequency (RF) energy from the reader. The lives of Dynamic 
tags are limited while of Inert tags are infinite. Dynamic tags 
are heftier than the inert tags and more costly as well. Table I 
identifies variances between Dynamic and Inert RFID tags. 

III. RFID FREQUENCIES AND OVERHEADS: 

RFID is a method for sending and getting data without any 
links occurs between the interrogators and tags using 
electromagnetic waves. RFID tags can hold more data than 
data carrier systems such as bar code system. RFID systems 
work at a number of diverse frequencies including 125 KHz, 
13.56 MHz, 2.45 GHz and 5.8 GHz and for UHF 860-950 
MHz Low frequency tags work along 120 KHz-140 KHz 
frequencies while high frequency tags work along the 13.56 
MHz radio frequencies. Ultra high frequency (UHF) tags work 
along the 850-900MHz range. Low rate tags are less costly 
and use less power related to other kinds of tags, though high 
and ultra-high tags have better ranges and transfer data faster. 
However, these two types of tags use more power and are 
classier. Table I condenses the areas of solicitation of various 
chips for different frequencies. Knowing that manufacturers 
target specific industries once begin to produce a tag and try to 
expand to other areas as well it is important to know the 
producers and users at the same time. 

TABLE I: DIFFERENCE BETWEEN DYNAMIC AND INERT RFID TAGS 

Disputes Dynamic RFID 

Tags 

Inert RFID Tags 

Power Bases In-house 

Energy transmitted from 

the reader 

Power Constancy Unceasing 

When it's in the field of 

reader 

Communication 

Array Long Range Short range 

Data Storage Large Small 

Signal Power From 

Tag to Reader 

High Low 

Signal Power From  

Reader to Tag 

Low High 

Active Life 5-10 yr.’s Infinite 

Memory 2Mb up to 16Kb 
 

The reader conveys an electromagnetic field that “wakes-
up” the tag and provides the power essential for the tag to 
operate. RFID readers usually cost around $1,000-2,000. The 
tag cost can be broken down into the following components: 
chip; inlay/element with antenna; assembly; and licensing. 
Chips cost is about $0.45 to $0.55 while inlay cost ranges 
from $0.04 to $0.30 and assembly from 0.04 to 0.06. In 
contrast with the price of one chip being estimated to reach 
$0.12 now is still very high. There exist few ways in helping 
to decrease costs significantly: utilization of a worldwide 
RFID chip that can be used for many applications; capable of 
handling multiple solicitations; reducing the cost of packaging 
antenna to the chip; and instinctive handling versus manual. 

IV. RFID USAGE IN LIBRARIES: 

There are opinions on the side of the use of RFID in the 
libraries as well as not using it. Arguments presented in favor 
of RFID application in libraries are that:  libraries use inert 
tags instead of Dynamic tags; tags used in libraries have a very 
short read range; the data stored on the library RFID tag does 
not disclose any important information; and the real threat 
comes from liabilities in the library's database. There are 
others who have anxieties about the use of RFID in the 
libraries of the future. Concerns about RFIDs are referred as a 
noise. Librarians should keep in mind that since the many of 
the integrated library systems and RFID vendors have a 
entrusted interest in endorsing the use of RFID's for amplified 
sales that will assist their company's profitability, so it is 
natural that they will minimize the security distresses. Some 
RFID vendors are retorting to the security criticisms and are 
now offering a next generation of RFID labels that reportedly 
have enriched security features than those labels previously 
available. Management of an organization must regulate 
whether adopting RFID will be useful to its firm or one of its 
companies or its processing units or not. Performance metrics 
should be aligned with the firm's objectives and reflect such 
topics as improved cash-to-cash cycles, leaner portfolios, 
reduced stock outs, and more precise data. 

V. RFID RISKS IN LIBRARY 

To implement RFID, gaining management vow is a big 
challenge. Here, management looks into the Return on 
Investment (ROI) to measure RFID investment before 
commits to its implementation. A challenge that companies 
face with is the high cost of implementation. To justify the 
acceptance of RFID technology into business, cost-benefit 
analysis is a must. The key risks aspects relate to the library of 
the future having RFID-based system with the identified 
competences are discussed in the following. 

Initial Cost: 
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The cost is one of the major factors manipulating 
acceptance of RFID, although the production costs of RFID 
have condensed and Strange Technology has cut the tag price 
to less than $US0.20. At present, the costs of RFID adoption 
comprise the major speculation in hardware, application 
software, middleware, and tags, and the cost of assimilating 
the RFID-based system with the legacy systems, of 
consultancy fees, and of employee training. Therefore, the cost 
of RFID tags may endure to present a major hurdle for RFID 
deployment. Another cost of RFID implementation for many 
companies is the major investment in large scale IT 
infrastructure. Other costs for RFID adoption may be 
substantial, including the purchase of initial 
hardware/software, integrating RF-enabled technology into 
dissemination and warehousing activities and prevailing 
management systems, and additional maintenance costs for 
application renovations, readers and software, and employee 
training. A library with over 200,000 collections must have 
adequate funds to invest in the purchase of tags alone 
although, the costs for the reader, marginal equipment and 
application software will be even more of the problem. With 
the economic crisis in most cities and countries around the 
world it is most likely that a great number of public libraries 
cannot own an independent and full RFID-based system soon. 

A. Skilled RFID Workers: 

A survey conducted by the Computing Technology 
Industry Association revealed that 80 per cent of the 
responding companies said that there are not ample numbers 
of skilled RFID workers. About two-thirds of respondents 
pointed out that training their employees to become expert in 
RFID is the biggest challenge they faced in order to prosper in 
the RFID market. Hence, gaining management obligation in 
implementing RFID will be a big issue considering this 
difficult hurdle. 

B. Access Rate: 

There are many factors that can impact the read/write 
efficiency of RFID. Some of those are: metal, mist, distance, 
and improper positioning of antennas. A point, well justified, 
is that when the distances among the tags are very close, 
interference between them may be made or invalid access may 
occur. For example, if one client is taking books to initiate the 
loan process under self-check in/out equipment (RFID reader), 
and another patron is standing too close to the first patron, the 
reader doing the self-check in/out may sense the tags of books 
which are held by the wrong patron. Libraries that highlight 
patron services might not be able to sustain such check in/out 
errors. It is observed that even with extremely strict 
requirements for baggage identification in airports the 
identification rate is still not at 100 per cent. 

C. Patron Privacy and Issues: 

A big anxiety is the offensive of privacy due to the use of 
RFID that has been a major issue fueling the hostility from 
consumer protection organizations. Privacy activists are 
concerned about tracking customers while other researchers 
talk about the RFID standards and privacy. Some customers 
will be opposed to any RFID related system due to the alleged 
privacy issues surrounding it. 

 
Fig1. Risk Factors in Library 

 

All patron events such as reading, surfing, and action 
behavior will be detected by readers which are installed in 
libraries. But library book tags will not contain any customer 
information and most executions will be using Inert read only 
tags that can only be read from small distances. There may be 
some customers that reject to accept the new RFID-based 
system at first. 

Some customers might be unaware or reluctant to use any 
new technology for not putting their own or family security 
and privacy at risk. Therefore it may become essential to have 
someone at the library to have free lectures for them or give 
away leaflets on the topic to customers discussing the issues. 
However, it must be said that RFID patron cards open many 
opportunities for offering a wealth of information about 
individuals. Security based on insignificance, and exclusive 
protocols, are not enough. This may become an even greater 
problem if there is conjunction in the protocols and technology 
that will allow all these systems to readily talk to one another. 

D. Data Security: 

The biggest issue that must be taken into attention when a 
new technology is addressed and employed is the level of the 
security that it may provide or needs in order to keep 
executive data at the safe level. Hence, organization data 
security policies must be inspected to ensure that security of 
customer data are not compromised at any price. 

E. Barcode Factor: 

Barcodes, very popular around the world, for almost any 
product, are also employed by both library systems, and book 
publishers. Therefore, the fame of barcodes is an issue since 
almost all book retailers around the world are set up with the 
bar coding system. Between 5-10 trillion bar codes are printed 
every year, and around 5billion bar code scans occur every 
day. Bar codes are low-cost, standardized, and, in some cases, 
are already achieving a satisfactory performance level. 
Although the popularity of bar codes is not believed to be a 
restrictive, their popularity has not helped spread larger-scale 
RFID arrangement. Taking these key issues into thought, we 
will notice barcode factor is a big player in the spread of the 
RFID. 
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VI. RFID BENEFITS IN LIBRARY 

RFID-based systems include much remuneration that 
exceeds their disadvantages and risks. In the following 
sections some of these benefits are briefly discussed. 

A. Information Management: 

Barcodes, book cards, and magnetic strips can all be 
combined into one RFID tag. With a suitable RFID tag that 
has memory for recording information and then delivering it to 
the system, bibliographical records and movement status can 
be stored on that. This system is capable of locating the 
location of material in the library when it is essential to be 
located. Videotapes and diskettes are unable to use magnetic 
strips to impose entrance guard because demagnetization will 
destroy the data on the material. Because RFID tags do not use 
demagnetization to modify data, they can use tags to manage 
magnetic materials the same as the books. 

B. Circulation: 

With the use of RFID-based system effective operation of 
library and circulation begins. It brings the opportunity of not 
scanning barcodes one by one at all. Having RFID readers by 
the librarians' sides they can check in/out books in a short time 
and constantly. The confirmation of materials and controlling 
the entrance guard for not taking out materials by someone 
without checking is easy and highly manageable. Library 
cards will include RFID tags. Readers will detect and fetch 
information from library cards when customers enter a library, 
and it will be spread to a backend system process. After that, 
the front desk shows lent materials, overdue books, reserve 
materials, and other circulation status on the monitor about 
this patron. Librarians depend on these messages to deliver 
service.  

C. Portfolio: 

Batch processing can also apply to libraries to perform 
inventory or shelf reading. Take hand-held readers to sweep 
shelves, for instance - readers can instantly detect all of the 
collection within this range, including anomalous situations 
such as books put on the wrong shelf. Libraries can use RFID 
to replace barcodes and obtain several advantages: reduce 
lines at the front desk; decrease repeatable tasks; increase 
interaction with customers; extend internal security; lower the 
cost of deploying and managing collections; secure 
collections, checking and accepting automation; and raise the 
efficacy of inventory and arrangement. 

D. Aid in Searching and Positioning: 

The application of RFID in industrial circles provides 
material flow management similar to library circulation. A 
library automation system can only query about check in/out 
situations. But, it is not probable for that to determine where it 
is if it is not at the right place in the shelf. When, as a part of 
the RFID-based system, a reader is installed on each gate in 
the library, once a client takes a book or other item and enters 
another room, the system will sense who took it and where it 
was left. Then, this information will be passed to the 
automation system to record the position of the material. 

E. Data Precision and Reliability: 

The effective arrangement of RFID has a potential to 
quickly provide accurate and reliable data that surpasses the 
bar coding or manual competences available today. This can 
have a major impact, mainly in busy libraries such as 
university libraries and public libraries in populated areas. 

F. Application Statistics for Serials: 

There is not a proper and precise method for calculating 
the reading rates of magazines that are placed on the journal 
racks in the library. Often, many journals are not used at all 
and some are used far more than anticipated. General library 
systems cannot record when periodicals are used in open 
shelves and read in the libraries. Usually, a patron's response 
to the intended questionnaires is not very precise. However, 
utilizing the detection scope of RFID, it is possible to 
determine the location of such materials from the periodical 
rack and the readers. If readers remain unnoticed on one tag 
for a while, this shows that the magazine was taken off the 
shelf and is being read. 

VII. THE BIG PICTURE RFID-BASED SYSTEM 

The functionality and aids offered by the RFID systems 
match the needs of library systems and the enhancements to be 
made in other situations. The development and assessment of 
the library applications proved that RFID could effectively be 
integrated into library systems. However, no single solution 
can maximize the value of RFID but rather a combination of 
technology needs to be taken into deliberation to make the 
system functional, useful, and convenient. To obtain a 
necessary level of visibility, tags need to be read at many 
points in the system. The library of the not too distant future 
will be very diverse with what we have today. It will work 
with a combination of computer hardware/software, RFID 
technology, robots, conveyor belts, computer experts, and few 
librarians. Already many of these technologies and systems 
are in place in some libraries. This is a big picture of the 
RFID-based system for large libraries where a blend of 
technologies is used for wisely managing situations better and 
more proficiently. RFID is used to do one or more of the 
following important tasks, as they are necessary: 

1) read labels instead of bar codes; 

2) define the location of materials in the library; 

3) trace of the materials; finding whether journals and 

newspapers are at their place or in use; 

4) identify the client in the library and serve them if it is 

necessary; 

5) manage the inventory of books and materials; quick 

identification of lost materials on an hourly/daily basis; 

6) Online data collection and consumption; 

7) prevent from losing its materials through theft or other 

forms of possible loss; 

8) use robots to take books off the shelf for patron or 

librarian; and 

9) use conveyor belt to send book down the line from the 

shelf to patron or circulation desk. 
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A good material-handling system as it is used in large 
depositories can be extremely helpful in the research and 
university libraries. Since the use of material handling systems 
can be quite posh for large libraries it is possible to set-up such 
systems in a portion of the library having large demands on 
the hourly and daily basis. Using RFID-based systems, it is 
possible to determine where the substantial is currently located 
and then by the help of robots the materials can be brought to 
the conveyor belt and routed easily to the patron or circulation 
desk. This is quite possible with the aid of the current 
technology if the working system at the library is an RFID-
based structure. 

VIII. MANAGEMENT EMPLOYMENT: 

RFID is a flexible technology and has many Dynamic 
features that can be unified into different systems. It can 
exclusively identify any object on which a tag is attached. The 
tag can be read in any direction. The reader does not require 
line of sight for each tag and can be read through most 
materials. However, the type of RFID-based system described 
here is fully valid in libraries that serve blind and partially 
restricted customers.  

The capability of the RFID-based system defined 
previously allows customers to manage a portion of their own 
needs without the help of librarian or assistance. However, 
having a robot as a part of the system would help to find 
materials for groups of customers that might be the only users 
of such libraries (for example, in a school for blind or partially 
disabled students). RFID-based systems can be integrated into 
existing library systems to recover the efficiency of the main 
procedures carried out in any library and increase the quality 
of services to be provided. The ability of RFID to exclusively 
identify every item is very suitable for libraries. An RFID-
based library system would bring with itself many properties 
as are listed in the following: promptness the finding of books; 
improve the stock control of the library; capability to track 
down erroneous books; increase the security; bring ease to 
library system; aides disabled students, e.g. blind/partially 
blind; ability to self-checkout and return books without the 
need for human interference; improves library workflow; 
increase staff efficiency; enhance customer service; and 
improve process efficacy. 

IX. CONCLUSION: 

More establishments from manufacturers to government 
agencies, retailers and providers are announcing RFID skills 
into their supply chains, for asset tracking and on time 
management, and for the safety and supervisory purposes. 
However, as companies explore these noteworthy advantages 
through pilot programs the effects of RFID technologies on 
the firm network must be reflected. The types of operations 
that can be done by RFID technology and the benefits 
presented by that match the needs of libraries and the areas of 
improvement that management have in mind. RFID 
technology can help in restructuring major library procedures 
such as evaluation and book searches. Library employees as 
well as customers share the same convenience and ease of 
operations.  

However, customers can face risks in libraries with RFID 
systems unless the rules protecting customers are changed and 
stronger one replaced them. Currently, only about 12 percent 
of libraries world-wide are using RFID, but this amount will 
soon rapidly increases as libraries understand the benefits and 
convenience of incorporating RFID into their processes. As 
already noted, the library of the future is going to be diverse 
from what we have today. It will be partly made conceivable 
with the aid of already existing technologies plus RFID-based 
systems. As a extension of the ideas outlined in this paper, the 
authors are working with a group of specialists from various 
fields to make such a prototype RFID-based system with just 
such additional technological skills a reality for libraries. 
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Abstract— The utilization of Web 2.0 as a platform to 

comprehend the arduous task of expert identification is an 

upcoming trend. An open problem is to assess the level of 

expertise objectively in the web 2.0 communities formed. We 

propose the “ComEx Miner System” that realizes Expert Mining 

in Virtual Communities, as a solution for this by quantifying the 

degree of agreement between the sentiment of blog and respective 

comments received and finally ranking the blogs with the 

intention to mine the expert, the one with the highest rank score. 

In the proposed paradigm, it is the conformity & proximity of 

sentimental orientation of community member’s blog & 

comments received on it, which is used to rank the blogs and 

mine the expert on the basis of the blog ranks evaluated. The 

effectiveness of the paradigm is demonstrated giving a partial 

view of the phenomenon. The initial results show that it is a 

motivating technique. 

Keywords- expert; web 2.0; virtual community; sentiment analysis. 

I. INTRODUCTION  

Expert identification is an intricate task because experts 
and their expertise are rare, expensive, unevenly disseminated, 
hard to qualify, continuously varying, unstable in level, and 
often culturally isolated and oversubscribed. The expert 
seekers behavior further complicates this, as they typically 
have improperly articulated requirements, are ignorant of 
expert’s performance history, and are not well equipped to 
differentiate between a good and a bad expert. 

Web 2.0 [1] is an evolution from passive viewing of 
information to interactive creation of user generated data by 
the collaboration of users on the Web. The proliferation of 
Web-enabled devices, including desktops, laptops, tablets, and 
mobile phones, enables people to communicate, participate 
and collaborate with each other in various Web communities, 
viz., forums, social networks, blogs.  Thus, evidently the 
Internet now forms the basis for the constitution of virtual 
communities. According to the definition of Howard 
Rheingold in [2], virtual communities are social aggregations 
that emerge from the Net when enough people carry on public 
discussions long enough, with sufficient human feeling, to 
form webs of personal relationships in cyberspace. 

Thus, the expected alliance of these active areas of 
research, namely, Expert Identification & Web 2.0, fills the 
gaps that exist in the diversified Web. In response to the 
identified need to better exploit the knowledge capital 
accumulated on the Web 2.0 as a place for people to seek and 

share expertise, the operative challenge is to mine experts in 
virtual communities. Expert identification in virtual 
communities is noteworthy for the following reasons [3]. 
Firstly, virtual communities are knowledge pools where 
members communicate, participate and collaborate to gather 
knowledge. Intuitively, we tend to have more confidence on 
an expert’s text. Secondly, virtual communities allow 
interaction of novices with experts, which otherwise in real 
world is tedious and expensive. 

Instigated by the challenge to find experts in the virtual 
communities, we propose a Community Expert Mining 
system called the ComEx Miner system, where, firstly we 
build an interest similarity group, an online community which 
is a virtual space where people who are interested in a specific 
topic gather and discuss in depth a variety of sub-topics related 
to the topic using blogs. We further propose to mine the 
sentiment of the each group member’s blog along with the 
sentiment of their respective comments. This is based on the 
intuition that the blogger and the commenter talk about the 
same topic or product, treated as feature for opinion 
orientation identification and if the blog’s sentiment about a 
topic/product matches with the commenter’s sentiment about 
the topic/product this implies that blogger’s knowledge about 
the topic/ product is acceptable as people agree to what has 
been talked about in the blog. This degree of acceptance 
matching would then help to rank the blog and mine the expert 
with highest blog rank.  

The main components of the ComEx Miner are: 

Interest Mining Module: This module puts forward an 
algorithm for Interest Group construction by uncovering 
shared interest relationships between people, based on their 
blog document entries. The key point of constructing this 
Collaborative Interest Group is the calculations of interest 
similarity relations and application of the K-means clustering 
technique to cluster researchers with similar interests into the 
same group. 

 Expert Mining Module: The ranking of member’s blog 

within the built group is done on the basis of the score 

obtained by conjoining the blog & average comment 

orientation. This helps to identify the expert, the one 

with the highest ranking blog. The module is further 

divided into the following sub-modules: 
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 Sentiment Mining Module: The goal of this 

module is to perform sentiment analysis of the 

group member’s blogs and the comments 

received on the respective blog. It gives the 

strength of the blogs and strength of their 

respective comments. 

 Blog Ranking: Once the blog strength and 

comment strength has been determined; this 

module ranks the blogs by calculating the blog 

score, a metric which combines the respective 

blog’s strength to the average comment 

strength. The blogs are then ranked as per the 

blog score and the expert is identified as the 

one with the highest rank.  

The paper is organized into 4 sections. Section 2 highlights 
the related and background work pertinent to the research 
carried. Section 3 illustrates the proposed ComEx Miner 
System expounding the methodology used to mine the expert 
from a virtual community, followed by section 4 which 
demonstrates the results and analysis of proposed paradigm 
with the help of sample data. Finally, the conclusion lists out 
the key contributions of the research work presented. 

II. RELATED WORK 

We seek guidance from people who are familiar with the 
choices we face, who have been helpful in the past, whose 
perspectives we value, or who are recognized experts [4]. 
Expert finding addresses the task of identifying the right 
person with the appropriate skills and knowledge [5]. There 
are various approaches related to expert identification & 
expertise search available in literature. Bogers et al. [6] used 
two methods: content based expert finding using academic 
papers and expert finding using social citation network 
between the documents and authors for finding experts. 
Breslin et al. [7] introduced a concept of re-using and linking 
of existing vocabularies in the semantic web, which can be 
used to link people based on their common interest. They 
described that a framework made by the combination of 
popular ontologies FOAF, SIOC, SKOS could allow one to 
locate an expert in a particular field of interest. Metze et al. [8] 
proposed a system to provide exchange of information by 
determining experts who can answer a given question. They 
provided a prototype expert finding system which enables 
individual within a large organization to search for an expert 
in certain area. Schall and Dustdar [9] addressed the problem 
of expertise mining based on performed interactions between 
people. Their approach comprised of two steps:  Firstly, of 
offline analysis of human interaction considering tagged 
interaction links. Secondly, composition of ranking scores 

based on performance. Huh et al. [10] presented a grid enabled 
framework of expertise search (GREFES) engine, which uses 
online communities as sources for expert on various topics. 
They also suggested an open data structure SNML (Social 
Network Markup Language) for sharing community data. 
Smirnova and Balog [11] have argued that in real world, the 
notion of best expert depends on the individual performing the 
search. They proposed a user oriented model that incorporates 
user-dependent factor. It is based on the assumption that the 
user’s preferences for an expert is balanced between the time 
needed to contact the expert and the knowledge value gained 
after .Li et al.[12] describe a method for finding expert 
through rules and taxonomies. They have proposed a 
combination of RDF FOAF facts and RuleML FOAF rules.  

Punnarut and Sriharee [13] have introduced a method for 
finding expertise research using data mining and skill 
classification ontology. Zhang et al. [14] utilize an online 
community to find the people who may have expertise for 
answering a particular question. They analyze the experts by 
considering interactions of the people in questioning and 
answering the questions. Tang et al. [15] propose an expertise 
search system that analyses information from a web 
community. They use ontology to determine the correlation 
between information collected from different sources. 

In the research presented in the paper, we intend to mine 
the experts in an online community which is a virtual space 
where people who are interested in a specific topic gather and 
discuss in depth a variety of sub-topics related to the topic 
using blogs. The conformity & proximity of sentimentally 
orientation of community member’s blog & comments 
received is then used to rank the blogs and mine the expert on 
the basis of the blog ranks evaluated. The next section 
furnishes the details of the proposed paradigm.  

III. THE PROPOSED COMEX MINER SYSTEM 

In general, an expert is someone who possesses a high 
level of knowledge in a particular area. This entails that 
experts are reliable sources of relevant resources and 
information.  An open problem thus arises to assess the level 
of expertise objectively. We propose the “ComEx Miner 
System” that realizes Expert mining in virtual communities, as 
a solution for this by quantifying the degree of agreement 
between the sentiment of blog and respective comments and 
finally ranking the blogs with the intention to mine the expert, 
the one with the highest rank score.  

Figure 1 shows the architectural overview of ComEx 
Miner System proposed in this research.  
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Figure 1.  System Architecture of the ComEx Miner System 

The following sub-sections expound the details of the 
ComEx Miner: 

A. Interest Mining Module 

In this module, we focus on the problem of discovering people 

who have particular interests. The Interest Group construction 

algorithm is based on interest similarity, which can cluster 

researchers with similar interests into the same group and 

facilitate collaborative work.  
The following sub-sections expound the details of the 

Collaborative Interest Group construction [4]:  

1)  Interest Vector: Each researcher writes blog entries 

according to his or her interest. The interest vector of the 

researcher, Vi, is represented as a bag-of-words with 

frequently used words being assigned high weights. The 

interest vector is calculated by the equation described below:  
 and; 

 ....,s,s,s     
i
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        (1) 
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   (2) 

where sik means the strength of interest in word wk; efi(wk) 
means the number of entries containing wk in researchers i’s 
site; uf(wk) means the number of researchers who use wk; and 
Nu means the number of researchers.  



(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 3, No.6, 2012 

57 | P a g e  

www.ijacsa.thesai.org 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

2)  Interest Similarity Score: A similarity score represents 

how similar the interests of a pair of researchers are. If 

researcher i and j have similar interests, their interest vectors 

should be similar. Thus, we calculate the similarity score 

between them, Rij, using the cosine similarity of Vi and Vj as 

described below.  

ji

ji

VV

VV
     

ij
R




   (3)

 

All elements of Vi and Vj are positive and thus the range of 
Rij is 0 to 1. 

3) Collaborative   Interest Group Construction: 

Construction of an interest group is done to cluster the 

researchers with similar interests into the same group and 

facilitate collaborative work. Collaborative Interest Group 

Construction is done by using the technique of K-means 

clustering algorithm [16] where K is a user-specified 

parameter and it refers to the total number of clusters required.   
Each point is then assigned to the closest centroid, and 

each collection of points assigned to a centroid is a cluster. 
The centroid of each cluster is then updated based on the 
points assigned to the cluster. We keep repeating this 
procedure again and again and update steps until no point 
changes clusters, or equivalently, until the centroids remain 
the same. 

 

 

 

 

 

 

 

 

 

a) Finding total number of clusters, denoted by K:  

The value of K is found out by first forming the researcher 
groups. Total number of researcher groups formed is equal to 
the total number of researchers and researchers belonging to a 
particular group can carry out the co-operative work among 
themselves. Each group will have its respective threshold 
value which will decide the membership of a particular 
researcher in that group. Ti denotes the threshold for group i 
and is found out by averaging all the similarity scores 
corresponding to researcher i. 

Membership criteria:       

groupother    some    tobelongs  j  researcher else,

i  group    tobelongs  j  researcher then  , Ti     ijR If 

 (4) 
Now, once all the researcher groups have been formed, 

then the value of K is equivalent to the minimum number of 
groups required to cover all the data points. 

b) Assigning Points to the Closest Centroid: To assign 

a point to the closest centroid, we need a proximity measure 

that quantifies the notion of ‘closest’ for the specific data 

under consideration. We use the proximity measure as the 

distance between any two researchers, denoted by dij and is 

given as:   

 
ij

R -1  dij
        (5)

                                                 

where dij denotes the distance between researchers i and j 
Rij denotes the similarity score between researchers i and j. 

c) Centroids and Objective Functions: The next step 

is to re-compute the centroid of each cluster, since the centroid 

can vary, depending on the proximity measure for the data and 

the goal of clustering. 

Once the virtual collaborative interest similarity group is 
put together, the next step is to identify the expert from this 
group. To realize this task, the sentiment of each group 
member’s blog along with the sentiment of their respective 
comments is analyzed for opinion strengths. As mentioned 
previously the degree of acceptance matching would then help 
to rank the blog and mine the expert with highest blog rank. 

B.  Expert Mining Module 

The expert mining module is divided into three sub-
modules; namely, the Data Repository module which collects 
the web pages from the member’s blog & comments, cleans 
them and then stores them in the repository, the Sentiment 
Mining Engine that receives these cleaned web pages from the 
repository and then provides orientation strengths of blogs & 
respective comments by extracting opinion features and 
opinion words and the Blog ranking module which finally 

INTEREST MINING MODULE 

 

Input: Researchers’ Blog which contains their research papers 

 

Output: Construction of Collaborative Interest Group  

 

Steps: 

1. Interest Vector  

 We calculate the interest vector Vi for each researcher i 

as follows :- 

 

    for each researcher i   
for each frequently-used word wk in his blog 

{find the values of entry-frequency ef(wk) & user-frequency 

uf(wk) calculate the strength of interest in word wk (product 

of ef & log of inverse uf)} 

          endfor  

     endfor 

 

2. Interest Similarity Score    

 We calculate the interest similarity score Rij between 

researchers i and j using the cosine similarity of Vi and 

Vj    

 

3. Collaborative Interest Group Construction  

We construct the collaborative interest group by using the 

technique of K-means clustering algorithm. It consists of 

two basic steps as follows: 

 We find the total number of clusters, denoted by K with 

the help of researcher groups so formed. 

  And then we assign points to the closest centroid by 

taking the proximity measure as the distance between two 

researchers. 

Basic K-means algorithm 

1: Select K points as initial centroids. 

2: repeat 

3:      Form K clusters by assigning each point to its 

closest centroid. 

4:      Re-compute the centroid of each cluster. 

5: until centroids do not change. 

 

 



(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 3, No.6, 2012 

58 | P a g e  

www.ijacsa.thesai.org 

ranks the blogs on the basis of combined orientation strength 
of blog & comments to mine the expert as the one with the 
highest ranking blog. 

The details of each of these sub-modules are given in the 
sections below. 

1) Data Repository: This sub-module deals with collecting 

the  web pages and storing them in the repository. Firstly the 

web crawler periodically crawls the member’s blog and 

respective comments to collect them as web pages. Thereafter, 

these pages are cleaned up to remove the HTML tags and then 

are organized properly to be stored in the “ Repository”. 

2) The Sentiment Mining Module: This sub-module deals 

with providing the actual orientation strenghts of both 

member’s blog & comments received on it.  The Sentiment 

Mining Module receives the web pages from the repository, 

i.e., if  there are k members in a group then k blogs and their 

respective n comments will be processed to finally calculate 

the opinion strengths using the following three steps:- 

a) Feature Extraction: This is most basic and crucial 

step for providing orientation strength by identifying those 

features that the bloggers & commenters have expressed their 

opinion on.  Such features are known as Opinion Features. We 

make use of both the data mining and NLP Techniques to 

perform the task of feature extraction. We extract the opinion 

features with the help of POS Tagging and Preprocessing 

techniques.  

 POS Tagging (Part of Speech Tagging) 

POS Tagging is done to find out the features of the 

product that have been written about. As we know, 

features are usually noun or noun phrases in the 

review sentences.  Therefore, we use NL Processor 

linguistic Parser [17] to parse each text, to split texts 

into sentences and to produce POS Tag for each word 

(whether the word is a noun, verb, adjective etc.) NL 

Processor generates XML output and deals only with 

explicit features, which are the features that occur 

explicitly as nouns or noun phrases. Each sentence is 

then saved in a Database along with the POS Tag 

information of each word in the sentence. 

 Pre-Processing 

In this sub-step, a transaction file is created which 

consists of pre-processed noun/noun-phrases of the 

sentences in the database. Here pre-processing 

includes the deletion of stop words, stemming and 

fuzzy matching.  

 

b) Opinion Direction Identification: In this step, we 

find out the opinion direction using the opinion features 

extracted in the previous step. To find the opinion direction, 

we will first extract the opinion words in the text and then find 

out their orientation strengths.  It includes the following sub- 

steps: 

 Opinion Words Extraction 

In this sub-step, we extract the opinion words from 

the text given by the member’s in their respective 

blog & by the commenter’s in their comments on that 

blog. Opinion words are the words that people use to 

express their opinion (either positive, negative or 

neutral) on the features extracted in the previous 

steps. In our work, we are considering the opinion 

words as the combination of the adjectives along with 

their adverbs. We have called them collectively as an 

Adjective-Group (AG). Although, we can compute 

the sentiment of a certain texts based on the semantic 

orientation of the adjectives, but including adverbs is 

imperative. This is primarily because there are some 

adverbs in linguistics (such as “not”) which are very 

essential to be taken into consideration as they would 

completely change the meaning of the adjective 

which may otherwise have conveyed a positive or a 

negative orientation.  

For example;  

One user says, “This is a good book” and; 

Other says, “This is not a good book”   

Here, if we had not considered the adverb “not”, then both 
the sentences would have given positive review. On the 
contrary, first sentence gives the positive review and the 
second sentence gives the negative review. Further, the 
strength of the sentiment cannot be measured by merely 
considering adjectives alone as the opinion words. In other 
words, an adjective cannot alone convey the intensity of the 
sentiment with respect to the document in question. Therefore, 
we take into consideration the adverb strength which modify 
the adjective; in turn modifying the sentiment strength. 

EXPERT MINING MODULE 

 

Input: Member’s blog and comments on each blog  

 

Output: Expert, one with the highest ranking blog 

 

Steps: 

1. Data Repository 

 Web Crawler: Crawls the member’s blog and 

respective comments, collects them as web pages. 

 Web page Cleaning: Remove HTML tags 

 Stores in the “Repository” 

 

2. Sentiment Mining Module 

 Feature Extraction: POS Tagging ; Preprocessing 

 Opinion Direction Identification: 

 Opinion Words Extraction 

 Opinion Words Orientation 

 Adjective Polarity 

 Adverb Strength 

 Opinion Word Strength 

Blog Orientation Strength & Comment Orientation 
Strength 

 

Blog Ranking Module 

 Blog Score = Blog Orientation Strength* Avg.  

Comment Orientation Strength 

 Rank the blogs by their Blog Score        . 
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Adverb strength helps in assessing whether a document gives 
a perfect positive opinion, strong positive opinion, a slight 
positive opinion or a less positive opinion.  

For example;  

One user says, “This is a very good book” and ;  

Other says, “This is a good book”   

 
The Algorithm used for extraction of Opinion Words is 

given below: 

 

 

 

 

 

 

 

  

 Opinion Words Orientation 

In this sub-step, we find out the orientation strength 

of the opinion word. As our opinion word consists of 

adjective + adverb, therefore to find out the 

orientation of the opinion word, we first find out the 

polarity of the adjective in the opinion word and then 

identify the strength of its corresponding adverb in 

the opinion word which modifies the adjective. 

Finally, the product of the adjective polarity and the 

adverb strength gives us the strength (orientation) of 

the opinion word. The details for finding adjective 

polarity, calculating adverb strength and deducing the 

final opinion word strength are as follows: 

 

a) Adjective Polarity 

Here, we will identify the semantic orientation for each of 
the adjective. As we know, words that have a desirable state 
(e.g. good, great) have a positive orientation, while words that 
have an undesirable state (e.g. bad, nasty) have a negative 
orientation. In general, adjectives share the same orientations 
as their synonym and opposite orientations as their antonyms. 
Using this idea, we propose a simple and effective method by 
making use of the adjective synonym set & antonym set in 
WordNet [18] to predict the semantic orientation of adjectives. 
Thus, our method is to use a set of seed adjectives whose 
orientations we know, & then grow this set by searching in the 
WordNet. The complete procedure for predicting adjective 
polarity is given below: Procedure “determine_ polarity” 
takes the target adjective whose orientation needs to be 
determined and the adjective seed list as the inputs. 

 

 

 

 

 

 

 

 

Note:  

1) For those adjectives that Word Net 

cannot recognize, they are discarded as 

they may not be valid words. 

2) For those that we cannot find 

orientations, they will also be removed 

from the opinion words list and the user 

will be notified for attention. 

3)  If the user feels that the word is an 

opinion word and knows its sentiment, 

he/she can update the seed list.  

4) For the case that the 

synonyms/antonyms of an adjective 

have different known semantic 

orientations, we use the first found 

orientation as the orientation for the 

given adjective. 

b) Adverb Strength   

We collect all the adverbs which are used to modify the 
adjectives from English lexicon. Based on the different 
emotional intensity expressed by the adverb, we mark the 
negative adverbs with a negative score and other positive 
adverbs with different score in different sentiment level. The 
score is ranging from -1 to +1 and a higher score expresses a 
stronger sentiment. For example, we consider that the adverb 
“extremely” has higher strength than “more” does, but lower 
than that of “most”. Consequently, “most” is marked with 0.9, 
“extremely” with +0.7, and “more” with +0.3. Negative 
adverbs, such as “not”, “never”, “hardly”, “seldom”, are 
marked with a negative score accordingly.  

c) Opinion Word Strength  

It is calculated by the product of adjective polarity i.e. 
P(adji) and the adverb strength i.e. S(advi) and is given by the 
following formula:  

)S(adv)P(adj     )S(OW iii 
      (6)

 

where, S(OWi) represents the sentiment of i
th

 opinion word 
, P(adji) represents the polarity of i

th
 adjective and S(advi) 

represents the strength of i
th

 adverb. The value of P(adji) is 
either -1 or +1 and the value of S(advi) ranges from -1 to +1.  

Therefore, the strength of each opinion word i.e., S(OWi) 
will also lie in the range of -1 to +1. 

Note: 

Sometimes, there is no adverb in the opinion word, so the 
S(adv) is set as a default value 0.5 . When there is no adjective 
in the opinion word, then the P(adj) is set as +1. 

d) Blog  & Comment Orientation Strength: After 

extracting all the opinion words from the blog and finding 

their respective strength, the overall strength of a Blog B is 

calculated by averaging the strength of opinion words as 

shown below: 

 


)OW(B
1i

)iS(OW
)OW(B

1
     S(B)

      (7) 

 

For each sentence in the review database 

If (it contains a product feature, extract all the Adjective-

Group i.e. adjectives and their adverbs as opinion words) 

For each feature in the sentence 

The nearby adjective and adverb is recorded as its 

effective opinion (which modifies the noun / noun 

phrase which is a product feature) 

 

1. Procedure determine_polarity (target_adjective wi , 

adjective_ seedlist) 

2. begin 

3. if (wi  has synonym s in adjective_ seedlist ) 

4. { wi’s orientation= s’s orientation; 

5. add wi with orientation to adjective_ seedlist ; } 

6. else if (wi has antonym a in adjective_ seedlist) 

7. { wi’s orientation = opposite orientation of a’s 

      orientation; 

8. add wi with orientation to adjective_ seedlist; } 

9. end 
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TABLE I.  SAMPLE BLOG ENTRIES OF 5 RESEARCHERS [3] 

where; |OW(B)| denotes the size of the set of opinion 
words extracted from the blog and S(OWi) denotes the 
sentiment strength of i

th
 opinion word. As the overall strength 

of the blog is calculated by averaging the strength of the 
opinion words, therefore the strength of the review i.e. S(B) 
will also lie in the range of -1 to +1; where, S(B) = -1 indicates 
a strong negative opinion, S(B) = +1 indicates a strong 
positive opinion and S(B) = 0 indicates a neutral opinion. 

Similar to blog orientation, comment orientation, S (C), of 
each comment received on a particular blog is determined. 
Once the orientation of every comment is known, the average 
comment orientation, Avg. S (C), is calculated (dividing the 
total comment orientation by the no. of comments). 

3) Blog Ranking Module: This module takes as input the 

blog orientation strength and the average comment orientation 

strength for each member to compute the blog score.  
Blog Score = Blog Orientation Strength* Avg.  Comment 

Orientation Strength 

The member’s blogs are are then ranked on the basis of 
this computed blog score. Finally, the expert is identified as 
the one with the highest ranking blog score.  

IV. ILLUSTRATION 

To clearly illustrate the use and effectiveness of the 
proposed system, a case study is presented to describe a 
typical scenario and examine the result of each module of the 
approach. 

A. Interest Mining Module: To demonstrate the Interest 

mining module we directly take the sample data 

calculations of interest vector and interest similarity 

from [3], where there are 5 researchers viz. i, j, k, n & 

m. Therefore, Nu = 5 and there are 5 entries in each of 

the researcher’s blog site. The following table I shows 

the blog entries of each of the Researcher i, j, k, n & 

m. 
 

The key point of constructing this Collaborative Interest 
Group is the calculations of interest similarity relations and 
application of the K-means clustering technique to cluster 
researchers with similar interests into the same group. 

Interest Vector calculations: We have the interest vector 
corresponding to each of the researcher i, j, k, n & m 
represented as Vi, Vj, Vk, Vn, Vm.  The vectors using equation 
(2) is shown below: 

For Researcher i:  

 

 

For Researcher j:  

 

 

For Researcher k:  

 

         

Researcher     

 

    

Entry 

 

   
i 

 

   
j 

 

   
k 

 

   
n 

 

   
m 

 

   1. 

w

1, 
w16, 
w3, 
w2, 
w17, 
w9, 
w24, 
w25 

w

14,w8

, w6, 
w7, 
w17, 
w21, 
w25 

 

w

11, w7, 
w2, 
w9, 
w19, 
w21, 
w25 

w

13, 
w13, 
w10, 
w14, 

w

21, w22 

w1

0, 

w1

5, 

w2,  

w2

1, w23, 
w24 

 

   2. 

w

4, 
w2, 

w

3, 
w14, 
w11, 
w18, 
w21, 
w23 

w

1, 
w16, 
w11, 
w7, 
w18, 
w17, 
w6, 
w23 

w

14, 

w

10, 

w

4, 

w

9, 

w

19, w20 

w

11, 

w

13, 

w

6, w5, 
w20, 
w21 
w22, 
w25 

 

w1

4, 

w1

6 

w9

, 

w8,  

w1

8, w23, 
w24 

 

   3. 

w

1, 

w

2, 

w

6, 

w

13, 
w20 

w

7, 
w3, 
w18,
w8, 
w17, 
w24 

w

9, w19, 
w11, 

w

10, 

w

17, w23 

w

13, 
w14, 

w

18, w12, 
w20, 
w22 

w1

5, 

w1

9 

w1

, w16, 
w20, 
w23,  

w2

4 

 

   4. 

w

1, 

w

2, 
w4, 

w

8, 

w

15, 
w10 

w

6, 
w6, 

w

7, 

w

17, 
w22 

w

12, w9, 
w19, 

w

16, w24 

w

17, 
w13, 

w

2, w20, 

w21, 
w22 

w1

1, 

w1

7, w6, 
w15, 
w24, 
w25 

 

   5. 

 

w

1, 

w

2, 

w

5, 

w

3, 
w19 

w

7, 

w

18,w1

5, 
w2, 

w

18, 
w6, 

w

17, 
w1 

w

19, w9,  

w

17, 
w10, 
w10 

w

18, 

w

7, 

w

13, 

w

13, w20, 
w23 
w24 

w3

, w13, 
w22, 
w23 
w24, 
w25 Vi= (0.8874, 0.4846, 1.1938, 1.3979, 0.6989) 

Vj = (0.8874, 1.9897, 0.7959, 0.4845, 0.6655)  

 

Vk = (1.9897, 0.6655, 0.1938, 0.6988, 1.9897) 
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For Researcher n:  

 

 

For Researcher m:  

 

 

Interest Similarity Score calculations: The calculated 
values of Similarity Score between each of the 2 researchers: 

Rij = 0.7063; Rik = 0.7110; Rin =  0.7502; Rim = 0.8064;  

Rjk =  0.6688; Rjn = 0.6132 ; Rjm = 0.7424;  

Rkn = 0.8786; Rkm = 0.8140; Rnm = 0.9169 

As all the elements of both the vectors taken at a time to 
calculate the similarity score are positive, thus the range of 
similarity score is between0 to 1. 

This indicates that: 

The value of 1 means that the 2 researchers have exactly 
similar interests and; 

The value of 0 means that the 2 researchers do not have 
any similar interests at all. 

Therefore, we can say that: 

The researchers n & m have almost similar interests (as 
Rnm= 0.9169, approx 1 ) 

The researchers k & n have similar interests to a very great 
extent (as Rkn = 0.8786) 

The researchers “k & m” and “i & m”  have quite a lot 
similar interests  (as R km = 0.8140 and Rim = 0.8064) 

 The researchers “j & k” and “j & n”  have quite 

less similar interests  (as R jk = 0.6688 and Rjn = 

0.6132) 

a)  Collaborative Interest Group Construction 

We construct the collaborative interest group by using the 
technique of K-means clustering algorithm with the help of 
two basic steps. We first construct the researcher groups by 
finding the membership of each of the researcher using the 
formula defined in equation (4). This step would give us the 
total number of clusters required, denoted by K. And then we 
assign points to the closest centroid by taking the proximity 
measure as the distance between two researchers using the 
formula defined in equation (5). 

CONSTRUCTION OF RESEARCHER GROUPS 

1) Membership for group i  

Step 1: Calculate the threshold for this group i.e. Ti   

     Ti  =   
 

 
  [Rii + Rij + Rik + Rin + Rim] 

           =   
 

 
  [1 + 0.7063 + 0.7110 + 0.7502 + 0.8064] 

           =   0. 79478 

                 Step 2: Deciding the members for group i 

  As we can see, Rii  >Ti and Rim >Ti , therefore   Researcher 
i and Researcher m belong to group i. 

We find Membership for group j, group k, group n, group 
m in a similar way and the following Researcher Groups are 
formed with their respective members: 

Group i                   Group j                    Group k                 

 

 

Group n                                      Group m 

 

CONSTRUCTION OF CLUSTERS 

1)  Total number of clusters 
Now as we know total number of clusters i.e. K is 

equivalent to the minimum number of groups required to 
cover all the data points. Therefore, K=3. In other words, we 
can say that there are total three number of clusters required 
with the centroid as i, j, and n respectively. 

1
st
 cluster           2

nd
 cluster            3

rd
 cluster 

              

                               

 

2)  Assigning points to the closest Centroid 
In this step we assign points (researcher m and k) to the 

closest centroid by taking the proximity measure as the 
distance between two researchers. Therefore using the formula 
defined in equation (5), we calculate the distance of these two 
researchers with each of the above researchers: 

dki = 0.289;dkj =  0.3312;  dkn =  0.1214 

 
Since dkn is minimum, therefore researcher k belongs to the 

3
rd

 cluster with centroid as n. 

dmi = 0.1936; dmj = 0.2576; dmn = 0.0831 

Similarly, Since dmn is minimum, therefore researcher m 
also belongs to the 3

rd
 cluster with centroid as n. 

So, after the first iteration we have the   following clusters: 

1
st
 cluster           2

nd
 cluster            3

rd
 cluster 

              

                               

 
Now, the 2

nd
 iteration begins. We recompute the centroid 

of the 3
rd

 cluster. 

Distance between each of the two researchers is as follows: 

dij = 0.2937; din =  0.2498; djn = 0.3868; 

 dkm = 0.186; dki = 0.289; dkj =  0.3312;   

dkn =  0.1214;  dmi =0.1936; dmj = 0.2576; dmn = 0.0831 

Assuming n to be the centroid: 

S1= dnm + dnk = 0.1214 + 0.0831= 0.2045 

Vn = (1.9897, 0.1938, 0.8874, 0.2907, 0.8874) 

Vm = (1.1938, 0.4436, 0.3876, 0.4845, 0.1938) 

Researcher        

n and m 

 

Researcher     

k, n and m 

 

Researcher        

k and n 

 

Researcher  j 

 
Researcher             

i and m 

i j n 

i j n 
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Assuming m to be the centroid: 

S2= dmk + dmn = 0.186 + 0.0831= 0.2691 

 

Assuming k to be the centroid: 

S3= dkm + dkn = 0.186 + 0.1214= 0.3074 
Since S1 is minimum, therefore n remains the centroid. 

B. Expert Mining module:  

As described in section III, the expert mining module is 
divided into three sub-modules, namely the data respository; 
sentiment mining & blog ranking modules, here we 
demonstrate them & examine their effectiveness. We consider  
a group with 4 members and analyze their blogs & cooments 
received on them. Our final task is to determine the expert 
from this group of 4 members.  

BLOG 1:- 
 

 

 

 

 

Comments: 

1) Yes there’s very little boot space. 

2) I agree. 

3) There are only 3 colours available. 

4) I think the ride is quite good. 

5) Instability at high speeds is a major drawback. 

6) According to me, the seats are very comfortable. 

7) Ground clearance is a very common issue in India! 

 

The Sentiment mining module works in the following 
manner:  

Feature Extraction: Each of the sentences along with their 

POS tag information is saved in the Repository. Sample XML 

for the blog 1 about car above: 
 

<S> 

<ART><WC = ‘the’> the</W></ART> 

<N><WC = ‘colours’> colours </W></N> 

 <V><WC = ‘are’> are </W></V> 

<A><WC=’boring’>boring</W></A> 

</S> 

 

<S> 

<ART><WC = ‘the’> the</W></ART> 

<N><WC = ‘headlights’> headlights </W></N> 

<V><WC = ‘are’> are</W></V> 

<AG><WC=‘not’>not</W><WC=‘very’>very</W><WC= 

‘strong’> strong</W></AG> 

<CONJ><WC=’and’>and</W></CONJ> 

<N><WC = ‘rear-seats’> rear- seats</W></N> 

<V><WC = ‘are’> are</W></v> 

<AG><WC=‘less’>less</W><WC=‘comfortable’>comfortable</W> 

</S> 

  

<S> 

<P><WC = ‘There’> there</W></P> 

<V><WC = ‘is’> is</W></V> 

<AG><WC = ‘hardly’> hardly</W><WC = ‘any’> any</W></AG> 

<N><WC = ‘boot space’> boot space</W></N> 

</S> 

  

<S> 

<ART><WC = ‘the’> the</W></ART> 

<N><WC = ‘ride’> ride </W></N> 

<V><WC = ‘is’> is</W></V> 

<AG><WC = ‘not’> not</W><WC = ‘too’> too</W><WC = 

‘bad’> bad</W></AG> 

<WC = ‘,’>, </W> 

<CONJ ><WC = ‘but’> but</W></CONJ> 

<P><WC = ‘There’> there</W></P> 

<V><WC = ‘is’> is</W></V> 

<ART><WC = ‘a’> a</W></ART> 

<A><WC = ‘little’> little</W></AG> 

<N><WC = ‘stiffness’> stiffness</W></N> 

<CONJ><WC = ‘and’> and</W></CONJ> 

<N><WC = ‘it’> it</W></N> 

<V><WC = ‘crashes’> crashes</W></V> 

<P><WC = ‘over’> over</W></P> 

<A><WC = ‘sharp’> sharp</W></A> 

<N><WC = ‘bumps’> bumps</W></N><WC=’.’>.</W> 

</S> 

  

<S> 

<N><WC = ‘Ground clearance’>Ground clearance</W></N> 

<V><WC = ‘is’> is</W></V> 

<AG><WC=‘very’>vary</W><WC=‘poor’>poor</W> 

<CONJ><WC = ‘and’> and</W></CONJ> 

<V><WC = ‘is’> is</W></V> 

<A><WC=’unstable’>unstable</W></A> 

<P><WC = ‘at’> at</W></P> 

<N><WC = ‘high speeds’> high speeds</W></N> 

<P><WC = ‘above’> above</W></P> 

<N><WC = ‘100km/h’> 100km/h</W></N> 

</S> 

To determine the opinion word orientation, we establish 

the Adjective Polarity & the Adverb Strength: For adjective 

polarity, we use a set of seed adjectives whose orientations we 

know, & then grow this set by searching in the WordNet. We 

consider the following initial Adjective Seed-List, shown in 

Table II (with positive & negative orientations):- 
  

TABLE II. SEED LIST OF ADJECTIVES 

 

Positive Orientation Negative Orientation 

Great Sharp 

Blend Dirty 

Amazing Sick 

Compact Unfortunate 

Affordable Bad 

Reasonable Boring 

Excellent Nasty 

Big Wrong 

Fast Poor 

Comfortable Awful 

Strong Scary 

Beautiful Dull 

Impressive Inferior 

Good Unstable 

Exciting Jerky 

Stiff Noisy 

Variety Common 

Smooth Okay okay 

The colours are boring. The headlights are not very strong 

and rear seats are less comfortable. There’s hardly any boot 

space. The ride is not too bad, but there is a little stiffness 

and it crashes over sharp bumps. Ground clearance is very 

poor and is unstable at high speeds above 100km/h. 
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High Bulky 

Value-for-money Low 

Spacious Drawback 

Effective  

Major  

Attractive  

Stylish  

Streamlined  

Maneuverable  

Better  

Value for money  

 
We manually mark the strengths of a few frequently used 

adverbs with values ranging from -1 to +1 based on our 
intuitions. We consider the most frequently used adverbs (for 
our illustration) along with their strength as below in table III:- 

TABLE III. ADVERB STRENGTHS 

 
Adverb Strength 

Complete                       +1 

Most 0.9 

Extremely 0.8 

Absolutely 0.7 

Too 0.7 

Very 0.6 

Indeed 0.6 

More 0.4 

Much 0.3 

Reasonably 0.2 

Any 0.1 

Quite -0.2 

Pretty -0.3 

Little -0.4 

Less -0.6 

Not -0.8 

Never -0.9 

 

Opinion Strength Calculations: The strength of each opinion 

word is given by the formula defined in equation (7)  

 

Opinion Words (for blog): 

1. boring                              -1 * +0.5 = -0.5 

2. not very strong                -0.8 * +0.6 * +1 = -0.48 

3. less comfortable               -0.6 * +1 = -0.6 

4. hardly any                        -1 * +0.1 = -0.1 

5. not too bad                       -0.8 * +0.7 * -1 = +0.56 

6. little stiff                          -0.4 * -1 = +0.4 

7. sharp                                 -1 * +0.5 = -0.5 

8. unstable                            -1 * +0.5 = -0.5 

 

Total Blog Orientation Strength   = S (B1) = 

 (- 0.5 - 0.48 - 0.6 - 0.1 + 0.56 + 0.4 - 0.5 - 0.5) / 8 = - 0.215 
   

 Opinion Words (for comments): 

1. very little                        +0.6 * -0.4  = -0.24 

2. quite good                       -0.2 * +1 = -0.2 

3. major drawback              -1 * +1 * +0.5 = -0.5 

4. very comfortable            +0.6 * +1 = +0.6 

5. very common                  +0.6 * -1 = -0.6 

Average Comment Orientation Strength = Avg. S (C1) = 

(- 0.24 - 0.2 - 0.5 + 0.6 - 0.6) / 5 = -0.188/5 = -0.0376 

 

Blog Score1 = S (B1) *Avg. S (C1) = -0.215 * -0.0376 = 

+0.008 
 

BLOG 2:-  
 

 

 

 

 

 

 

 

Comments: 

1) Jerky drive. 

2) Mileage is good. 

3) Its an okay okay buy. 

4) Colour choices are good. 

5) Engine is a little noisy. 

6) Transmission is good. 

7) I found it to be a smooth car. 

 

Now we calculate the S (B2) & Avg. S(C2) to compute blog 

score 2 
 

Opinion Words (for blog): 

1. reasonably smooth                    1* 0.2= 0.2 

2. jerky                                         -1 * 0.5=-0.5 

3. little poor                                  -1*-0.4= 0.4 

4. very noisy                                 -1*0.6= -0.6 

5. very good                                  1*0.6= 0.6 

6. reasonably high                         1*0.2=0.2 

7. good                                           1*0.5= 0.5 

8. value for money                         1*0.5=0.5 

 

Total Blog Orientation Strength = B (S2) = 

(0.2+ (-0.5) + 0.4 + (-0.6) + 0.5 +0.2+ 0.5 + 0.5) / 8= +1.2/8 = 

+0.15 
 

Opinion Words (for comments): 

1.  Jerky                              -1 *0.5= -0.5 

2. Good                                1* 0.5= 0.5 

3. Okay okay                      -1* 0.5= -0.5 

4. Good                                1* 0.5= 0.5 

5. Little noisy                     -0.4* -0.6= 0.24 

6. Good                                1* 0.5= 0.5 

7. Smooth                             1*0.5= 0.5 
 

Average Comment Orientation Strength = Avg. S (C2) = 

(-0.5 +0.5 + (-0.5) + 0.5 + 0.24 +0.5 + 0.5) / 7= (+1.24)/7 = 

+0.1771 
 

Blog Score2 = S (B2)* Avg. S(C2) = 0.15 * 0.1771= + 0.02656 
 

BLOG 3:-  
 

 

 

 

 

The drive is reasonably smooth but gets jerky at higher 

speeds. Only manual transmission is available and that too is 

a little poor. The diesel model has a very noisy engine even 

for a new car. There is a very good variety of colours and a 

reasonably high mileage. All in all, it’s value for money and 

a good buy. 

 
 

This car is a complete blend of great power and style, with 

exciting features. It has very good fuel efficiency and engine 

is pretty impressive too. It’s very spacious for its size and the 

drive is absolutely smooth. It has got beautiful interiors and 

the compact dimensions make it an excellent traffic warrior. 
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Comments: 

1) Good review! 

2) Interiors are indeed attractive. 

3) Engine is a little noisy guys. 

4) Car is quite stylish! 

5) The car is spacious but bulky too! 
 

Now we calculate the S (B3) & Avg. S (C3) to compute 
blog score 3 

Opinion Words (for blog): 

1. complete blend               +1 * +1 * +0.5 = +0.5 

2. great                                +1 * +0.5 = +0.5 

3. exciting                           +1 * +0.5 = +0.5 

4. very good                        +0.4 * +1 = +0.4 

5. pretty impressive             -0.3 * +1 = -0.3 

6. very spacious                   +0.4 * +1 = +0.4 

7. absolutely smooth            +0.7 * +1 = +0.7 

8. beautiful                           +1 * +0.5 = +0.5 

9. compact                            +1 * +0.5 = +0.5 

10. excellent                           +1 * +0.5 = +0.5 

Total Blog Orientation Strength = B (S3) = 

(+ 0.5 + 0.5 + 0.5 + 0.4 - 0.3 + 0.4 + 0.7 + 0.5 + 0.5 + 0.5) / 10 

= +0.42 
   Opinion Words (for comments): 

1. good                                +1 * +0.5 = +0.5 

2. quite stylish                     -0.2 * +1 = -0.2 

3. indeed attractive              +0.6 * +1 = +0.6 

4. little noisy                        -0.4* -0.6= +0.24 

5. spacious                           +1 * +0.5 = +0.5 

6. bulky                                -1 * +0.5 = -0.5 

                        
Average Comment Orientation Strength = Avg. S (C3) = 

(+ 0.5 - 0.2 + 0.6 + 0.24 + 0.5 - 0.5) / 5 = (+1.14)/5 = 

+0.228 

Blog Score3 = S (B3)* Avg. S (C3) = +0.42 * +0.228 
= +0.09576 

BLOG 4:-  
 

 

 

 

 

 

 

Comments: 

1) Yes, very low maintenance required. 

2) The ride is not very smooth. 

3) Affordable price .Just right for middle class families. 

4) Streamlined shape. 

5) Cooling is not good especially for Delhi summers. 

6) Its a good buy. 

7) Better cars are available in the market. 

Now we calculate the S (B4) & Avg. S (C4) to compute 
blog score4 

Opinion Words (for Blog): 

1. never big                        1* -0.9= -0.9 

2.  pretty reasonable        1 *-0.3=-0.3 

3.  Affordable                     1*0.5=0.5 

4.  any                                  0.5*-0.1= -0.05 

5. amazing                          1*0.5=0.5 

6. not much                        0.5*0.3*-0.8=-0.12 

7. very effective                 1* 0.6= 0.6 

8. not very smooth            1* -0.8* 0.6= -0.48 
 

Total Blog Orientation Strength = B (S4) = 

-0.9 + (-0.3) +0.5 + (-0.05) +0.5 + (-0.12) +0.6+ (-0.48) / 8 = 

(-0.25) / 8 = -0.03125 
 

Opinion Words (for Comments) 

1. very low                                -1*0.6= -0.6 

2. not very smooth                     1*-0.8*0.6=-0.48 

3. Affordable                             1*0.5=0.5 

4. Streamlined                            1*0.5=0.5 

5. not good                                 1*-0.8=-0.8 

6. good                                       1*0.5=0.5 

7. Better                                      1*0.5=0.5 

 

Average Comment Orientation Strength = Avg. S (C4) = 

(-0.6 + (-0.48) +0.5 +0.5 + (-0.8) + 0.5 +0.5) / 7 = (0.12) / 7 = 

+0.0171 

 

Blog Score4 = S (B4)* Avg. S (C4) = -0.03125* 0.171= 

 -0.0005 
 

TABLE IV. BLOG RANKING 

 
Blog Blog Score Blog Rank 

Blog1 +0.008 3 
Blog 2 +0.02656 2 
Blog 3 +0.09576 1 
Blog 4  -0.0005 

 

4 

 
Thus, comparing all the blog strengths, according to our 

approach, the highest blog score is for blog 3 and therefore the 
Expert is blogger 3! 

Limitations: 

1) It covers comments only written in English. 

2) No abbreviations or acronyms can be accounted for. 

3) It does not cover interrogative sentences. 

4)  A negative adjective and a negative adverb convert 

into a positive opinion word. 

5) A positive adjective and a negative adverb also 

convert into a negative opinion word. 

6) The method has no way of detecting and dealing with 

emoticons.  

V. CONCLUSION 

We proposed a novel ComEx Miner System for mining 
experts in virtual communities. This work is exploratory in 
nature and the prototype evaluated is a preliminary prototype. 
The major contributions of this research are: 

The size of this car is never big and this makes its 

price pretty reasonable and affordable. It does not demand 

any maintenance and its performance and safety are also 

amazing. Not much of car service is required. The cooling is 

very effective and this car is not very smooth on hilly 

terrains.  
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i. Constructing a collaborative interest group known as 

the virtual community which will cluster researchers 

with similar interests in a same group and thereby 

facilitate collaborative work. 

ii. Accessing the expertise from the virtual community 

using sentiment analysis of each group member’s 

blog & comments received on it. Their combined 

orientation strength determined the blog score which 

enabled to rank the blogs and identify the expert as 

the one with the highest blog rank. 
The practice result proves that this algorithm has the 

characteristics of highly effective group arranging and 
identifying expert. This study is just one step in this direction. 
Due to the complex nature of framework, it is impossible to 
consider and incorporate all the factors that could have an 
impact on the effectiveness and efficiency of this system. . 
More research needs to be done in order to validate or 
invalidate these findings, using larger samples.  
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Abstract— Primary education is one of the important social 

sectors in the developing countries. It plays a gigantic role in 

promoting the social development of the concerned countries. 

More specifically, not the only education but the quality primary 

education which depends on such factors will contribute a lot for 

its smooth acceleration. In primary education, if the quality will 

maintain then automatically all the problems in primary 

education i.e. enrollment, completion, drop-out and so on will be 

robotic and gradually solved. The improvement primary 

education is influenced by both multiple qualitative and 

quantitative factors. This paper presents evidential 

reasoning(ER) approach to find out significant factors that are 

aggregated in assessment of performance of primary education. 

A case study of Dhaka, Chittagong, Rajshahi and Khulna 

districts in Bangladesh is provided to illustrate the 

implementation process of the ER approach for finding strong 

factors of primary education. For that reason, firstly we assess 

the performance of four districts then we determine the weakness 

and strength of specific factors of particular district. In this 

paper we also show the relation of lowest or best performing 

districts to its specific factors. 

Keywords- Assessment; evidential reasoning; district-wise primary 

education; factors; key performance indicator (KPI); multiple 

attribute decision analysis (MADA); uncertainty; utility interval. 

I. INTRODUCTION  

A Primary education in Bangladesh that is the largest 
unitary authorities in the world plays an important role in 
education system. In order to improve primary education 
Bangladesh government has undertaken a lot of necessary 
steps. The Primary and Mass Education Division (PMED) 
prepared in 1997 a comprehensive Primary Education 
Development Program (PEDP) which aimed at enhancement 
of education planning and management capacity, increasing 
equitable access to primary schooling and improvement of the 
quality of primary education through its several projects [10]. 
In the World Education Forum held at Dakar, Senegal in April 
2000, the government of Bangladesh has committed to achieve 
of Education for All goals and every citizen by the year 
2015[12]. Now 75% of total schools are controlled by the 
government and around 83% of the total children enrolled in 
the primary level educational institution go to these schools 

[10], [12]. The quality of primary education is evaluated in 
terms of the classroom climate, teaching style, classroom 
management, and understanding the subject matters during the 
lesson in the class [13]. PEDP-II defines 14 key monitoring 
indicators, the Key Performance Indicators (KPI) and the 
Primary School Quality Level (PSQL) indicators which act as 
the basis for the sector programme performance report, setting 
expectations that will instill purpose to ongoing monitoring 
and evaluation activities for the benefit of the planning process 
[1], [2], [10]. 

A number of survey reports were published to reflect the 
performance of primary education of Bangladesh based on 
some statistical measurement. According to case study of two 
district of Tamil Nadu it is observed that they assess the 
primary education with taking few major factors such as 
completion, repetition, and dropout rates. After analyzing 
these factors they identify the weaken areas which contribute 
to the lack of acceptable quality schools and focus the learning 
environment, school governance and management issues 
[11].But this assessment procedure do not follow systematic 
computational methods. For this reason the result is reflected 
by unwanted uncertainties. At that case, Evidential Reasoning 
approach is very effective which enable both qualitative and 
quantitative measurement under the multiple attributes 
decision analysis [3], [4], [5], 6]. 

In this paper we select four focus districts as our problem 
areas where two significant factors of KPI such as enrollment 
and outcomes are selected for performance measuring factors. 
The main objective of this paper is to find out the strong factor 
that influence the performance of primary education best 
district using ER approach by aggregating basic attributes of 
these two factors. Finally we show the ranking of district wise 
primary education as well as their factors. 

We organize the research activities as follows. In section 2, 
we explain the ER approach for ADPE outlined and illustrated 
by subsequent sub-sections 2.1, and 2.2. The experimental 
result is outline by section 3.Finaly we concluding our remarks 
at section 4 in which we show the outcomes of evaluation with 
the discussion of suggestion of future work. 
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Figure 1. Evaluation hierarchy of the district-wise primary education 

 
TABLE1 1. District wise Comparison of Enrollment and Outcomes (2005-2007) 

 

 

2. The Evidential Reasoning Approach for Identification 

strong factors in the Primary Education Assessment 

 

2.1. Identification of Assessment Factors and Evaluation 

Grades 
We apply the evidential reasoning approach to analyze the 

performance of four main districts wise primary education 
including Dhaka, Chittagong, Rajshahi, and Khulna. Here 
only qualitative performance attributes are considered for 
demonstrating purpose. The major performance attributes are 
considered as enrollment and outcomes. For facilitating the 
assessment these attributes are further classified basic factors 
such as gross enrollment, net enrollment, survivable rate and 
coefficient of efficiency which are shown in the figure 1.   

According to School Survey Report 2007 we draw the 
scenario of primary education of four districts as the following 
table [1]. Considering the data of three years of the following 
table 1 we define the evaluation scale as follows: 

Gross Enrollment Rate and Net Enrollment Rate 
 Indifferent (I):80-85% Average (A): 85-90%, Good (G): 

90-95, Excellent (E): 95-100% 

Survival Rate 

 

Indifferent (I):45-55%, Average (A):55-60%, Good 
(G):60-65%, Excellent (E): 65-70% 

Coefficient of efficiency 
Indifferent (I):45-55%, Average (A):55-65%, Good 

(G):65-75, Excellent (E): -75-85% 

In the following table 2 we summarize the whole 
assessment problem where I, A, G, and E indicate the 
evaluation grades Indifferent, Average, Good and Excellent 
respectively, and the number in a bracket denotes the degree 
of a belief to which an attribute is assessed to a grade.  Now 
we consider the primary education of Dhaka district where we 
use the grades as defined before and represent the following 
distribution as follows[3] , [4], [5],[6],[7],[8]: 

S(Gross Enrollment  Rate)={ (average, 0.2) , (good, 0.8) }        (1a)          

S(Net Enrollment  Rate)={ (indifferent, 0.2) , (average, 0.8) }  (1b)    

S(Survival Rate)={ (average, 09) }                                               (1c)    

S(coefficient of efficiency)={ (average, 0.2) , (good, 0.6) }          (1d)     

               

Due to uncertainty some incomplete assessment are shown 
in the table 2.For example: 

General 

attributes 

Basic 

attributes 

                                         District level Primary Education 

                                                  (2005,2006,2007) 

Dhaka Chittagong Rajshahi Khulna 

Enrollment Gross 
Enrollment  

Rate(GER) 

87.9%,91.4%,91.2% 85.7%,95%,95.3% 91.2%,92.2%,93.4% 100.4%,97.3%98.1% 

Net 
Enrollment 

Rate(NER) 

82.7%,87.5%,86.0% 

 

84.3%,88.8%,89.6% 90.1%,86.5%,88.5% 92.9%,91.3%,92.4%, 

Outcomes Survival 

Rate 

69.5%,61.6%,47.2% 

 

58.1%,63.6%,62.6% 53.3%,57.7%,59.9% 64.4%,60.3%,63.2% 

Coefficient 

of efficiency 

75.2%,67.7%,58.0% 

 

61.5%,66.6%,64.8% 59%,65.8%,66.7% 66.8%,66.1%,65.8% 
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The gross enrollment rate of Dhaka is complete because 
the sum of belief is 1 but the coefficient of efficiency is 
incomplete because .8<1. 

2.2 Computational steps of aggregating assessment 

Firstly we show the total calculation for assessment of 
enrollment of Dhaka primary education .The enrollment (e1) is 
assessed by two basic attributes: gross enrollment rate (e11) 
and net enrollment rate(e12).  

From (1a) and (1b), we have 

 1,1 = 0,    1,2 = 0.2,       1,3 = 0.8,       1,4 = 0  

      2,1 = 0.2,  2,2 = 0.8,     2,3 = 0,          2,4 = 0  
On the basis of importance on the performance of primary 

education suppose the hypothetical weights for two attributes 
are: ω11=0.55 and ω12=0.45.

       We get the basic and combined probability masses (mn,i) by 
using  following recursive equations [4], [5], [6], [7], [8]: 

mn.i = ωn.in.i for i=1, 2…N 

  m1,1 = 0;    m2,1 = 0.11;    m3,1 = 0.44;    m4,1 = 0;          

0~45.0 1,1,  HH mm  

m1,2 = 0.09;    m2,2 = 0.36;    m3,2 = 0;    m4,2 = 0;          

0~;55.0 2,2,  HH mm
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And   mH,i = iHm , )+ iHm ,
~ (i=1,2) now we have 

m1,I(2)=KI(2)(m1,1,m1,2+m1,1,mH,2+m1,2mH,1)=1.2625(0+0+0.09*0.45)   

=0.0511 

m2,I(2) = KI(2)(m2,1,m2,2+ m2,1,mH,2+ m2,2 mH,1) 

         =1.2625(0.11*0.36+00.11*0.55+0.36*0.45) =0.3309 

m3,I(2) =KI(2)(m3,1,m3,2+ m3,1,mH,2+ m3,2 mH,1) 

          =1.2625(0+0+0.44*0.45)   =0.3055 

m4,I(2) = KI(2)(m4,1,m4,2+ m4,1,mH,2+ m4,2 mH,1)=0 

  3124.02,)1(,)2()2(,  HIHIIH mmKm  

  0~~~~~
2,)1(,2,)1(,2,)1(,)2()2(,  HIHHIHHIHIIH mmmmmmKm

 
Now the combined degrees of belief are calculated by 

using equation as follows [4], [5], [6], [7], [8]: 
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Then the enrollment rate of primary education of Dhaka 

district is assessed by 

S (enrollment rate)  

= {(indifferent, 0.0743), (average, 0.4812),         (good, 
0.4443)}                                                                           (2a) 

After repeating above procedures we assess the outcomes 
attribute as follows: 

S (outcomes)  

={(average, 0.7094), (good, 0.1751)}                   (2b) 

Finally the performance of Dhaka district primary 
education is assessed by enrollment (e1) and outcomes (e2) as 
shown in table 3. 
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By using above similar actions we find the assessment 
degree of for Dhaka district as follows: 

S(Dhaka) = { (indifferent, 0328.0 ), (average, 0.6272) , (good,   

0.2954) }                                                                                         (3a) 

 
Similarly we can generate the overall assessment of 

primary education of other three districts such as Chittagong, 
Rajshahi and Khulna: 

S(Chittagong) = { (indifferent, 0153.0 ), (average, 0.4381) , 

(good, 0.5467) }                                                            (3b)                                 

S(Rajshahi) = { (indifferent, 0271.0 ), (average, 0.4034) , 

(good, 0.5695) }                                                              (3c)                            

S(Khulna) = { ((good, 0.7281), (excellent, 0.2613) }     (3d)  

According to the statements 3a-3d we show the distributed 
district-wise performance of our given four districts in the 
following figure 3. 

II. EXPERIMENTAL RESULTS AND ANALYSIS 

To precisely rank the four districts, their utilities need to be 
estimated. To do so, the utilities of the four individual 
evaluation grades need to be estimated first. The above partial 
rankings of alternatives could be used to formulate regression 
models for estimating the utilities of grades [4],[5].[6],[7],[8]. 
The maximum, minimum, and the average expected utility on 
the particular districts are given on the table 4. 

 

 

 

 

 

 

 

Now from above analysis it clear that the performance 
ranking of four district-wise primary education is stated as 
follows. 

Khulna>Rajshahi>Chittagong>Dhaka 

Now we identify the strong entity of best performing 
district Khulna with considering the table 5.Firstly we 
compute the utility of these factors then we rank the factors on 
basis on their utility value. 

Using the following formula we find out the maximum, 
minimum and average utilities of particular factor. 
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 .                                    (4c) 

TABLE 5. Utility and Rank of the Factors 

 Umin Umax Uavg Rank 

Enrollment 0.8677 0.8677 0.8677 1 

Outcomes 0.6418 0.6839 0.6629 2 

 

 

Figure 3. Utility interval of the factors 

Considering the equations we find the results which shown 
the table 5. Hence we the rank of the factor is as follow. 

Enrollment>Outcomes 

III. CONCLUSION 

 Primary Education requires many qualitative and 
quantitative attributes in their assessment which need strong 
methodologies in order to find out their significant impact. In 
this paper we apply evidential reasoning approach that is 
appropriate for such attributes assessment under uncertainties. 
Because of major role in the assessment of primary education 
we focus our attention on two attributes i.e. enrollment and 
outcomes which are successfully aggregated by ER approach. 
The uncertainties among various attribute of particular district 
are properly handled by our suggested approach. On the above 
study we summarize that the performance of Khulna district is 
highest among all other districts. In the case of particular 
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Figure 2. Distributed Assessment of District-wise performance 
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district assessment process the relative importance of each 
attribute is also measured by identifying the strengths and 
weakness of it’s on each district. In this paper we identify that 
the enrollment f the strong factor of Khulna district primary 
education. For that reason it is clear that if we increase the 
enrollment rate particular district then the performance of the 
primary education of this district is stronger. We present the 
result of an individual district in the form of interval from 
minimum utility to maximum utility in a systematic and 
effective way. When a set of necessary steps to increase the 
performance of such weaken factors of weaken districts then 
the expected quality of primary education is achieved.  
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Abstract— An automatic teller machine requires a user to pass 

an identity test before any transaction can be granted. The 

current method available for access control in ATM is based on 

smartcard. Efforts were made to conduct an interview with 

structured questions among the ATM users and the result 

proofed that a lot of problems was associated with ATM 

smartcard for access control. Among the problems are; it is very 

difficult to prevent another person from attaining and using a 

legitimate persons card, also conventional smartcard can be lost, 

duplicated, stolen or impersonated with accuracy.  To address 

the problems, the paper proposed the use of biometric voice-

based access control system in automatic teller machine. In the 

proposed system, access will be authorized simply by means of an 

enroll user speaking into a microphone attached to the automatic 

teller machine. There are 2 phases in implementation of the 

proposed system: first training phase, second testing or 

operational phase as discussed in section 4 of this paper. 

Keywords- Automatic Teller Machine (ATM), Biometric, 

Microphone, Voiced-Based Access Control, Smartcard Access 

Control, Voiced-Based Verification System 

I. INTRODUCTION 

The biometric recognition systems, used to identify person 
on the basis of physical or behavioral characteristics (voice, 
fingerprints, face, iris, etc.), have gained in popularity during 
recent years especially in forensic work and law enforcement 
applications [1]. Automatic Teller Machine was invented to 
address the following issues in banking system: Long queue in 
banking hall, Quick access to fund withdrawal, banking at any 
time, Improvement in the quality of banking services to 
customers. 

Safety of bank customer fund in banking has always been 
a concern since ATM was introduced. Access control for 
automatic teller machine represent an important tool for 
protecting hank customers fund and guarantee that the 
authentic owner of the ATM card [smartcard] is the one using 
it for transaction [9]. The most important authentication 
method for ATM is based on smartcard [Njemanze, P.C. 
2007). It is very difficult to prevent another person from 
attaining and using a legitimate person's card. 

The conventional smartcard can be lost, duplicated, stolen, 
forgotten or impersonated with accuracy [7]. This 
conventional security procedure in ATM cannot guarantee the 
required security for ATM. 

An intelligent voiced-based access control system, which 
is biometric in nature, will enable automatic verification of 
identity by electronic assessment of one or more behavior 
and/or physiological characteristics of a person. Recently 
biometric methods used for personal authentication utilize 
such features as face, voice, hand shape, finger print and Iris 
[4]. In other to overcome the problems of smartcard access 
control in ATM. This paper proposed an intelligent voice-
based access control system which is a biometric technique 
that offers an ability to provide positive verification of identity 
from individual voice characteristics to access automatic teller 
machine. The use of voice as a biometric characteristic offers 
advantages such as: it is well accepted by the uses, can be 
recorded by regular microphones, the hardware costs are 
reduced, etc. The paper discusses; ATM and it model network, 
drawback in smartcard based access control for ATM based on 
survey of 1000 users of ATMs, proposed voiced based access 
control and conclusion that compare the advantages of the 
system over current: available technology. 

II. AUTOMATIC TELLER MACHINE MODEL NETWORK 

Automatic teller machine is online with bank, each 
transaction will be authorized by the bank on demands and it 
uses real-time online processing technique which directly 
updated the account from which transaction takes place. 
Figure I, gives the ATM model network. 

The ATM model in figure 1 work as follow; Bank 
customer inserts the smartcard (smartcard) in the ATM 
machine. The machine then request for a personal 
identification Number PIN if the supply PIN is correct, access 
will be authorized and transaction will continue, the customer 
then enter the amount to withdrawal, and if the customer has 
enough money in the account then the amount will he paid. 
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Figure l: ATM Model Network [8]. 

The whole work is being monitored by the controller class. 
In principle this is not necessary, but for working with a 
secure model the controller class is needed as a dispatcher of 

actions and it would have a log file with the trace of every 
transaction earned out by ATM. 

The class card_input has the methods for reading the code 
of the client's card and for ejecting the card from machine. It 
interacts through the controller with the class terminal, where 
the methods reg_PIN and reg_amount are defined. 

In other to verify whether the PIN of a particular users is 
correct or not, the class card will have the information of the 
cardholder i.e. card_number, PIN, and Account number. The 
controller will interact with the bank the bank using the 
information of the card holder in order to get the authorization 
to pay (or not) request amount.The bank_interface will send 
the request to the accounting class, which belongs to the bank 
package, in other to call the debit method of the accounting 
class [5]. 

The accounting class has the methods of rollback, 
authorization and debit which directly interact with the 
accounting class. Rollback is for rollback a transaction in case 
anything is wrong and should leave the account and the teller 
machine in the original state; authorization will authorize or 
not an operation and debit will extract the requested amount of 
money from the account in case the operation is authorized 
[8]. 

III. RESEARCH FRAMEWORK AND METHODOLOGY 

Research framework and methodology is based on the 
survey that covered a sample of one thousand ATM users in 
Lagos state. The choice of the location is based on the fact that 
Lagos state is the economy nerve center of Nigeria and it has 
more branches of the banks and ATM location compare to any 
other state in Nigeria. The following questionnaire was used to 
get information that prompts us to proposed the voiced based 
access control 

QUESTIONNAIRE 

Set A 

S/N Question Strongly 
disagree 

Disagre
e 

Undecided Agr
ee 

Strongly agree 

1. Banking would have been 
better if ATM was never 
invented 

817 155 5 10 13 

2. Withdrawal of money from 
bank using ATM is faster 
compared to normal banking 

836 34 0 156 714 

3. Withdrawal of money from 
ATM is more secure 

619 181 9 101 100 

4. There is need for better 
security access for ATM that will 
guarantee only one person to a 
card. 

0 9 11 99 881 

5. Biometric Technique as in 
face recognition, fingerprint, 
voice recognition etc for access 
control in ATM would provide 
better security 

0 11 9 109 871 
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Set B 

  YES NO 

6. Has there been a time where your card was rejected by ATM card 
because you enter a wrong PIN 

618 382 

7. Have you ever misplaced your ATM card before? 719 281 

8. Have you been a victim of ATM fraud before 699 301 

 If yes to question no (8) please give brief detail Detail vary 

The result was later converted to column charts as shown figure 2a and b. 

 

Figure 2a: Column chart for question set A 
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Figure 2b: Column Chart for Question set B 

 

The result obtained from the questionnaire shows that, there is need for better security approaches to ATM access control. The 
result is analyses as follows: 

Question 1: 81.7%, the response to the question implied that invention of ATM is a welcome innovation in banking sector. 

Question 

Strongly 

Disagree 

% 

Disagree 

% 

Undecided 

% 

Agree 

% 
Strongly 

Agree 

% 

Q1 817 81.7 155 15.5 5 0.5 10 1 13 13 

Q2 336 83. 6 34 3.4 0 0 156 I5.6 714 71.4 

Q3 619 61.9 181 18.1 9 0.9 101 10.1 100 10 

Q4 0  9 0.9 11 1.1 99 99 881 88.1 

Q5 0  11 1.1 9 0.9 109 109 871 87.1 

 

Question 2: the majority of the respondent prefers using 
ATM because it enables quick access to withdrawal of money. 

Question 3: the majority of the respondent strongly agreed 
that fund withdrawal through ATM is not secure compared to 
using face-face with cashier. 

Question 4: larger percentage of the respondents strongly 
agreed that there is need for better security that will guarantee 
one user with one 

Question 5: biometric approach to ATM access control 
would provide better security in ATM. 

Question 6: majority of people interview has forgotten 
their password before and as a result they were unable to use 
their card to withdraw money from their account. 

Question 7: larger percentage of people Intel-viewed has 
misplaced their ATM card before and as a result they were 
unable to use their card to withdraw money from their 
account. 
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Question 8: 69.9% of the people interviewed were once a 
victim of ATM fraud. Based on the detail given the 
approaches use in defraud the users varied and it was not 
discussed in this write up. The only common thing is that their 
card was used by another person to withdraw money from 
their account. 

Based on the result analysis, it was discovered that Smart 
card access control has the following drawbacks; 

1) Magnetic stripe or chip distortion: information require 

for the card to function is stored on the chip or magnetic 

stripe. There is possibility of magnetic surface being distorted 

as   result of continuous use and improper handling. This 

distortion can leads to damage and rendered the card useless. 

2) Misplacement of the card: theirs is possibility of the 

card being misplaced and as a result rendered the card 

useless. 

3) Stolen or theft: this card could be stolen by another 

person even with the password. There have been a case of 

burglar’s forcefully collected ATM card and password from 

the legitimate owner and even follow such person to the ATM 

location to confirm that the PIN number given to them is 

correct. 

4) Card fraud: recently, there has been reported case of 

card fraud. Various methods were use by fraudster in 

perpetuating this crime; among others are: for a low tech form 

of fraud, the easiest is to simply steal an ATM card. A later 

variant is of this is to trap the card inside ATMs card reader 

[3]. Advance fraud in ATM involve the installation of a 

magnetic card reader over the real ATMs card slot and use of 

a wireless surveillance camera or a modified digital camera to 

observe the user PIN. Card data is then cloned out on a 

second card and the criminal attempt a standard cash 

withdrawal [6]. Consequent to the identified drawbacks. The 

authors of this paper proposed the design of the intelligent 

voice-based access control in automatic teller machine. 

IV. PROPOSED INTELLIGENT VOICE-BASED SYSTEM 

Proposed system description, figure 2 shows the schematic 
diagram of proposed intelligent voiced-based access control 
for ATMs. The proposed system basically consists of 3 main 
components: 

1) Voice sensor 

2) Speaker verification system and 

3) ATM access control 
A low cost microphone commonly used in computer 

system is used as voice sensor to record the ATM user voice. 
The recorded voice is then sent to the voiced-based 
verification system which will verity the authenticity of the 
user based on his/her voice.  

Voiced-based 

verification 

system

Port 
Automatic Teller 

Machine

Analog/Digital

 

Figure 2: Proposed Intelligent Voice-Based ATM Access Control 

Voice base verification, will enable a decision signal 
which will accept or reject the access that will be sent through 
the parallel port of the system. The intelligent voice-based 
access control will generally make possible decision as; 

4) Authorized person (ATM user) accepted 

5) Unauthorized person (ATM user] rejected 
The qualities to measure rate of access control accuracy to 

reject the authorized person is called false rejection (FRR), 
and that to measure rate of access control to accept the 
unauthorized person is called false acceptance rate [FAR]. 

Mathematically, both rates are expressed as 
percentage using the following simple calculation 
[2]. 

NFR and NFA are the numbers of false rejections and false 
acceptance respectively, while NFA and NIA are the number 
of authorized person attempts. To generate high security of the 
ATM access control system it is expected that the proposed 
system have both low FRR and low FAR. 

A. Voiced-based verification System 

The use of voice for biometric measurement becomes more 
popular due to the following reasons; natural signal 
generation, convenient to process or distributed, and 
applicable for remote access. There are 2 kinds of voiced-
based recognition or speaker recognition (Campbell J.P. 
1997]. 

1) Speaker identification 

2) Speaker recognition 
In speaker verification system, the system decodes that a 

user is who claims to be. On other hand speaker identification 
decides the person among a group of person. Speaker 
recognition is further divided into 2 categories which are text 
dependent arid text independent.  
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Tex dependent speaker recognition recognizes the phrase 
that spoken, whereas in text identification the speaker can alter 
any word. Thy most appropriate method for voice-based ATM 
access control is based on concept of speaker verification, 
since the objective in the access control is accept or reject a 
user to gain access into ATM. Figure 3a and b. show the basic 
structure of the proposed system. There are 2 phases in the 
proposed system. 

1.  Training enrolment as shown in figure 2a, the 
authorized persons are registered and their voices are 
recorded. The recorded voices are then extracted. Features 
extracted from the recorded voices are used to develop models 
of authorized persons. 

Analog/

Digital

Authorize 

Person 

Modeling

Authorized 

Person 

Model 

Database

Voice 

 

Figure 3a: Training phase 

2. Testing or operational phase as shown in figure 3b, in 
this phase a person who want to access the ATM is required to 
enter the claimed identity and his/her voice. The entered voice 
is processed and compared with the claimed person model to 
verify his/her claim. At this point system decides whether the 
feature extracted from the given voice matches with the model 
of claimed person. Threshold is set in order to give a definite 
answer of access acceptance or rejection. When degree of 
similarity between a given voice and model is greater than 
threshold the system will accept the access, otherwise the 
system will reject the person to access the ATM. 

V. MERITS OF INTELLIGENT VOICE-BASED ACCESS 

CONTROL 

Precession of classification: voice-based system has low 
false acceptance rate (FAR] and false rejection rate FRR 
compared to smartcard, and even other biometric method like 
fingerprint. 

Features 

extraction

Model 

matching 

Decision 

Voice 

Acceptance/Rejection

Claimed Identity

Authorized 

Person 

Database

 

Figure 3b: Testing (operational) Phase 

2.   Reliability: as for other biometric, a test has shown 
that, spoofing method can be used to bypass finger print 
check, facial recognition can be broken in by showing a video 
of someone face or a still image of person. Voice recognition 
is reliable in the sense that no two people have the same voice 
signal. 

3.   No misplacement: smartcard can be misplaced or 
forgotten but a user voice is part of his body, as a result it can 
be forgotten or misplaced 

4.   Economy: the use of voice recognition will save the 
banks cost of producing smartcard. 

5.   Fraud: use of this method will reduce fraud 
discussed earlier.  

VI. CONCLUSION 

This paper presents a conceptual framework for use of 
intelligent voice-based access control in ATMs which is 
biometric approach. Research has shown that ATM user have 
encountered several problems in the past which include; chip 
distortion, card misplacement.  

Card fraud, etc. these entire problems are associated with 
using smartcard access control in ATM. To overcome these 
problems it is advisable that government should partner with 
banking sector to implement the use of biometric technique 
"intelligent voice-based access control" in ATMs, as this will 
eliminate completely the problems associated with smartcard 
access control. 
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Abstract— In this paper, the problem of recovering a high-

resolution frame from a sequence of low-resolution frames is 

considered. High-resolution reconstruction process highly 

depends on image registration step. Typical resolution 

enhancement techniques use global motion estimation technique. 

However, in general, video frames cannot be related through 

global motion due to the arbitrary individual pixel movement 

between frame pairs. To overcome this problem, we propose to 

employ segmentation-based optical flow estimation technique for 

motion estimation with a modified model for frame alignment. To 

do that, we incorporate the segmentation with the optical flow 

estimation in two-stage optical flow estimation. In the first stage, 

a reference image is segmented into homogeneous regions. In the 

second stage, the optical flow is estimated for each region rather 

than pixels or blocks. Then, the frame alignment is accomplished 

by optimizing the cost function that consists of L1-norm of the 

difference between the interpolated low-resolution (LR) frames 

and the simulated LR frames. The experimental results 

demonstrate that using segmentation-based optical flow 

estimation in motion estimation step with the modified alignment 

model works better than other motion models such as affine, and 

conventional optical flow motion models. 

Keywords- Optical flow; image segmentation; Horn-Schunck; 

super resolution; resolution enhancement. 

I. INTRODUCTION  

Multi-frame super resolution (SR) is the process of 
producing a resolution-enhanced frame from multiple low-
resolution (LR) frames with sub-pixel shift. SR received much 
attention in computer vision and image processing 
communities over the past three decades [1-21] (for review see 
[6]). SR process typically includes three steps: (i) image 
registration (motion estimation), (ii) the alignment of LR 
frames on the high-resolution (HR) grid, and (iii) image 
restoration. 

SR methods can be categorized, based on the domain in 
which the process is done, into time domain [1-5, 7-8, 10-21] 
and frequency domain [9]. In another way, they can be 
categorized, based on the incorporated motion model, into 
global motion model (including translation [3] and affine [2] 
models) and local motion model (including optical flow [7, 
12] and block matching [13]). Furthermore, they can be 
categorized, based on the alignment process, into non-uniform 
interpolation [8], deterministic and stochastic regularization 
[10], and projection onto convex sets (POCS) [11].  

Most of the existing super-resolution algorithms [2-3, 9-
11] cannot cope with local motion, because they assume that 
motion model can be globally parameterized. To overcome the 
problems of registration error in locally moving parts, three 
techniques appeared in the literature. The first is to use 
different global (or local) weights for different registration 
error levels [14,16]. The second is to use local motion (or 
multi-motion) estimation to improve the accuracy of 
registration in the locally moving parts [7, 12, 15, 19]. The 
third is a combination of the previous two techniques [17, 18]. 
Among these techniques, the first technique is widely used in 
SR for its simplicity. The idea of using different weights for 
different registration is based on rejecting pixels or even 
whole frames that have high registration error. On the other 
hand, the main idea behind using local motion estimation 
techniques is to incorporate information from different frames 
as much as possible [12, 15, 19]. The main problem of multi-
motion estimation [19] is the complexity, since it requires 
estimation of motion for each moving object in all frames, 
which is complex and not always accurate because of the fact 
that the motion of different object affects the motion of other 
objects. Also, using conventional optical flow estimation for 
motion estimation [7, 12] is sensitive to noise. In addition, 
using block-matching results in blocking artefacts due to 
dividing frames into blocks and incorrectly assuming that all 
pixels within each block have the same motion vector. 
Moreover, using combination of local motion estimation and 
weighting technique adds more complexity to the algorithm as 
proposed in [17,18]. In addition, algorithm proposed in [15] 
requires high computational time, since it perform region 
matching using full search.  

On the other hand, region segmentation has been employed 
for image SR in [14, 15, 20, 21]. In [14], segmentation is 
employed in a region rejection based on the registration 
inaccuracies. While in [15], region is employed in a region 
matching in the registration step. In [20], a region-based 
super-resolution algorithm is proposed in which different 
filters are used according to the type of region. In this method 
the segmentation information is not fully used where it is used 
only to classify regions into homogeneous and inhomogeneous 
regions. In [21], the image is segmented into background and 
different objects and each of these are super-resolved 
separately using a traditional technique and then the super-
resolved regions are merged to construct the HR image. This 
algorithm is very complex since it requires segmentation of 
moving objects and registration of each object separately. 
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In order to overcome these difficulties, we propose a 
modified gradient-based optical flow estimation algorithm 
based on the Horn-Schunck algorithm, so that tries to 
overcome the problems of conventional optical flow 
estimation by the use of image segmentation.  

Based on the assumption that pixels in a homogeneous 
arbitrary shaped region have the same motion then motion 
discontinuities go along with discontinuities in the intensity 
image. In addition, using segmentation reduces the 
susceptibility to noise. Furthermore, we propose to incorporate 
the modified gradient-based optical flow estimation algorithm 
for estimating motion of each region in image registration.  

Our claim in this work is that the enhancement of the 
motion estimation results leads to enhancement in the SR 
results. Therefore, we establish a framework of multi-frame 
SR method that utilizes segmentation-based optical flow 
estimation.  

The method in the proposed framework is summarized as 
follows. First, the frames are interpolated to make optical flow 
estimation in sub-pixel accuracy, and then the interpolated 
reference frame is segmented into arbitrary shaped regions 
using watershed transform [22].  

The locally moving segments are then motion 
compensated using search. The next step is image alignment, 
where we fuse the motion compensated frames to produce one 
blurred HR frame by using the L1-norm in the frame alignment 
step. The so generated HR frame is de-blurred by using a 
regularization-based restoration method.  

II. PROBLEM DESCRIBTION 

The problem of multi-frame SR is to estimate a high-
resolution frame out of observed successive LR frames. 
Assume that N LR frames of the same scene denoted by Y

k
 (1 

≤ k ≤ N), each containing M
2
 pixels, are observed, and they 

are generated from the HR frame denoted by X, containing L
2
 

pixels, where L ≥ M. The observation of N LR frames are 
modelled as follows:  

            (1) 

where F
k
, H and D are the motion, blurring, and down-

sampling operators, respectively. The size of F
k
, H and D are 

L
2
 × L

2
, L

2
 × L

2
 and M

2
 × L

2
, respectively. X is the unknown 

HR frame, Y
k
 is the k-th observed LR frame, and V

k
 is an 

additive random noise for the k-th frame with the same size as 
Y

k
.  

Throughout the paper, we assume that D and H are known 
and the additive noise is Gaussian. The problem here in this 
paper is to estimate the motion for each frame, F

k
, and to find 

the original image, X.  

The assumption of known and constant down-sampling 
operator is a practical assumption, since in resolution 
enhancement applications, the enhancement factor is 
determined by the user and then the down-sampling operator 
is known. Also, even if in practical applications, the blurring 
operator is not known, it can be estimated by any of the blur 
estimation algorithms for example see [27]. 

III. MODIFIED HORN-SCHUNCK OPTICAL FLOW 

ESTIMATION 

In the conventional Horn-Schunck optical flow estimation 
algorithm, an equation that relates the changes in image 
brightness at a point to the motion of the brightness pattern has 
been derived.  Assuming that the image brightness at the point 
(x,y) in the image plane at time t be denoted by E(x, y, t). The 
brightness of a particular point in the pattern is constant, so 
that 

  

  
   

(2) 

Then, by using chain rule for differentiation, it becomes  

             (3) 

Where   
  

  
,   

  

  
     

  

  
,   

  

  
    

  

  
. To allow 

smoothness of the optical flow, the smoothness measure term 
is added in the minimization process. The Laplacian of the x- 
and y-components of the flow are used as the smoothness 
measure function. So that the optical flow estimation problem 
is described as the minimization of 

                      
      

 ,  

Where 

                               ,  

  
  (

  

  
)

 

 (
  

  
)

 

 (
  

  
)

 

 (
  

  
)

 

  

α is the weighting parameter that weights the importance 

between    and   . This problem is solved iteratively as follow 

              [           
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(4) 

And  

              [   
       

      ]   
    

 

   
   

(5) 

Where n is the iteration number.  

The main modification of the Horn-Schunck algorithm is 
represented by the incorporation of the segmentation 
information in the optical flow estimation, which done in two 
stages. The two stages are described as follows. 

A. Image Segmentation  

Without loss of generality, we used the watershed 
transform for image segmentation in this work. The watershed 
transform is a region segmentation approach, in which the 
image is supposed to take high gradient values in the 
neighbourhood of edges and low gradient values for interior 
pixels. The segmentation can be obtained by removing some 
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of weakest edges, which will create a number of lakes by 
grouping all the pixels that lie below a certain threshold. This 
can reduce the influence of noise and reduce the over-
segmentation problem. It is then determined for each pixel in 
which direction the rain would flow if it would fall on the 
topographic activity surface. The segmentation process is done 
for the reference frame only to reduce the computational 
complexity. 

The main steps of the watershed segmentation algorithm 
are summarized as follows (see [22] for details):  

1) Define the floating point activity as |  |  √  
    

  , 

where (fx; fy) is image gradient,  

2) Assign a label for each pixel position,  

3) For each pixel position find the weak edges, in which the 

floating point activity value is less than certain threshold 

(µ) (the thresholding is done for the floating point 

activity in the positions ep; swp; sp and sep as defined in 

Fig. 1), 

4) Remove these weak edges by merging the corresponding 

labels,  

5) For further merge regions and remove the effect of noise 

do; for each pixel position find the direction of rain-

falling among the eight directions (direction of rain-

falling is defined as the direction which has the smallest 

difference between the floating point activity of the 

central position (cp) and the other position (nwp; np; 

nep;wp; ep; swp; sp or sep),  

6) Finally, the pixels that have the same label belong to the 

same region. 

An example for segmented image is shown in Fig. 2. This 
figure shows the suitability of the watershed segmentation 
algorithm.  

 

 

Figure 1: A diagram showing central pixel and neighboring pixels. 

 

Figure 2: An example for segmented image form rotation sequence. 

B. Segmentation-based Horn-Schunck Algorithm 

As Fig. 2 shows an example for the segmented image 
where each colour represents a homogeneous region, our 
assumption is that regions’ discontinuity is the motion 
discontinuity. So that, rather than estimating optical flow for 

each pixel as in [23,24,25] or estimation a single optical flow 
for each block by assuming that all pixels in a certain block 
[26] have the same motion, we assume that motion of all 
pixels in each homogeneous region is the same. Therefore, we 
suggest modifying Eqs. (3) and (4) to be  
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          ]   
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(6) 

And  

  
     

   
   

          {  [   
   

          ]   
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(7) 

Where (  
     

    
     

 ) is the motion vector for all pixels 

in the region  , medianx,y{.} is the median value evaluation 
function. The median value is estimated done for all values of 
x, y in region  . Here we suggested using median function for 
its robustness against noise. 

IV. RESOLUTION ENHANCEMENT BASED ON MODIFIED 

OPTICAL FLOW ESTIMATION 

In this section, we illustrate the method for optimizing a 
cost function that consists of the error between the simulated 
LR frames and the interpolated observed LR frames.  

The proposed cost function incorporates the effect of local 
motion. 

A. Cost Function 

We start with the resolution enhancement problem which 
can be described as an optimization problem as follows: 

            
 ‖       ̃ ‖

 
 (8) 

where ||.||1 is the L1-norm which describes the cost function 

measuring error and  ̃  is defined as the upsampled and 
interpolated frame from the observed LR frame Y

k
: 

 ̃           

where  (.) is the interpolation operator, which is defined 
on the missed pixels positions only.  

On the other hand, the general traditional cost function 
directly comes from (8) is [2,4]  

            
 ‖         ‖

 
 (9) 

This cost function is so ill-posed that we need to add a 
regularization term in practice. Indeed, J1[X] and J2[X] are 
related and J1[X] includes ``less" ill-posedness than J2[X] does 
as proved in [15]. The cost function J1[X] is modified as 
follows    

        ∑  

 

   

‖      ̃ ‖
 
    ‖  ‖  (10) 

Where C is a matrix that represents a Laplacian high pass 
operator and λ is the regularization parameter. The 
regularization term in (10) is added to solve the ill-posedness 
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of the inverse problem. The regularization term incorporates 
the smoothness property of the HR frame.  

B. Two Steps-Based Minimization of J3[X] 

The reconstruction of the HR image (X) can be divided 
into two independent steps, namely, the fusion and restoration 
steps. The fusion problem is described as    

 ̂          
 

      
   ‖     ̃ ‖ 

  (11) 

This can be obtained by median filtering as: 

 ̂                  
   ̃        (12) 

i.e. all the registered frames are fused by using median 
operator. Then, the problem is reduced to a restoration 
problem as follows: 

 ̂     ̂ (13) 

where  ̂ is the estimated version of X (the HR frame).  ̂ 

can be obtained from  ̂ by using a restoration step as follows.  

 ̂          
 

 [‖    ̂‖
 
   ‖  ‖  ] (14) 

The steepest decent solution to the minimization problem 
in (14) is: 

 ̂
     

   ̂
   

   {          ̂
   

   ̂ 

                } 
(15) 

where β is a scalar representing the step size in the 
direction of the gradient. 

V. SIMULATION RESULTS 

A. Data Sets 

Two different video sequences including Table Tennis 
(352×240 SIF format) and Football (352×240 SIF format) are 
used to evaluate the proposed algorithm. For these sequences, 
the YUV components are available. Moreover, we assume that 
the coloured sequences are already demosaicked or captured 
by three CCD sensors. In addition to test the proposed 
modification for the Horn-Schunck optical flow estimation 
algorithm, we test the optical flow estimation with two famous 
sequences in the field of optical flow estimation, namely, the 
rotation and div sequences. 

B. Experiment Setup 

In the simulation, we assumed that the available sequences 
are HR sequences then we generate LR sequences from these 
sequences by applying blurring, down-sampling operators and 
adding noise to the HR sequences. Then we used different SR 
algorithm to reverse these operations.  

The LR frames were generated from the original HR video 
sequences according to the model as in (1), where the frames 
were blurred by Gaussian operator (5×5) with the variance 
equal to 1, down-sampled by a decimation factor equals 2 in 
the horizontal and vertical directions, and distorted by an 
additive white Gaussian noise with 30 dB signal-to-noise ratio.  

To demonstrate the efficiency of the proposed 
modification of the Horn-Shunck optical flow estimation 
algorithm, simulation results are presented for two different 
image sequences, with different motion types including 

rotation and div motions, in comparison with the traditional 
Horn-Schunck [23], and phase-based [25] optical flow 
estimation algorithms.   

C. Optical flow Analysis 

Optical flow estimation is one of the main contributions of 
this work. The efficiency of the proposed modification, which 
incorporates segmentation with the gradient-based optical flow 
estimation, is demonstrated as follows.  

Fig. 3 shows the results of image sequence that includes 
rotation motion. Even if phase-based algorithm [25] estimates 
approximate motion for moving parts, it fails to estimate 
correct motion at the boundaries as shown in Fig. 3a, where 
parts of the background are estimated to have high motion.  

Fig. 3b shows the results of conventional Horn-Schunck 
algorithm [23], from this figure, it fails to estimate correct 
motion at boundaries as shown by estimating motion in the 
background parts. The main problem of the Horn-Schunck 
algorithm is treated and solved with the proposed modification 
s shown in Fig. 3c. 

Another example that demonstrates the efficiency of the 
proposed modification is shown in Fig. 4. This sequence 
contains div motion. The resulting motion vectors by using 
phase-based algorithm is scattered and inconsistent for the 
same region which shows the failure of this algorithm in this 
sequence as shown in Fig. 4a. Horn-Schunck suffers from the 
error motion vectors near the boundaries and smooth areas as 
shown in Fig. 4b. However, the proposed modification has 
solved this problem as shown in Fig. 4c.   

D. Resolution Enhancement Results 

Fig. 5 shows the results of SR reconstruction for “Table 
Tennis” sequence. The segmented regions and the bicubic-
interpolated frame are shown in Figs. 5a and 5b, respectively.  
In this figure, the estimated HR frames by incorporating 
different motion estimation algorithms are shown. From this 
figure, we can see that as a global motion model, affine 
motion is not suitable for sequences that contain locally 
moving objects. This is clear in the disappearance of the ball, 
as shown in Fig. 5c.  

In addition, although conventional optical flow can 
estimate the flow of each pixel, is very sensitive to noise 
which results in a noisy edge as shown in Fig. 5d, where the 
ball is deformed due to the noise effect on the flow estimation 
process.  

On the other hand, segmentation-based optical flow 
overcomes the problems of the conventional optical flow by 
assuming a constant motion vector in an arbitrary shaped 
region (as shown in Fig. 5e).  

As another example, the results of Football sequence are 
shown in Fig. 6. In this figure, the failure of the affine motion 
is clearer since this sequence contains multi-objects and faster 
motion as shown in Fig. 6c. In case of using optical flow, the 
effect of noise is clear at edges, which are not sharp as shown 
in Fig. 6d. On the other hand, incorporating segmentation-
based optical flow estimation preserves sharp edges as shown 
in Figs. 6e. 
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(a) 

 
(b) 

 
(c) 

Figure 3: Image sequence including rotation motion, image with optical 
flow using; (a) phase-based algorithm [25], (b) conventional Horn-Schunck 

algorithm [23], and (c) the proposed segmentation -based Horn-Schunck 
algorithm. 

 

 
(a) 

 
(b) 

 
(c) 

Figure 4: Image sequence including div motion, image 
with optical flow using; (a) phase-based algorithm [25], (b) 

conventional Horn-Schunck algorithm [23], and (c) 
segmentation-based Horn-Schunck algorithm. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Figure 5, Table tennis sequence, (a)  segmented regions, (b) 
bicubic interpolation, (c) estimated HR frame by incorporating 
affine motion estimation, (d) estimated HR frame incorporating 

conventional optical flow estimation, and (e) estimated HR frame 
by incorporating modified optical flow estimation. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Figure 6, Football sequence, (a)  segmented regions, (b) 
bicubic interpolation, (c) estimated HR frame by incorporating 
affine motion estimation, (d) estimated HR frame incorporating 

conventional optical flow estimation, and (e) estimated HR frame 
by incorporating modified optical flow estimation. 

VI. CONCLUSION 

This paper consists of two main contributions. First, we 
proposed a modification for the Horn-Schunck optical flow 
estimation algorithm to overcome problems of conventional 
gradient-based optical flow estimation algorithms, which are 
the handling of un-textured regions and the estimation of 
correct flow vectors near motion discontinuities. We assumed 
that motion of all pixels in each homogeneous region is the 
same. Second, we incorporated the proposed segmentation-
based optical flow estimation in the resolution enhancement 
technique. The proposed algorithm overcomes some of the 
super-resolution problem for video sequences such as the non-
rigidity problem where the assumption of general local motion 
estimates a different motion vector for different parts. The 
proposed algorithm gave promising results for low resolution 
sequences with slow/fast motion.  
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Abstract— Simulation method of sea water which contains 

spherical and non-spherical particles of suspended solid and 

phytoplankton based on Monte Carlo Ray Tracing: MCRT is 

proposed for identifying non-spherical species of phytoplankton. 

From the simulation results, it is found that the proposed MCRT 

model is validated. Also some possibility of identification of 

spherical and non-spherical shapes of particles which are 

contained in sea water is shown. Meanwhile, simulations with the 

different shape of particles, Prolate and Oblate show that Degree 

of Polarization: DP depends on shapes. Therefore, non-spherical 

shape of phytoplankton can be identified with polarization 

characteristics measurements of the ocean. 

Keywords- Monte Carlo Ray Tracing; Phytoplankton; Polarization 

characteristics. 

I. INTRODUCTION  

Red tide detection is getting more important. Due to some 
reason including global warming, red tide occurs more 
frequently and widely all over the coastal zone in the world. 
Harmful Algal Blooms: HABs

1
 are getting more severe 

situation. There are two types of red tide, spherical and non-
spherical shapes of phytoplankton

2
 induced red tide. There is 

specific red tide phytoplankton to the coastal zones. For 
instance, Chattonella Antiqua

3
, Chattonella Marina

4
 is 

dominant phytoplankton in the Ariake Sea
5
 area, in Kyushu 

Island, Japan. Almost every summer, Chattonella 
phytoplankton appears in the Ariake Sea area. The shapes of 
these phytoplankton are different each other. Namely, 
Chattonella Antiqua has non-spherical shape while 
Chattonella Marina, Chattonella Globosa

6
 has relatively 

spherical shape. There is a strong demand on discrimination of 
spherical and non-spherical shapes of phytoplankton because 
it provides information on poison containing phytoplankton in 

                                                           
1
 http://en.wikipedia.org/wiki/Algal_bloom 

2 http://en.wikipedia.org/wiki/Phytoplankton 
3 http://www.minc.ne.jp/suishi/page022.html 
4 http://www.minc.ne.jp/suishi/page009.html 
5 Kohei Arai, Red Tides -Combines satellite and ground based detection-, 

SPIE Newsroom, 10/1117/2, 1201012, 003267, 2011. 
6
 http://www.marinespecies.org/hab/aphia.php?p=taxdetails&id=246589 

some cases. It is possible to discriminate spherical and non-
spherical shapes of phytoplankton by using polarization 
characteristics [1],[2]. Degree of polarization: DP [3] of the 
spherical shape of particles is almost zero while that of non-
spherical shape of particles is greater than zero depending 
upon its spherical degree. Therefore, it is also possible to 
identify non-spherical shapes of phytoplankton through 
polarization measurements of sea surface with polarization 
radiometers or polarization cameras

7
. 

Simulation study on discrimination of spherical and non-
spherical particles can be done with Monte Carlo Ray Tracing: 
MCRT method [4]-[15]. MCRT simulation model for the 
atmosphere is proposed [4] while MCRT model for aerosol 
particle is proposed [5]-[7]. Meanwhile, MCRT for layered 
clouds is discussed [8] while MCRT models for representation 
of forest parameters are proposed [9]-[13]. In particular, forest 
Leaf Area Index: LAI model based on MCRT is proposed [14] 
while Bi-Directional Reflectance Distribution Function: 
BRDF model with MCRT is proposed for tea trees [15].  

In this paper, simulation method is proposed then 
simulation results which show a validity of the method is 
described followed by some field experimental data which is 
also support a validity of the method. Then conclusion and 
some discussions are described finally.  

II. PROPOSED METHODS 

A. Research Background 

The shapes of Chattonella Antiqua, Chattonella Marina 
are shown in Fig.1. Chattonella Antiqua has non-spherical 
shape while Chattonella Marina has relatively spherical shape 
as shown in Fig.1 clearly.  

 

                                                           
7
 http://www.sciencedirect.com/science/article/pii/026288569594383B 
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(a) Chattonella Antiqua  (b)Chattonella Marina 

Figure 1 The shapes of Chattonella Antiqua, and Chattonella Marina 

 
Polarization characteristics for both spherical and non-

spherical phytoplankton are different obviously. Therefore, it 
might be possible to identify non-spherical phytoplankton 
through polarization measurement for sea surface with 
polarization radiometer or polarization camera. There are 
influences due to ocean waves, polarization on the sea surface, 
etc. on polarization measurement data. In order to avoid the 
influence due to ocean wave, the pixels of which normal 
direction of the sea surface is directed to zenith are extracted 
from the polarization camera images. Meanwhile, the 
influence due to polarization effect at the sea surface can be 
avoided by setting the looking angle at 53 degree (Brewster 
angle [3] of sea surface). Thus the polarization characteristics 
of the sea surface in concern are measured and estimated. 

B. Monte Carlo Ray Tracing: MCRT  

In order to show a validity of the proposed method for 
non-spherical phytoplankton, MCRT simulation study and 
field experimental study is conducted. MCRT allows 
simulation of polarization characteristics of sea surface with 
designated parameters of the atmospheric conditions and sea 
surface and sea water conditions. Illustrative view of MCRT is 
shown in Fig.2. 

 
Figure 2 Illustrative view of MCRT for the atmosphere and sea water 

 

Photon from the sun is input from the top of the 
atmosphere (the top of the simulation cell). Travel length of 
the photon is calculated with optical depth of the atmospheric 
molecule and that of aerosol. There are two components in the 

atmosphere; molecule and aerosol particles while three are 
also two components, water and particles; suspended solid and 
phytoplankton in the ocean. When the photon meets molecule 
or aerosol (the meeting probability with molecule and aerosol 
depends on their optical depth), then the photon scattered in 
accordance with scattering properties of molecule and aerosol. 
The scattering property is called as phase function. In the 
visible to near infrared wavelength region, the scattering by 
molecule is followed by Rayleigh scattering law [3] while that 
by aerosol is followed by Mie scattering law [3]. Example of 
phase function of Mie scattering is shown in Fig.3 (a) while 
that of Rayleigh scattering is shown in Fig.3 (b). 

 

 
(a)Mie scattering 

 
(b)Rayleigh scattering 

Figure 3 Phase functions for Mie and Rayleigh scattering 
 

In the figure, scattering angle is defined as the angle 
between incidence and reflected angle from the particle. These 
phase functions can be calculated with Mie Code in the 
MODerate resolution atmospheric TRANsmission; 
MODTRAN

8
. In particular, Mie phase function depends on 

refractive index, size distribution, and shape of the aerosol 
particle in concern. For instance, phase function of prolate 
shape of particle differs from that of oblate shape of particle as 
shown in Fig.4.  

                                                           
8
 http://modtran.org/ 
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(a)Shapes of aerosol particles 

 
(b)Oblate shape 

 
(c)Prolate shape 

Figure 4 Two types of shape of aerosol particle and their phase functions as a 

function of the ratio of long radius and short radius. 

 
The shapes of suspended solid and phytoplankton are 

assumed to be oblate or prolate of elliptical shape of which c/a 
ratio and orientation angle are to be random. In the MCRT 
simulation, these are aligned with the certain average interval 
(density of such materials) with the different c/a ratio and 
orientation together with refractive index of suspended solid 

and phytoplankton
9
. 

Reflection, transpiration, and refraction of the photon at 
the sea surface are followed by Fresnell law [3] and Snell law 
[3] as shown in Fig.5. 

Thus reflectance and transparency is calculated for p and s 
polarization separately together with total reflectance and 
transparency, Root Sum Square of p and s components as 
shown in Fig.6. Then the following Degree of Polarization: 
DP is calculated. 

DP = (p-s)/(p+s)    (1) 

 

 
Figure 5 Reflection, transpiration, and refraction of the photon at the sea 

surface 

 

 
Figure 6 Reflectance and transparency is calculated for p and s polarization 

separately together with total reflectance and transparency, Root Sum Square 

of p and s components 

III. EXPERIMENTS 

A. Overall Characteristics DP of Sea Surface at the Brewster 

Angle of Observations 

Fig.7 shows an example of MCRT simulation result of DP 
calculation at around Brewster angle of observation angle as a 
function of scattering angle. At the Brewster angle, p 
reflectance is zero while s reflectance is around 0.14 as shown 

                                                           
9
 In this simulation, both refractive index of phytoplankton and suspended 

solid are assumed to be same. 
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in Fig.6. Therefore, theoretical DP reaches at 1.0 and 
gradually decreases in accordance with increasing of 
scattering angle. Meanwhile, theoretical DP is increased with 
increasing of scattering angle ranges from zero to Brewster 
angle.  

 
Figure 7 Example of MCRT simulation result of DP calculation at around 

Brewster angle of observation angle as a function of scattering angle 
 

On the other hand, calculated DP (MCRT simulation 
result) shows the same trend with theoretical DP, the details 
are different though. MCRT simulation result of calculated DP 
goes up and down everywhere. One of the causes for these 
variations is that the number of photons is not enough. One of 
the conclusions from the MCRT simulation study is that 
observation angle has to be set at Brewster angle. Thus the 
polarization characteristics of the sea surface can be observed 
at the best observation condition. 

B. Reflectance Calculated Based on Monte Carlo Ray 

Tracing: MCRT  

At the observation angle of 53 degree of Brewster angle, p 
and s polarization reflectance are estimated with MCRT 
simulation. Table 1 shows the results.  

TABLE I.  P AND S REFLECTANCE FOR THE DIFFERENT OPTICAL DEPTH 

Optical Depth P Reflectance S Reflectance 

0.01 0.07425 0.7641 

3.0 0.1218 0.8798 

5.0 0.1509 0.9106 
 

As shown in Fig.6, s reflectance is always greater than p 
reflectance. The result shows the same trend. In the simulation, 
optical depth of the particles (suspended solid and 
phytoplankton) is changed from 0.01, 3.0, and 0.5. On the 
other hand, reflectance of the sea surface is set at 0.1. This 
implies that the transparency of sea water is set at 0.9. Thus 
DP can be calculated through p and s reflectance (using the 
difference of the number of photons for p and polarization of 
MCRT simulation results). 

Table 2 shows total reflectance of particles containing sea 
water and sea water only as well as the deviations of 
reflectance and DP from the spherical shape of particle and 

from the reflectance for the sea water only. In the simulation, 
optical depth of the particles of suspended solid and 
phytoplankton is set at 3.0. Shapes of the particles of P1, P2 
are set at 1.95 and 4.62 of c/a ratio while those of O1, O2 are 
set at 0.46 and 0.24, respectively.  

Particle size of these suspended solid and phytoplankton 
are same as spherical water. Therefore, equivalent scattering 
cross section of sea water only and of particle containing sea 
water are same. 

TABLE II.  T OTAL REFLECTANCE OF PARTICLES CONTAINING SEA 

WATER AND SEA WATER ONLY AS WELL AS THE DEVIATIONS OF 

REFLECTANCE AND DP FROM THE SPHERICAL SHAPE OF PARTICLE AND FROM 

THE REFLECTANCE FOR THE SEA WATER ONLY WHEN THE PARTICLE SIZE IS 

NOT CHANGED DEPENDING UPON C/A RATIO. 

Shape Reflectance Deviation of reflectance (%) Deviation of DP 

O1 0.5 19.75 0.0136 

O2 0.5 19.74 0.0127 

Sphere 0.499 19.51 - 

Sea Water 0.418 - - 

P2 0.5 19.74 0.0132 

P1 0.5 19.75 0.0134 
 

Reflectance deviation of spherical shape of particle from 
the reflectance of sea water only is 19.51% while that of non-
spherical particles is around 19.75%. It is said that the 
reflectance of particles containing sea water is much different 
from that of sea water only while shape dependency of the 
reflectance is comparatively small, much smaller than that of 
the reflectance difference between sea water and particle 
containing sea water.  

Meanwhile, the deviation of DP from the spherical shape 
of particle is varied depending upon c/a ratio in some extents. 
As is aforementioned, the particle orientations are random and 
are varied by time being. There are a variety of sizes for 
particles. Deviations of DP for the same size of different 
shapes and orientation angles of particles range from 0.0127 to 
0.0136. Therefore, not so large influence due to the different 
shapes and orientation angles is suspected. 

If the particle size is varied by the shape of particle, then 
the simulation result is remarkably changed from that of the 
case that the particle size is same even for the different shape. 
Table 3 shows the MCRT simulation results for that situation.  

Due to the fact that scattering cross section is varied by the 
c/a factor, reflectance of the sea surface is changed with c/a 
factor as well as DP. The deviation of DP is totally depends on 
c/a ratio in this case. Because the averaged particle interval is 
same, cross section is dependent to c/a ratio. 

TABLE III.  T OTAL REFLECTANCE OF PARTICLES CONTAINING SEA 

WATER AND SEA WATER ONLY AS WELL AS THE DEVIATIONS OF 

REFLECTANCE AND DP FROM THE SPHERICAL SHAPE OF PARTICLE AND FROM 

THE REFLECTANCE FOR THE SEA WATER ONLY WHEN THE PARTICLE SIZE IS 

CHANGED DEPENDING UPON C/A RATIO. 

Shape Reflectance Deviation of reflectance (%) Deviation of DP 

O1 0.577 57.70 0.0167 

O2 0.575 57.51 0.00379 

Sphere 0.169 16.87 - 

Sea Water 0.1 - - 

P2 0.136 13.58 0.00199 

P1 0.127 12.66 0.00298 
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IV. CONCLUSION 

Monte Carlo Ray Tracing: MCRT based simulation 
method of sea water which contains spherical and non-
spherical particles of suspended solid and phytoplankton is 
proposed. Using the proposed method, identifying non-
spherical species of phytoplankton is available. From the 
simulation results, it is found that the proposed MCRT model 
is valid. Also some possibility of identification of spherical 
and non-spherical shapes of particles which are contained in 
sea water is shown. Meanwhile, simulations with the different 
shape of particles, Prolate and Oblate show that Degree of 
Polarization: DP depends on shapes. Therefore, non-spherical 
shape of phytoplankton can be identified with polarization 
characteristics measurements of the ocean.  
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Abstract— Wireless sensor networks (WSNs) are largely deployed 

in different sectors and applications, and Elliptic Curve 

Cryptography (ECC) is proven to be the most feasible PKC for 

WSN security. ECC is believed to provide same level of security 

such as RSA with a much shorter key length, and thus they seem 

to be ideal for applications with small resources such a sensor 

network, smartcard, RFID, etc. However, like any other 

cryptographic primitive, ECC implementations are vulnerable to 

Power Analysis Attacks (PAAs) that may reveal the secret keys 

by exploiting leaked power consumption from running 

cryptographic devices (e.g. smart cards, mobile phones etc.). In 

this paper, we present a comprehensive study of major PAAs and 

its countermeasures on ECC cryptosystems. In addition, this 

paper describes critical concerns to be considered in designing 

PAAs on ECC particular for WSNs, and illustrates the need to 

conduct, in the near future, intensive researches for the 

development of these specific PAAs. 

Keywords- Wireless Sensor Networks (WSNs); Elliptic curve 

cryptosystems (ECC); Side-channel attacks (SCA); Scalar 

multiplication. 

I. INTRODUCTION 

Wireless sensor networks (WSNs) [1] [2] are ad hoc 
networks comprised of a large number of low-cost, low-power, 
and multi-functional sensor nodes and one or more base 
stations sensors that collaboratively monitor physical and 
environmental conditions. There a wide range of applications 
for WSN, such as health monitoring, industrial control, 
environment observation, as well as office and even military 
operations. In most of these scenarios, critical information is 
processed and frequently exchanged among sensor nodes 
through insecure wireless channels. It is therefore crucial to add 
security measures to WSNs for protecting its data against using 
Public Key Cryptography (PKC) that is shown to be feasible in 
WSNs (e.g., [3] [4] [5]) by using Elliptic Curve Cryptography 
(ECC).  

Side-Channel Attacks (SCA), introduced by Paul Kocher in 
1999 [6] [7], exploit leaked side-channel information, such as 
power consumption, electromagnetic emanations and running 
time etc., from running cryptographic devices such as WSNs, 
smart cards, mobile phones, RFIDs etc., to reveal the secret 
keys.  Although recently Kanthakumar et al. [8] in 2008, 
discussed the security of WSNs against SCAs; But so far, 

however, no serious research effort has focused on the SCAs 
on WSNs, and in specific with the presence of ECC 
cryptosystems.  

In this paper, we present a comprehensive study of major 
PAAs and its countermeasures on ECC cryptosystems, taking 
into consideration the WSNs resource constraints. The rest of 
the paper is organized as follows. In section 2, we present a 
background on WSNs. Section 3 presents ECC and its use in 
various fields. PAAs and its countermeasures on ECC are then 
reviewed in sections 4 and 5. Discussion on the findings of the 
paper study is presented in section 6. Section 7 concludes the 
presented study. 

II. WIRELESS SENSOR NETWORKS 

WSNs [1] [2] comprise mainly of a large number of small 
sensor nodes with limited resources and are based around a 
battery powered microcontroller. Wireless sensors are equipped 
with a radio transceiver and a set of transducers through which 
they acquire data about the surrounding environment. WSNs 
form an ad-hoc multi-hop network, where nodes communicate 
with each other and with one or more sink nodes that interact 
with the outside world. Sensors in the WSN can receive 
commands via the sink to execute tasks such as data collection, 
processing and transfer. The number of nodes participating in a 
sensor network is mainly defined by several requirements such 
as the network connectivity and coverage, and the size of the 
area of interest.  

There exist a large number of different applications for 
WSN: examples are health monitoring, industrial control, 
environment observation, as well as office and even military 
applications. For example, in the health monitoring 
applications, WSN can be used to remotely monitor 
physiological parameters, such as heartbeat or blood pressure 
of patients, and send a trigger alert to the concerned doctor 
according to a predefined threshold. In addition, sensor nodes 
may be deployed in several forms: at random, or installed at 
deliberately chosen spots. 

III. ELLIPTIC CURVE CRYPTOGRAPHY 

Here we present a brief introduction to elliptic curves. Let 
GF(2

m
) be a finite field of characteristic two. A non-
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supersingular elliptic curve E over GF(2
m
) is defined to be the 

set of solutions (x, y) ϵ GF(2
m
) X GF(2

m
) to the equation, 

y
2
 + xy = x

3
 + ax

2
 + b,   (6) 

Where a and b ϵ GF(2
m
), b ≠ 0, together with the point at 

infinity denoted by O. It is well known that E forms a 
commutative finite group, with O as the group identity, under 
the addition operation known as the tangent and chord method. 
Explicit rational formulas for the addition rule involve several 
arithmetic operations (adding, squaring, multiplication and 
inversion) in the underlying finite field. In affine coordinates, 
the elliptic group operation is given by the following: 

Let P = (x1, y1) ϵ E; then – P = (x1, x1 + y1).    

For all P ϵ E, O + P = P + O = P. If Q = (x2, y2) ϵ E and  Q 
≠ – P, then P + Q = (x3 , y3), 

Where 

axx
xx

yy

xx

yy
x 









 21

21
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if P ≠ Q and, 
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x

y
xxy 

  (10) 

if P = Q. 

Computing P + Q is called elliptic curve point addition 
(PADD) if P ≠ Q and is called elliptic curve point doubling 
(PDBL) if P = Q. Point subtraction is a useful operation in 
some algorithms. This operation can be performed with the 
PADD or PDBL formulas using the additive inverse of the 
point to be subtracted. For example, the point subtraction P − Q 
can be computed using the PADD operation where:                   
P − Q = P + (−Q). The additive inverse of a point P = (x, y) is 
the point (x, x + y) for curves defined over the GF(2

m
)fields. 

Scalar multiplication is the basic operation for ECC, called 
ECSM (Elliptic Curve Scalar Multiplication). ECSM in the 
group of points of an elliptic curve is the analogous of 
exponentiation in the multiplicative group of integers modulo a 
fixed integer m. Computing kP can be done with the 
straightforward double-and-add method [9], as described in 
Algorithm 1 (Left to Right approach), and Algorithm 2 (Right 
to Left approach) based on the binary expression of                  
k = (km-1,…,k0) where km-1 is the most significant bit of k. 
However, several Elliptic Curve Scalar Multiplication (ECSM) 

methods have been proposed in the literature. A good survey is 
presented in [9].  

Algorithm 1: The double-and-add method. 

(Left to Right) 

Inputs:  P: Base Point, k: Secret key. 

Output: kP. 

1: Q ← P 

2: for i = m − 2 downto 0 do 

3: Q ← 2Q 

4: if ki = 1 then Q ← Q + P 

Return Q. 

 

Projective coordinate systems define points over the 
projective plane as triplets (X, Y, Z). Projective coordinate 
systems are used to eliminate the need for performing 
inversion. For elliptic curve defined over GF(2

m
), many 

different forms of formulas are found [10] for PADD and 
doubling. The projective coordinate system (Pr), so called 
homogeneous coordinate system, takes the form  (x, y) = (X/Z, 
Y/Z), while the Jacobian coordinate system takes the form (x, y) 
= (X/Z

2
, Y/Z

3
) and the Lopez-Dahab coordinate system takes 

the form (x, y) = (X/Z, Y/Z
2
). The Mixed coordinate system, on 

the other hand, adds two points where one is given in a certain 
coordinate system while the other is given in another 
coordinate system. The coordinate system of the resulting point 
may be in a third coordinate system [10]. 

IV. POWER ANALYSIS ATTACKS (PAA) ON ECC 

In 1996, Paul Kocher introduced the power analysis 
procedure; then, in 1999 he introduced the PAAs. These attacks 
have become a major threat against tamper resistant devices 
[6]. PAA [6] [7] allow adversaries to obtain the secret key in a 
cryptographic device, or partial information on it, by observing 
the power consumption traces. This is a serious threat 
especially to mobile devices such as WSNs, smart cards, 
mobile phones, RFIDs etc. Thus, implementers need 
algorithms that are not only efficient, but also PAA-resistant.  

Two main PAA techniques are the Simple PAA (SPAA) 
and Differential PAA (DPAA).  

A. Simple Power Analysis Attack (SPAA) 

The main idea of the SPAA [7] is to get the secret d using 
the side-channel leakage information obtained through 
observing the power consumption from a single measurement 
trace. For instance, as ECSM is the basic operation for ECC, 
and the most straightforward algorithm for point multiplication 
on an elliptic curve is the double-and-add algorithm (See 
Algorithm 1 in Section III), where a PDBL is executed for each 
bit of the scalar and a PADD is executed only if the scalar bit is 
equal to one. If the power consumption trace pattern of PDBL 
is different from that of PADD, the side-channel leakage of the 
implementation reveals the presence of the PADD and thus the 
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value of the scalar bits and attackers can easily retrieve the 
secret key from a single side-channel trace.  

B. Differential Power Analysis Attack (DPAA) 

In DPAA [7], the adversary makes use of the obvious 
variations in the power consumption that are caused by 
multiple data and operation computations, and use statistical 
techniques to pry the secret information. This attack uses a two 
round technique: data collection and data processing. A DPAA 
on ECSM is described in [11].  

More advanced DPAA techniques applicable to elliptic 
curve cryptosystems, such as refined power analysis (RPA) 
[12], zero power analysis (ZPA) [13], and doubling attacks [14] 
were introduced. 

a) RPA (also called Goubin-type DPA) [12] attack 
directs its attention to the existence of a point P0 on the elliptic 
curve E(K) such that one of the coordinates is 0 in K and 
P0≠O. RPA could deduce the next bit of the scalar by 
computing power consumption of chosen message and some 
chosen points on the elliptic curve. 

b) ZPA attack [13] is an extension of RPA attack. This 
attack is based on the observation that that even if a point had 
no zero-value coordinate; the auxiliary register might take on a 
zero-value. Thus with this attack, all points with zero power 
consumption are noticeable. 

c) Doubling attack (DA) [14] attack is based on the two 
queries; one is on some input P and the other one is on 2P. The 
DA can detect when the same operation is done twice, i.e., 
exploits the similar (PDBL) operations for computing dP and 
d(2P). There are two types of DA, normal and relative DA 
(relative doubling attack proposed by Yen et al. [15]), where 
the relative DA uses a totally different approach to derive the 
key bit in which the relationship between two adjacent key bits 
can be obtained as either di = di−1 or di ≠ di−1. 

In addition, Template Attack [16] is very similar to DPAA 
(Two rounds technique: Template building and matching), but 
requires access to a fully controllable device. In Template 
building phases (also called profiling phase), the attacker 
constructs a precise model of the wanted signal source, 
including a characterization of the noise. The matching phase 
comprises the actual attack. Another attack is the Carry-based 
Attack (CBA) [17]; it does not attack the ECSM itself but its 
countermeasures. The CBA depends on the carry propagation 
occurring when long-integer additions are performed as 
repeated sub-word additions. Moreover, an advanced statistical 
technique such as Principal Component Analysis (PCA) [18] 
can be used by an attacker to perform PCA transformation on 
randomly switched PADD and PDBL (as in ECSM using 
Montgomery ladder) and identify the key bit. 

V. COUNTERMEASURES OF PAA ON ECC 

Since 1996, many research efforts [19] [11] [20] [21] [22] 
[23] [24] [25] [26] [27] have been made to secure ECC method 
implementations, in special the ECSM, against PAAs. The 
Major challenge is to avoid additional computational cost, and 
to develop relatively fast cryptosystems without compromising 
security, due to the nature of WSNs as constrained devices. 

A. Countermeasures of SPAA on ECC 

There are different strategies to resist SPAA attacks. These 
strategies share the same objective, which is to render the 
power consumption traces that are caused by the data and 
operation computations during an ECSM independent from the 
secret key. 

SPAA attacks can be prevented by using one of the 
following methods:  

1) Making the group operations indistinguishable (by 

processing of bits “0” and “1” of multiplier indistinguishable 

by inserting extra point operations). As an example, the 

double-and-add-always algorithm, introduced in [11] (As 

shown in Algorithm 2), and Montgomery ladder [20] (as shown 

in Algorithm 3) ensures that the sequence of operations appear 

as an PADD followed by a PDBL regularly. 

Double-and-add-always algorithm [11] is highly regular, 
and it requires no pre-computation or prior recoding. This 
algorithm requires n PDBL and n PADDs regardless of the 
value of the scalar multiplicand, and two temporary registers 
are needed to store the results of each iteration.  

As for the Montgomery ladder [20], the execution time of 
the ECSM is inherently unrelated to the Hamming weight of 
the secret scalar, and this algorithm avoids the usage of dummy 
instructions. Montgomery ladder [20] resists the normal DA. 
However, it is attacked by the relative DA proposed by Yen et 
al. [15]. Moreover, recent studies have shown that processing 
the bits of multiplicand from left-to-right, as Montgomery 
ladder does, are vulnerable to certain attacks [14].  

ALGORITHM 2: DOUBLE-AND-ADD-ALWAYS. 

Inputs:  P: Base Point, k: Secret key. 

Output: kP. 

1: R[0]←O. 

2: for i = l − 1 downto 0 do 

3: R[0] ← 2R[0], R[1] ← R[0] + P. 

4: R[0] ← R[ki]. 

5: end for 

Return R[0]. 

ALGORITHM 3: MONTGOMERY POWERING LADDER. 

Inputs:  P: Base Point, k: Secret key. 

Output: kP. 

Scalar Multiplication (kP): 

1: R[0] ← P, R[1] ← 2P  

2: for i from l-2 downto 0 do 

3: R[￢ki]←R[0]+R[1], R[ki]←2R[ki]. 

4: end for 
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Output R[0] 

In addition, the authors in [23] proposed secure (same 
security level as double-and-add-always method [11] and the 
Montgomery method [20]) and efficient ECSM method (See 
algorithm 4) by partitioning the bit string of the scalar in half 
(Key splitting into half) and extracting the common substring 
from the two parts based on propositional logic operations. The 
computations for common substring are thus saved, where the 
computational cost is approximately (k/2)A+kD.  

ALGORITHM 4: ECSM BASED PROPOSITIONAL LOGIC 

OPERATIONS [23]. 

Inputs: B2=(  
   

…   
  ….  

 )2, B1=(  
   

…   
  ….  

 )2, 

P 

Output: dP. 

1: Q[0]=Q[1]=Q[2]=Q[3]=O; 

2: For e=1 to k/2 do /* scan B1 and B2 from LSB to 
MSB */ 

3: Q[2  
  +   

 ] = Q[2  
  +   

 ] + P; /* ADD */ 

4: P = 2P;                /* DBL */ 

5: Q[1] = Q[1] + Q[3]; Q[2] = Q[2] + Q[3]; 

6: For e=1 to k/2 do 

7: Q[2] = 2Q[2];                      /* DBL */    

8: Q[1] = Q[2] + Q[1]; 

Return Q[1]. 

2) Using of unified formulae for PADD and PDBL 

through inserting extra field operations [19] [21] [22] [24] 

[25] [26] [28] [29] [30], by rewriting the PADD and PDBL 

formulas so that their implementation provides always the 

same shape and duration during the ECSM.   

An arithmetic was proposed in [19] and refined in [26] 
together with the use of Edwards coordinates for ECC as 
proposed by Bernstein and Lange in 2007 [31] uses the same 
formula to compute PADD and PDBL. In addition, Hesse 
[21] and Jacobi form [22] elliptic curves achieve the in-
distinguishability by using the same formula for both an 
PADD and PDBL. Moreover, a method proposed by Moller 
[25] performs ECSM with fixed pattern of PADD and 
PDBL, employing a randomized initialization stage to 
achieve resistance against PAAs. The same way, Liadet and 
Smart [24] have proposed to reduce information leakage by 
using a special point representation in some elliptic curves 
pertaining to a particular category, such that a single formula 
can be used for PADD and PDBL operations.  

3) Rewriting sequence of operations as sequences of 

side-channel atomic blocks that are indistinguishable for 

SPAA [28]. The idea is to insert extra field operations and 

then divide each process into atomic blocks so that it can be 

expressed as the repetition of instruction blocks which 

appear equivalent (same power trace shape and duration) by 

SCA. The atomic pattern proposed in [28] is composed of the 

following field operations: a multiplication, two additions 

and a negation. This choice relies on the observation that 

during the execution of PADD and PDBL, no more than two 

additions and one negation are required between two 

multiplications. 

To reduce the cost of atomic pattern of [28], Longa 
proposed in his PhD thesis [29] two atomic patterns in the 
context of Jacobian coordinates. In [29] Longa expresses 
mixed affine-Jacobian PADD formula as 6 atomic patterns 
and fast PDBL formula as 4 atomic patterns. It allows 
performing an efficient left-to-right ESCM using fast PDBL 
and mixed affine-Jacobian addition protected with atomic 
patterns. In addition, the authors in [30] address the problem 
of protecting ECSM implementations against PAA by 
proposing a new atomic pattern. They maximize the use of 
squarings to replace multiplications and minimize the use of 
field additions and negations since they induce a non-
negligible penalty.  

B. Countermeasures of DPAA on ECC 

Same as in SPAA, there are different approaches and 
techniques [32] [33] [11] [34] [35] [12] used to resist DPAA 
attacks. In general, the traditional and straightforward 
approach is by randomizing the intermediate data, thereby 
rendering the calculation of the hypothetical leakage values 
rather impossible.  

Coron [11] suggested three countermeasures to protect 
against DPAA attacks: 

1) Blinding the scalar by adding a multiple of #E. For 

any random number r and k’ = k+r#E, we have k’P = kP 

since (r#E)P = O. 

2) Blinding the point P, such that kP becomes k(P +R). 

The known value S = kR is subtracted at the end of the 

computation. Blinding the point P makes RPA/ZPA more 

difficult.  

In [14], the authors conclude that blinding the point P is 
vulnerable to DA since the point which blinds P is also 
doubled at each execution. Thereafter, in [32], the authors 
proposed a modification on the Coron’s [11] point blinding 
technique to defend the DA. The modified technique in [32] 
is secure against DPAA. 

Randomizing the homogeneous projective coordinates 
(X,Y,Z) with a random λ ≠ 0 to (λX, λY, λZ). The random 
variable λ can be updated in every execution or after each 
PADD or PDBL, which will makes the collection of typical 
templates more difficult for an attacker.  

Although randomizing projective coordinates is an 
effective countermeasure against DPAA, it fails to resist the 
RPA as zero is not effectively randomized. Furthermore, if 
the device outputs the point in projective coordinates, a final 
randomization must be performed; otherwise [36] shows how 
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to learn parts of the secret value. 

Similar to Coron [11], Ciet and Joye [35] also suggested 
several similar randomization methods. 

3) Random scalar splitting: k = k1 + k2 or k = [k/r]r +(k 

mod r) for a random r. 

Random scalar splitting can resist DPAA attacks since it 
has a random scalar for each execution. In addition, it helps 
preventing RPA/ZPA if it is used together with Blinding the 
point P technique [37] [12] [38].  

4) Randomized EC isomorphism.  

5) Randomized field isomorphism.  

In the same context, Joye and Tymen [34] proposed to 
execute the ECSM on an isomorphic curve and to change the 
intermediate representations for each execution of a complete 
ECSM. 

In [33], the authors presented a PAA resistant ECSM 
algorithm, based on building a sequence of bit-strings 
representing the scalar k, characterized by the fact that all bit-
strings are different from zero; this property will ensure a 
uniform computation behavior for the algorithm, and thus 
will make it secure against PAA attacks.  

Window-method [39]: It is an improved ECSM algorithm 
(sometimes referred to as m-ary method). For a window 
width of w, some multiples of the point P up to (2w-1)P are 
precomputed and stored and the scalar k is processed w bits 
at a time. K is recoded to the radix 2w.k can be recorded in a 
way so that the average density of the nonzero digits in the 
recoding is 1/(w+£), where 0 ≤ £ ≤ 2 depends on the 
algorithm.   

VI. DISCUSSION 

The main focus of this study is in highlighting on the 
PAAs on ECC as a major security threat in the context of 
WSNs. In a point of fact, none of the proposed 
countermeasures against PAAs on ECC, which are suggested 
in literatures, have considered the case of WSNs.  

Given the resource constraints of WSN nodes, designing 
countermeasure methods against PAAs seems a non-trivial 
problem, and it should be a matter of tradeoff between the 
available resources on WSN node and performance. Thus, 
some critical concerns need to be taken into consideration 
while designing such countermeasures: 

1) Not include any dummy operations (limited battery 

life time), and  

2) Not limited to particular family of curves, and thus 

can be implemented in any NIST standardized curves.  

3) Immunity against DPAAs may be carefully designed 

by combining several data randomization countermeasures 

and selectively change the ordering of these 

countermeasures with a time short enough to avoid a 

successful DPAA. 

4) Template attacks are serious security threats on WSN 

nodes especially that the template building is simple and fast. 

In addition, as shown in Figure 1, different attacks could 
be thwarted by one or more countermeasures. For example, 
Random Projective Coordinate prevents three powerful 
attacks (DPA, DA, and Template attack). However, it is 
worthy to emphasis on the fact that find a countermeasure 
against all know attacks is extremely costly, especially in the 
context of constrained devices like WSN. 

VII. CONCLUSIONS AND FUTURE WORK 

Taking into consideration the resource constraints of WSN 
nodes, its deployment in open environments make these nodes 
highly exposed to PAAs. This paper represents a 
comprehensive study of major PAAs on ECC. The 
contributions of this paper are as follows: First, we present a 
review of the major PAAs and its countermeasures on ECC.  
Second, we make a graphical presentation for the relation 
between PAAs on ECC and its countermeasures. In addition, 
this paper discussed the critical concerns to be considered in 
designing PAAs on ECC particular for WSNs. Those, this 
paper should trigger the need for intensive researches to be 
conducted in the near future on the PAAs on ECC in WSNs 
nodes, especially that ECC is considered as the most feasible 
PKC for WSN security.  

Although attacks like PAAs in WSN are normally carried 
out in situations where the adversary can control the target 
device [40], SPAA together with Template Attacks are still 
considered serious security threats, and thus a robust a cost-
effect security solutions should be implementation to thwart 
these attacks.  
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Figure 1 - PAAs vs. Countermeasures 
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Abstract— Cloud computing has become a new age technology 

that has got huge potentials in enterprises and markets. Clouds 

can make it possible to access applications and associated data 

from anywhere. Companies are able to rent resources from cloud 

for storage and other computational purposes so that their 

infrastructure cost can be reduced significantly. Further they can 

make use of company-wide access to applications, based on pay-

as-you-go model. Hence there is no need for getting licenses for 

individual products. However one of the major pitfalls in cloud 

computing is related to optimizing the resources being allocated. 

Because of the uniqueness of the model, resource allocation is 

performed with the objective of minimizing the costs associated 

with it. The other challenges of resource allocation are meeting 

customer demands and application requirements. In this paper, 

various resource allocation strategies and their challenges are 

discussed in detail. It is believed that this paper would benefit 

both cloud users and researchers in overcoming the challenges 

faced. 

Keywords- Cloud Computing; Cloud Services; Resource Allocation; 

Infrastructure. 

I. INTRODUCTION  

Cloud computing emerges as a new computing paradigm 
which aims to provide reliable, customized and QoS (Quality 
of Service) guaranteed computing dynamic environments for 
end-users [22].Distributed processing, parallel processing and 
grid computing together emerged as cloud computing. The 
basic principle of cloud computing is that user data is not 
stored locally but is stored in the data center of internet. The 
companies which provide cloud computing service could 
manage and maintain the operation of these data centers. The 
users can access the stored data at any time by using 
Application Programming Interface (API) provided by cloud 
providers through any terminal equipment connected to the 
internet. 

 Not only are storage services provided but also hardware 
and software services are available to the general public and 
business markets. The services provided by service providers 
can be everything, from the infrastructure, platform or 
software resources. Each such service is respectively called 
Infrastructure as a Service (IaaS), Platform as a Service (PaaS) 
or Software as a Service (SaaS) [45]. 

There are numerous advantages of cloud computing, the 
most basic ones being lower costs, re-provisioning of 
resources and remote accessibility. Cloud computing lowers 
cost by avoiding the capital expenditure by the company in 
renting the physical infrastructure from a third party provider. 
Due to the flexible nature of cloud computing, we can quickly 
access more resources from cloud providers when we need to 
expand our business. The remote accessibility enables us to 
access the cloud services from anywhere at any time. To gain 
the maximum degree of the above mentioned benefits, the 
services offered in terms of resources should be allocated 
optimally to the applications running in the cloud. The 
following section discusses the significance of resource 
allocation. 

A. Significance of Resource Allocation 

In cloud computing, Resource Allocation (RA) is the 
process of assigning available resources to the needed cloud 
applications over the internet. Resource allocation starves 
services if the allocation is not managed precisely. Resource 
provisioning solves that problem by allowing the service 
providers to manage the resources for each individual module.  

Resource Allocation Strategy (RAS) is all about 
integrating cloud provider activities for utilizing and allocating 
scarce resources within the limit of cloud environment so as to 
meet the needs of the cloud application. It requires the type 
and amount of resources needed by each application in order 
to complete a user job. The order and time of allocation of 
resources are also an input for an optimal RAS. An optimal 
RAS should avoid the following criteria as follows: 

a) Resource contention situation arises when two 

applications try to access the same resource at the same time. 

b) Scarcity of resources arises when there are limited 

resources. 

c) Resource fragmentation situation arises when the 

resources are isolated. [There will be enough resources but 

not able to allocate to the needed application.] 

d) Over-provisioning of resources arises when the 

application gets surplus resources than the demanded one. 
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e) Under-provisioning of resources occurs when the 

application is assigned with fewer numbers of resources than 

the demand.    

Resource users’ (cloud users) estimates of resource 
demands to complete a job before the estimated time may lead 
to an over-provisioning of resources. Resource providers’ 
allocation of resources may lead to an under-provisioning of 
resources. To overcome the above mentioned discrepancies, 
inputs needed from both cloud providers and users for a RAS 
as shown in table I. From the cloud user’s angle, the 
application requirement and Service Level Agreement (SLA) 
are major inputs to RAS. The offerings, resource status and 
available resources are the inputs required from the other side 
to manage and allocate resources to host applications [25] by 
RAS. The outcome of any optimal RAS must satisfy the 
parameters such as throughput, latency and response time. 
Even though cloud provides reliable resources, it also poses a 
crucial problem in allocating and managing resources 
dynamically across the applications.  

TABLE I. INPUT PARAMETERS  

Parameter Provider Customer 

Provider Offerings √ - 

Resource Status √ - 

Available Resources √ - 

Application Requirements - √ 

Agreed Contract Between 
Customer and provider 

√ √ 

From the perspective of a cloud provider, predicting the 
dynamic nature of users, user demands, and application 
demands are impractical. For the cloud users, the job should 
be completed on time with minimal cost. Hence due to limited 
resources, resource heterogeneity, locality restrictions, 
environmental necessities and dynamic nature of resource 
demand, we need an efficient resource allocation system that 
suits cloud environments.  

Cloud resources consist of physical and virtual resources. 
The physical resources are shared across multiple compute 
requests through virtualization and provisioning [23]. The 
request for virtualized resources is described through a set of 
parameters detailing the processing, memory and disk needs 
which is depicted in Fig.1. Provisioning satisfies the request 
by mapping virtualized resources to physical ones. The 
hardware and software resources are allocated to the cloud 
applications on-demand basis. For scalable computing, Virtual 
Machines are rented. 

The complexity of finding an optimum resource allocation 
is exponential in huge systems like big clusters, data centers or 
Grids. Since resource demand and supply can be dynamic and 
uncertain, various strategies for resource allocation are 
proposed. This paper puts forth various resource allocation 
strategies deployed in cloud environments. 

The rest of the paper is organized as follows: In section II, 
a few work related to this topic is presented. Various resource 
allocation strategies and their impacts in cloud environments 
are discussed in section III. In section IV, some of the 
advantages and limitations of resource allocation in cloud are 

addressed. Finally the conclusion of the paper is given as 
section V. 

Figure1.  Mapping of virtual to physical resources 

II. RELATED WORK 

Very little literature is available on this survey paper in 
cloud computing paradigm. Shikharesh et al. in paper [30] 
describes the resource allocation challenges in clouds from the 
fundamental point of resource management. The paper has not 
addressed any specific resource allocation strategy. 

Patricia et al. [25], investigates the uncertainties that 
increase difficulty in scheduling and matchmaking by 
considering some examples of recent research.  

It is evident that the paper which analyzes various resource 
allocation strategies is not available so far. The proposed 
literature focuses on resource allocation strategies and its 
impacts on cloud users and cloud providers. It is believed that 
this survey would greatly benefit the cloud users and 
researchers. 

III. RESOURCE ALLOCATION STRATEGIES (RAS) AT A 

GLANCE 

The input parameters to RAS and the way of resource 
allocation vary based on the services, infrastructure and the 
nature of applications which demand resources. The schematic 
diagram in Fig.2 depicts the classification of Resource 
Allocation Strategies (RAS) proposed in cloud paradigm. The 
following section discusses the RAS employed in cloud. 

A. Execution Time 

Different kinds of resource allocation mechanisms are 
proposed in cloud.  In the work by Jiani at.al [15], actual task 
execution time and preemptable scheduling is considered for 
resource allocation. It overcomes the problem of resource 
contention and increases resource utilization by using different 
modes of renting computing capacities. But estimating the 
execution time for a job is a hard task for a user and errors are 
made very often [30]. But the VM model considered in [15] is 
heterogeneous and proposed for IaaS. 

Using the above-mentioned strategy, a resource allocation 
strategy for distributed environment is proposed by Jose et al. 
[16]. Proposed matchmaking (assign a resource to a job) 
strategy in [16] is based on Any-Schedulability criteria for 
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assigning jobs to opaque resources in heterogeneous 
environment. This work does not use detailed knowledge of 
the scheduling policies used at resources and subjected to 
AR’s (Advance Reservation). 

B. Policy  

Since centralized user and resource management lacks in 
scalable management of users, resources and organization-
level security policy [6], Dongwan et al. [6] has proposed a 
decentralized user and virtualized resource management for 
IaaS by adding a new layer called domain in between the user 
and the virtualized resources. Based on role based access 
control (RBAC), virtualized resources are allocated to users 
through domain layer. 

One of the resource allocation challenges of resource 
fragmentation in multi-cluster environment is controlled by 

the work given by Kuo-Chan et al. [20], which used the most-
fit processor policy for resource allocation. The most-fit policy 
allocates a job to the cluster, which produces a leftover 
processor distribution, leading to the most number of 
immediate subsequent job allocations.  

It requires a complex searching process, involving 
simulated allocation activities, to determine the target cluster. 
The clusters are assumed to be homogeneous and 
geographically distributed. The number of processors in each 
cluster is binary compatible. Job migration is required when 
load sharing activities occur.  

Experimental results shows that the most-fit policy has 
higher time complexities but the time overheads are negligible 
compared to the system long time operation. This policy is 
practical to use in a real system. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

     

 

 

Figure2. Resource Allocation Strategies in Cloud Computing 

C. Virtual Machine (VM) 

A system which can automatically scale its infrastructure 
resources is designed in [24]. The system composed of a 
virtual network of virtual machines capable of live migration 
across multi- domain physical infrastructure. By using 
dynamic availability of infrastructure resources and dynamic 
application demand, a virtual computation environment is able 
to automatically relocate itself across the infrastructure and 
scale its resources. But the above work considers only the non-
preemptable scheduling policy.  

 

Several researchers have developed efficient resource 
allocations for real time tasks on multiprocessor system. But 
the studies, scheduled tasks on fixed number of processors. 
Hence it is lacks in scalability feature of cloud computing 
[18].  Recent studies on allocating cloud VMs for real time 
tasks [36], [31], [17] focus on different aspects like 
infrastructures to enable real-time tasks on VMs and selection 
of VMs for power management in the data center. But the 
work by Karthik et al. [18], have allocated the resources based 
on the speed and cost of different VMs in IaaS. It differs from 
other related works, by allowing the user to select VMs and 
reduces cost for the user. 
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Users can set up and boot the required resources and they 
have to pay only for the required resources [3]. It is 
implemented by enabling the users to dynamically add and/or 
delete one or more instances of the resources on the basis of 
VM load and the conditions specified by the user. The above 
mentioned RAS on IaaS differs from RAS on SaaS in cloud 
because SaaS delivers only the application to the cloud user 
over the internet.  

Zhen Kong et al. have discussed mechanism design to 
allocate virtualized resources among selfish VMs in a non-
cooperative cloud environment in [44]. By non-cooperative 
means, VMs care essentially about their own benefits without 
any consideration for others. They have utilized stochastic 
approximation approach to model and analyze QoS 
performance under various virtual resource allocations. The 
proposed stochastic resource allocation and management 
approaches enforced the VMs to report their types truthfully 
and the virtual resources can be allocated efficiently. The 
proposed method is very complex and it is not implemented in 
a practical virtualization cloud system with real workload. 

D. Gossip 

Cloud environment differs in terms of clusters, servers, 
nodes, their locality reference and capacity. The problem of 
resource management for a large-scale cloud environment 
(ranging to above 100,000 servers) is addressed in [28] and 
general Gossip protocol is proposed for fair allocation of CPU 
resources to clients. 

A gossip-based protocol for resource allocation in large-
scale cloud environments is proposed in [9]. It performs a key 
function within distributed middleware architecture for large 
clouds. In the thesis, the system is modeled as a dynamic set of 
nodes that represents the machines of cloud environment. 
Each node has a specific CPU capacity and memory capacity. 
The protocol implements a distributed scheme that allocates 
cloud resources to a set of applications that have time-
dependent memory demands and it dynamically maximizes a 
global cloud utility function. The simulation results show that 
the protocol produces optimal allocation when memory 
demand is smaller than the available memory in the cloud and 
the quality of the allocation does not change with the number 
of applications and the number of machines. But this work 
requires additional functionalities to make resource allocation 
scheme is robust to machine failure which spans several 
clusters and datacenters. 

But in the work by Paul et al. [26] cloud resources are 
being allocated by obtaining resources from remote nodes 
when there is a change in user demand and has addressed three 
different policies to avoid over-provisioning and under-
provisioning of resources. Recent research on sky computing 
focuses on bridging multiple cloud providers using the 
resources as a single entity which would allow elastic site for 
leveraging resources from multiple cloud providers [19]. 
Related work is proposed in [24] but it is considered only for 
preemptable tasks. Yang et al. [43] have proposed a profile 
based approach for scaling the applications automatically by 
capturing the experts’ knowledge of scaling application 
servers as a profile. This approach greatly improves the system 

performance and resource utilization. Utility based RAS is 
also proposed for PaaS in [12]. 

In paper [8], Gossip based co-operative VM management 
with VM allocation and cost management is introduced. By 
this method, the organizations can cooperate to share the 
available resources to reduce the cost. Here the cloud 
environments of public and private clouds are considered.  
They have formulated an optimization model to obtain the 
optimal virtual machine allocation. Network game approach is 
adopted for the cooperative formation of organizations so that 
none of the organizations wants to deviate. This system does 
not consider the dynamic co-operative formation of 
organizations. Related work is discussed in [2] that use 
desktop cloud for better usage of computing resources due to 
the increase in average system utilization. The implication for 
a desktop cloud is that individual resource reallocation 
decisions using desktop consolidation and decision based on 
aggregate behavior of the system. 

E. Utility Function 

There are many proposals that dynamically manage VMs 
in IaaS by optimizing some objective function such as 
minimizing cost function, cost performance function and 
meeting QoS objectives. The objective function is defined as 
Utility property which is selected based on measures of 
response time, number of QoS, targets met and profit etc.   

There are few works [4], [38] that dynamically allocate 
CPU resources to meet QoS objectives by first allocating 
requests to high priority applications. The authors of the 
papers do not try to maximize the objectives. Hence the 
authors’ Dorian et al. proposed Utility (profit) based resource 
allocation for VMs which use live VM migration (one 
physical machine to other) as a resource allocation mechanism 
[7]. This controls the cost-performance trade-off by changing 
VM utilities or node costs. This work mainly focuses on 
scaling CPU resources in IaaS. A few works [1],[32] that use 
live migration as a resource provisioning mechanism but all of 
them use policy based heuristic algorithm to live migrate VM 
which is difficult in the presence of conflicting goals. 

For multitier cloud computing systems (heterogeneous 
servers), resource allocation based on response time as a 
measure of utility function is proposed by considering CPU, 
memory and communication resources in [10]. HadiGoudarzi 
et al. characterized the servers based on their capacity of 
processing powers, memory usage and communication 
bandwidth.  

For each tier, requests of the application are distributed 
among some of the available servers. Each available server is 
assigned to exactly one of these applications tiers i.e. server 
can only serve the requests on that specified server. Each 
client request is dispatched to the server using queuing theory 
and this system meets the requirement of SLA such as 
response time and utility function based on its response time. 
It follows the heuristics called force-directed resource 
management for resource consolidation. But this system is 
acceptable only as long as the client behaviors remain 
stationary. 
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But the work proposed in [13] considers the utility 

function as a measure of application satisfaction for specific 
resource allocation (CPU, RAM). The system of data center 
with single cluster is considered in [13] that support 
heterogeneous applications and workloads including both 
enterprise online applications and CPU-intensive applications. 
The utility goal is computed by Local Decision Module 
(LDM) by taking current work load of the system. The LDMs 
interact with Global Decision Module (GDM) and that is the 
decision making entity within the autonomic control loop. 
This system relies on a two-tier architecture and resource 
arbitration process that can be controlled through each 
application’s weight and other factors. 

F. Hardware Resource Dependency 

In paper [35], to improve the hardware utilization, Multiple 
Job Optimization (MJO) scheduler is proposed. Jobs could be 
classified by hardware-resource dependency such as CPU-
bound, Network I/O-bound, Disk I/O bound and memory 
bound. MJO scheduler can detect the type of jobs and parallel 
jobs of different categories. Based on the categories, resources 
are allocated. This system focuses only on CPU and I/O 
resource. 

Eucalyptus, Open Nebula and Nimbus are typical open 
source frame works for resource virtualization management 
[39].  The common feature of these frameworks is to allocate 
virtual resources based on the available physical resources, 
expecting to form a virtualization resource pool decoupled 
with physical infrastructure. Because of the complexity of 
virtualization technology, all these frameworks cannot support 
all the application modes. The system called Vega LingCloud 
proposed in paper [39] supports both virtual and physical 
resources leasing from a single point to support heterogeneous 
application modes on shared infrastructure.  

Cloud infrastructure refers to the physical and 
organizational structure needed for the operation of cloud. 
Many recent researches address the resource allocation 
strategies for different cloud environment. Xiaoying Wang et 
al. have discussed adaptive resource co-allocation approach 
based on CPU consumption amount in [25]. The stepwise 
resource co-allocation is done in three phases. The first phase 
determines the co-allocation scheme by considering the CPU 
consumption amount for each physical machine (PM). The 
second phase determines whether to put applications on PM or 
not by using simulated annealing algorithm which tries to 
perturb the configuration solution by randomly changing one 
element. During phase 3, the exact CPU share that each VM 
occupies is determined and it is optimized by the gradient 
climbing approach. This system mainly focuses on CPU and 
memory resources for co-allocation and does not considered 
the dynamic nature of resource request. 

HadiGoudarzi et al. in paper [11] proposed a RAS by 
categorizing the cluster in the system based on the number and 
type of computing, data storage and communication resources 
that they control.  All of these resources are allocated within 
each server. The disk resource is allocated based on the 
constant need of the clients and other kind of resources in the 

servers and clusters are allocated using Generalized Processor 
Sharing (GPS). This system performs distributed decision 
making to reduce the decision time by parallelizing the 
solution and used greedy algorithm to find the best initial 
solution. The solution could be improved by changing 
resource allocation. But this system cannot handle large 
changes in the parameters which are used for finding the 
solution.  

G. Auction 

Cloud resource allocation by auction mechanism is 
addressed by Wei-Yu Lin et al. in [37]. The proposed 
mechanism is based on sealed-bid auction. The cloud service 
provider collects all the users’ bids and determines the price. 
The resource is distributed to the first k

th 
highest bidders under 

the price of the (k+1)
th  

highest bid. This system simplifies the 
cloud service provider decision rule and the clear cut 
allocation rule by reducing the resource problem into ordering 
problem. But this mechanism does not ensure profit 
maximization due to its truth telling property under 
constraints. 

The aim of resource allocation strategy is to maximize the 
profits of both the customer agent and the resource agent in a 
large datacenter by balancing the demand and supply in the 
market. It is achieved by using market based resource 
allocation strategy in which equilibrium theory is introduced 
(RSA-M) [41]. RSA-M determines the number of fractions 
used by one VM and can be adjusted dynamically according to 
the varied resource requirement of the workloads. One type of 
resource is delegated to publish the resource’s price by 
resource agent and the resource delegated by the customer 
agent participates in the market system to obtain the maximum 
benefit for the consumer. Market Economy Mechanism is 
responsible for balancing the resource supply and demand in 
the market system. 

H. Application  

Resource Allocation strategies are proposed based on the 
nature of the applications in [33] [34]. In the work by Tram et 
al. [33], Virtual infrastructure allocation strategies are 
designed for workflow based applications where resources are 
allocated based on the workflow representation of the 
application. For work flow based applications, the application 
logic can be interpreted and exploited to produce an execution 
schedule estimate. This helps the user to estimate the exact 
amount of resources that will be consumed for each run of the 
application.  Four strategies such as Naive, FIFO, Optimized 
and services group optimization are designed to allocate 
resources and schedule computing tasks. 

Real time application which collects and analyzes real time 
data from external service or applications has a deadline for 
completing the task. This kind of application has a light 
weight web interface and resource intensive back end [34]. To 
enable dynamic allocation of cloud resources for back-end 
mashups, a prototype system is implemented and evaluated for 
both static and adaptive allocation with a test bed cloud to 
allocate resources to the application. The system also 
accommodates new requests despite a-priori undefined 
resource utilization requirements. This prototype works by 
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monitoring the CPU usage of each virtual machine and 
adaptively invoking additional virtual machines as required by 
the system. 

David Irwin et al. [5] have suggested the integration of 
high bandwidth radar sensor networks with computational and 
storage resources in the cloud to design end-to-end data 
intensive cloud systems. Their work provides a platform that 
supports a research on broad range of heterogeneous resources 
and overcomes the challenges of coordinated provisioning 
between sensors networks, network providers and cloud 
computing providers. Inclusion of nontraditional resources 
like Steerable sensors and cameras and stitching mechanisms 
to bind the resources are the requirement of this project. 
Resource allocation strategy plays significant role in this 
project. 

Database replicas allocation strategy is designed in [27]. In 
that work, the resource allocation module divides the resource 
(CPU, Memory and DB replicas) allocation problem in two 
levels. The first level optimally splits the resources among the 
clients whereas the database replicas are expandable 
(dynamic) in the second level, based on the learned predictive 
model. It achieves optimal resource allocation in a dynamic 
and intelligent fashion. 

I. SLA  

In cloud, the works related to the SaaS providers 
considering SLA are still in their infancy. Therefore in order 
to achieve the SaaS providers’ objective, various RAS specific 
to SaaS in cloud has been proposed. With the emergence of 
SaaS, applications have started moving away from pc based to 
web delivered-hosted services. Most of the RAS for SaaS 
focused towards customer benefits. Popovivi et al. [14] have 
mainly considered QoS parameters on the resource provider’s 
side such as price and offered load.  

Moreover Lee at.al [42] have addressed the problem of 
profit driven service request scheduling in cloud computing by 
considering the objectives of both parties such as service 
providers and consumers. But the author Linlin Wu et al. [21] 
have contributed to RAS by focusing on SLA driven user 
based QoS parameters to maximize the profit for SaaS 
providers. The mappings of customer requests in to 
infrastructure level parameters and policies that minimize the 
cost by optimizing the resource allocation within a VM are 
also proposed in [21].  

Managing the computing resources for SaaS processes is 
challenging for SaaS providers [29]. Therefore a framework 
for resource management for SaaS providers to efficiently 
control the service levels of their users is contributed by 
Richard et al. [29].  It can also scale SaaS provider application 
under various dynamic user arrivals/departures. All the above 
mentioned mainly focus on SaaS providers’ benefits and 
significantly reduce resource waste and SLO violations. 

IV. ADVANTAGES AND LIMITATIONS 

There are many benefits in resource allocation while using 
cloud computing irrespective of size of the organization and 
business markets. But there are some limitations as well, since 

it is an evolving technology. Let’s have a comparative look at 
the advantages and limitations of resource allocation in cloud. 

A.  Advantages:  

1) The biggest benefit of resource allocation is that user 

neither has to install software nor hardware to access the 

applications, to develop the application and to host the 

application over the internet.  

2) The next major benefit is that there is no limitation of 

place and medium. We can reach our applications and data 

anywhere in the world, on any system.  

3) The user does not need to expend on hardware and 

software systems.  

4) Cloud providers can share their resources over the 

internet during resource scarcity. 

B. Limitations 

1) Since users rent resources from remote servers for their 

purpose, they don’t have control over their resources. 

2) Migration problem occurs, when the users wants to 

switch to some other provider for the better storage of their 

data. It’s not easy to transfer huge data from one provider to 

the other. 

3) In public cloud, the clients’ data can be susceptible to 

hacking or phishing attacks. Since the servers on cloud are 

interconnected, it is easy for malware to spread.  

4) Peripheral devices like printers or scanners might not 

work with cloud. Many of them require software to be 

installed locally. Networked peripherals have lesser problems. 

5) More and deeper knowledge is required for allocating 

and managing resources in cloud, since all knowledge about 

the working of the cloud mainly depends upon the cloud 

service provider. 
In Appendix A, various resource allocations strategies and 

their impact are listed. 

V. CONCLUSION 

Cloud computing technology is increasingly being used in 
enterprises and business markets. In cloud paradigm, an 
effective resource allocation strategy is required for achieving 
user satisfaction and maximizing the profit for cloud service 
providers. This paper summarizes the classification of RAS 
and its impacts in cloud system.  Some of the strategies 
discussed above mainly focus on CPU, memory resources but 
are lacking in some factors. Hence this survey paper will 
hopefully motivate future researchers to come up with smarter 
and secured optimal resource allocation algorithms and 
framework to strengthen the cloud computing paradigm. 
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S.No Resource Allocation Strategy Impacts 
1 Based on the estimated execution time of job .(Advanced 

Reservation, Best effort and immediate mode) 

Estimation may not be accurate. If job could not finish its 

execution in estimated tine, it will affect the execution of other 

jobs. 

2 Matchmaking strategy based on Any-Schedulability criteria. Strategy mainly depends upon the user estimated job execution 

time of a job. 

3 Based on role based security policy. Follows decentralized resource allocation. 

4 Most Fit Processor Policy. Requires complex searching process and practical to use in real 

system. 

5 Based on cost and speed of VM. Allows the user to select VM. 

6 Based on the load conditions specified by the user. Instances of resources can be added or removed. 

7 Based on gossip protocol (resources allocated by getting 

information for other local nodes) 

It used decentralized algorithm to compute resource allocation 

and this prototype is not acceptable for heterogeneous cloud 

environment. 

8 Utility function as a measure of profit based on live VM 

migration. 

Focused on scaling CPU resources in IaaS. 

9 Based on the utility function as a measure of price. Allocate resources only in the lowest level of cloud computing 

and considered only CPU resource. 

10. Utility function as a measure of response time. Lacks in handling dynamic client requests. 

11 Based on utility function as a measure of application 

satisfaction. 

Relies on two-tier architecture. 

12 Based on the CPU usage of VM, active user requests are 

served. Adaptively new VM spawns, when the CPU usage 

reaches some critical point.(VR) 

There is a limitation in the number of concurrent user monitor 

and the prototype is not capable of scaling down as the number 

of active user decreases. 

13 Based on hardware resource dependency. Considered only CPU and I/O resource. 

14 Auction mechanism. Not ensure profit maximization 

15 Based on online resource demand predication. Prediction may not be accurate and leads to over provisioning or 

under provisioning.  

16 Based on workflow representation of the application. The application logic can be interpreted and exploited to produce 

an execution schedule estimate. Again estimation may not be 

accurate. 

17 Based on the machine learning technique to precisely make 

decisions on resources. 

This prototype reduces the total SLA cost and allocate resources 

considering the both the request rates and also the weights. 

 18 Simulated annealing algorithm. Lacks in handling dynamic resource request. 

19 Based on constant needs of client and GPS.  Solution can be improved by changing the resource allocation 

and lacks in handling the large changes in parameters. 

20 Stochastic approximation approach. Very complex in nature. 

21 Network game theory approach. Lack in dynamic cooperative organization formation 
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Abstract—One of the main problems in wireless sensor networks 

is information collection. How the sensor nodes can send 

efficiently the sensed information to the sink since their number 

is very large and their resources are limited? Clustering provides 

a logical view, much more effective than the physical view, which 

extends the lifetime of the network and achieves the scalability 

objective. Although the assumption that all sensor nodes can 

communicate directly with each other or with the sink is not 

always valid because of the limited transmission range of the 

sensor nodes and the remoteness of the sink. In this paper, we 

introduce a cluster-based communication protocol that uses a 

multi-hop communication mode between the cluster-heads. The 

protocol aims to reduce and evenly distribute the energy 

consumption among the sensor nodes, and cover a large area of 

interest. The simulations show that the proposed protocol is 

efficient in terms of energy consumption, maximization of the 

network lifetime, data delivery to the sink and scalability. 

Keywords- wireless sensor networks; clustering; load-balancing. 

I. INTRODUCTION 

A wireless sensor network is composed of a large number 
of sensor nodes and one or more sink nodes (base stations). The 
sensor nodes are deployed inside the area of interest to collect 
useful information from the surrounding environment and 
report it to a base station located generally at the extremity of 
the area of interest. For example, the sensor nodes can monitor 
and report certain events like the movement of objects. The 
role of the base station is to gather the information sent by the 
sensor nodes and send it back to the user (control node), and 
eventually send queries to the sensor nodes. Generally, the base 
station is much more powerful in terms of resources than the 
sensor nodes.  

A sensor node is a small device that includes four basic 
components: a data acquisition unit, a processing unit, a 
wireless communication unit and an energy unit. The sensor 
node is equipped with low-power batteries suitable for its small 
size, which limits the ability of the sensor node in terms of 
processing, storage and transmission. In most cases, the sensor 
nodes are disposable and should last until their energy runs out. 
Thus, the energy is the most precious resource in a wireless 
sensor network. The conservation of energy and the 
maintenance of the wireless sensor network as long as possible 
are important challenges.  

When the sensor nodes communicate directly with the base 
station, the sensor nodes located farther away from the base 
station will have a higher energy load due to the long range 
communication. When the sensor nodes use a multi-hop 
communication to reach the base station, the sensor nodes 
located close to the base station will have a higher energy load 
because they relay the packets of other nodes [3].  

The clustering-based communication mode is considered as 
the most suitable communication mode for the wireless sensor 
networks. Clustering consists in selecting a set of cluster-heads 
from the set of sensor nodes and then regrouping the remaining 
sensor nodes around the cluster-heads. The cluster-members 
send the data to the cluster-head that sends it back to the base 
station. Clustering gives better results, it reduces and balances 
the energy consumption and improves the lifetime and 
scalability of the wireless sensor network. Clustering is often 
used with a data aggregation technique. Thus, the number of 
sent messages and transmission ranges can be reduced. 

When the sensor nodes make the decision to become 
cluster-heads based on a limited view, the formed clusters will 
not be effective. In the proposed protocol, the sensor nodes 
base on their local parameters and the parameters of their 
neighbors in order to have a global view and ensure a good 
distribution of the cluster-heads.  

Most of the clustering-based protocols use a single-hop 
communication to send data from the cluster-heads to the base 
station. In fact, they assume that all sensor nodes can 
communicate directly with each other or with the base station 
[3] [4] [12]. This becomes impossible when the size of the area 
of interest increases. The proposed protocol uses a multi-hop 
communication between the cluster-heads to conserve energy 
and cover a large area of interest. To reduce the amount of 
information to be sent to the base station, we integrated data 
aggregation. Moreover, the rotation of cluster-heads and the 
use of the low-power sleep mode by the sensor nodes that do 
not participate in routing allow to balance the load and reduce 
energy consumption significantly. 

The remainder of this paper is organized as follows. 
Section 2 provides an overview of related work. In Section 3, 
we define the system model. In Section 4, we present our 
protocol. Section 5 provides details of the proposed protocol. 
Section 6 presents the simulation setup and results. Section 7 
concludes the paper and outlines future work. 
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II. RELATED WORK 

LEACH [3] is one of the first cluster-based communication 
protocols proposed for the wireless sensor networks. LEACH is 
executed in two phases: the setup phase and the steady-state 
phase. In the first phase, the cluster-heads are selected and the 
clusters are formed. In the second phase, the data transmission 
to the base station will take place. No negotiation is needed to 
determine the cluster-heads. Each sensor node makes the 
decision to become cluster-head or not independently of the 
other nodes in the network based on a predetermined value of 
the optimal percentage of cluster-heads for the network and the 
number of rounds in which the node has not been a cluster-
head. A sensor node n chooses a random value between 0 and 
1. If this value is less than a threshold T(n), the node becomes a 
cluster-head for the current round. The threshold T(n) is 
calculated as follows: 

 ( )   {

 

                
 
 
 

        

             

                 

where P is the desired percentage of cluster-heads (P = 
0.05),   r is the current round, and G is the set of sensor nodes 
that have not been cluster-heads in the last 1/P rounds. 

The cluster-heads inform all the sensor nodes in the 
network of their election by broadcasting an advertisement 
message. Each sensor node chooses the closest cluster-head 
that requires the minimum communication energy, based on the 
signal strength of the advertisement message. After this step, 
the sensor nodes send join-request messages to the chosen 
cluster-heads.  

Once the sensor nodes are organized into clusters, each 
cluster-head creates a TDMA schedule and broadcasts it to its 
members. Each node transmits its data to the cluster-head 
during its time slot specified in the TDMA table and turns off 
its radio waiting for the next transmission slot, which 
minimizes the consumed energy. On the other hand, the 
cluster-heads keep their radio on in order to receive data from 
cluster-members. Once a cluster-head has received the data 
from all members, it performs data aggregation and then 
transmits the aggregated data directly to the base station. Since 
the base station is generally far away, this transmission is a 
high-energy transmission. LEACH uses random rotation of the 
role of cluster-head after each round to evenly distribute the 
energy load among the sensor nodes. 

LEACH-C [4] is a variant of LEACH that uses a 
centralized clustering algorithm. In the setup phase of each 
round, the base station receives the coordinates of the sensor 
nodes and their remaining energy. Based on this information 
and using the optimization method of simulated annealing, the 
base station selects the cluster-heads and forms the clusters. 
The steady-state phase is similar to that of LEACH. 

In LEACH-F [4], the base station uses the same clustering 
algorithm used in LEACH-C. The clusters remain fixed and the 
sensor nodes in the same cluster rotate the role of cluster-head. 
Each sensor node can become a cluster-head. This method does 
not allow adding new nodes to the network. 

III. SYSTEM MODEL 

There are several possible models for wireless sensor 
networks. Our protocol is designed for the wireless sensor 
networks where the sensor nodes are homogeneous (same 
initial energy, same processing and data storage capacities) and 
energy-constrained. Once deployed randomly in the area of 
interest (Fig. 1), the sensor nodes are left unattended. It is 
impossible to recharge or change the batteries in case of energy  

 

 

 

 

 

 

 

 

 

 

Figure 1.  100 sensor nodes randomly deployed in an area of 100 × 100 
meters. 

depletion. Therefore, the energy conservation and the 
maximization of the lifetime of each sensor node are required. 
The sensor nodes ignore their geographic location (no location 
system such as GPS). Our protocol is designed for surveillance 
applications, also called time-driven applications. The sensor 
nodes collect data from the surrounding environment at a fixed 
rate and send it to a single base station characterized by its 
unlimited capacity (energy, processing and storage). The base 
station is located at the extremity of the area of interest, away 
from the sensor nodes. All nodes including the base station are 
fixed (very common configuration for the applications of 
wireless sensor networks). Each node has multiple transmission 
power levels and controls the transmission power. Direct 
communication between all the nodes including the base 
station is not possible. The sensor nodes play two different 
roles: sensor node and cluster-head. The sensor node monitors 
its environment and transmits the collected data to its cluster-
head. The cluster-head aggregates the collected data and 
forwards it to the base station. The cluster-head also 
participates in routing the data of other clusters. 

A. Radio Energy Consumption Model  

The energy consumed by the radio represents the largest 
portion of the energy consumed by a sensor node and the 
receive/listen mode represents often the main source of 
consumption. Therefore, the model of the energy consumed by 
the radio in different modes (transmit, receive/listen and sleep) 
affects the evaluation results and change the advantages of 
different protocols. Different radio energy consumption models 
were proposed [3] [4] [15]. Heinzelman et al. [3] proposed a 
simple model where the radio consumes                 to run 

the transmitter or receiver circuitry and                    for 

the transmit amplifier. Thus, to transmit a k-bit message a 
distance d, the radio consumes: 
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To receive this message, the radio consumes: 

   ( )                                                 

Castalia Simulator [1] provides realistic wireless channel 
and radio models. The energy is consumed according to the 
state of the radio. For example, the radio consumes the same 
energy in the receive mode and the listen mode in other words 
if it is receiving packets or just listening. Castalia provides 
three radio models: CC2420, CC1000 and BAN Radio. 
CC2420 and CC1000 define the real radios of the same name. 
BAN Radio describes the narrowband radio proposed in the 
IEEE 802.15 Task Group 6 documents. 

In our work, we opted for the CC2420 radio. This radio is 
widely used in wireless sensor networks. CC2420 radio 
consumes 62mW in the receive/listen mode. In the sleep mode, 
the radio consumes 1.4mW (a single sleep level is defined). For 
the transmit mode, there are eight possible transmission power 
levels (dBm) with different power consumption (mW) (Table 
2). In Table 2, the first column lists the different transmission 
levels and the second column shows how much energy the 
radio is spending when transmitting in a power level. For 
example, if the radio transmits with 0dBm, it consumes 
57.42mW. These numbers that Castalia Simulator is using for 
the CC2420 radio are straight out of its datasheet. From Table 1 
and 2, we notice that the receive/listen mode and the transmit 
mode consume a lot of energy and it is better to transmit than 
receive or remain in the listen mode. Therefore, the 
communication protocols must minimize not only the 
transmission distances but also the transmission and reception 
operations by keeping the sensor nodes in the sleep mode as 
often as possible.  

Table 3 and 4 specify respectively the delays (in msec) and 
the power consumed (in mW) to switch between the three main 
modes of the CC2420 radio. For the transition delays, the radio 
takes  94μs c to change from the sleep mode to either 
receive/listen or transmit modes,   μs   to change between 
transmit and receive modes and   μs   to enter the sleep mode. 
The no transitions are represented by "-" instead of a number. 
For the consumed power, the transitions to the sleep mode 
consume 1.4mW while any other transitions take 62mW. 

TABLE I.  POWER CONSUMED BY THE CC2420 RADIO IN THE 

RECEIVE/LISTEN AND SLEEP MODES 

Mode Power consumed (mW) 

Receive/Listen 62 

Sleep 1.4 

TABLE II.  POWER CONSUMED BY THE CC2420 RADIO IN THE     

TRANSMIT MODE 

Transmission 

power level (dBm) 

Power  

consumed (mW) 

0 57.42 

-1 55.18 

-3 50.69 

-5 46.20 

-7 42.24 

-10 36.30 

-15 32.67 

-25 29.04 

TABLE III.  MODE SWITCHING DELAYS                                                                

(DELAY TO SWITCH FROM COLUMN MODE TO ROW MODE, IN MSEC) 

 Receive/Listen Transmit Sleep 

Receive/Listen - 0.01 0.194 

Transmit 0.01 - 0.194 

Sleep 0.05 0.05 - 

TABLE IV.  MODE SWITCHING POWERS                                                         

(POWER TO SWITCH FROM COLUMN MODE TO ROW MODE, IN MW) 

 Receive/Listen Transmit Sleep 

Receive/Listen - 62 62 

Transmit 62 - 62 

Sleep 1.4 1.4 - 

B. Transmission power adjustment 

The sensor nodes have several transmission power levels. 
In order to minimize the amount of energy required for 
transmission, the sensor nodes can adjust their transmission 
power before communicating with each other or with the base 
station. For example in the case of a clustering-based 
communication protocol, the sensor nodes adjust their 
transmission power before communicating with the cluster-
head. The cluster-heads can also adjust their transmission 
power to communicate with each other or communicate 
directly with the base station. This adjustment allows achieving 
a significant energy gain. 

In order to determine the appropriate transmission power 
for the communication from a sensor node A to another sensor 
node B, the node A must first receive a packet from the node B. 
The sensor node A bases on the RSSI (Received Signal 
Strength Indicator) of the received packet, calculated by its 
radio. The node A needs other information as the sensitivity of 
the radio of the node B and the transmission power used to 
transmit the packet. Suppose that the sensor nodes are equipped 
with a CC2420 radio and the sensor node B has transmitted the 
packet with a transmission power of 0dBm. The sensitivity of 
the CC2420 radio is -95dBm. If the RSSI of the packet is          
-75dBm, the sensor node A knows that there is a 20dB "link 
budget". In other words it can reduce the transmission power of 
the node B by 20dB or less and remains above the radio 
sensitivity. The adjusted transmission power is calculated as 
follows [1]: 

           (        )                                   

where 

PA: adjusted transmission power. 
PTX: transmission power of the transmitter node. 

S: sensitivity of the radio of the transmitter node (in dBm). 
RSSI: RSSI of the received packet. 

This is true if the links are completely symmetric. In case of 
asymmetry, for example, both directions of a path between two 
sensor nodes vary by 4dB, the possible variation has to be 
accounted in the formula:  

               (        )                               

where 

V: possible variation. 
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IV. COMMUNICATION PROTOCOL 

An optimal communication protocol for wireless sensor 
networks collects the data at the base station from the 
distributed sensor nodes while consuming their energy slowly 
and evenly. In other words, the sensor nodes die at about the 
same time avoiding the rapid and unbalanced depletion of 
energy. Cluster-based communication protocols are very 
effective. These protocols conserve the energy using different 
techniques: reducing the distance sensor nodes need to transmit 
their data, turning off the radio of the sensor nodes, aggregating 
data, rotating the role of cluster-head, etc. 

The proposed protocol aims to reduce and balance the 
energy consumption. In fact, this protocol is designed with two 
main objectives: maximization of the network lifetime and 
scalability. The protocol operation is divided into rounds. Each 
round consists of three main phases: initialization phase, 
clustering phase and data transmission phase (Fig. 2). During 
the initialization phase, the sensor nodes exchange information 
and organize themselves into layers according to their distance 
from the base station (hop count). Our protocol is based on the 
clustering algorithm of Qin and Zimmermann [7]. In fact, the 
performance of any cluster-based communication protocol 
depends mainly on the clustering algorithm. The position of 
cluster-heads and the number of nodes in each cluster are very 
important factors. The clustering phase starts with the selection 
of cluster-heads and clusters formation. Each sensor node 
executes a distributed clustering algorithm in order to become 
cluster-head or join a cluster based on the information 
exchanged during the initialization phase. To reduce the intra-
cluster collisions, each cluster-head creates a TDMA schedule. 
During the transmission phase, data collected by the cluster-
members are sent to the cluster-head according to this schedule. 
The cluster-head aggregates the data and sends it to the upper 
layer. The data is then sent from cluster-head to cluster-head 
until reach the base station. 

Clustering or re-clustering is not an end in itself. Despite 
the advantages of the rotation of cluster-heads, the frequent 
change is undesirable because it imposes a considerable 
overhead. In order to remedy this problem and minimize the 
consumed energy during initialization and clustering, the 
transmission phase is long compared to the other two phases. 

V. PROTOCOL DETAILS 

A. Initialization Phase 

This phase assigns to each sensor node a level according to 
its distance with the base station and a weight of eligibility to 
become cluster-head according to its remaining energy. The 
base station starts the process by sending a setup message with 
a zero level (Fig. 3). Initially, only the sensor nodes that are 
within the reach of the base station can receive this message.  

Then, these sensor nodes of a 1-hop explore the next-hop 
sensor nodes. The process continues until there will be no next-
hop nodes. When a sensor node receives multiple setup 
messages, it chooses the one with the smallest level. Fig. 3 
shows the structure of the network after the initialization phase. 

While building the topology of the network and assigning 
levels, each sensor node collects the remaining energy of its 

neighbors regardless of the level of the neighbor. Based on its 
remaining energy and the remaining energy of its neighbors, 
each sensor node determines its suitability and the suitability of 
its neighbors to become cluster-head and assigns the votes. The 
vote given by a sensor node Si to itself is: 

 (  )   
  

∑          

                              ( ) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.  Proposed protocol operation 

 

 

 

 

     

 

 

 

 

 

Figure 3.  Initialization phase. Determination of levels and exchange of 

information. The base station (BS) broadcasts a message to the 1-hop nodes. 
A node explores the next-hop. 

where Ei is the remaining energy of the sensor node Si and 
Ni is the set of neighbors of the sensor node Si. The vote given 
by a sensor node Si to a neighboring sensor node Sj is: 

 (      )   
  

∑          

                            ( ) 

Each sensor node broadcasts the votes attributed to its 
neighbors. After receiving the votes, each sensor node 
determines its weight as follows: 
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Each sensor node broadcasts its weight to its neighbors. 
During the clustering phase, the sensor nodes use these weights 
to elect themselves cluster-heads or remain regular sensor 
nodes. The advantage of this technique of vote lies in the fact 
that the importance of a sensor node must be determined by the 
node itself and all its neighbors instead of using the local 
properties alone. More votes a sensor node accumulates, the 
more important it is in the entire network. 

B. Clustering Phase 

In this phase, the sensor nodes elected to be cluster-heads 
form the clusters by broadcasting advertisement messages and 
receiving join-request messages. The clustering phase is 
divided into three sub-phases: cluster-heads selection, clusters 
formation and TDMA schedule. 

Taking into account the energy during the selection of 
cluster-heads is of major importance. Since the cluster-heads 
consume more energy than the regular sensor nodes, they 
should be selected from the set of nodes with high remaining 
energy. In the cluster-heads selection sub-phase, each sensor 
node decides to become cluster-head or not based on the 
weights of eligibility calculated and broadcasted in the 
initialization phase. The sensor node compares its weight with 
the weights of its neighbors. If its weight is the highest, it 
becomes cluster-head for the current round and broadcasts an 
advertisement message. The cluster-heads use the CSMA/CA 
MAC protocol and the same transmission power to transmit 
their advertisement. During this phase, the non-cluster-heads 
nodes must keep their radio on (listen/receive mode) to hear the 
advertisement messages.  A sensor node can receive the 
advertisement of several cluster-heads. In this case, the sensor 
node must decide to which cluster it will belong in this round. 
The decision must balance the load of the cluster-heads 
because the main objective of our protocol is to maximize the 
lifetime of the network. The sensor nodes choose to join the 
cluster whose cluster-head has the minimum degree (number of 
neighbors). To do this, each cluster-head calculates its fitness 
value and broadcasts it with the advertisement message. The 
fitness of a sensor node Si is calculated as follows: 

       (  )   
 

 (  )
                               ( ) 

where D(Si) is the degree of the sensor node Si (number of 
neighbors). 

The sensor nodes receive the advertisement messages and 
choose the cluster-head with the maximum fitness. After 
choosing a cluster-head, the sensor node adjusts its 
transmission power according to the RSSI of the advertisement 
message and the transmission power used by the cluster-head. 
This adjustment saves the energy considerably. Then, the 
sensor node sends a join-request message to the cluster-head 
using the CSMA/CA MAC protocol. The cluster-heads must 
keep their radio in the listen/receive mode during this phase in 
order to hear the join-request messages. It is possible that some 
sensor nodes receive advertisement messages from cluster-
heads that belong to different layers. We did not impose 

restrictions preventing nodes to join the cluster-heads of other 
layers. The cluster-heads can also receive the advertisement of 
other cluster-heads. In this case, the cluster-head selects the 
cluster-head that belongs to an upper layer (lower level) and 
has the maximum fitness as its parent-cluster-head. The cluster-
heads do not send join-request messages to other cluster-heads. 

After receiving the join-request messages, each cluster-head 
creates a TDMA schedule and broadcasts it to the cluster-
members. The TDMA schedule assigns to each node in the 
cluster a time slot during which it can transmit. Thus, the 
sensor nodes can enter the sleep mode and conserve energy. 
The use of the TDMA approach also ensures the absence of 
collisions in the cluster. 

After the clustering phase, it is possible that some sensor 
nodes do not belong to any cluster. These nodes turn off their 
radio and wait the next round in order to conserve energy. 
During the transmission phase, the sensor nodes transmit the 
collected data to the cluster-heads and the cluster-heads 
transmit the aggregated data to the base station. 

C. Data Transmission Phase 

This phase is divided into frames and each frame is divided 
into slots (Fig. 4). The number of slots in a frame corresponds 
to the number of nodes in the cluster including the cluster-head. 
Each sensor node sends its data to the cluster-head once per 
frame during its allocated transmission slot. During the slots of 
the other cluster-members, the node turns off its radio to 
minimize energy dissipation. Instead of transmitting all the 
received data to the base station, the cluster-head checks and 
combines the content of the data. This aggregation reduces the 
traffic load, since much less data needs to be transmitted to the 
base station.  

The cluster-heads use the CSMA/CA MAC protocol to 
transmit the aggregated data to the base station. Each cluster-
head sends the data to its parent-cluster-head. If a cluster-head 
does not have a parent-cluster-head then it broadcasts the data 
message. Any other cluster-head who receives this message 
sends it to its parent-cluster-head or broadcasts it back if it does 
not have a parent. 

The cluster-heads consume more energy than the regular 
nodes because they have more responsibilities. In order to 
evenly distribute the energy consumption among all the nodes 
in the network, after each round our protocol repeats the 
process from the initialization phase. The re-clustering prevents 
the assignment of the role of cluster-head to some sensor nodes 
and therefore the rapid depletion of their energy. 

VI. SIMULATION AND DISCUSSION 

In this section, we analyze the performance of our protocol, 
simulated using OMNeT++/Castalia [1][2], against LEACH 
[3][4]. The comparison is made in terms of the following 
metrics: 

 Energy consumption: this metric shows the energy 
consumed during the network operation. 

 Network lifetime: this metric shows the number of 
sensor nodes that die during the network operation. 
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 Received data messages: this metric shows the number 
of data messages successfully delivered to the base 
station. 

 

 

 

 

 

Figure 4.  Data transmission phase 

We also test the scalability of the proposed solution. 

A. Simulation Setup 

The simulations were executed in a square area of 
100 × 100 meters, with 100 sensor nodes randomly deployed 
(Fig. 1). The base station is located at position 50, 150. Each 
sensor node has an initial energy of 100 J. The radio used is 
CC2420. The size of the data packets is fixed at 2000 bytes and 
the size of the control packets at 25 bytes. Table 5 summarizes 
the parameters used in our simulations.                                             

B. Simulation Results 

Since the cluster-heads consume more energy, our protocol 
assigns this role to sensor nodes with high remaining energy. 
After each round, these cluster-heads will be replaced with 
other sensor nodes with more remaining energy. LEACH does 
not take into account the remaining energy of sensor nodes 
during the selection of cluster-heads. The choice is made 
randomly and all sensor nodes in the network play that role 
periodically. Moreover, the cluster-heads communicate directly 
with the base station using the highest transmission power, 
which requires a high energy. Our protocol uses short distance 
transmissions to reduce energy consumption. Fig. 5 and Fig. 6 
show that LEACH consumes more energy. 

To analyze the network lifetime, we have chosen the 
following three definitions: the time until the first sensor node 
dies, the time until half of the sensor nodes die, and the time 
until the last sensor node dies. Since more than one sensor node 
is required to perform the clustering, the latter definition 
represents the lifetime of the network when 80% of the sensor 
nodes die. 

In the case where the cluster-heads are not in the center of 
the clusters, some sensor nodes will consume more energy than 
others. LEACH does not guarantee a good distribution of 
cluster-heads because the selection is done randomly without 
considering the network parameters. 

TABLE V.  SIMULATION PARAMETERS 

Parameter  Value 

Number of sensor nodes 100 

Dimensions of the area of interest 100 × 100 meters 

Deployment of the sensor nodes  random 

Location of the base station  x = 50, y = 150 

Initial energy of the sensor nodes  100 J 

Radio  CC2420 

Data rate 250 Kbps 

Data packets  size  2000 bytes 

Control packets size  25 bytes  

Figure 5.  Energy consumption 

Figure 6.  Average energy consumed per round 

To form the clusters, the sensor nodes listen to the 
advertisement messages and choose the cluster-head with the 
strongest signal (largest RSSI). In the case of ties, a random 
cluster-head is chosen. Using this technique with the random 
selection of cluster-heads, a sensor node with low remaining 
energy can be cluster-head and have a large number of 
members. This reduces the lifetime of that node. When the 
network becomes dense, this situation is more likely to occur. 
Fig. 7 shows that the first node dies earlier in LEACH.   

The main objective of our approach is to extend the 
network lifetime. This objective is achieved through: short 
distance transmissions, good distribution of cluster-heads, and 
load balancing among the cluster-heads. The sensor nodes 
communicate only with their close neighbors to save energy. In 
order to have a global view and ensure a good distribution of 
cluster-heads, the sensor nodes base on their parameters and the 
parameters of their neighbors to elect themselves cluster-heads. 
Knowing that the energy consumed by a cluster-head depends 
essentially on the number of cluster-members, it is very 
important to balance the load of the cluster--heads. The use of 
the fitness value of the cluster-heads tries to balance the 
clusters size. A sensor node tries to join the cluster-head with 
the minimum load. Fig. 8 and Fig. 9 show that the sensor nodes 
remain alive for longer time with the proposed protocol. 
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Figure 7.  Network lifetime when the first sensor node dies 

 

 

 

 

 

 

 

 

Figure 8.  Network lifetime when 50% of sensor nodes die 

 

 

 

 

 

 

 

 

 

 

Figure 9.  Network lifetime when 80% of sensor nodes die 

Scalability is one of the most important features. In a large 
network, the communication protocol should not be affected 
and the control traffic should be negligible compared to the 
data traffic. Because a large number of sensor nodes generates 
a lot of transmissions. Sending and receiving messages 
consume energy. Fig. 10 shows that our protocol outperforms 
LEACH and generates a longer lifetime when the density of 
nodes increases. In both protocols, the sensor nodes send data 
to the cluster-heads over a single-hop. To reduce the amount of 
data to be transmitted to the base station, the cluster-heads 
aggregate the data received from the sensor nodes. In LEACH, 
the data is sent directly to the base station while in our 
protocol, it is sent from cluster-head to cluster-head until the 
base station. The transmissions over short distances conserve 
energy and avoid collisions. Fig. 11 shows the number of data 
messages received by the base station during the network 
operation. Since the rate of dead sensor nodes in the proposed 

protocol is less, more data messages will be sent to the base 
station. 

 

Figure 10.  Network lifetime as a function of number of nodes when the first 

node dies 

 

 

 

 

 

 

 

 

 

 

                                                                                                                            

 

Figure 11.  Number of data messages received by the base station 

VII. CONCLUSION AND FUTURE WORK 

In this paper, we introduced a clustering-based 
communication protocol, which aims to evenly distribute the 
energy consumption among the sensor nodes and extend the 
lifetime of wireless sensor networks. Simulation results show 
that the proposed protocol is better than LEACH in terms of 
energy consumption, maximization of the network lifetime, 
data delivery to the base station and scalability. Our algorithm 
improves the formation of clusters by incorporating the 
information of the neighboring nodes.  

However, like many other distributed clustering algorithms, 
it does not guarantee an optimal formation of clusters. 
Moreover, the problem of load-balancing remains. When the 
sensor nodes use the single-hop communication, some sensor 
nodes will have a high energy load due to the long-distance 
communication.  

When the sensor nodes use the multi-hop communication, 
some sensor nodes will have a high energy load because they 
relay packets of other nodes. Our future work is to improve the 
protocol and find a much more suitable communication mode 
for wireless sensor networks. 
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Abstract— Semantic searching seeks to improve search 

accuracy of the search engine by understanding searcher’s 

intent and the contextual meaning of the terms present in the 

query to retrieve more relevant results. To find out the 

semantic similarity between the query terms, WordNet is used 

as the underlying reference database. Various approaches of 

Learning to Rank are compared. A new hybrid learning 

system is introduced which combines learning using Neural 

Network and Support Vector Machine. As the size of the 

training set highly affects the performance of the Neural 

Network, we have used Support Vector Machine to reduce the 

size of the data set by extracting support vectors that are 

critical for the learning. The data set containing support 

vectors is then used for learning a ranking function using 

Neural Network. The proposed system is compared with 

RankNet. The experimental results demonstrated very 

promising performance improvements. For experiments, we 

have used English-Hindi parallel corpus, Gyannidhi from 

CDAC. F-measure and Average Interpolated Precision are 

used for evaluation. 

Keywords- Learning to Rank; English-Hindi Parallel Corpus; 

Hybrid Learning; Support Vector Machine (SVM); Neural 

Network (NN); Semantic Searching; WordNet; Search Engine. 

I. INTRODUCTION 

Information retrieval is the method of searching 
documents, and information within documents and metadata 
about documents in databases and on the World Wide Web. 
The main idea is to locate terms that the user specify in his 
query. Many documents contain the desired semantic 
information, even though they do not contain the user 
specified query terms. For retrieving those documents 
semantic searching is required. So, semantic similarity of the 
terms must also be considered while calculating the score of 
the particular document. For that, firstly the user query is 
expanded by replacing all the query terms by their synonyms 
and then searching is performed according to the changed 
query and score of all the retrieved relevant documents is 
calculated using the ranking function. We have used 
WordNet for query expansion. Finally, all the retrieved 
documents are ranked according to their relevance score.        

First we discuss learning to rank and compare its various 
approaches. Then we have proposed our approach of 
learning a ranking function using Support Vector Machine 
(SVM) and Neural Network ( NN).  [3] 

II. LEARNING TO RANK 

The problem of ranking has recently gained much 
attention in information retrieval. The task of Learning to 
Rank has emerged as an active and growing area of research 
both in information retrieval and machine learning. The goal 
is to design and apply methods to automatically learn a 
function from training data, such that the function can sort 
objects (e.g. documents) according to their degrees of 
relevance, preference, or importance as defined in a specific 
application. In information retrieval, Learning to Rank is 
used to generate an effective ranking function that is used to 
rank documents according to their relevance score. 

The learning process, formalized as follows, consists of 
two steps: training and test. Given a query collection Q = { 
q1,…….,qm } and a document collection , D = { d1, . . . . . . , 
dn } , the  training  corpus is  created  as  a set of  query-
document   pairs , each (qi , dj ) є Q × D, upon which a 
relevance judgment indicating the relationship between qi 
and  dj   is assigned by a labeler . The relevance judgment 
can be a score e.q. sim(qi , dj) specifying the degree of  
relevance between qi  and dj .[18] 

The inputs to the learning algorithm comprise training 
instances, their feature vectors and the corresponding 
relevance judgments. The output is a ranking function Rf, 
where Rf(qi,dj) is supposed to give the true relevance score 
for qi and dj. During the training process, the learning 
algorithm attempts to learn a ranking function such that a 
performance measure (e.g. Mean Average Interpolated 
Precision (MAIP), F-measure, etc.) with respect to the output 
relevance judgment can be optimized.  

In the test phase, the learned ranking function is applied 
to determine the relevance between each document di in D 
and a new query qm+1. The learning is greatly affected by 
various factors such as performance measure used for 
evaluation, the form of training instance, etc. 

Various Approaches of Learning to Rank 

     Learning to Rank approach is classified into Pointwise 
approach, Pairwise approach and Listwise approach 
depending upon the type of instance used for learning. Their 
comparison is shown in Table 1. 

Pointwise Approach: The Pointwise approach solves the 
problem of ranking by means of regression or classification 
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on single documents. It takes features of a single document 
with respect to query as input : φ(qk,di

k
). In the training 

phase, learner learns to classify each instance of the 
document as relevant or irrelevant. In test phase, model 
assigns a unique score to each instance according to its 
relevance to queries. After operation, it produces ordered 
categories as output: {Rf(qk,d1

k
) ,  Rf(qk,d2

k
) . . ., Rf(qk,dn

k
)} 

where n is the number of documents retrieved and Rf(qk,dn
k
)  

is the score of the n
th
 document. Various algorithms were 

proposed using this approach. For instance, Crammer & 
Singer propose a ranker Prank based on the Perceptron 
which maps a feature vector x to the real  with a learned 
weight vector w such that the output of the mapping function 
is just w.x. Prank regards a query/document pair as an 
instance for the input, and each instance is corresponding to 
a rank level.[9] Harrington has proposed a simple but very 
effective extension of Prank, which approximates finding the 
Bayes point by averaging over Prank models.[6] RankProp is 
also a neural net ranking model proposed by Caruana.[2] 
RankProp alternates between two phases: an MSE regression 
on the current target values, and an adjustment of the target 
values themselves to reflect the current ranking given by the 
net.  

Pairwise Approach: The Pairwise approach transforms 
ranking to classification on document pairs. It takes 
document pairs as input: {φ(qk,di

k
),φ(qk,dj

k
)} such that one 

document is more relevant than another. On these instances 
system performs pairwise preference learning. The label pair 
{labeli

k
, labelj

k
) is used to indicate the order of i

th
 and j

th 

document. labeli
k 

<
 

labelj
k 

means i
th
 document is more 

relevant than j
th
 document. After operation, model gives a 

binary value to an indicator variable yij of +1 or -1, 
depending upon the order of the documents in the instance 
pair. yij = +1 if Rf(qk,di

k
) ≥ Rf(qk,dj

k
) and yij = -1 if Rf(qk,di

k
) < 

Rf(qk,dj
k
). Many algorithms were trained using this approach. 

For instance, Herbrich cast the problem of learning to rank as 
ordinal regression – learning the mapping of an input vector 
to a member of an ordered set of numerical ranks. [7]  

They model ranks as intervals on the real line, and 
consider loss functions that depend on pairs of examples and 
their target ranks. RankBoost is another ranking algorithm 
that is trained on pairs. [21] In this algorithm, results are 
given using decision stumps as the weak learners. It attempts 
to solve preference learning problem directly, rather than 
solving an ordinal regression problem.  

Dekel has provided a very general framework for ranking 
using directed graphs, where an arc from A to B means that 
A is to be ranked higher than B.[4] Joachims proposed 
RankSVM algorithm, which uses Support Vector machine 
for optimizing search performance using click-through data. 
It aims to minimize the number of discordant pairs, which is 
similar to RankBoost, and to maximize the margin of pair.[8] 
RankNet is another algorithm that employs relative entropy 
as a loss function and gradient descent as an algorithm to 
train a neural network model for document retrieval.[1] 

Listwise Approach: In Listwise approach, there is no 
classification of instances or instance pairs. It tackles the 
ranking problem directly by optimizing the ordering of the 
whole list. It treats the list of documents associated with the 
same query as learning instance to obtain rank and query 
level information. It takes document collection with respect 
to query as input : { φ(qk,d1

k
),φ(qk,d2

k
), . . , φ(qk,dn

k
)} and 

produces permutation of these documents as output : Πn
k
 

where φ(qk,di
k
) is the feature vector of the i

th
 document w.r.t. 

k
th

 query. ListNet was one of the first listwise method.  

It this, the listwise loss function is defined as cross 
entropy between two parameterized probability distributions 
of permutations; one is obtained from the predicted result 
and the other is from the ground truth.[22] RankCosine was 
another method. In this, the listwise loss function is defined 
on the basis of cosine similarity between two score vectors 
from the predicted result and the ground truth.[16] ListMLE 
is another listwise method that employ the likelihood loss as 
the surrogate loss function. They maximize the sum of the 
likelihood function with respect to all the training queries.[5] 

 

                                                          TABLE I. COMPARISON OF DIFFERENT APPROACHES 

 Pointwise Approach Pairwise Approach Listwise Approach 

Number  of instances Equal to number of training 

elements 

Equal to half of the training 

elements 

Takes whole list as a 

training instance 

Implementation Complexity O(n) O(n2) More complex 

Training Time More Less Less 

Characteristic More suitable to ordinal regression More suitable to learning to rank More suitable to learning to 

rank 

Technique Transforms ranking to regression, 

classification or ordinal regression 

Transforms ranking to pairwise 

classification 

Simply represents learning 

to rank problem 

Document Dependence No dependence between training 

documents is considered 

Document dependence is 

considered 

More dependence between 

documents is considered 

Existing Theories Easy to use existing theories and 

algorithms 

Easy to use existing theories and 

algorithms 

New theory needed 

Flexibility Flexible to ensure people expected 

precision 

More flexible than Pointwise 

approach 

Less flexible 
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III. OUR APPROACH 

       Machine learning provides wide range of algorithms 
for learning a ranking function. Some of the algorithms are 
more suitable than others. Two potential learning techniques 
used are Neural Network (NN) and Support Vector Machine 
(SVM). NNs are partly inspired on biological learning 
system and are the most effective learning methods currently 
known. SVM is based on margin maximization and is the 
most elegant of all kernel-learning methods. Each has its 
own advantages and disadvantages. The comparison of both 
the learning approaches is mentioned in Table 2. In our 
approach, we have used SVM for pruning to documents that 
are more critical for learning a ranking function and thus 
reduced the size of the learning data set. And then NN is 
used  to train the system.  

TABLE II. COMPARISON OF SVM AND NN LEARNING 

SVM NN 

Deterministic Algorithm Non-Deterministic Algorithm 

SVM takes into account learning 
examples as well as structural 

behavior. It achieves better 

generalization due to structural 
risk management. 

 

Use data empirical risk 
minimization which stops training 

once learning error is within a 

specified margin. This leads to non-
optimal model & the solution is 

often plagued by local minimum 

problem. 

An objective function is convex, 
so that unlike in the cases of 

many NN models, any local 

minimum of an SVM model is 

also a global minimum. 

Suffers from local convergence 
problem 

SVM is comparatively faster than 
NN. SVM solution is sparse; it 

only involves the support vectors. 

NN suffer from long learning times, 
which become worse as the volume 

of data grows 

A. Architecture of Hybrid Learning System 

Our hybrid learning system works on user feedback as 
shown in figure 1. Initially, we gave query to the Information 
Retrieval System which is then internally expanded by the 
synonyms using WordNet. Initially, term frequency is used 
to calculate the score of the document and ranked 
accordingly. Then we select relevant documents out of the 
result set returned and generate training set for learning the 
ranking function. This training set is then used by SVM to 
extract support vectors which are critical for learning. These 
support vectors are then used to learn a ranking function 
using back-propagation algorithm using NN. Then the whole 
result set is ranked again according to the new ranking 
function. This ranking is compared with the previous ranking 
using Kendall’s Rank correlation coefficient. If the 
correlation coefficient value is less than the threshold value 
then the new training set is generated based on user feedback 

and the whole process is repeated again. We have taken 
threshold value as 0.6. 

B. Implementation 

Outliers or meaningless vectors are identified by SVM 
and can therefore be easily eliminated. Support vectors that 
are critical in classification are extracted from SVM. Then 
these support vectors along with their corresponding actual 
output labels are used to train NN to perform final ranking.  

In this way NN training examples are pruned using SVM 
so that the training examples that are closest to decision 
boundary are left for final training of the learner. 

C. Pruning to Documents Using Support Vector Machine 

(SVM) 

SVM can be characterized as an algorithm that affects a 
nonlinear mapping of input vectors into a higher dimensional 
feature space. It involves a dual formulation of governing 
equations and constraints. 

SVM will construct a hyperplane in a high-dimensional 
features space as the decision surface between positive and 
negative patterns. SVM formulation approximates SRM 
(Structural Risk Minimization) principle by maximizing the 
margin of separation. Basic SVM is linear but it can also be 
used for non-linear data by using kernel function to first 
indirectly map non-linear data into linear feature space. 

We have used RankSVM algorithm which is based on 
pairwise approach for extracting critical data patterns. [15], 
[20] 

a) Margin Maximization 

Let,  

di
k
 represents i

th
 document retrieved from the document 

collection w.r.t query qk. 

labeli
k
 and labelj

k
 are the integer labels of documents di

k
 

and dj
k
 respectively w.r.t query qk. 

r be the number of features of the document used for 
learning a ranking function. 

A feature vector of r features φ(qk,di
k
) = (xi1

k
, xi2

k
,. . xis

k
, . 

.,xir
k
) represented by xi

k
 is created from each query-document 

pair (qk,di
k
) k= 1,2,. .,m and i=1,2,. .,n , where xis

k
 is the 

value of the s
th

 feature of the i
th
 document w.r.t query qk. 

Then, mathematically ranking function Rf is represented 
by a weight vector w of size r that satisfies 

 {(di
k
,dj

k
): labeli

k
 < labelj

k 
 € I} w.r.t qk  : Rf(di

k
)> Rf(dj

k
) 

 w. φ(qk, di
k
)  > w. φ(qk, dj

k
) 

SVM has to learn the values of the parameter w on a 
training sample. Here, learning is done pairwise i.e. it takes 
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Figure 1. Architecture of Hybrid Learning System 

                                  

 

Figure 2. Ranking function as projecting data points 

document pairs as input for training such that one 
document is more relevant than another. [7],[8],[22] A 
weight vector w is adjusted by a learning algorithm. The 
training set is denoted as triplet T={(qk,dj

k
), φ(qk,dj

k
), labeli

k
 

} k=1,2,. . .,m and i=1,2,. .,n where, labeli
k 
is the label of the 

i
th
 document w.r.t query k. labeli

k 
<

 
labelj

k 
means i

th
 document 

is more relevant than j
th
 document. Herein strict ordering is 

assumed. 

The ranking model is a real valued function of features: 

Rf(q,d) = w.φ(q,d)          where w denotes a weight vector 

To rank all the documents retrieved w.r.t. query qk, 
ranking model Rf(qk,dj

k
) gives score to each document dj

k
 as 

their degree of relevance with respect to query qk and sort the 
documents based on that score. 

Let, two ranking vectors Rf1 and Rf2 and four feature 
vectors x1

k
 ,x2

k 
,x3

k
 and x4

k
 of the four documents to be 

ranked. Ranking function can be viewed as the projecting 
data points of the four documents onto the separating 
hyperplane as shown in the figure 2. Let, η1 and η2 be the 
distance between the closest points on the hyperplane. From 
a geometric point of view, calculating the value of the 
parameters w means looking for a hyperplane called ranking 
vector that maximizes the distance between various data 
points of the documents to be ranked according to some 
criteria. The criterion is based on margin maximization i.e. to 
maximize the distance between closest points. The distance 
between these points is calculated as 

        ||||

||xx|| k

j

k

i

w

w 

η2 

x1
k

 

x3
k
 

x2
k
 

x4
k
 

η1 

Rf1 
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       Given a training set of instance-label pairs, the SVM 
requires the solution of the following optimization problem: 

 

subject to :   

                     

where, i,j = 1,2,3 . . .n. and yij is an indicator variable to  
indicate order of i

th
 and j

th
 document and C = “capacity” is a 

tuning parameter for controlling the generalization ability of 
an SVM. 

    In the first part of the equation, it maximizes the 
margin or distance which is inversely proportional to ||w|| by 
minimizing ||w||

2
/2 and second term is the sum of in-sample 

ranking errors ξij times the parameter C. In most cases, ξij =0, 
that means i

th
 and j

th
 documents are ranked correctly. Thus, 

SVM maximizes the margin width while minimizing errors. 
Thus, this problem is quadratic i.e. convex. 

C weights in-sample errors and thus controls the 
generalization ability of an SVM. Higher is C, higher is the 
weight given to in-sample errors, and lower is the 
generalization of the learning model. By choosing a low C, 
the risk of overfitting an SVM on the training sample is 
reduced. So, the constant C is the soft margin parameter that 
controls the trade-off between the margin size and training 
error. 

Using the method of Lagrange multipliers, we can obtain 
the dual formulation which is expressed in terms of variables 
αi: 

 

  subject to : C≥0   αij is a coefficient for a pairwise 
difference vectors (xi-xj).[19] 

We perform a non-linear mapping of the feature vector x 
onto a high-dimensional space that is hidden from the inputs 
or the outputs using Kernel function. As SVM solution  
depends only on the dot product of (xi-xj) and (xu-xv),  
operations in high dimensional space Φ(x) do not have to be  
performed explicitly if we find a function K(xi,xj) such that   
K(xi,xj) is equal to dot product of  xi and xj. This function is 
called Kernel function. 

Using Kernel function, the dual formulation can be 
expressed as: 

       
subject to :   

where K(.) is a kernel function.  

We have used the same optimization problem, except the 
dot product of (xi-xj) and (xu-xv) is replaced by the kernel 
K(xi-xj ,xu-xv). We have used linear Kernel function K(xi,xj) 

= (xi
T
xj)

2 
for mapping feature vector x onto a high-

dimensional space. 

The values of α’s are obtained between 0 and C. Data 
points with non-zero α’s are called support vectors which are 
critical for learning a ranking function. So, all those data 
point pairs with non-zero α’s are extracted and then used to 
train NN. 

b) Format of Training and Test file 
The format of training file and test file is same. Details of 

all the documents are stored in a file in which each row 
represents one document in a LINE in the following format:    

LINE —> L qid : QID  F:FV F:FV . . . . F:FV # COMMENT 

L —> <float>                                                 // label 

QID —> <integer>                                        // query identifier 

F —> <integer>                                             // feature  

FV—> <float>                                               // feature value 

COMMENT —> <string>                            // comment as line identifier 

Each line contains the target label of the document, query 
identifier and each of the feature/value pairs are separated by 
a space character. Feature/value pairs must be ordered by 
increasing feature number. Features with value zero can be 
skipped. The target label defines the order of the examples 
for each query and is used to generate pairwise preference 
constraints. Two examples are considered for a pairwise 
preference constraint only if the value of "qid" is same. [14] 

D. Learning a Ranking function Using NN 

       RankNet algorithm is used for learning a ranking 
function.[1] This algorithm is based on error back-
propagation of the NN. Here also, the learning is done 
pairwise. All the relevant document w.r.t. a query in the 
training set are paired  in such a way that odd numbered 
document is more relevant than the next even numbered 
document. E.g. Document positioned at row 1 is more 
relevant than document at row 2, and document at row 3 is 
more relevant than document at row 4 and so on. So, if we 
have 100 documents in the training set it will give 50 such 
pairs. Thus, in each pair first document is more relevant than 
second document. 

        Let the training set is denoted as triplet T= {(qk,di
k
) , 

(φ(qk,di
k
),φ(qk,dj

k
)) , (labeli

k
,labelj

k
) } k=1,2,. . .,m and 

i,j=1,2,. .,n where, labeli
k 
is the label of the i

th
 document w.r.t 

query k. labeli
k 
<

  
labelj

k 
means i

th
 document is more relevant 

than j
th
 document. Herein strict ordering is assumed. 

       In this algorithm, learning consists of two passes 
through the different layers of the network: a forward pass 
and a backward pass. In the forward pass, learning algorithm 
is given a set of pairs of documents (di

k
,dj

k
), together with 

their labels indicating the order of the documents, and its 
effect propagates through the network layer by layer.  A set 
of outputs is produced as the actual response of the network. 
During the backward pass, the synaptic weights are all 
adjusted in accordance with an error-correction rule to 
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minimize the cost function. The cross entropy cost function 
is used as a loss function for training.[13] 

   The target probability Pij* of di being ranked higher 
than dj is 1 for each document pair (di

k
,dj

k
) in the training set 

as we have arranged all the document pairs accordingly. A 
logistic function used for mapping the output of the NN as a 
ranking function to a probability is as follows: 

 
where oij = yi - yj where yi is the output of the network for 

the i
th
 document and Pij = P(di>dj) i.e. the probability that the 

i
th 

document is more relevant than j
th
 document. The cross 

entropy is adapted as a loss function for training, which can 
be represented as: 

CEij = CE(oij) = -Pij* log Pij – (1-Pij*) log (1-Pij) 

= -Pij*oij + log(1+ ) 
where CEij is the cross entropy loss of the pair (di

k
,dj

k
), 

Pij* is the desired probability, and Pij is the probability 
modeled by the NN. 

Following steps are followed : 

1) i
th
 document and j

th
 document pair along with their 

labels are presented to the input layer of  the network. 
These inputs are propagated through the network until 
they reach the output units. This forward pass produces 
the predicted output in the form of the probability Pij. 

2) Because back propagation is a supervised learning 
algorithm, the desired output in the form of the desired 
probability Pij* is given as part of the training vector. 
The actual network output is then subtracted from the 
desired output and an error signal in the form of cross 
entropy loss is calculated. 

3) This error signal is then the basis for the back 
propagation step, whereby the errors are passed back 
through the neural network by computing the 
contribution of each hidden processing unit and deriving 
the corresponding adjustment needed to produce the 
correct output. The connection weights are then adjusted 
and the neural network has just “learned” from an 
experience. 

After the network has learned all the new documents can 
easily be scored by presenting them to the input layer and 
ranked them according to that score. 

E. Features used for Learning 

     We have used the following features for learning a 
ranking function: 

Term Frequency(TF): ∑           ))        where 

c(qi,D) is the frequency of the i
th
 term of the query in 

document D 

Inverse Document Frequency(IDF): 

 ∑           ))          where idf(qi) is the inverse 

document frequency of the i
th
 term of the query 

Normalized Cumulative Frequency(NCF): 

∑  
      

      )      ) 

Normalized Term Frequency weighted by IDF(NTFI): 

∑        
      )

   

 
          ) 

F. Efficacy measure:  Kendall’s tau τ rank correlation 

coefficient 

     Let R
* 

be the optimal ranking of the documents in 
which all the documents are ranked according to user’s 
preference. A new generated ranking function Rf is typically 
evaluated by how closely its ordering approximates optimal 
ordering of R

*
. [11] 

    The ranking order of a set of training instances is 

optimized according to Kendall’s Tau, τ : 

 

           τ(R*,Rf) =  

 

where, 
P is the number of concordant pairs (two documents are 

ordered correctly) 

Q is the number of discordant pairs (two documents are 
ordered incorrectly) 

On a finite domain D of n documents, the sum of P 
(concordant pairs) and Q (discordant pairs) is  

G. Semantic searching using WordNet 

      The query keyword used for retrieval of documents is 
the most significant but not always sufficient. We have used 
synonyms of the keyword also for searching the corpus. We 
have created a WordNet containing synonyms of various 
words and thus stored semantic relations between various 
words. We have used those semantic relations for expanding 
the given query and to improve the retrieval effectiveness. 
Red-Black tree data structure is used to store various words 
along with their synonyms as shown in figure 3. Each node 
of the tree contains word along with its various synonyms. 
Each query term is expanded by the various synonyms 
before searching in the corpus.[17] 

For example, If the query contains the term “estimate” 
then after expansion it will be replaced by terms “estimate, 
idea, approximate, appraisal”. 

Figure 3. Sample Red-Black tree of Synonyms                                  
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IV. EVALUATION MEASURES 

A. Recall 

      It is the measure of the ability of a system to present all 
relevant items.[3] 

R = Number of relevant documents retrieved 

       Number of relevant documents in collection 

B. Precision 

      It is the measure of the ability of the system to present 
only relevant items. 

P = Number of relevant documents retrieved 

       Total number of documents retrieved 

To evaluate ranked lists, precision can be plotted against 
recall after each retrieved document. To facilitate computing 
average performance over set of queries – each with different 
number of relevant documents – precision values for individual 
query are interpolated to a set of standard recall levels ( 0 to 1 
in  increments of .2). The standard rule to interpolate precision 
at standard recall level i is to use the maximum precision 
obtained for the query for any actual recall level greater than or 
equal to i. 

Mathematically, Interpolated precision Pinterpolated at certain 
standard recall level i is defined as the highest precision found 
for any recall level i' ≥ i : 

Pinterpolated(i) = max P(i')    i' ≥ i  

C. Average Interpolated Precision (AIP) 

     It is the average of the interpolated precision at each 
standard recall point value for all queries together.  

AIPi(Q) = 
 

   
∑                )  )

   
       i= 0.0, 0.1, 0.2, . . , 1.0 

where Q is the set of queries Pinterpolated(i)  is the interpolated 
precision at i

th
 recall value level, 

AIPi(Q) is the average of the interpolated precision at i
th
 

recall level for all the queries in set Q. 

D. F-Measure (F) 

It is harmonic mean of precision and recall. It is a single 
measure that trades precision versus recall. 

F = 2*Precision*Recall 

      ( Precision + Recall ) 

E. Mean Average Interpolated Precision (MAIP) 

     It is the mean of all the average interpolated precisions 
calculated at all standard recall points. 

MAIP =  
∑      )

                
        i = 0.0, 0.1, 0.2, . . , 1.0 

where AIPi(Q) is the average of the interpolated precision at 
i
th
 recall level for all the queries in set Q 

No_recall_points are the number of standard recall points 
used.  

V. EXPERIMENTAL EVALUATION 

      We have implemented Information Retrieval System in 
Java. For experiments, we have created English-Hindi test 
collection of about 50 documents extracted from gyannidhi 
corpus from CDAC. Details of English-Hindi parallel corpus 
are mentioned in table 3. We have also generated training set 
triplet of about 20 queries that are stored along with their 
relevant documents for training. Sample queries for both Hindi 
and English are shown in table 4. All the data are encoded in 
Unicode text. F-measure and AIP are used for evaluation. 

TABLE III.  PARALLEL CORPUS DETAIL 

 English Hindi 

No. of Documents 50 50 

No. of index terms 7896 12687 

No. of queries 20 20 

Average No. of terms/doc 152 236 

TABLE IV.  SAMPLE QUERIES 

qid English Hindi 

1 estimate the approximate age आय ुका अनमुान 

2 pleasant sound                           मधरु ध्वनन 

3 hazardous journeys                   जोखिम-भरी यात्राए ं

VI. TABLE V.  AIP VALUES FOR RANKNET AND OUR HYBRID 
LEARNER 

Recall 
AIP 

RankNet Hybrid Learner 

0.2 0.3 0.4 

0.4 0.45 0.54 

0.56 0.52 0.65 

0.7 0.63 0.7 

0.83 0.74 0.8 

TABLE VI.  F-MEASURE VALUES FOR RANKNET AND HYBRID 
LEARNER 

Recall 
F-Measure 

RankNet Hybrid Learner 

0.2 0.36 0.37 

0.4 0.49 0.54 

0.6 0.61 0.65 

0.8 0.77 0.79 

VII. RESULTS AND DISCUSSION 

We now describe our experimental analysis of our learning 
system. We evaluated ranking functions for 20 queries by 
calculating AIP and F-Measure values on different recall values 
ranging from 0 to 1. Comparison of these values for RankNet 
and our hybrid is learner shown in table 4 and table 5 
respectively. Their comparison is also shown graphically in 
figure 4 and figure 5 respectively. MAIP of retrieved 
documents using RankNet and our hybrid learner is 0.528 and 
0.618 respectively. There is significant improvement in F-
measure and AIP values using proposed hybrid learner. 
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VIII. CONCLUSION 

Learning to Rank is applied to automatically learn a ranking 
function from the training data. In this paper, a new hybrid 
learner is introduced based on NN and SVM that gives better 
performance than learning using NN alone. SVM is used to 
extract support vectors from the training data which are critical 
for learning a ranking function. These support vectors 
contribute better in learning a ranking function. We have used 
semantic searching to improve search accuracy by using 
synonyms of the query term to retrieve more relevant results.  
For experiments, we have constructed English-Hindi IR data 
collection from Gyannidhi parallel corpus. This system works 
language independently. F-measure and AIP are used for 
evaluation. F-measure and AIP values of the retrieved 
documents are improved using the proposed hybrid learner. 

 
Figure 4. F-Measure using RankNet and Hybrid Learner 

 

Figure 5. AIP using RankNet and Hybrid Learner 
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Abstract— Some teaching methods adopted for disseminating 

Information Communication Technology Related Courses 

(ICTRC) in institutions of learning have been observed to be 

inadequate in bringing about the right perception and 

performance in students.  In order to qualitatively establish the 

efficiency of tutoring ICTRC, this study investigates the effect of 

ICT resources on students’ perception and performance in 

ICTRC. Two hundred and forty-eight (248) students in the 

Department of Computer Science/ICT from two universities: a 

Federal and a Private University from the South-South region of 

Nigeria were used.  A pre-test, post-test control group and quasi 

experimental design were utilized. Findings revealed that 

teaching ICTRC without using ICT resources are not effective at 

empowering the students with the right perception and the 

students are not enabled to perform to the best of their ability. 

Some recommendations are proffered encouraging ICT aided 

teaching strategies in Nigeria. 

Keywords- Learning, ICT, Education, Perception, Performance, 

Examination. 

I. INTRODUCTION 

According to [1], Information Communication Technology 
(ICT) is the acquisition, dissemination, processing and storage 
of numerical, vocal, textual and pictorial information by a 
microelectronics-based combination of computing and 
telecommunications. ICT plays a dominant role in our present 
environment enabling humans to understand the increasingly 
technological changing society.  ICT provides learners with 
understanding, skills and scientific knowledge needed for 
scientific research, fostering technological and economic 
growth in the society, where they live thus improving the 
standards of living [9].  ICT enables learners to acquire 
problem-solving and decision-making skills that provides 
ways of thinking and inquiry which helps in radical changes. 

With the rapid usage of ICT resources (i.e. internet), ICT 
based teaching-learning applications are considered an 
effective alternative to traditional teaching methods in that it 
affords students unlimited opportunities to demonstrate 
mastery of contents taught [6].  However within institutions of 
learning, new challenges have been generated, one of which is 
the teaching and learning of ICT Related Courses (ICTRC) 
like Computer Science, Software Engineering, Computer 
Education, Computer Engineering Etc. Lately, in some 
institutions, there has been a decline in academic achievement 
scores of students taking ICTRC and low performance in 

ICTRC at both the qualifying examination (SSCE) and 
placement examination like University Matriculation 
Examination - UME [2].  Some researchers confirm that there 
is also low enrolment for ICTRC, for students shun ICTRC as 
a discipline when given an option of courses to study in 
institutions. 

Often times the teacher is blamed for the students’ lack of 
interest in a course and poor performance.  This is not 
farfetched because the teaching approach that a teacher adopts 
is a factor that affects students’ perceptive power and 
performance in a course of study; however [8] and [3] 
postulated availability of teaching resources, capital resources, 
students attitude towards the teacher’s teaching approach, the 
subject-matter and the teaching method as critical factors to 
the successful teaching and learning of ICTRC.  Four factors 
critical to the effective learning of ICTRC in the classrooms 
and laboratories were identified by [4]: respondents’ attitude, 
software selection, a proper utilization direction, and the 
capabilities of ICT professional educators.  

There have been diverse research studies on students’ 
effective learning of ICTRC.  Reglin [11] studied the effects 
of teaching ICTRC on a sample of 53 minority prospective 
teachers, but focused on the issue of cooperativeness. A study 
conducted by [10] on a sample of 36 teachers centering on the 
use of ICT resources for ICT education based on knowledge 
acquisition.  Another study by [7] focused on the educational 
use of ICT resources and students’ performance while a 
research study by [5] compared the effectiveness of teaching 
agricultural science using ICT based learning against the 
regular teaching approach. 

In this study, we posit that an ignored domain is the effect 
of gender as it affects single sex schools and coeducational 
schools.  In the educational system, gender is taken into 
cognizance as it influences the curriculum, instructional 
materials, choice of career and general behavior of students 
and teachers alike.  The relationship between gender and 
ICTRC is a vital area of research due to the fact that there are 
conflicting nature of results from researches that focus on 
gender and ICTRC. 

The present study is interested in gender influence on the 
level of students’ perception of teachers’ effectiveness at 
teaching ICTRC and performance in ICTRC using ICT 
resources.  Results from this study enable recommendations 
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that promote ICT efficiency among students and lecturers in 
Nigeria and initiate some degree of resolution on the 
conflicting nature of learning ICTRC.  

II. STATEMENT OF THE PROBLEM 

In ascertaining the level of students’ performance in 
ICTRC, some ignored domains are the effect of gender as it 
affects single sex schools and coeducational schools and 
students’ perception of teachers’ effectiveness.  Thus 
presently, there is a dearth of information relating to the level 
of students’ perception of teachers effectiveness in teaching 
and students performance in ICTRC using ICT resources 
within the classroom and laboratories gender composition. It 
becomes crucial to provide information relating to the effects 
of classroom gender composition, which enables the 
evaluation of the consequences of disparities of the sex ratios 
and the perception of students as regards lecturers’ 
effectiveness in teaching ICTRC via ICT resources.  It is 
strongly believed that this aforementioned will provide the 
optimum level of performance of ICTRC within the student 
population. 

III. OBJECTIVES OF THE STUDY 

The objectives of this study are:  

 to compare the performance of male and female 

students taught ICTRC using ICT resources or the 

conventional lecture method. 

 to investigate the effect of gender composition in 

students’ performance in ICTRC when being taught 

with ICT resources or the conventional lecture 

method. 

 to investigate students’ perception of ICTRC taught by 

means of ICT resources as  

IV. HYPOTHESIS 

The following null hypotheses were tested at 0.05 levels of 

significance: 

 Ho1: There is no significant difference in the 

performance of students taught ICTRC by means of 

ICT resources or the conventional lecture method. 

 Ho2: There is no significant difference in the effect of 

gender composition in students’ performance in 

ICTRC taught by means of ICT resources or the 

conventional lecture method. 

 Ho3: There is no significant difference in students’ 

perception of ICTRC taught by means of ICT 

resources or the conventional lecture method. 

V. RESEARCH METHODOLOGY 

The study design employs a pre-test, post-test control 
group and quasi experimental design to determine the 
significant effect of ICT resources on students’ performance in 
ICTRC.  The following three variables were utilized in the 
study. 

(1) Independent Variable:  

a) Teaching via ICT resources  

b) Conventional lecture method 

(2) Dependent Variables:  

a) Performance in ICTRC Test 

b) Perception of ICTRC taught via ICT resources. 

(3) Moderator Variables: 

a) Gender (Male and Female) 

B. The Population And Sample 

The population of this study consisted of 248 randomly 
selected students offering ICTRC from university institutions 
in the South-South region of Nigeria.  The stratified random 
sampling was used to select one Federal University (Uni-1) 
and one Private University (Uni-2) and to ensure evenness in 
institutions.  Out of two institutions, some students were 
assigned as the experimental and control groups respectively. 

C. Instrumentation and Validation 

The following three instruments were designed and used 

for the study: 

1) Instructional Plan for Teaching using Conventional 

Lecture Method (IPTCLM) 

2) Instructional Plan for teaching using ICT Resources 

(IPITF). 

3) Students’ ICTRC Perception and Performance Test 

(SPPT). 

a) Instructional Plan for teaching using Conventional 

Lecture Method (IPTCLM): To ensure consistency and 

uniformity, this teaching plan which involves teaching in the 

conventional lecture method, was used for all students in the 

control groups. It included the course objectives, instructional 

materials and teaching procedures of computer science 

concepts in the classroom. This plan was made available to 

teachers prior to the training sessions. 

b) Instructional Plan for teaching using ICT 

Resources (IPITF): To ensure consistency and uniformity, 

this teaching plan includes subject area, objectives and the 

expected procedure to be followed by the teachers in the 

teaching of Computer Science concepts.  This plan was made 

available to teachers prior to the training sessions and was 

used for all students in the experimental groups. 
 

Students ICTRC Perception and Performance Test 
(SPPT): This instrument is divided into two sections designed 
by the researchers in the areas of Computer Science. The first 
section of the test was designed to cover the areas of 
perception which includes the areas of knowledge and 
comprehension.  The section has 50 multiple choice objective 
items with options A to E designed to test the students’ 
perception of computer science based on the methods (via ICT 
resources or lecture method) employed in inculcating the 
subject area to them.  The second section consists of 50 
questions to test the students’ performance in computer 
science.  The maximum obtainable score was 100.  

The face-validity and content-validity of the instruments 
was verified by three experts in the subject area. The 
instrument had a high Cronbach’s alpha values, both for items 
within each subsection (range: 0.863 to 0.870) and for the 
instruments as a whole (0.951). 
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D. Data Collection Methods 

For two weeks, the researchers familiarize themselves with 
the students and the educational strategies to employ for the 
control and experimental groups using the IPTCLM and IPITF 
instruments. In the next two weeks, the pre-test was conducted 
and the instruments SPPT was administered to all the 
participating students to assess their initial performance level 
before the treatment effect would takes place. For four more 
weeks, the IPITF was administered to the experimental group 
who were taught using ICT resources.  PowerPoint 
presentations and Video-clips were used to present animations 
techniques, animation concepts and constructive procedures. 
The video-clips include real life pictures of computer 
animations.  These animations help to emphasize the critical 
points of computer science concepts that are employed in real 
settings that allow meaningful learning. Concurrently, the 
IPTCLM was used to teach the same concepts as that of the 
experimental group, only that in this case, the students were 
subjected to the conventional lecture method of teaching.  For 
both groups, the researchers carried out the same activities. In 
the last week of the study, at two different instances, (one 
instance for an institution), the post-test was administered on 
all the participating students.  The students were examined and 
their scripts were marked and results compiled.  

E. Method Of Data Analysis 

The post-test data on students’ performance in ICTRC 
were analyzed using means and standard deviation. A five 
point Likert scale was used to measure all the statements on 
students perception of ICTRC taught by means of ICT 
resources or the conventional lecture method (Strongly 
Disagree (SRD), Disagree (D), Somewhat Disagree (SD), 
Neither Agree or Disagree (NAD), Somewhat Agree (SWA), 
Agree (A) and Strongly Agree (SA)). 

VI. RESULTS AND DISCUSSIONS 

TABLE 1: POST-TEST PERFORMANCE MEAN SCORE AND STANDARD 

DEVIATION OF SPPT 

Variable  N   N  Mean Std. Dev. 

 

 

Experimental Group 

 
Uni-1 

Male 63 18.11 2.443 

Female 41 18.01 2.542 

 Total  104 18.06 2.887 

 

Uni-2 

Male  08 17.41 1.662 

Female 05 17.33 2.221 

Total  13 17.37 2.237 

 

 

Control Group 

 

Uni-1 

Male 73 17.40 2.114 

Female 45 16.10 2.213 

 Total 118 16.75 2.225 

Uni-2 

 

Male  07 16.71 1.996 

Female 06 16.09 2.117 

Total  13 16.40 2.113 

 

 

 

Gender  

 

 

Uni-1 

Male  136 18.22 2.167 

Female  86 18.13 2.213 

Total 222 18.18 2.201 

Uni-2 Male  15 17.46 1.887 

Female  11 17.33 1.954 

Total 16 17.40 1.913 
 

The post-test mean score and standard deviation is shown 
in Table 1, which shows that Uni-1 students performed better 
than Uni-2 students.  Generally, the experimental group who 

were being taught ICTRC with ICT resources performed better 
than students in the control group who were being taught using 
the conventional lecture method, therefore Ho1 is rejected. It is 
also evident that the male students performed better than the 
female students in each of the groups, thus Ho2 is rejected. 

TABLE 2: EXPRESSIONS TO ESTABLISH STUDENTS’ PERCEPTION OF ICTRC VIA 

ICT RESOURCES / LECTURE METHOD. 

 

Questions 

SRD D SD NAD SWA A SA 

It did not take 

me long to 
answer the 

entire questions. 

4 2 - - 1 8 16 

The manner of 

teaching was 
helpful 

3 1 - - 1 7 19 

The allotted 

time for the test 
was too long 

3 1 1 2 3 5 16 

It was easy to 

remember the 

lesson taught 

4 - - 1 2 6 18 

I think that the 

lesson was very 

well taught 

- 3 1 - 6 1 20 

My knowledge 
on the subject 

matter got better 

with practice. 

3 4 - - - 2 22 

I understood the 

entire lesson 

taught 

15 8 1 1 1 - 5 

It was easy to 

complete the 

entire posttest 
exercise. 

4 4 - - 1 5 17 

Total 36 23 3 4 15 34 133 

 
The students were asked the above eight questions to 

ascertain their perception of ICTRC taught by means of ICT 
resources or the conventional lecture method. The students’ 
assessment is represented in Table 2. There was a significant 
difference on the eight questions as can be ascertained from 
the Chi-square analysis (Table 3).  

TABLE 3: CHI-SQUARE ANALYSIS 

X fo fe (fo – 

fe) 

(fo – 

fe)2 
  

 
          

   
 

Strongly Disagree 36 35.43 0.57 0.32 0.009 

Disagree 23 35.43 -12.43 154.50 4.35 

Somewhat 

Disagree 

3 35.43 -32.43 1051.70 29.68 

Neither Agree or 

Disagree 

4 35.43 -31.43 987.84 27.88 

Somewhat Agree 15 35.43 -20.43 417.38 11.78 

Agree 34 35.43 -1.43 2.04 0.06 

Strongly Agree 133 35.43 97.57 9519.90 268.70 

Total 248 248   342.46 

 

X
2
 value = 342.46;  Degree of freedom = 7 – 1 = 6;   X

2
 

at .99 at 4 d.f = 16.812  

X
2
 at .95 at 4 d.f = 12.592;    342.46 > 16.812 > 12.592 
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The Chi square analysis (Table 3) showed that the 
differences in perception are not due to chance. We can thus 
conclude that student’ perception and understanding of ICTRC 
got better with practice, for all 20 students who acknowledged 
that the lesson was very well taught were those taught using 
ICT resources. It is also this class of students that accepted the 
fact that the subject matter got better with practice and that the 
manner of teaching was helpful. 

VII. CONCLUSION 

Based on the findings in this study, it is evident that ICT-
based resources and applications should drive the teaching-
learning process of all ICTRC. Presently most educators adopt 
a theory-first approach and sometimes suspend teaching the 
application skills.  For effective learning and performance, 
theory and applications should be interwoven and integrated. 
Or, at least, applications should be considered first, and then 
theory, to ensure that theory is related to real-world concepts 
and to enable students form conceptual relationships between 
theory and applications and create life-long learning 
experiences. Creating ICT-based case studies and 
interdisciplinary scenarios in ICTRC would also enable the 
students to solely define relevant concepts, identify theories 
and tools needed to solve conceptual problems, process data, 
report results, and providing all relevant documentation. To 
accomplish all the aforementioned and more, Departments 
within Faculties of ICTRC must work as a team. The team 
should discover, discuss and implement the interweaving of 
course materials.   

VIII. RECOMMENDATIONS 

The following recommendations were made based on the 

finding of the study: 

 ICT teachers should use ICT resources in teaching 

ICTRC. 

 ICT, IT and Science Faculties could collaborate to 

develop and teach courses for IT and its associated 

ICT. 

 Seminars/worships should be organized for ICTRC 

teachers in school on the use of ICT resources. 

 The government should set up laboratories and 

establish adequate ICT resources in all institutions of 

learning and make it possible for all disciplines to 

make use of it. 
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Abstract— Pronunciation practice system based on personalized 

Computer Graphics: CG animation of mouth movement model is 

proposed. The system enables a learner to practice pronunciation 

by looking at personalized CG animations of mouth movement 

model , and allows him/her to compare them with his/her own 

mouth movements. In order to evaluate the effectiveness of the 

system by using personalized CG animation of mouth movement 

model, Japanese vowel and consonant sounds were read by 8 

infants before and after practicing with the proposed system, and 

their pronunciations were examined. Remarkable improvement 

on their pronunciations is confirmed through a comparison to 

their pronunciation without the proposed system based on 

identification test by subjective basis. 

Keywords- Pronunciation practice; mouth movement model; CG 

animation. 

I. INTRODUCTION  

There are many pronunciation practice systems
1
 which 

allow monitoring voice waveform and frequency components 
as well as ideal mouth, tongue, and lip shapes simultaneously. 
Such those systems also allow evaluations of pronunciation 
quality through identification of voice sound. We developed 
pronunciation practice system (it is called "Lip Reading AI") 
for deaf children in particular [1]. The proposed system allows 
users to look at their mouth movement and also to compare 
their movement to a good example of mouth and lip moving 
picture. Thus users' pronunciation is improved through 
adjustment between users' mouth movement and a good 
example of movement derived from mouth movement model.  

Essentially, pronunciation practice requires appropriate 
timing for controlling mouth, tongue, and lip shapes. 
Therefore, it would better to show moving pictures of mouth, 
tongue, and lip shapes for improvement of pronunciations [2]. 
Although it is not easy to show tongue movement because 
tongue is occluded by mouth, mouth moving picture is still 
useful for improvement of pronunciations. McGurk noticed 

                                                           
1  http://www.advanced-

media.co.jp/products/amivoicecallpronunciation.html 

http://www.prontest.co.jp/soft/ 
http://www.english-net.co.jp/~pros/1/ppower/progfeat.htm 

http://shop.alc.co.jp/course/hc/ 

http://www.smocca.co.jp/SMOCCA/English/HatsuonRyoku/index.html 
http://sgpro.jp/demo/ 

that voice can be seen [3]. Some of lipreading methods and 
systems are proposed [4]-[6]. 

One of the key issues for improvement of efficiency of the 
pronunciation practice is personalization. Through 
experiments for the proposed "Lip Reading AI" with a number 
of examiners, it is found that pronunciation difficulties are 
different by examiner. Therefore, efficient practice needs a 
personalization. The proposed pronunciation practice system 
in the paper utilizes not only mouth movement of moving 
pictures but also personalization of moving picture by user.  

The following section describes the proposed system 
followed by some experimental results with 8 examiners. Then 
effectiveness of the proposed system is discussed followed by 
conclusion.  

II. PROPOSED PRONUNCIATION PRACTICE SYSTEM 

A. Lip Reading "AI" 

Previously proposed Lip Reading "AI" allows comparison 
between learner's mouth movement and reference movement 
with moving picture in real time basis. An example of display 
image is shown in Fig.1. 

 
Figure 1 Example of display image of the previously proposed Lip Reading 

"AI". 

B. CG Animation of Reference Moving Picture 

In the system, real mouth images are used as reference 
movement of moving picture. Not only real mouth moving 
pictures, but also CG animation of mouth images can be used 
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as shown in Fig.2. Using CG animation of mouth moving 
picture, much ideal reference could be generated. "Maya"

2
 of 

CG animation software (Fig.3) is used to create reference 
mouth moving picture. Then it can be personalized. Namely, 
resemble CG animation to the user in concern can be created 
as shown in Fig.4.  

 
Figure 2 CG animation based reference moving picture for monitoring mouth 

movements. 

 

 
Figure 3 Example of Maya of CG animation software generated reference 

mouth and lip moving picture 

In order to create resemble mouth moving picture to the 
user in concern, correct mouth movements are extracted from 
moving picture by using Dipp-MotionPro2D

3
. 12 of lecturers' 

mouth moving pictures are acquired with video camera and 
then are analyzed. Every lecturer pronounced "a", "i", "u", "e", 
and "o". Four feature points, two ends of mouth and middle 
centers of top and bottom lips are detected from the moving 
pictures. Four feature points when lecture close and open the 
mouth are shown in Fig.5 (a) and (b), respectively.  

An example of motion analysis of four feature points when 
the lecture pronounces "a" is shown in Fig.6. 

 

 

                                                           
2 http://ja.wikipedia.org/wiki/Maya 
3  

http://secure.shanon.co.jp/ipjbio2008/exhidir/BIO/ja/company/exhibitor_1032
.html 

 
Figure 4 Resemble mouth and lip moving picture to the user in concern could 

be created with the CG animation software derived reference moving picture. 

 

 
(a)Close the mouth 

 
(b)Open the mouth 

Figure 5 Four feature points when lecture close and open the mouth. 

In the figure, red, yellow, light green, and blue lines show 
the top lip, the bottom lip, right end of mouth and left end of 
mouth, respectively. When the lecture pronounces "a", the 
bottom lip moves to downward direction remarkably while 
other three feature points (top lip and two ends of mouth) do 
not move so much. On the other hand, when the lecture 
pronounces "u", two ends of mouth moves so much in 
comparison to the other two (top and bottom lips) as shown in 
Fig.7. 
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Figure 6 Example of motion analysis of four feature points when the lecture 

pronounces "a" 

 
Figure 7 Example of motion analysis of four feature points when the lecture 

pronounces "u" 

C. CG Animation Method 

3D model with wireframe has to be created first as shown 
in Fig.8. Then rendering is followed by. Once basic 3D shape 
model is created, and then the target 3D models are created as 
shown in Fig.9. 

After that, intermediate pictures are created with basic and 
the target 3D models as key frame method as shown in Fig.10. 

During the process for creation of intermediate frames, 
chin movement has to be realistic. In this process, jaw bone is 
assumed as shown in Fig.11. Fig.11 (a) and (b) shows model 
derived lectures mouth and lip images when lecture closes and 
opens the mouth, respectively. On the other hands, Fig.11 (c) 
and (d) shows the assumed jaw bones when lecture close and 
open the mouth, respectively. The mouth can be opened when 
the jaw bone angle is increased. 

 

 

 

 
Figure 8 3D model with wireframe of mouth and lip 

 

 
Figure 9 Target models of target 3D models are created from the basic 3D 

shape model. 
 

 
Figure 10 Intermediate pictures which are created with basic and the target 3D 

models as key frame method 

Thus CG animated moving picture of mouth movements 
can be created as shown in Fig.4. All the feature points and 
picture for rendering are derived from the learners and 
lecturers so that CG animated moving picture is resemble to 
them.  

 
(a)Close the mouth (b) Open the mouth 
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(c) Close the mouth (d) Open the mouth 

Figure 11 Model derived lectures mouth and lip images together with assumed 

jaw bone when lecture closes and opens the mouth. 

III. EXPERIMENTS  

A. Experiment Procedure 

8 kindergarten boys and girls (L1 to L8) whose age ranges 
from five to six are participated to the experiment. 
Pronunciation practice is mainly focused on improvement of 
pronunciation of vowels and consonants, /s/,/m/,/w/. Before 
and after pronunciation practice with the proposed system, 12 
examiners identify their pronunciations with their voice only 
and with their moving picture only as well as with their voice 
and moving picture as shown in Fig.12. Thus identification 
ratio is evaluated together with mouth and lip shapes 
difference between before and after pronunciation practices. 
Pronunciation practice for vowels and consonants are 
conducted. Those are E1: vowels, E2: /a/-/sa/-/ma/-/ta/-/wa/, 
E3: /i/-/mi/, E4: /u/-/mu/, E5: /e/-/se/-/me/, E6: /o/-/so/-/mo/, 
respectively. All these pronunciations are Japanese.  

 
Figure 12 Three types of pronunciation evaluations 

B. Experiment Results 

Table 1 shows experimental results of identification ratio 
for before and after the pronunciation practice. 

TABLE 1 IDENTIFICATION RATIO FOR BEFORE AND AFTER THE PRONUNCIATION 

PRACTICES 

 

Moving Picture 

Only  
Voice Only  

Moving Picture 

and Voice  

Exercise  Before  After  Before  After  Before  After  

E1  81%  87%  90%  94%  95%  98%  

E2  70%  80%  87%  94%  92%  98%  

E3  69%  73%  95%  95%  98%  99%  

E4  70%  79%  93%  93%  98%  98%  

E5  71%  78%  94%  99%  90%  99%  

E6  64%  76%  92%  94%  91%  95%  

Average  71%  80%  92%  95%  94%  98%  

It is noticed that identification ratio for after pronunciation 
practice is improved by 3-9% from before pronunciation 
practice for all three cases of evaluation methods. Evaluation 
results with voice only show 3% improvement. This implies 
that their pronunciation is certainly improved. 

Much specifically, pronunciation of /sa/ for L3 learner 
before pronunciation practice is 100% perfect while L8 learner 
has difficulty on pronunciation of /sa/ before pronunciation 
practice as shown in Table 2. 

TABLE 2 IDENTIFICATION RATIO BEFORE PRONUNCIATION PRACTICE. 

Learner  a  sa  ta  ma  wa  Unclear  

L1 0.0% 87.5% 12.5% 0.0% 0.0% 0.0% 

L2 12.5% 87.5% 0.0% 0.0% 0.0% 0.0% 

L3 0.0% 100.0% 0.0% 0.0% 0.0% 0.0% 

L4 0.0% 87.5% 12.5% 0.0% 0.0% 0.0% 

L5 25.0% 62.5% 12.5% 0.0% 0.0% 0.0% 

L6 0.0% 87.5% 0.0% 0.0% 0.0% 12.5% 

L7 0.0% 100.0% 0.0% 0.0% 0.0% 0.0% 

L8 12.5% 25.0% 37.5% 0.0% 0.0% 12.5% 
 

In particular, pronunciation of /sa/ for L8 learner is used to 
confuse with /a/ (12.5%), /ta/ (37.5%), and unclear (12.5%) 
before pronunciation practice as shown in Table 3 (a). This 
situation is remarkably improved as shown in Table 3 (b). 
Identification ratio of pronunciation of /sa/ for L8 learner is 
changed from 25% to 100% perfect after the pronunciation 
practice. 

TABLE 3 IDENTIFICATION RATIOS FOR BEFORE AND AFTER PRONUNCIATION 

PRACTICE OF PRONUNCIATION OF /SA/ FOR L8 LEARNER 

(a) Before pronunciation practice 

Sound (Sa) a sa ta ma wa Unclear 

L8 12.5% 25.0% 37.5% 0.0% 0.0% 12.5% 

(b) After pronunciation practice 

Sound (Sa) a sa ta ma wa Unclear 

L8 0.0% 100.0% 0.0% 0.0% 0.0% 0.0% 

 

Fig.13 shows one shot frame image of moving picture for 
mouth and lip when L8 learner pronounces /sa/ before and 
after the pronunciation practice. Although he could not open 
his mouth when he pronounces /sa/ before the pronunciation 
practice, he made almost perfect mouth shape for /sa/ 
pronunciation after the practice. 

Another example for identification ratios for before and 
after pronunciation practice for L6 learner is shown in Table 4. 
L6 learner has difficulty on pronunciation of /a/ due to his 
mouth shape. Although identification ratio of /a/ is 100% 
before the practice when it is evaluated with voice only, it is 
62.5% before the practice when it is evaluated with both voice 
and moving picture. 
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Fig.13 Moving picture for mouth and lip of L8 learner before and after the 

pronunciation practice of /sa/. 

This implies that his mouth shape is resembled to that of 
/sa/, /wa/, and unclear even though his voice sound can be 
heard as /a/. It is improved to 100% perfect after the practice. 
Therefore, it may say that the practice is effective to improve 
not only voice but also mouth and lip shapes. 

TABLE 4 IDENTIFICATION RATIOS FOR BEFORE AND AFTER PRONUNCIATION 

PRACTICE OF PRONUNCIATION /A/ FOR L6 LEARNER 

(a) Voice only before practice 

Sound (a) a sa ta ma wa Unclear 

L6 100.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

(b) Voice and moving picture before practice 

Sound (a) a sa ta ma wa Unclear 

L6 62.5% 12.5% 0.0% 0.0% 12.5% 12.5% 

(c) Voice and moving picture after practice 

Sound 

(a) 
a sa ta ma wa Unclear 

L6 100.0% 0.0% 0.0% 0.0% 0.0% 0.0% 

 

His mouth and lip shapes before and after the 
pronunciation practice of /a/ are shown in Fig.14. 

 
Figure 14 Mouth and lip shapes of L6 learner before and after the 

pronunciation practice of /a/ 

Another example is shown in Table 5. L3 learner has 
difficulty on pronunciation of /e/ due to his mouth and lip 
shapes. Although identification ratio of /e/ is 75% before the 
practice when it is evaluated with voice only, it is 62.5% 
before the practice when it is evaluated with both voice and 
moving picture. This implies that his mouth and lip shapes are 
resembled to that of /i/. Although it is improved to 87.5% after 
the practice when it is evaluated with voice only, it is 
improved to 100% perfect after the practice when it is 
evaluated with both of voice and moving picture. Therefore, it 
may say that the practice is effective to improve not only voice 
but also mouth and lip shapes. 

His mouth and lip shapes before and after the 
pronunciation practice of /e/ are shown in Fig.15. 

TABLE 5 IDENTIFICATION RATIOS FOR BEFORE AND AFTER PRONUNCIATION 

PRACTICE OF PRONUNCIATION /A/ FOR L6 LEARNER 

(a) Voice only before practice 

Sound (e) a i u e O Unclear 

L3 0.0% 25.0% 0.0% 75.0% 0.0% 0.0% 

(b) Voice and moving picture before practice 

Sound (e) a i u e o Unclear 

L3 0.0% 37.5% 0.0% 62.5% 0.0% 0.0% 

(c) Voice only after practice 

Sound (e) a i u e o Unclear 

L3 0.0% 12.5% 0.0% 87.5% 0.0% 0.0% 

(d) Voice and moving picture after practice 

Sound (e) a i u e o Unclear 

L3 0.0% 0.0% 0.0% 100.0% 0.0% 0.0% 

 

 
Figure 15 Mouth and lip shapes of L3 learner before and after the 

pronunciation practice of /e/ 

IV. CONCLUSION  

Pronunciation practice system by means of mouth 
movement model based personalized CG animation is 
proposed. The system allows users to look at both users' 
mouth movement and model based CG animation of moving 
picture. Therefore, users practice pronunciation by looking at 
both moving pictures effectively. 8 infants examined 
pronunciation practices of vowels and consonants, in 
particular for /s/,/m/,/w/ by using the proposed system. 
Remarkable improvement (3-9%) on their pronunciations is 
confirmed. 
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Abstract— Routing is an important functional aspect of networks 

to transport packets from source to destination. A router sets up 

optimized paths among the different nodes in the network. In this 

paper the authors proposed a new type of routing algorithm which 

includes exchange of routing information for small amount of time 

and then halts for few hours but this information is used by each 

router to make its own routing decisions based on intuitionistic 

fuzzy logic during these hours. 

Keywords- component; Intuitionistic fuzzy set; fuzzy set; 

intuitionistic fuzzy routing; fuzzy routing; GV; IFV; MEO; IMEV;, 

IFLED. 

I. INTRODUCTION  

The growing usage of computer networks is requiring 
improvements in network technologies and management 
techniques so users will receive high quality service. As more 
individuals transmit data through a computer network, the 
quality of service received by the users begins to degrade. A 
more effective method for routing data through a computer 
network can assist with the new problems being encountered 
with today’s growing networks.  

Broadband ISDN (B-ISDN) was envisioned as a provider 
of higher bit rates to the user than N-ISDN. One of the key 
design objectives of B-ISDN is that the provision of a wide 
range of services to a broadband variety of users utilizing a 
limited set of connection types and multi-purpose user-network 
interfaces. The two prominent enabling technologies for the 
deployment of B-ISDN are fiber optics and ATM network 
architecture. ATM refers to switching and multiplexing 
techniques. As ATM has to support wide range services whose 
requirements vary over a wide range, the transport of cells must 
be at high speed. This calls for minimizing the processing time 
at the intermediate devices like router and the efficient methods 
for traffic management. 

Increasing traffic loads will naturally lead to network 
delays, which will lead to other problems as well. These 
network delays can easily cause dropped sessions or lost data, 
not to mention dissatisfied users. It is impossible to stem this 
increasing traffic load. However, optimal routing of messages 
within a network can mitigate some of the difficulties of heavy 
traffic. Therefore, a more efficient method of routing needs to 
be developed to combat network delays. 

Routing is an important functional aspect of networks to 
transport packets in general (or cells in ATM networks) from 

source to destination. A router sets up optimized paths among 
the different nodes in the network. An optimized path is that 
one which gives low mean packet delay and high network 
throughput. Many routing algorithms exist in the literature. All 
these can be broadly classified into static and dynamic 
algorithms. Dynamic routing algorithms make decision 
regarding the optimized paths independently of other routers 
based on the information exchanged among the adjacent 
routers. This exchange of routing information is carried out 
periodically increasing the traffic on the network. 

In [5], we proposed a new type of routing algorithm which 
includes exchange of routing information for small amount of 
time and then halts for few hours but this information is used 
by each router to make its own routing decisions based on 
intuitionistic fuzzy logic during these hours. The new routing 
may be called “Intuitionistic Fuzzy Routing”. The “fuzzy 
routing” is a special case of intuitionistic fuzzy routing as 
usual. 

Dynamic routing algorithms exchange routing information 
periodically among the adjacent routers. This is called periodic 
updates. This period typically ranges from few tens of 
milliseconds to 1 or 2 minutes. If the updates are too frequent, 
congestion may occur. On the other hand, if updates are too 
infrequent, routing may not be efficient. Hence these dynamic 
algorithms add extra traffic due to the exchange of routing 
information among the routers to the network. Traffic due to 
ever increasing demand of new services is also growing. This is 
making the traffic (due to routing and user information) 
management issue a complex one and hence it is becoming a 
major field of research in present days networks like ATM. 
Hence the authors are making an attempt to reduce the traffic 
due to routers by embedding intuitionistic fuzzy intelligence 
into existing adaptive routers. These intuitionistic fuzzy routers 
are expected to increase the speed of routing as compared to 
conventional adaptive routers as frequent exchange of routing 
information is not required. 

II. EXISTING ROUTING   AND   EXISTING FUZZY ROUTING 

In today’s Internet world, information, split into small 
blocks called packets or cells, is moved across some kind of 
networks and terminates at distance point. In this process, a 
data packet passes through a route or path identified by routers. 
Hence routing is an important issue to communicate among the 
users on different networks. The selection of optimized path 
between sender and receiver is a major design area of network 
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layer of ISO’s OSI reference model [1]. Many algorithms for 
routing are available in the literatures which fall in one of two 
major groups: non-adaptive and adaptive. Non-adaptive (also 
called static) algorithms do not base their routing decisions on 
measurements or estimates of the current traffic and topology.  

Adaptive (also called dynamic) algorithms, in contrast, 
change their routing decisions to reflect changes in the 
topology and traffic. These adaptive algorithms decide the 
routing path based on the information they get from other 
routers. The various adaptive algorithms, available in the 
literature, differ in the way they get information (locally, from 
adjacent routers or from all routers), when they change the 
routes (e.g. every t msec, when the load changes, or when the 
topology changes), and what parameter is used for optimization 
(e.g. distance, number of hops, or estimated transit time, 
reliability, bandwidth, load etc). These adaptive routing 
algorithms are much applicable in the present scenario of 
changing networks both in size and service requirements. 

Dynamic routing algorithms exchange routing information 
periodically among the adjacent routers. This is called periodic 
updates. This period typically ranges from few tens of 
milliseconds to 1 or 2 minutes. If the updates are too frequent, 
congestion may occur.  

On the other hand, if updates are too infrequent, routing 
may not be efficient. Hence these dynamic algorithms add 
extra traffic due to the exchange of routing information among 
the routers to the network. Traffic due to ever increasing 
demand of new services is also growing. This is making the 
traffic (due to routing and user information) management issue 
a complex one and hence it is becoming a major field of 
research in present days networks like ATM. 

Hence the authors are making an attempt to reduce the 
traffic due to routers by embedding intuitionistic fuzzy 
intelligence into existing adaptive routers. These intuitionistic 
fuzzy routers are expected to increase the speed of routing as 
compared to conventional adaptive routers as frequent 
exchange of routing information is not required.  

Distance Vector Routing algorithm, originally proposed by 
Bellman[2], Ford and Folkerson[4] , is considered as 
conventional dynamic routing algorithm as it is being 
employed widely in today’s networks like Routing Information 
Protocol (RIP) for IP, Cisco’s Internet gateway Routing 
Protocol (IGRP), AppleTalk’s Routing Table Maintenance 
Protocol (RTMP) etc.  

In [7], the authors proposed a rule based fuzzy logic to find 
out the optimum path considering the crisp values of hop count 
metric. Further, testing and simulation study of the approach is 
carried out with different traffic loads. It is concluded that the 
approach decreases the processing overhead and provides a fair 
distribution of network traffic as compared to other traditional 

routing techniques.  

In [6], intelligent fuzzy approach is proposed for routing the 
tagged cells. Simulation results showed an improvement in 
network utilization. The fuzzy routing reported by the authors 
[8,9] in queuing systems and computer network routing are 
different from the fuzzy routing proposed by us in this work.  

In Distance Vector Routing, each router maintains a routing 
table containing one entry for each destination in the network. 
This entry tells the preferred outgoing line to use for that 
destination. The router knows the “distance” (number of hops, 
queue length or delay) to each of its neighbors. For example, 
consider that delay is used as a metric and assume that the 
router knows the delay to each of its neighbors. Once every t 
msec, each router sends to each neighbor a list of its estimated 
delays to each destination. It also receives a similar list from 
each neighbor.  

Based on this information, a router can find out which 
estimate seems the best and updates its routing table. This 
routing table will be used by the router to route the packets for 
next T msec  (T >> t),  after which routing information will be 
exchanged again and this procedure is repeated. Thus for every 
t msec, routing information will be exchanged among the 
adjacent routers which leads to increased traffic on the 
network. But the advantage of the algorithm is that it updates 
routing information dynamically for every fixed time interval. 
In this paper, we propose a method to reduce the traffic due to 
exchange of routing information in Distance Vector Routing 
algorithm retaining its advantage mentioned above.  

Our method is mainly based on fuzzy mathematics to deal 
with the uncertainties in traffic handling. We introduce some 
new terminologies in section-3 and then in section-4 we 
explain our method of fuzzy routing. The work reported here 
covers the theoretical aspects of fuzzy routing whereas 
implementation and simulations will be our future research 
plan. 

III. INTUITIONISTIC MOST EXPECTED VECTOR (IMEV) 

In this section, we present some preliminaries on 
Intuitionistic Most Expected Vector. This notion of IMEV is 
used by us in [5] on intuitionistic fuzzy routing technique. 

A. Generated Vector (GV) 

Consider k number of n-dimensional vectors V1, V2, . . . . . 
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For each j (j = 1, 2, . ., n), we will do here n number of 
extrapolations by using Newton’s Backward Interpolation 
formula, for the n tables given by 
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to   calculate   vk+1, j ,           j = 1, 2, 3, ……., n.  

Thus a new vector is generated, which is  
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This vector we may call as a Generated Vector (GV) by V1, 
V2, …., Vk. 

B. Intuitionistic Fuzzy Vector (IFV) 

By a Intuitionistic Fuzzy Vector (IFV)    1
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where each of 1,1
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, 2,1

~
kv

, . . . . , and nkv ,1
~

  is a fuzzy 

number corresponding to the precise numbers 1,1kv
, 2,1kv

, . 

. ,  and  nkv ,1     respectively.   We call it an IFV generated by 
the vectors V1, V2, . . . . ., Vk and denote it by the notation.  

IFV(V1, V2, . . . . .,Vk)  =  1kV
. 

C. Most Expected Object   (MEO) 

Suppose that A is an ifs of a set X with membership 

function A and non-membership function A.   By the term 
‘Most Expected Object (MEO)’, we mean that element of X for 
which the membership value is maximum.  

We denote it by MEO(A).  

Thus,     MEO(A)    =     xq , 

where    xq     X         and          

 (xq) = max { (xi) : xi  X }, 
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D. Intuitionistic Most Expected Vector (IMEV) 

Suppose that    IFV (V1, V2, . . . ., Vk)    =   1
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The Most Expected Vector (IMEV)   of   1
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which we  denote  by    IMEV (V1, V2, . . . . ., Vk).        

IV. INTUITIONISTIC FUZZY ROUTING [5] 

In [5], we presented our proposal for intuitionistic fuzzy 
routing.    This is an application of Atanassov's[2,3]  theory of 
IFS  in routing.    Suppose that the size of the network is r (the 
number of routers or nodes). We assume that all the routers are 
active and the metric is measured by delay. 

Consider two choice parameters n and T (to be precisely 
understood later on). 

Method: 

Once every t msec, each router sends to each of its neighbor 
a "list of estimated delay" (LED) to reach the every router of 
the network.  On sending n number of such lists, it halts for T 
hours.  

After T hours, the router again sends a fresh set of LED and 
so on.  Clearly each LED is a r-dimensional vector.     Our 
work in this paper presents a method for generating a new type 
of LED which we call here Intuitionistic Fuzzy LED (IFLED).  
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For the sake of presentation of our method, let us consider 
the  subnet as shown in Fig.1 

Figure 1: A Subnet 

With no loss of generality consider any router, say F. It has 
three neighbors A, E and G. Therefore it can receive LED from 

these three neighbors only. Suppose that at some instant , and 

then at the regular instants ( + t), ( + 2t), . . . . ., ( + (n-1)t),   
the router F receives the following sets of three LEDs  from A, 
E, and G respectively. 

LED information received by the router F 

At 
the 
instant 
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… 

 

+ 
(n-1)t 

A

nV 1  
E

nV 1  
G

nV 1  

Each entry vector in the above table is r-dimensional (in 
this example r = 12 ). 
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then it means that the optimal delay from C to the router R1 
is x1,   the optimal delay from C to the router R2 is x2,   etc.  

Now let us find the following three vectors: 

(1)         ,(say) 

 

(2)   E

n

E

n

EE VVVVIMEV 110 ,......,,    ,   (say) 

(3)   G

n

G

n

GG VVVVIMEV 110 ,......,,   ,    (say). 

 

The  collection  of  these three  vectors  is  called   
Intuitionistic    Fuzzy  LED      ( IFLED ). During the 
computation of these three vectors, the router F will be 
functioning according to the previous IFLED. The new IFLED 
now will remain valid to the router F for T hours next, until the 
next IFLED is computed. With the help of this IFLED, routing 
will be done by F. Once an IFLED is computed, the previous 
IFLED gets replaced. 

V. CONCLUSION 

The work done in [5] is an application of Atanassov’s 
Intuitionistic fuzzy set theory [2, 3] in network.  We have 
proposed a new method of routing called intuitionistic fuzzy 
routing.  We have considered Distance Vector Routing with 
intuitionistic fuzzy tools. 

Consider the traffic situation on the roads of a city.  During 
a time interval of T hours (say 30 minutes), the mean traffic on 
a road could be assumed to be almost equal.  During the next 
30 minutes, again it is almost equal with another mean value of 
traffic. This is the philosophy we have used in [5]. The 
intuitionistic fuzziness in the value of  almost equal  mean  of 
traffic   is  to be dealt with proper membership function and 
non-membership function. 

The method proposed is both dynamic as well as static. The 
method does not need continuous resource management traffic,  
but it works on updated information (updated every T hours).  
Thus a gain in the reduction of resource management traffic has 
been made possible. It is claimed that the method will improve 
the overall performance of the network. 

The disadvantage of the method is that in case a 
catastrophic traffic of packets arises in any path, the method 
may not yield better performance.  

The work for the construction of membership and non-
membership functions for generating IFLED in intuitionistic 
fuzzy routing needs a rigorous study and survey, which is 
under our next research plan. 

If fortunately, all the indeterministic functions are null 
functions (i.e. if there is no hesitation),  intuitionistic fuzziness 
reduces to fuzziness  and then the intuitionistic fuzzy routing 
will be reduced to 'fuzzy routing' as a special case[5].   The 
fuzzy routing reported by the authors [8,9,10]  in queuing 
systems and computer network routing are different from the 
fuzzy routing proposed by us. 

REFERENCES 

 
[1] A. S. Tanenbaum.,     Computer  Networks,    Prentice-Hall,    

Englewood Cliffs, NJ, 1988. 

[2] Atanassov, K.,  Intuitionistic  Fuzzy Sets,    Fuzzy Sets and Systems.  
20(1986) 87-96. 

[3] Atanassov, K.,  Intuitionistic Fuzzy Sets : Theory and Applications,  
Physica-Verlag,  Heidelberg (1999). 

  A

n

A

n

AA VVVVIMEV 110 ,......,,



(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 3, No.6, 2012 

135 | P a g e  

www.ijacsa.thesai.org 

[4] Bellman,R.E.,  Dynamic Programming, Princeton, NJ; Princeton 
University Press, 1957 

[5] D. Driankov, H. Hellendoorn and M. Reinfrank, An Introduction to 
Fuzzy Control. Springer-Verlag, Berlin, New York, 1993. 

[6] Ford,L.R.  and  Fulkerson,D.R.,  Flows in Networks, Princeton,NJ; 
Princeton University Press, 1962. 

[7] Ka-Wing Wong, “Fuzzy routing control of service request messages in 
an individual computing environment”, Proc. of the 1995 
ACMSymposium on Applied Computing, Nashville (USA), 1995, pp 
548-551. 

[8] Runtong Zhang and Yannis A. Phillis,   “Fuzzy Routing of Queueing 
Systems with Heterogeneous Servers”, Proc. of IEEE Intl. Conference 
on Robotics and Automation Albuquerque, New Mexico, April 1997, 
pp. 2340-2345. 

[9] Runtong Zhang   and  Yannis A. Phillis,  “Fuzzy Service Rate Control of 
Queueing Systems”, Proc. 1996 IEEE Intl. Conf. On Systems, Man and 

Cybernetics on Information, Intelligence and Systems (IEEE/SMC’96), 
October 14-17, 1996, Beijing, China. 

[10] Sridhar Pithani  and  Adarshpal S. Sethi, “A fuzzy Set Delay 
Representation for Computer Network Routing Algorithms” Proc. 
Second Intl. Symposium on Uncertainty Modeling and Analysis, College 
Park, MD (April 1993), pp. 286-293. 

[11] Zadeh, L. A.,  Fuzzy Sets,  Information and Control. 8(1965) 338-353. 

[12] Gasim Alandjani and Eric. E.Johnson,”Fuzzy routing in Ad hoc 
networks”, IEEE 2003. 

[13] Barolli L, Koyama A, Yamada T, and Yokoyama S, “An Intelligent 
fuzzy routing scheme for improving ATM  Network Performace using 
Violation tagging function”, IEEE Proceedings on Database and expert 
system application, Iss: 2000, pp. 5 -9. 

[14] Dr.Shuchitha Upadhayay and Mini Sharma, “ Reinforcement of a new 
fuzzy mixed metric approach through fuzzy routing Algorithms”, 
IJCNS, Vol.8,No.2, Feb 2008, pp 271 – 276. 

 

 

 



(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 3, No.6, 2012 

136 | P a g e  

www.ijacsa.thesai.org 

An SMS-SQL based On-board system to manage and 

query a database 

Ahmed Sbaa 

National School of Electricity and Mechanics, ENSEM 

University Hassan II – Casablanca, Morocco 

Rachid El Bejjet 

National School of Electricity and Mechanics, ENSEM 

University Hassan II- Casablanca, Morocco 

Hicham Medromi 

National School of Electricity and Mechanics 

University Hassan II- Casablanca, Morocco 

 

 
Abstract— Technological advances of recent years have 

facilitated the use of embedded systems. They are part of our 

everyday life. Thanks to them, electronic devices are increasingly 

present in our lives in many forms: Mobile phones, music players 

and managers have become the essential of modern life. Access to 

information anywhere at any time is increasingly a daily 

challenge of embedded system technology. Following an 

innovative idea, this paper describes an embedded system that 

can query any database through SMS commands to extend the 

consultation of data to mobile networks early generations. Based 

on a UNIX embedded system, the result of this work can serve as 

a standard consultation of databases through SQL-SMS Gateway 

which converts an SMS command in an SQL query. This system 

will open the database to the consultation via mobile without 

having to expose them to risks of online publication. While in the 

first part of this article we will discuss the state of the art of 

multi-agent systems and input systems onboard, the second part 

presents the architecture of our target system. In the third part 

we describe in detail the realized prototype. This article ends with 

a conclusion and an outlook. 

Keywords- SMS; SQL; UNIX; LINUX; Embedded System; Perl; 

GSM. 

I. INTRODUCTION 

Most of applications management, research and data 
consultation are using databases. However, it is not always 
easy to undertake a remote research because of the difficulty of 
generalizing access to all networks, by opening Internet risk 
which often requires huge amount of security investment or 
sometimes by the complexity of the publishing solutions 
implementation. Whether you're not connected to internet or do 
not have security platforms for publishing your databases, we 
propose through this paper an innovative solution based on a 
Unix embedded system providing a searchable database only 
via SMS. 

This system opens the way for the standardization of a new 
exchange protocol which we call SMS-SQL that will find any 
database through an SMS command. In the first part of this 
article we will discuss the state of the art about embedded 
systems and multi agent systems used for our system modeling. 
In the second part we will present the architecture of the 
targeted system. The third part is devoted to the description of 

prototype as part of our research. This article ends with a 
conclusion and perspectives.  

II. STATE OF THE ART 

A. Multi-Agent System and Types of Agents 

A multi-agent system (MAS) is a system composed of 
multiple interacting intelligent agents within an environment. 
Multi-agent systems can be used to solve problems that are 
difficult or impossible for an individual agent or a monolithic 
system to solve. Intelligence may include some methodic, 
functional, procedural or algorithmic search, find and 
processing approach. 

Multi-agent systems consist of agents and their 
environment. Typically multi-agent systems research refers to 
software agents. However, the agents in a multi-agent system 
could equally well be robots, humans or human teams. A multi-
agent system may contain combined human-agent teams. 

Agents can be divided into different types: 

Very simple like: passive agents or agent without goals 
(like obstacle, apple or key in any simple simulation); Active 
agents with simple goals (like birds in flocking, or wolf-sheep 
in prey-predator model) Or very complex agents (like cognitive 
agent, which has a lot of complex calculations). 

 

Figure 1.  General reflex agent 

http://en.wikipedia.org/wiki/Intelligent_agent
http://en.wikipedia.org/wiki/Monolithic_system
http://en.wikipedia.org/wiki/Monolithic_system
http://en.wikipedia.org/wiki/Method
http://en.wikipedia.org/wiki/Function_%28computer_science%29
http://en.wikipedia.org/wiki/Algorithm
http://en.wikipedia.org/wiki/Algorithm
http://en.wikipedia.org/wiki/Search
http://en.wikipedia.org/wiki/Finding
http://en.wikipedia.org/wiki/Computer_data_processing
http://en.wikipedia.org/wiki/Software_agent
http://en.wikipedia.org/wiki/Lotka%E2%80%93Volterra
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B. Characteristics of Agents 

The agents in a multi-agent system have several important 
characteristics: 

Autonomy: the agents are at least partially autonomous 

Local views: no agent has a full global view of the system, 
or the system is too complex for an agent to make practical use 
of such knowledge 

Decentralization: there is no designated controlling agent 
(or the system is effectively reduced to a monolithic system). 

 

Figure 2.  Learning Agent 

C. Embedded systems  

Embedded systems are devices or software and hardware 
components are intimately linked. The interest to embedded 
systems is increasingly evolving through the routine means of 
communication (Smartphone, switchboards etc...) and the 
ongoing need for facilitation of life through technology (MP3 
players, storage data). In industry, embedded systems are often 
an indispensable choice for reasons of criticality of the features 
offered and the security risks (ABS brakes, alarm system and 
detection, aviation, etc ...).  

For specific jobs, embedded systems bring several 
advantages to traditional systems by contribution based on 
normal computers. The main constraints to meet embedded 
systems are: 

- The stability system: an embedded system is often 
dedicated to a specific operation, malfunctions must be 
mastered. 
- Mastery of the security, integrity and access: with a minimum 
of features and services enabled, an embedded system is 
designed to be safer. 
- Cost of production: a computer system can be produced 
through industrial processes that greatly limit the cost of 
production. 
- Low power consumption: Unlike a conventional computer, an 
embedded system has the minimum resources tailored. Energy 
consumption is adjusted and optimized. 
- Reactivated: the response time required in an embedded 
system often require real-time systems. 

- Autonomy: embedded systems must operate without human 
intervention to perform automatic spots. 

The operating system component is an essential building 
block in the design of any embedded system. Thanks to their 
major assets in terms of reliability, security, stability and 
effective resource management, it is not surprising to find unix 
and linux systems in most embedded systems. The Linux and 
Unix systems support multiple hardware platforms: ARM, 
X86, MIPS, and POWER PC. Hence the birth of several 
distributions for embedded systems. As examples, we find: 
Lineo Embedix, MontaVista, uCLinux and LEM. 

III. DESCRIPTION OF THE TARGET SYSTEM 

Our target system is designed to address the need to query a 
database via SMS queries.  With a standard GSM, a user can 
formulate a specific syntax as a query and send SMS to a 
Gateway (SMS-Sql). The latter charge is to extract the query 
and translate it into SQL query which is sent to a database 
server. The answer to the user query will also be sent back by 
SMS. 

 

Figure 3.   Operating diagram 

The target system has the following features: 

 

- Conversion of a text message to a SQL query 

- Supports almost any database through the use of the 

correct driver 
- Quick Setup "plug and play" on the network 

- User authentication and numbers that sending SMS messages 
to maintain data security. 

IV. SYSTEM MODELING AND ARCHITECTURE 

A. Multi-agent systems based modeling 

To better understand the details of how the target system, 
we modeled the interactions between different components 
using multi-agent systems: 

http://en.wikipedia.org/wiki/Autonomous_agent
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Figure 4.  Diagram of System modeling  

B. Target System Architecture: 

The SQL-SMS Gateway is an embedded system where the 
OS is based on a UNIX kernel with device drivers and LAN 
modems. In the upper layers there are libraries for access to the 
GSM device for sending and receiving SMS queries. There are 
also drivers for querying various databases to consult. 

This modular architecture provides better stability of the 
embedded system enjoying the benefits of the UNIX kernel and 
cascade functioning to isolate each layer separately to ensure 
safe operation of the system. In case of problems on a layer, it 
can be reloaded or reset without impacting the layers above or 
below. 

The UNIX kernel is the most important component of the 
system. Its purpose is to control the material in a logical 
manner and provides services to low-level users to high level. 
It basically manages the control of network devices and 
memory to avoid system crashes and maximize resources. To 
avoid unexpected malfunctions of the system, applications do 
not access directly to GSM pilots. To do so, they must tease out 
specific libraries (libraries GSM). This will save us 
breakdowns due to unexpected or random workings of the 
system. 

 

 
Figure 5.  Diagram of System components  

C. Scheme of procedures systems execution 

The execution of tasks systems is depicted by the figure 6. 
Through a trigger, the system periodically consults the GSM 
interface to retrieve messages that will be inserted into a file 
called "receiving queue". SMS queries are translated into a 
SQL Query and sent to the server database. Answers to 
communicate to senders are stored in a queue called "sending 
queue." 

This mode of operation can offer three major advantages to 
embedded system: 

- Optimization of energy: indeed, if we maintain an 
ongoing connection to the GSM modem, you may lose energy 
in the initial connection to the cellular network. 
- The use of queues helps maintain data integrity and retake the 
treatment in case of system malfunction. 
- It is possible to implement prioritization in servicing the 
request based on the running time of each request at the level of 
criticality of the application. 
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Figure 6.  Diagram of Procedures executions  

D.  SMS-SQL Translation 

The user sends SMS containing arguments to be used for 
authentication, identification of the target server and the 
formalization of the SQL query. A SMS request has the 
following syntax: 

USER_ID: Server_name: keyword: Field: Table_name: 
Database_name 

The field extraction is expressed by the separator ':'. 

This syntax requires that the ID is rather short and that 
keywords do not contain special characters. 

E. Security measures  

An embedded system is intended to perform secure spots. It 
is therefore necessary to implement safety rules to avoid major 
risks. Indeed, such a system is exposed to the following threats: 

- Using a false identity to reveal confidential information 
(ID-spoofing) 
- Attempts to access by brute force 

The following diagram depicts the security mechanisms 
implemented to mitigate these threats. 

 

 
Figure 7.  Diagram of the SMS-SQL Translator 

 

Figure 8.  Diagram of security mechanism 
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V. DESCRIPTION OF THE PROTOTYPE 

To implement the underlined concept, we chose several 
technological options for the prototype. 

A. Operating system² 

As noted in our target system architecture, the different 
layers of the system must be autonomous. This is a 
fundamental criterion for the choice of operating system. Our 
benchmark of Unix core revealed the stable and robust feature 
of the system. Indeed, NETBSD fits the following advantages 
over other OS: 

- Portability to most hardware architectures 

- Accuracy and quality codes 

- Policy rise version very strict and demanding in terms of 
security and stability 

- The kernel functions are highly optimized and therefore 
allow for better utilization and energy consumption. 

GSM Modem:  

We used a USB external modem GSM. In an industrial 
system, the majority of devices are typically integrated into the 
same card. 

B. Case of shipment 

We opted for a box Soekris NET 5501 which features the 
majority of interfaces and slots necessary. Its main features are: 

- 433 to 500 Mhz AMD Geode LX single chip processor 
with CS5536 companion chip 

- 512 Mbyte DDR-SDRAM soldered on board 

- 4 Mbit BIOS/BOOT Flash 

- Compact FLASH Type I/II socket 

-  USB 2.0 interface, one internal, one external port 

-  10/100 Mbit Auto MDIX Ethernet ports, RJ-45, 
protected to 700W/40A Surge 

-  Power using external power supply is 6-25V DC, max 
20 Watt, protected with TVS 
 

Industrial embedded system industry can be significantly 
optimized until NANO size. Its size will rely primarily on the 
amount of requests to be processed and the nature of databases 
to query. 

C. Development libraries: 

To benefit from greater flexibility on the system we chose 
to use PERL to Unix native langage. This choice also offers 
several advantages: 

- Rapid development of various systems common tasks 
- Drivers database available for any DBMS (MYSQL, SQL 
SERVER ORACLE, etc. ...). 

- GSM librairies book flexible and efficient. 
- Better debugging system. In diagnosing system problems, it is 
critical to know at what level is the error. This will develop a 
circumvention procedure to make the system more reliable. 

 
Figure 9.  Soekris 5501 box 

The following example shows a procedure that bypasses the 
failure of a GSM modem interface through the use of an 
emergency GSM interface. 

#!/usr/bin/perl -w 
 

use strict; 

use Device::Gsm; 

 

# GSM interface user for connecion with 

Operator 1. 

my $myPORT1='/dev/ttyHS1'; 

 

# GSM interface user for connecion with 

Operator 2. 

my $myPORT2='/dev/ttyHS1'; 

 

my $gsm = new Device::Gsm( port => 

$myPORT1); 

 

if( $gsm->connect() ) { 

# print "connected !\n"; 

} else { 

print "interface  $myPORT is down \n"; 

 

my $gsm = new Device::Gsm( port => 

$myPORT2); 

 

if( $gsm->connect() ) { 

# print "connected !\n"; 

  } else { 

 

print "interface  $myPORT is down \n"; 

exit 1; 

} 

In practice we found several deadlock situations for which 
we have developed workarounds: 

- No GSM signal 

- SIM card lock 
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- Saturation of the GSM modem 

- Format sms modified by the operator 

- Limiting the size of the SMS to 160 characters 
Etc .... 

D. Database: 

Needing a server database query we opted for a MySQL 
database hosted on a server UBUNTU. 
The following diagram summarizes all the components of the 
prototype: 

 

Figure 10.  Diagram of the realized protocol 

VI. CONCLUSION AND FURTHER WORK 

Despite the advent of new communication protocols 3G, 
SMS remains a reliable protocol and accessible to a wider 
population. That's where the interest to extend its use to other 
areas. In this paper we designed an innovative embedded 
system for translating an SMS query to SQL one. Thanks to the 
prototype, our idea seems to offer more opportunities in the 
future. Indeed, this concept opens the way towards a 
standardization of a new protocol that allows making available 
a database research via SMS. The proposed embedded system 
can be appropriately used in several areas where industrial 
databases are often hindered by the complexity of the 
architecture. 

REFERENCES 

[1] M. Al Rababaa, « Hash Algorithms for Security on GSM System”, 
IRECOS Journal, November  2009, Vol. 4. n.6, pp. 698-7039. 

[2] A. Sbaa, R. El Bejjet, H. Medromi, “Design and implementation of an 
embedded system for administering a UNIX system through SMS 
commands (SMS-SHELL)”, IRECOS Journal, July 2011, Vol.x, n.x. 

[3] Alessandro Rubini et Jonathan Corbet, Linux Device Drivers; 3ème 
edition ; O’Reilly 2005. 

[4] Karim Yaghmour, Building Embedded Linux Systems; O’Reilly 2003. 

[5] Craigh Hollabaugh, Embedded Linux; Sams 2002 

[6] "Smartphone definition from PC Magazine Encyclopedia". PC 
Magazine. 
http://www.pcmag.com/encyclopedia_term/0,2542,t=Smmrtphone&i=51
537,00.asp . Retrieved 13 May 2010. 

[7] Drogoul A., De la simulation multi-agent à la résolution collective de 
problèmes, Thèse de doctorat, Université Paris 6, 1993. 

[8] Guessoum Z., Un environnement opérationnel de conception et de 
réalisation de systèmes multi-agents, Thèse de doctorat, Université Paris 
6, mai 1996. 

[9] Carabelea C., Boissier O., Florea A., «Autonomie dans les systèmes 
multiagents », JFSMA ’03, 2003. 

[10] J. Ferber: Les systèmes multi-agents, vers une intelligence collective, 
Paris, InterEditions, 1995. 

[11] R. El Bejjet, H. Medromi, « A Generic Platform for a Multi-Agent 
Systems Simulation », IRECOS Journal, September  2010, Vol. 5. n. 5, 
pp. 505-509. 

[12] Dave Pfaltzgraff, The Use of Linux in an Embedded System, December 
1999,Linux Journal. Putting together a Card Access 
System.http://www.linuxjournal.com/lj-issues/issue68/3555.html 

[13] Sam Williams, Open Season: Embedded Linux Comes to the Fore, 
August 17, 2000, Upside Today. The San Jose Linux World Conference 
and Expo activity is impressive. 
http://www.upside.com/Open_Season/399c565b0.html  

[14] Stan Runyon, Linux Catches Eyes in Test World, January 4 2000, EE 
Times. National Instruments implement modular automated equipment 
with Linux. http://www.eet.com/story/OEG20000104S0027  

[15] Doc Searls, The Next Bang: The Explosive Combination of Embedded 
Linux, XML and Instant Messaging'', , September 2000, Linux Journal, 
http://www.linuxjournal.com/lj-issues/issue77/4195.html  

[16] Embedded Systems Programming Magazine : 
http://www.embedded.com/mag.htm  

[17] D. Kalinsky, R. Kalinsky ; « Introduction to I2C », Embedded.com. 
2001. http://embedded.com/story/OEG20010718S0073 

[18] D. Kalinsky, R. Kalinsky ; « Introduction to Serial Peripheral Interface 
», Embedded.com. 2002. 

 http://embedded.com/showArticle.jhtml?articleID=9900483 

[19] M. Khemakhem, A. Belghith, « Agent Based Architecture for Parallel 
and Distributed Complex Information Processing », January 2007, Vol. 
2. n. 1, pp. 38 – 44 

AUTHORS PROFILE 
1A. Sbaa is an engineer in computer science since 2002, 
from EMI an engineering school in Rabat, Morocco. In 

2009 he got a Certificate of Information System Auditor 

(CISA). He joined the system architecture team of the 
ENSEM, Casablanca, Morocco. 

As a Ph.D. Student since 2009, his current and previous 

research interest is about intelligent systems architecture 
based on Multi Agents Systems especially for mobile communication. 

2Rachid  El Bejjet is an engineer in computer science 

since 1995, from ENIM an engineering school in Rabat, 
Morocco. In 2009 he got his Master Business of 

Administration (MBA) in ENPC, Paris, France. In 2009 he 

joined the system architecture team of the ENSEM, 
Casablanca, Morocco. His actual main research interest is 

about platforms of Multi agents Systems’ simulation and 

implementation. 
3Hicham Medromi received the PhD in engineering science 

from the Sophia Antipolis University in 1996, Nice, France. 

He is a professor and responsible of the system architecture 
team of the ENSEM Hassan II University, Casablanca, 

Morocco. His actual main research interest concern Control 

Architecture of Mobile Systems Based on Multi Agents 
Systems. Since 2010 he is the Director of the ENSEM, 

Hassan II University, Casablanca, Morocco. 

 
 

http://www.pcmag.com/encyclopedia_term/0,2542,t=Smartphone&i=51537,00.asp
http://en.wikipedia.org/wiki/PC_Magazine
http://en.wikipedia.org/wiki/PC_Magazine

	1st_page
	2nd_page
	Page 1

	Index_Pages
	Papers1-22
	Paper 1-A Study of FR Video Quality Assessment of Real Time Video Stream
	Paper 2-Effective Listings of Function Stop words for Twitter
	Paper 3-A Comparative Study of White Box, Black Box and Grey Box Testing Techniques
	Paper 4-A Study On OFDM In Mobile Ad Hoc Network
	Paper 5-Evaluation of Spectral Efficiency, System Capacity And Interference Effects on Cdma Communication System
	Paper 6-Modeling of Traffic Accident Reporting System through UML Using GIS
	Paper 7-Towards Multi Label Text Classification through Label Propagation
	Paper 8-Segment, Track, Extract, Recognize and Convert Sign Language Videos to VoiceText
	Paper 9-RFID The Big Player in the Libraries of the Future
	Paper 10-ComEx Miner Expert Mining in Virtual Communities
	Paper 11-Identification of the Strong  Factor that Influence the Improvement of the Primary Education using the Evidential Reasoning
	Paper 12-Automated Biometric Voice-Based Access Control in Automatic Teller Machine (ATM)
	Paper 13-Resolution Enhancement by Incorporating Segmentation-based Optical Flow Estimation
	Paper 14-Monte Carlo Ray Tracing Simulation of Polarization Characteristics of Sea Water Which Contains Spherical and Non-Spherical Particles of Suspended Solid and Phytoplankton
	Paper 15-Power Analysis Attacks on ECC A Major Security Threat
	Paper 16-A Survey on Resource Allocation Strategies in Cloud Computing
	Paper 17-Cluster-based Communication Protocol for Load-Balancing in Wireless Sensor Networks
	Paper 18-Semantic Searching and Ranking of Documents using Hybrid Learning System and WordNet
	Paper 19-Evaluation of Perception and Performance in ICT Related Courses
	Paper 20-Effects of Pronunciation Practice System Based on Personalized CG Animations of Mouth Movement Model
	Paper 21-An Application of Intuitionistic Fuzzy in Routing Networks
	Paper 22-An SMS-SQL based On-board system to manage and query a database


