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Editorial Preface
G the i o Wlonaging Coltor...

It is our pleasure to present to you the December 2013 Issue of International Journal of Advanced Computer Science
and Applications.

Today, it is incredible to consider that in 1969 men landed on the moon using a computer with a 32-kilobyte memory
that was only programmable by the use of punch cards. In 1973, Astronaut Alan Shepherd participated in the first
computer "hack" while orbiting the moon in his landing vehicle, as two programmers back on Earth attempted to "hack"
info the duplicate computer, to find a way for Shepherd to convince his computer that a catastrophe requiring a
mission abort was not happening; the successful hack took 45 minutes to accomplish, and Shepherd went on to hit his
golf ball on the moon. Today, the average computer sitting on the desk of a suburban home office has more
computing power than the entire U.S. space program that put humans on another world!!

Computer science has affected the human condition in many radical ways. Throughout its history, its developers have
striven to make calculation and computation easier, as well as to offer new means by which the other sciences can be
advanced. Modern massively-paralleled super-computers help scientists with previously unfeasible problems such as
fluid dynamics, complex function convergence, finite element analysis and real-time weather dynamics.

At IJACSA we believe in spreading the subject knowledge with effectiveness in all classes of audience. Nevertheless,
the promise of increased engagement requires that we consider how this might be accomplished, delivering up-to-
date and authoritative coverage of advanced computer science and applications.

Throughout our archives, new ideas and technologies have been welcomed, carefully critiqued, and discarded or
accepted by qualified reviewers and associate editors. Our efforts to improve the quality of the articles published and
expand their reach to the interested audience will continue, and these efforts will require critical minds and careful
consideration to assess the quadlity, relevance, and readability of individual articles.

To summarise, the journal has offered its readership thought provoking theoretical, philosophical, and empirical ideas
from some of the finest minds worldwide. We thank all our readers for their continued support and goodwill for [JACSA.
We will keep you posted on updates about the new programmes launched in collaboration.

Lastly, we would like to express our grafitude to all authors, whose research results have been published in our journal, as
well as our referees for their in-depth evaluations.

We hope that materials contained in this volume will satisfy your expectations and entice you to submit your own
contributions in upcoming issues of IJACSA

Thank you for Sharing Wisdom!

Managing Editor
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Abstract— Online social networks have seen a rapid growth in
recent years. A key aspect of many of such networks is that they
are rich in content and social interactions. Users of social
networks connect with each other and forming their own
communities. With the evolution of huge communities hosted by
such websites, users suffer from managing information overload
and it is become hard to extract useful information. Thus, users
need a mechanism to filter online social streams they receive as
well as enable them to interact with most similar users. In this
paper, we address the problem of personalizing dissemination of
relevant information in knowledge sharing social network. The
proposed framework identifies the most appropriate user(s) to
receive specific post by calculating similarity between target user
and others. Similarity between users within OSN is calculated
based on users’ social activity which is an integration of content
published as well as social pattern Application of this framework
to a representative subset of a large real-world social network:
the user/community network of the blog service stack overflow is
illustrated here. Experiments show that the proposed model
outperform tradition similarity methods.

Keywords—social network; content similarity measurement;
Information retrieval; Information dissemination

. INTRODUCTION

Nowadays, social networking has become an important
part of online activities over the web. Social networks can be
viewed as a structure which enables the dissemination of
information through social interactions among individuals.
The analysis of the dynamics of such interaction is a
challenging problem in the field of social networks. Online
social networks (OSN) such as Internet newsgroups, BBS, and
chatrooms are interesting channels that enable its members to
communicate and share activities in an easily accessible in
anywhere any time trend. OSNs represent a new kind of
information network that differs significantly from existing
networks such as the Web. They are those network hosted by a
web site where friendship represents shared interest or trust
and online friends may have never met. When a user joins
those networks, they could publish their own content, create
links to other users in the network called “friends” or
“acquainted”. Virtual link is constructed between users with
similar interests. User’ generated information in OSNSs has
been characterized by either their provided published content
in form of text, image or videos as well as network activities
that are frequently changing over time. For example, web-
blogging community is identified by its rich daily blog posts
and a social network of bloggers who share, find, and

Khaled EIBahnasy

Information Systems Department
Faculty of Computer & Information Sciences
Ain Shams University, Abbasia, Cairo,Egypt

disseminate content at a massive scale. Today a lot of active
online social networks users complain that their streams have
become too overloaded and hard to extract useful information
from. To make use of the growing provided information flow
within a social network and to keep being tuned with its
related members, it is necessary to personalize the process of
information distribution. Thus, it is necessary to control
information propagation among users who share some
common interest in OSN i.e finding similar users. Existing
studies on user similarity focus on either link or content
analysis. However, neither information alone is satisfactory in
determining accurately the similarity between users. It is
therefore important to unify the analysis of content and
network activities about user in order to personalize content
dissemination in social networks.

This research proposes a personalized user content
dissemination framework that identifies the most appropriate
user(s) to receive specific information (such as post) based on
user similarity. Similarity between users within OSN is
calculated based on users’ social activity which is an
integration of content published as well as social activities of
users. Each of two sided of social pattern provides a partial
indicator of the similarity. While content published by a user
is used as an indicator of user interest, social pattern
parameters tend to group people based on their similar
networking behaviour. Accordingly, we identify, collect, and
classify different users’ online social activities that are used to
construct their characteristics, and determine user’ main
preference. Next, users’ preferences are used to detect similar
users who are candidate to receive a specific stream (post).
The wvector space model is adapted to present user
characteristics such that each user is represented by two
vectors each contains a set of specific social activities of the
user. The first vector represents the content published user
through the bag of word model which is called content vector.
Content vector represents the terms used in all the posts
published by that user. While the second one, called social
pattern vector, which represents the social pattern of user such
as: user’ contribution and influence attributes. The term
weight of each vector is computed using different methods.
For example, in content vector, all post published by each user
is collected and TF-IDF is used to weight the terms. While, in
the social pattern vector each social features is represented as
term and weighted mean scheme is used to weight the terms.
An aggregated linear model is then applied to combine
similarity calculated by using each of those vectors. Thus, the
process of content dissemination works as follow: first when a
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target user post a stream, cosine similarity is applied to
compute similarity between that post and content vector of all
users and only the top ranked 20 users are used as input to the
next phase. Next, social pattern vector of each of those 20
users is retrieved and cosine similarity is used again to
compute similarity between social pattern vector of target user
and the top 20 users in order to re-rank them. It is significant
to mention that the proposed process is generally applicable to
any knowledge sharing environment. However, our work is
supported by a set of experiments and tests conducted. The
experiment is applied on real world weblog system
(question/answering) Stack Overflow dataset * a question
answering web community that allows users to ask and answer
questions about computer programming languages. A
modified 5-fold cross validation method is used to insure the
accuracy of the proposed model. This paper is organized as
follow: section2 presents related works in three main areas
such as social networking services, information filtering, and
other methods used for user similarity. Section3: discuss the
proposed model for personalization content dissemination and
section4 explains the main components of the system used to
identify candidate users to receive a specific post. Section5
discuss the experiments hold to measure the accuracy and
efficiency of the proposed model on real dataset and finally
section6 conclude the work and propose future work.

1. RELATED WORK

Our model is closely related to models of information
filtering and data analysis in social network

A. Social network service

Several Social Networking Services (SNS) are designed to
facilitate communication, collaboration, and content sharing
over a network of contacts [1]. They enable users to share
profiles and personal information, media, event planning,
communicate by email, send instant messages, share
announcements, blog together, creation of interest groups, and
meet online with their friends or even other new people. In
SNS, the variety and quality of content is a key factor for
success. Encouragement to produce content is therefore
commonly observed in these networks. Therefore, analysis of
two primary kinds of data in the context of social networks is
widely increased. These data are:

Linkage-based and Structural Analysis: In linkage-
based and structural analysis, analysis of the linkage behavior
of the network is applied in order to determine important
nodes, communities, links, and evolving regions of the
network. Such analysis provides a good overview of the global
evolution behaviour of the underlying network.

Adding Content-based Analysis: Many social networks
such as Flickr, Message Networks, and Youtube contain a
tremendous amount of content which can be leveraged in
order to improve the quality of the analysis. For example, a
photograph sharing site such as Flickr contains a tremendous
amount of text and image information in the form of user-tags
and images. Similarly, blog networks, email networks and

! Stack overflow. http://stackoverflow.com
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message boards contain text content which are linked to one
another.

B. Information filtering in social network

Information overloading has been a major problem in
social media. Thus, social filtering systems are used to filter
social media streams in order to overcome this problem .
Several information filtering systems have been proposed such
as in [2] which utilize text of documents that the user is
interest in with other sources of information to identify social
features of the users. These features are then used to detect
others who are more likely to post relevant content. However,
limitation on text size in micro-blogging services result in
sparseness of data for text classification. Another systems
suggested to use Wikipedia as an external source [3,4], or
using web search engine results[5] to enhance text
classification. Another approach that used topic modelling
techniques [6] such as Latent Dirichlet Allocation [7] to
classify texts based on universal corpus . Another work
focused on short texts is [8], where a method for measuring
the semantic similarity of texts, using corpus-based and
knowledge-based measures of similarity is proposed.

C. User Similarity in social networks

There have been numerous efforts to calculate the user
similarity for different objectives such as recommending
people. Guy et al. [9] proposed a method based on various
aggregated information about people relationships and focused
only on people that the user is already familiar with. Thus, this
method was not used for calculating the similarity with an
unknown user such as suggest a new friend in the online social
network. Terveen et al. [10] proposed a framework called
socialmatching that match people mainly using their physical
locations. Other system focused on applying the semantics of
the location in order to calculate similarity between users by
capturing the user’s intention and interest and considering the
similarity between different locations using the hierarchical
location category[11]Other methods utilize similarity
measurement in social network to recommend experts.
McDonald et al. [12] proposed an expert locating system that
recommends people for possible collaboration within a work
place. An expert search engine was described in [13] which
found relevance people according to query keywords. Those
approaches are useful to find co-workers or experts in a
specific domain however; they cannot be used for finding
similar users in general.

IIl.  PERSONALIZED FLOW OF INFORMATION IN ONLINE
SoclAL NETWORK

OSN have exploded in popularity. They could be classified
as into two categories, the networking oriented OSNs and
knowledge-sharing oriented OSNs. The former, such as
Facebook and LinkedIn, emphasizes more on the networking
perspective, and the social relationship is the basis of these
OSNs. Hence, they are called networking oriented OSNSs.
While the latter, such as blog networks, question answering
networks, and viral video networks, emphasizes more on the
knowledge or content sharing [14]. In knowledge-sharing
OSNs, issues such as users’ participation in network and their
generated content are crucial to healthy growth of those
networks. Information overloading is a major problem in such
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knowledge sharing environments [15]. Thus, the proposed
framework shown in figurel aims to overcome the information
overloading by enhancing the distribution of content among
users. It suggests the most relevant users that are candidate to
receive a specific post from a target user. By identifying main
features that characterize users and determining users
preference, personalization of flow of information is achieved

which is illustrated in this section.
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A. Analysis of users’ social contributions

User contribution with a social network is changing over
time in form of interaction and content provision resulting in
variant network structure and text dissemination which evolve
simultaneously and interrelated. User’s activities in OSNs
include authoring content, viewing, and networking. It has
been also assumed that there is strong correlation between user
active time and user contribution [16,17]. In general, user
within the same OSNs could be classified as online and offline
users. Online users are those who always active in writing
posts, comments, view others publish content, provide
feedback in form of like or dislike and many other activities.
While offline users are those who just visit their homepages on
daily or weekly basis without any contribution. Most of
existing approaches for user and content recommendation rely
only on network structure and relationship between users
without considering the published content. Our proposed
framework identifies user’s preference in OSN by considering
two main folds: content published by users and user social
pattern. In blogs and question answering networks, there are
two important elements in a shared content: text and hyper-
links which provide related information from external sources
such as web pages or images. Similar users are characterized
by posting similar text and hyper-links. Therefore, posts of
each user are parsed, and a bag of words is created for each
user, keyword index is computed indicating that the more
terms two users share, the stronger the tie between them.
Second, other network features that distinguish users in OSN
are considered which we classify as : user contribution and
user influence are identified in order to impose a finer grained
similarity between users. Each of them is expressed by a set
of weighted features extracted from social activities of users

Similarity Final dissemination
Measurement set
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which will be explained in details in next section. Unlike other
approaches that only consider user pre-defined attributes such
as demographical attributes, geographic location, and defined
interests, our approach relies on extracting social activities
and calculate their weight according to user contribution.

B. Multilevel Model for detecting Relevance Users

Recently, OSN started to be modelled with rich structured
data that incorporate semantics. In such models edges between
users are split to weighted links based several features such as:
communication aspects (uni-direction or multi-direction),
frequency of communication, and influence measure which are
used to build up clusters of similar user. Therefore, we
calculate similarity between users through aggregating
communicative content of users in form of mutual published
content with social activities. Our model of detecting
relevance users is based on the assumption that if users X and
Y have n similar published contents and similar social features,
they have strong tie. In the proposed framework, adaptive
vector space model is used to compute social similarity
measurement of users. The vector space model is a standard
and effective algebraic model widely used in information
retrieval (IR) that use Cosine similarity to compute relevancy
of documents with respect to a given query. Accordingly, our
model works by first identifying content and social features,
collecting required information, creating corresponding
vectors. Each user is expressed by two vectors of elements
corresponding to their published contents and social pattern
respectively. A two-level model is then used to identify most
candidate users to receive a specific post. Each level is
responsible on computing similarity between users using
different user social features (stored in different vectors) and a
linear model is then used to combine similarity generated from
each level. The main idea is based on utilizing model-based
collaborative filtering by first finding users with similar
content and then utilizes social features to map social
characteristics of users and get the most neighbourhood users
for the target user.

IV. ARCHITECTURE OF PERSONALIZED INFORMATION
DIFFUSION

The main objective of the proposed model is to improve
the dissemination of information in knowledge sharing
network by identifying the most appropriate (similar) users to
this information as well as its publisher. In social media, users
are identified through their social content and participation.
Therefore, the proposed personalization framework is
decomposed of two main modules: content similarity measure
and social patterns similarity measure.

1) User content similarity: using content of the posts and
comments generated by users, similarity measurement is
applied to get top ranked 20 users with respect to specific
post. This short list of users represents the closest users to that
stream.

2) User social pattern similarity: additional social
information about top ranked 20 users is used to ensure
similarity “coverage”. Cosine similarity is then applied
between social pattern vector of target user (who post that
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stream) and the those users to rank the most neighbourhood
users

Before content similarity phase takes place, pre-processing
of the content representing the posts of users is applied as
shown in figurel.

B. Pre-processing

Currently, there is a large volume of text data that is
produced from the social communities such as blogs, tweets,
and comments. Therefore, during this step, all blog- posts are
aggregated from all users to form a corpus. Posts are parsed in
order to clear all special characters, numbers, dates, stop
words and single characters. This yields to construct a
vocabulary that represents the set of words that have been used
by the whole users of the social network within a specific time
period. The final step of the preprocessing decomposes
stemming, identifies hyper-links or code which may be
included in a user posts, and then constructs content vector of

each user.

C. User content similarity measurement

In linear algebra a vector space is a set V of vectors
together with the operations of addition and scalar
multiplication. A vector space model (VSM) is an algebraic
model introduced a long time ago by Salton [18] in the
information retrieval (IR) field. In a more general sense, a
VSM allows to describe and compare objects using N-
dimensional vectors. Each dimension corresponds to an
orthogonal feature of the object (e.g. traditionally weight of
certain term in a document). We adapt the vector space model
so that it treats each user as a document and her posts as terms
disregarding grammar and even word order. In IR field there
are several approaches to calculate the weight of a term in a
document. In our model, we apply the term frequency-inverse
document frequency (tf-idf). Term Frequency (tf) assigns the
weight to be equal to the number of occurrences of the term t
in document d. While IDFt is obtained by dividing N by DFt
and then taking the logarithm of that quotient, where N is the
total number of posts generated by a user and DFt is the post
frequency of t, i.e., the number of posts containing the term t.
This approach identify the rarity of t in a given corpus Thus,
if t is rare, then the posts containing t are more relevant to t
which match with the idea we propose to find the target (most
similar users) to specific set of words(post). Thus, content
vector of a user would represent all words of her/his posts
associated with TF-IDF weights wjt , where wijt is the weight
of word t in post j and is calculated as follow:

wjt = tf (t, j) log(n posts/df (t))

Then, when a user post a specific query (post) Cosine
similarity is used as a standard measure estimating relevancy
between this post and other users’ content vector. The top 20
similar users to that post are selected to be used in the next
phase.

D. Social patterns similarity measurement

In social knowledge sharing, in order to identify similar
users, it is significant to consider the effect of network
relationships. By aggregating communicative activities of
users in form of social interaction, hidden relations between

Vol. 4, No. 12, 2013

users are discovered, and hence a list of most similar users is
generated. Unlike other approaches which considers only
number of mutual friends [19], our proposed social pattern
similarity measures consider all user social activities which
we classify into two categories. The first category covers user
contribution with the system while the second covers user
influence with other community’s members. User contribution
is measured by the frequency of contribution to the knowledge
sharing network (in our case blogs) which is: average number
of posts and average number of comments a user provides. On
the other hand, bloggers tend to interact with other bloggers
by providing comment, like, or favorite in response to specific
blog posts. Thus, we consider this type of information as a
measure of user influence or trust relationship. “Trust
relationships” are different from “social friendships” in many
aspects. For example, when a user u; likes a blog issued by
another user u;, user u; probably will add user u;to his/her trust
list. The study of homophily has shown that people with
similar interests are more likely to become connected,
associate, and bond with other similar users [20]. Based on
that hypothesis, we measure the user influence by the
attributes that reflect the recognition he got from others in the
same social network which may vary from social network to
another. For example: Endorsements are a one-click system to
recognize someone for their skills and expertise on LinkedIn,
the largest professional online social network. In our case of
stackoverflow, we map existing social features with the idea of
“Trust relationships”. Therefore, we utilize the following
attribute:

ViewCount: Number of views of posts the users obtained
FavoriteCount: Number of users, who set a user’s posts
as favorite,

Vote: Count the number of votes for specific user’ posts,

Each user is represents as vector associated with scores
representing the average weight of her/his social features as
terms. This was accomplished through combining all previous
posts and comments of each user and calculated the average
number of views, score, and favorite she obtained from others
as well as the average number of posts and comments
published by that user. Two users are similar if their vectors
differs only a few coordinates. A high degree for a preference
(term) of a user can be interpreted in a way that the other user
repeatedly (frequently) confirms her preference [21].

V. EXPERIMENT

In this section we present several experiments to show how
the proposed similarity measures model affect the
dissemination of information in online social network. As
mentioned earlier, the model aims to generated the minimum
and appropriate users who can receive a specific information
based on content-matching with that post and social pattern
matching with the seed user who posted it. We applied this
model on data dump provided by Stack Overflow® which is an
online platform where users can exchange knowledge related
to programming and software engineering tasks. This platform
combines features of Wikis, Blogs and Forums, and aims to

! Stack overflow data dump
http://blog.stackoverflow.com/2009/06/stack-overflow-creative-
commons-data-dump/. /. Accessed January 2013
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provide free knowledge sharing between software developers
worldwide. The collected data contains all the questions and
answers posted on the web site between July 31, 2008 and
March 31, 2009. All posts, both questions and answers, are
scored, viewed, and voted by the users. Some questions are set
as favorites by some users. We use a subset of the posts
collection, obtained by filtering the document collection to
select the 100,000 posts belongs to 2000 different users.
Several experiments are applied, thus we split the set of users
into 5 equally sized disjoint groups of users from G1 to G5
each of 400 users {Gi=1-5}. Two main experiments have
been applied, the first one aims to prove the accuracy of the
proposed model which the second one target the efficiency.

A. Experiment Setup

The first experiment has been applied using content-
similarity module and trying different weighting scheme using
the vector space mode. We used the TF and TF/IDF to weight
the terms and according to tablel, the similarity values
obtained when using TF/IDF is better for top 20 users.
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users relevant to that post as shown in first column in table2
using TF/IDF method. Then, we regularly increase the
neighbourhood of a target user, and find out whether the
system would produce the same set of candidate users and
check the similarity values they obtained. Therefore, we use
the same post for the same user all over other 15 groups and
get similarity value for the same set of users. According to
table2, similarity value obtained for those users remain almost
the same however the number of neighbour is. This matches
our assumption regarding distributing of information which
should target interest of users however the size of community.
Most relevant users to a specific stream (post) are filtered and
posts propagate to specific users and thus we can overcome
the problem of information overloading.

Next, in order to be able to detect whether the proposed
similarity approach is able to reveal the most candidate users
based on the content features, we apply the Mean Average
Error (MAE). MAE is used here to measure the average
absolute deviation between a predicted set of users among
several neighborhood users.

Therefore, we repeat the previous experiment and get top
10 users for each of the 16 groups and get their similarity
values. As shown in figure2 which represents the MEA
between content similarities for top 10 users in all groups.
According to the figure, the difference between similarity
values is minor however the group size is which ensure the
accuracy of user prediction.

TABLE I. COMPARISON BETWEEN DIFFERENT CONTENT WEIGHTING
SCHEME
TF/IDF TF TF/IDF TF
Userl 0.6144 0.5987 Userll 0.5947 0.2537
User2 0.6082 0.5973 User12 0.5942 0.2339
User3 0.6071 0.5879 Userl3 0.5928 0.2303
User4 0.6021 0.4740 Userl4 0.5923 0.2273
Users 0.6020 0.3762 Userl5 0.5912 0.2239
User6 0.5999 0.3605 Userl6 0.5910 0.2171
User7 0.5989 0.3538 Userl7 0.5902 0.2167
User8 0.5988 0.3316 Userl8 0.5898 0.1994
User9 0.5986 0.3180 Userl9 0.5897 0.1983
User10 0.5969 0.3148 User20 0.5893 0.1898

In order to ensure the accuracy of the proposed system, we
adapt the cross validation. Thus, we create a training set and
sets. The training set contains one group of users (G1=400
users) and other test sets are created based on different
combinations between G1 and other groups. We use
mathematical combination to produce several test sets. This
combinations imply that if the set has n elements the number
of k-combinations is equal to the binomial coefficient which
can be written using factorials as:

n!

Number of generated groups= T3 K-k Equ(1)
As per equationl and when having N=5, 31 subsets are
generated. However, only 16 of them contain target group G1

like as follows:

{Gy,

{G1U G}, {G1 U G3}, {G1 U Gy}, {G1 U G5},

{GiUG,L,UG31L {GiUG,UG{G1luG2UG5}L {G1UG3
UG4}L {G1UuG3UG5}L{G1uG4UGS5}

{GiU G, UG3UG4}, {GiUG,UG3UGs}, { G, U G3U GgU Gs}{
G; U G3U Gy4U Gs},

{G1lu G2 U G3 U G4 U G5}}.

Next, we select a random post generated by a random user
and apply content-similarity phase to get the top ranked 20
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Fig. 2. MEA of content similarities (Top 10 users)

B. Experimental evaluation criteria

Other experiments have been applied to measure the
efficiency of the proposed model.

Therefore, we first apply the content similarity module, get
top 20 users similar to a random post, get their similarity
values, and finally apply the social similarity module and get
top 10 users. This experiment shows the effect of using
addition social pattern features.
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TABLE III. User Similarity (Top 10)

Model model- Content-similarity | content-similarity

-rank similarity value -rank -value
1 0.99996 19 0.60820
2 0.99989 1 0.58928
3 0.99989 15 0.59993
4 0.99987 4 0.59016
5 0.99982 7 0.59225
6 0.99980 6 0.59118
7 0.99975 9 0.59423
8 0.99968 12 0.59860
9 0.99961 14 0.59886
10 0.99959 20 0.61443

As per table3, similarity between users and target usery
who post the stream significantly improved when applying the
whole model. Furthermore, ranking of top users has been
changed when using the additional features which reflect the
fact that we should consider network features of users when
measuring similarity. For example, after adding network data
userl was ranked 19 using content similarity only while user 2
was having the first place Next, in order to measure the
accuracy of the whole model, we repeat the first experiment |
by applying the whole model and obtain similarity value of
top 10 users. According to Figure3, similarity value has been
improved after applying the social pattern level. Thus, we get
the top candidate users generated from content-similarity
module from table2, get their social similarity values and filter
the top 10 users for all test groups. It is significant to mention
that having applied the social pattern similarity module
outperform using only content similarity.
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Furthermore, longest common subsequence [LCS] method
is used to measure the ranking used in our proposed model.
Thus, we get the sequence of the top 10 users obtained from
groupl containing 400 users, we apply the model all over
other 15 groups and get the order of those users in each group
as shown in figure4. According to figure4, there is no
intersection points in the plotted area which mean that the
order of predicted users remains the same however the size of
the neighbourhood is.

Fig. 4. longest common subsequence between users over groups (Top 10)

S

VI. CONCLUSION

This research proposes a model for enhancing the
personalization of content dissemination among users in
online social network with the aim of overcome the
information overloading problem. The proposed similarity
measurement model utilizes users’ characteristics in social
network. Such that when a target user posts a text, a set of
most candidate receivers is generated and ranked by
considering both similarity between this post and their interest
as well as relevancy between social pattern of target user and
others. Interest of users is extracted from content published by
a user while social pattern is identified based on her social
activities. Each user is represented by two vectors correspond
to content and social pattern activities respectively. Different
term weighting scheme was applied in order to weight social
features and cosine similarity is then used to order the most
similar users that is candidate to obtain that stream and to
communicate with. The proposed model is applied on real
dataset from stackoverflow and the experimental show that the
accuracy of proposed method is precise as we obtain almost
the same set of candidate users however the size of
neighbourhood is. Furthermore, adding social pattern features
in measuring similarity among user increase the similarity
scores. In order to enhance the model, ontology could be used
to measure content similarity among users. Furthermore, other
topological features could also be used to rank users.
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TABLE Il.  USER CONTENT SIMILARITY (TOP 20)
G1-G2-|G1-G2-|G1-G2-[G1-G3-| G1-G3-|G1-G4-|G1-G2-|Gl-G2-|G1-G3- G1, G1,G2
Gl | 6G1-G2] G1-G3 | GL-GA | GL-G5 | @y G4 G5 G4 G5 G5 G3-G4 | G3-G5 | G4-G5 | G2,G4,G5 | G3,G4,G5
userl | 0.6144 | 0.6144 | 0.6144 | 0.6144 | 0.6144 | 0.6144 | 0.6144 | 0.6144 | 0.6144 | 0.6144 | 0.6144 | 0.6144 | 0.6144 | 0.6144 | 0.6144 0.6144
user2 | 0.6082 | 0.6082 | 0.6082 | 0.6082 | 0.6082 | 0.6082 | 0.6082 | 0.6082 | 0.6082 | 0.6082 | 0.6082 | 0.6082 | 0.6082 | 0.6082 | 0.6082 0.6082
user3 | 0.6071 | 0.6071 | 0.6071 | 0.6071 | 0.6071 | 0.6071 | 0.6071 | 0.6071 | 0.6071 | 0.6071 | 0.6071 | 0.6071 | 0.6071 | 0.6071 | 0.6071 0.6071
user4 | 0.6021 | 0.6021 | 0.6021 | 0.6021 | 0.6021 | 0.6021 | 0.6021 | 0.6021 | 0.6021 | 0.6021 | 0.6021 | 0.6021 | 0.6021 | 0.6021 | 0.6021 0.6021
user5 | 0.6020 | 0.6020 | 0.6020 | 0.6020 | 0.6020 | 0.6020 | 0.6020 | 0.6020 | 0.6020 | 0.6020 | 0.6020 | 0.6020 | 0.6020 | 0.6020 | 0.6020 0.6020
user6 | 0.5999 | 0.5999 | 0.5999 | 0.5999 | 0.5999 | 0.5999 | 0.5999 | 0.5999 | 0.5999 | 0.5999 | 0.5999 | 0.5999 | 0.5999 | 0.5999 | 0.5999 0.5999
user7 | 0.5989 | 0.5989 | 0.5989 | 0.5989 | 0.5989 | 0.5989 | 0.5989 | 0.5989 | 0.5989 | 0.5989 | 0.5989 | 0.5989 | 0.5989 | 0.5989 | 0.5989 0.5989
user8 | 0.5988 | 0.5988 | 0.5988 | 0.5988 | 0.5988 | 0.5988 | 0.5988 | 0.5988 | 0.5988 | 0.5988 | 0.5988 | 0.5988 | 0.5988 | 0.5988 | 0.5988 0.5988
user9 | 0.5986 | 0.5986 | 0.5986 | 0.5986 | 0.5986 | 0.5986 | 0.5986 | 0.5986 | 0.5986 | 0.5986 | 0.5986 | 0.5986 | 0.5986 | 0.5986 | 0.5986 0.5986

user10 | 0.5969 | 0.5969 | 0.5969 | 0.5969 | 0.5969 | 0.5969 | 0.5969 | 0.5969 | 0.5969 | 0.5969 | 0.5969 | 0.5969 | 0.5969 | 0.5969 | 0.5969 0.5969

userll | 0.5947 | 0.5947 | 0.5947 | 0.5947 | 0.5947 | 0.5947 | 0.5947 | 0.5947 | 0.5947 | 0.5947 | 0.5947 | 0.5947 | 0.5947 | 0.5947 | 0.5947 0.5947

userl? | 0.5942 | 0.5942 | 0.5942 | 0.5942 | 0.5942 | 0.5942 | 0.5942 | 0.5942 | 0.5942 | 0.5942 | 0.5942 | 0.5942 | 0.5942 | 0.5942 | 0.5942 0.5942

user13 | 0.5928 | 0.5928 | 0.5928 | 0.5928 | 0.5928 | 0.5928 | 0.5928 | 0.5928 | 0.5928 | 0.5928 | 0.5928 | 0.5928 | 0.5928 | 0.5928 | 0.5928 0.5928

userl4 | 0.5923 | 0.5923 | 0.5923 | 0.5923 | 0.5923 | 0.5923 | 0.5923 | 0.5923 | 0.5923 | 0.5923 | 0.5923 | 0.5923 | 0.5923 | 0.5923 | 0.5923 0.5923

userl5| 0.5912 | 0.5912 | 0.5912 | 0.5912 | 0.5912 | 0.5912 | 0.5912 | 0.5912 | 0.5912 | 0.5912 | 0.5912 | 0.5912 | 0.5912 | 0.5912 | 0.5912 0.5912

user16 | 0.5910 | 0.5910 | 0.5910 | 0.5910 | 0.5910 | 0.5910 | 0.5910 | 0.5910 | 0.5910 | 0.5910 | 0.5910 | 0.5910 | 0.5910 | 0.5910 | 0.5910 0.5910

userl7 | 0.5902 | 0.5902 | 0.5902 | 0.5902 | 0.5902 | 0.5902 | 0.5902 | 0.5902 | 0.5902 | 0.5902 | 0.5902 | 0.5902 | 0.5902 | 0.5902 | 0.5902 0.5902

user18 | 0.5898 | 0.5898 | 0.5898 | 0.5898 | 0.5898 | 0.5898 | 0.5898 | 0.5898 | 0.5898 | 0.5898 | 0.5898 | 0.5898 | 0.5898 | 0.5898 | 0.5898 0.5898

user19 | 0.5897 | 0.5897 | 0.5897 | 0.5897 | 0.5897 | 0.5897 | 0.5897 | 0.5897 | 0.5897 | 0.5897 | 0.5897 | 0.5897 | 0.5897 | 0.5897 | 0.5897 0.5897

user20 | 0.5893 | 0.5893 | 0.5893 | 0.5893 | 0.5893 | 0.5893 | 0.5893 | 0.5893 | 0.5893 | 0.5893 | 0.5893 | 0.5893 | 0.5893 | 0.5893 | 0.5893 0.5893

7|Page

www.ijacsa.thesai.org




(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 4, No. 12, 2013
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Abstract—Side channel attacks (SCA) use the leaked
confidential data to reveal the cipher key. Power consumptions,
electromagnetic emissions, and operation timing of cryptographic
hardware are examples of measurable parameters (analysis)
effected by internal confident data. To prevent such attacks,
SCA countermeasures are implemented. Misaligned power tracks
is a considerable countermeasure which directly affect the
effectiveness of SCA. Added to that, SCA are suffering from
tremendous types of noise problems. This paper proposes Fourth-
order Cumulant Analysis as preprocessing step to align power
tracks dynamically and partially. Moreover, this paper illustrates
that the proposed analysis can efficiently deal with Gaussian
noise and misaligned tracks through comprehensive analysis of
an AES 128 bit block cipher.

Keywords—Correlation power analysis (CPA); Differential
power analysis (DPA); side channel attack; FPGA; AES;
cryptography; cipher; fourth-order cumulant; Gaussian noise;
higher order statistics

. INTRODUCTION

In the past decade, new threats become more and more
efficient and powerful against cryptosystems. There are three
categories of attacks, active invasive (e.g. fault injection),
active non-invasive (e.g. tampering), and passive (power
consumption, timing attack) [1].

Invasive attack bases on penetration the Device Under
Attack (DUA) package and analyzes each layer to modify or
monitoring the entire signals and buses. The countermeasures
of this type is based on burying critical layers beneath other
layers of conducting metal layers to avoid direct connection
from the surface. Added to that, distributing sensors all over the
chip to detect any attack trials. These sensors erase the
memories and all critical registers when activated.
Ffurthermore, the designers use the nonstandard cells,
scrambling the bus implementation, scrambling the stored data,
dummy structure to mislead the attackers to discover the design
architecture.

Like invasive attacks, Semi-invasive attack requires
depackaging the chip without creating contacts to the internal
lines [2]. Ultraviolet ray is used to unauthorized access to the
stored data meanwhile the cryptosystem designers use many of
anti-fuse to prevent such attacks like Security Fuse, Program
Fuse, Array Fuses, and oProbe Fuse [3]. Another technique; a

Prof. Dr. Iman S. Ashour
Electronics Department
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Institute Cairo, Egypt

Prof. Dr. Abdelhady A. Ammar,
Communication Department

Al Azhar University
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transient fault during the execution of some process is injected.
A fault allows bypassing security condition checks, such as
PIN correctness or in some other cases reducing the cipher
rounds by manipulating the cipher counter. Many researchers
have mounted differential fault analysis (DFA) on symmetric
key encryption algorithms, such as the triple-DES [4],
Advanced Encryption Standard (AES)[5], CLEFIA [6], and
ARIA [7].

On the other hand, Noninvasive attack does not
depackaging the DUA since the main load of this attack derives
towards exploiting the confidential data through observing the
output behavior of the DUA. Noninvasive attack could be
Passive, also called side-channel attacks, or Active attack.
Side-channel attack does not involve any interaction with the
attacked device but, usually, observation of its power
consumptions and electromagnetic emissions.

Paul Kocher et al. introduced a powerful cryptanalysis
technique called Differential power analysis (DPA) in 1999 [8].
This technique is based on the dependency of the processed
data/the operation performed to power consumption of the
device under attack (DUA). Kocher proofed that the leak
information could easily reveal the confidential cipher key.

Many different countermeasures are emerged to stop SCA
and secure the cryptosystems. Misaligned tracks, adding non-
correlated noise, and breaking the relation between processed
data and measured parameters are designers targets to protect
their hardware.

A novel approach is proposed to dynamically align power
traces and reducing noise signal effects in one shot. Moreover,
the proposed idea shows a great improvement in processing
time reaches more than 75% less than other techniques. By
attacking a FPGA-based 128 bit AES block cipher, Analysis
results show that the proposed idea efficiently helps SCA in
harsh environment (noisy and suffering from alignment
problems).

This paper is organized as follows. An overview on CPA is
provided in Section Il. In Section IlI, IV, Side channel attack
Noise and Alignment techniques are presented. Then, in
Section V, The background of higher order statistics is briefly
introduced. Section VI provides a detailed explanation of the
proposed method. Finally, we conclude with the main
advantages presented in this paper.
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Fig. 1. SPA for DES algorithm; (a) 16 Rounds, (a) and (c) initial and final

permutation respectively

Il.  PASSIVE NONINVASIVE ATTACK

The types of available power analysis are Simple power
analysis (SPA), Differential power Analysis (DPA),
Correlation power analysis (CPA), and higher-order analysis

[9].
A. Simple Power Analysis (SPA)

SPA is a side-channel attack, which involves visual
examination of graphs of the power used by a device over time.
Variations in power consumption occur as the device performs
different operations. In short, SPA exploits the relationship
between the executed operations and the power leakage. For
example, Fig 1 shows the power consumption of a DES
algorithm. SPA shows sixteen identical pulses for rounds and
two pulses for permutations and rotations.

B. Differential Power Analysis(DPA)

DPA is statistically analyzing power consumption
measurements recorded from DUA. DPA inherently reduces
the noise by its averaging technique [10]. The attacker does
two steps. The first step, “recording”, the power consumption
of cryptosystem while plaintext is processed. The second step,
”comparison”, the recorded traces is compared with a power
model of the DUA by correlation analysis. The result of
correlation will detect the correct key; high peaks means
correct key no peaks means false key guessing. DPA exploits
the relationship between the processed data and the power
leakage. The main advantage of DPA is no details required
about the structure of the attacked algorithm while SPA shows
only the type of the used algorithm. High-Order Differential
Power Analysis (HO-DPA) is an advanced form of DPA
attack. HO-DPA enables multiple data sources and different
time offsets to be incorporated in the analysis.

C. Correlation Power Analysis(CPA)

In this technique, CPA is based on how a predicted power
consumption model correlates with measured power
consumption of DUA.

At first glance, the adversary builds power consumption
model for DUA using Hamming Weight, Hamming Distance
or any other models. These models target intermediate value
dependent on key and plain message f(P;;Ks), where P; is a
known non-constant data value and Ks is a small part of the
key. Consequently, plain messages P; (i=1.....N) with every
possible key Ks (S=1.....256) stimulate the selected power
model and the results are recorded in (Nx256) predicted power
matrix Mpgp.

In the second part of attack, the same Plain messages P;
(i=1....N) are encrypted by DUA meanwhile, the power
consumption of DUA while the chip is operating is measured
and recorded in in (NXT) measurement power matrix Mpp,
where T denotes the length of the trace.

Vol. 4, No. 12, 2013

Finally, the analytical part, the correlation coefficient is the
most common way to determine linear relationships between
data. The correlation coefficient is used between Mg, and
columns of My, These results are recorded in a matrix of
estimated correlation coefficients. An efficient way to compute
this linear relation is to use Pearson coefficient that can be
expressed as follows;

PMonp(ey Mpp
E(Myp (6. Myp) = E (M (©)) - E (M)

Jvar (Mmp (t)) -var(Mpp)

In this expression,

E(x) denotes the mean value of matrix x.
var(x) denotes the variance of matrix x.
Mmp(t) denotes the measured power matrix at time "t".

The next Figure 2 expresses briefly CPA steps.

.

Plzin text

Intermediate
waluss

f(P.:K.)

(Nx236)
HEEN

Fig. 2. Correlation Power Analysis

Il.  TvyPES OF NOISE SIGNALS

Noise is an unwanted signal composed with genuine signal.
According to cryptography, additive Noise to power signal
have a great effect to immune side channel attack thus
cryptography pursue to magnify the effect of noise on their
implementation. There are two categories of noise: intentional
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noise which is added by cryptography, normal noise which is
any other type of noise.

When a measurement of a cryptographic device is repeated
several times with constant input parameters, the resulting
power traces are different. We refer to these fluctuations in the
power traces as Electronic Noise [1]. Sources of this type of
noise are varying from noise due to power supply,
Quantization, and all other noise radiated from measurement
setup components.

The device under attack consumed partial power relates to
cipherkey which is important and rest of consumed power
caused by cells that are not relevant for the attack as Switching
Noise.

On other hand, Many cryptanalysts conduct researches and
experiments to overcome the effect of the noise over attacking
techniques, they could be summarized in three directions:

e Design of accurate power model to minimize Switching
Noise.

o Use filters to minimize Electronic Noise.
e Conduct of Higher order statistics (HOS).

IV. ALIGNMENT TECHNIQUES

To prevent side channel attacks using power analysis
techniques, cryptographers commonly implement DPA
countermeasures that create misalignment in power trace sets
and decrease the effectiveness of such attacks. On the other
hand, Adversaries crucially work to realign the power traces.

There are two types of alignment: Static alignment and
Dynamic alignment. Static misalignment is typically caused by
inaccuracies in triggering the power measurements. Static
alignment solves this problem by determining the duration of
the timing inaccuracies, and shifting the traces accordingly [1].

In contrast, cryptographers actively use random time
delays, varying clock frequencies and Random Process
Interrupts (RPI). These techniques force cryptosystem sub-
blocks to start operating at different and random times.
Consequently, measured power consumptions are inherently
misaligned. In these cases, static shifting cannot fully align the
traces. Dynamic alignment is a general term for algorithms that
match parts of several traces at different offsets, and perform
nonlinear re-sampling of the traces.

A. Dynamic Time Warping

Dynamic Time Warping (DTW), was introduced to the data
mining community by Berndt and Clifford [11]. In order to
detect similar shapes with different phases, DTW method
allows elastic shifting of the time axis. Also, speech processing
community uses this technique for long time. The main
drawback of DTW is processing time since performance on
very large databases may be limited. Figure 3 demonstrates the
power of DTW over traditional technique. DTW measures the
distance between two sequences by elastically warping them in
time.

Figure 4 shows the superiority of DTW over sliding
window DPA (SW-DPA)[12]. SW-DPA is based on averaging

Vol. 4, No. 12, 2013

fixed length clock cycles to restore the DPA peak in the face of
random process interrupts.

qm

| ST

B)

U] 10 20 30 40 50 i1l

Fig. 3. Two sequences have an overall similar shape, they suffer from time
misalignment, (A) i" point on top sequence is aligned with the i point on the
bottom that will produce a dissimilarity measure, (B) allows a more intuitive
distance measure to be calculated.
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Fig. 4. CPA success rate for stable cycle length.

B. Correlation and Euclidean Alignment Technique

The main weakness of DTW is long processing time. In
contrary to DTW, further techniques align power traces both
partially and dynamically. Small portions of the traces (the
interesting round part) are captured and aligned
accordingly[13].

To save the processing time, this technique is based on
extract the interesting round part from the whole power traces.
This cutting concept limits later processing to shorter domain
[14]. Figure 5 demonstrates the steps needed to align power
traces.

Table | explains the steps of alignment. Fine tuning is
considering with maximum similarity between selected round
and other traces. This similarly is calculated by correlation,
Euclidean [15].
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Ty

Time Time Time

(a) (b) (c) (d)

Fig.5. Steps of aligning power traces (A)Find the q" peak, (B) Coarse
Extraction, (C)Fine Tuning, and (D)Fine Tuned Extraction

TABLE 1. STEPS OF ALIGNING POWER TRACES

Algorithm: Alignment Algorithm
Require: aligned power trace set

1. Find interesting round: Find the gth peak position
(targeted round).

2. Coarse Extraction: Cut the selected round roughly to
save all information belongs to that round.

3. Fine Tuning: Calculate maximum similarity by using
Euclidean or Correlation to the selected round.

4. Fine Tuned Extraction: Cut the high similarity part in

all traces.
TABLE II. MOMENTS OF DISTRIBUTION
Parameter Moment Description
Mean () 1 Measure of central location.
Variance (c2) 2 Measure of dispersion.
Skew 3 Measure of Asymmetry.
Kurtosis 4 Measure of peakedness.

The Euclidean distance or Euclidean metric is the distance
between two vectors. The Euclidean distance is calculated by
following equation:

d(RR,TR) = \/(RRy — TRy)? + -+ (RR, — TR,)?  (2)

Where:
RR: is the referenced vector.
TR: tested vector.

V. FOURTH ORDER CUMULANT

This research uses Higher Order Statistics (HOS) to find the
moments of random signals that give the random variables
some of their dominant features [16]. Moments are divided to
two categories; Moments about the origin (raw moments) and
Moments about the mean (central moment). Table Il shows the
first four distributions.

There are four ways to calculate the moments, they are:

1) Using the definition of moment.
2) Probability Generating Function [PGF].
3) Moment Generating Function [MGF].

Vol. 4, No. 12, 2013

4) Characteristic Function.
Moments are driven from the mathematical expectations of
the random signal E{g(X)} [17].

The raw moment, is called the n™ moment of X. It is
denoted by n is given by

pn = E{QO™} = Xi(x)Px(x) 3)
Prime symbol is denoted to raw moment.

The central moments of random variable X are the
moments of X with respect to its mean. Hence, the nth central
moment of X, n, is defined as [17]

= E(X = 0"} = ) (v = )" Px(x) )
7
TABLE IlI. RAW AND CENTRAL MOMENTS
Moment Raw Moment Central Moment

My E{X}=u 0

u2 E{X’} E{(X-W)*}=oc

u3 E{X°} E{(X-0)’}

H4 E{X‘} E{(X-1)}

Table Il contrasts between raw and central moments

Kurtosis measures the height and sharpness of the peak
relative to the rest of the data. Higher values indicate a higher,
sharper peak; lower values indicate a lower, less distinct peak.
The kurtosis has no units: it’s a pure number.

The normal distribution has a kurtosis of 3. Excess kurtosis
is simply kurtosis-3[18].

e A normal distribution has kurtosis exactly 3 (excess
kurtosis = 0). This is called mesokurtic.

e Any distribution has central peak is lower and broader,
and its tails are shorter and thinner than normal
distribution, its kurtosis < 3 (excess kurtosis < 0) is
called platykurtic.

e Any distribution has central peak is higher and sharper,
and its tails are longer and fatter than normal
distribution, its kurtosis > 3 (excess kurtosis > 0) is
called leptokurtic.

Kurtosis can be formally defined as a fourth population
moment about the mean [19],
EX-w* p
b= = )
EX-m?*) 0y
Laplace was led to introduce a function known as a

cumulative function, which is simply the logarithmic of the
characteristic function [20]

VI. PROPOSED PREPROCESSING TECHNIQUE

The proposed idea aims to extract areas of interest using
dynamic peak search [21]. Based on this technique, the 4th
Cumulant method will duplicate its advantages to be used as
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alignment technique. Furthermore, Cumulant shows superiority
in:

o Eliminating the Gaussian noise.

e Treating misalignment.

¢ Reducing processing time.

We conducted two experiments to illustrate the power of
the Cumulant method over the other traditional methods. The
first experiment aims to compare Cumulant with other
alignment techniques in absence of the noise. The second
experiment highlights the advantages of Cumulant to prevent
noise compared to traditional noise reduction methods with
aligned power tracks.

A. Cumulant vs. Alignment Techniques at Free Noise
Environment

In this part, free noise, misaligned measured power tracks
are analyzed by the proposed idea and traditional alignment
techniques. A comparison is made among these techniques to
judge each one. Processing time, and differentiation between
correct and false cipher keys will be the two parameters used to
evaluate each technique.

Number of measured power tracks is frequently increased
when alignment techniques are processed. Each time the
difference between correlation results of correct and false
cipherkeys is calculated and plotted. Figure 6 shows that, all
traditional techniques including proposed one need the same
number of power tracks to detect the correct cipherkey
(approximately 81 power tracks). Over eighty one power
tracks, the proposed idea and other technigues success to
pickup the correct cipherkeys but in reality the traditional
techniques show better results than the proposed idea.

0.6 T T T T
Traditional tech.
04l Cumulant
0.2+ 1
[] -/‘r/(‘—'—‘—\\_\_

02 A

1 1 1 1

0 500 1000 1500 2000 2500

Data Samples
Fig. 6. Distinguishing between correct and false cipher keys.

Again, number of measured power tracks is frequently
increased when alignment techniques are processed. Each time
the processing time is calculated and plotted. Figure 7 shows
the processing time plot for each technique.

Figure 7 illustrates that the processing time of traditional
alignment techniques increases linearly with number of
measured power tracks. Equations (6) and (7) express the rate
of increasing of CPU processing time of traditional techniques.
On other hand, It is obvious that the proposed idea keeps CPU
processing time constant regardless to number of measured
power tracks.
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Moreover, CPU processing time of proposed idea (= 4x10°
?sec) is 50% less than the lowest CPU processing time of
traditional techniques.

CPU consumped time
6 T T

Correlation
— — Eculidean
7 T Cumulant i

P

0 500 000

B
1500 2000 2500
Data Samples

Fig. 7. The processing time of alignment techniques.
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Fig. 8. A contrast between traditional alignment methods versus Cumulant.
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Fig. 9. RIINDAEL SNR threshold (A)CPA behavior (B) Cumulant behavior.

CPU time|correiation = 2 X 10°tracks + 7 x 107 (6)
CPU timeleauiegian = 19 X 10™tracks + 7 x 107 7

B. Cumulant vs. Alignment Techniques at Noisy Environment

Figure 8 shows a comparison between traditional alignment
methods versus Cumulant. It’s obvious that the correlation
peak of true cipher key to false ones (“hint: we will denote the
correlation peak of true cipher key to false ones as SNRcq) of
the proposed idea is enhanced three times the traditional
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methods. Moreover, the speed of processing is 76 times higher
than traditional methods.

0.3 T T T T

02f b

0.1f

SNR(dB)

Substitute Hamming Distance(with kurtosis)
0.3 T T T T

02f b

01f

U_

01 1 - 1 1 1
0 5 10 15 20 25

SNR(dB)
Fig. 10. Twofish SNR threshold (A)CPA behavior (B) Cumulant behavior.

Fig. 11. Attacking RPI' noisy stem by: (A)Cumulant (B) CPA.

Cumulant method demonstrates a great immunity to the
noise, since it successfully attack a noisy system with SNR,r =
2.5dB. This SNR, is reduced than those traditional methods
by 75%.

Figure 9 shows the SNR limitation of Cumulant and
traditional CPA. In Addition,Cumulant method is generic and
independent of any specific cryptographic algorithm. The same
results are obtained when applied to Twofish algorithm. Figure
10 shows the SNR limitation of Cumulant and traditional CPA
when using Twofish algorithm.

It is obvious, that in case of a double impact system (noisy
and RPI) all previous methods fails to get the cipherkey
independently. As a result, combined techniques must be
conducted and thus the processing time will be increased.
Figure 11 shows the results of RPI noisy system exposed to
attack by Cumulant and traditional methods. Figure 11 (A)
demonstrates that Cumulant successfully attacks the system
unlike the other.

VII. CONCLUSION

In this paper, we have proposed new features of fourth-
order cumulant. These features include overcoming the noise
added to the processed data, aligning measured tracks, speeding
up the processing time to open new hopes to attack
unbreakable algorithms due to time processing barriers. We
have given the theoretical evaluation based on SNR criteria.
The formulas to calculate these parameters have been given

Vol. 4, No. 12, 2013

under a general form with flexible parameters, such as the
noise level, and the number of side channel signals.

VIIl. FUTUurRE WORK

Although the great results that are achieved by this paper,
there are other noise types still affect the efficiency of SCA.
These noise types need to be addressed and reduce its effects.

Extra studies are needed to highlight the benefits of the
proposed algorithm over correlative noise countermeasures.
Moreover, the limitation of the algorithm toward such noise
would be calculated.
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Quantum Cost Optimization for Reversible Sequential
Circuit
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Abstract—Reversible sequential circuits are going to be the
significant memory blocks for the forthcoming computing devices
for their ultra low power consumption. Therefore design of
various types of latches has been considered a major objective for
the researchers quite a long time. In this paper we proposed
efficient design of reversible sequential circuits that are
optimized in terms of quantum cost, delay and garbage outputs.
For this we proposed a new 3*3 reversible gate called SAM gate
and we then design efficient sequential circuits using SAM gate
along with some of the basic reversible logic gates.

Keywords—Flip-flop; Garbage Output;
Quantum Cost

Reversible Logic;

l. INTRODUCTION

In recent years, reversible computing has emerged as a
promising technology. The primary reason for this is the
increasing demands for lower power devices. In the early
1960s R. Landauer [1] demonstrated that losing bits of
information causes loss of energy. Information is lost when an
input cannot be recovered from its output. In 1973 C. H.
Bennett [2] showed that energy dissipation problem can be
avoided if the circuits are built using reversible logic gates.

Reversible logic has the feature to generate one to one
correspondence between its input and output. As a result no
information is lost and there is no loss of energy [3]. Although
many researchers are working in this field, little work has been
done in the area of sequential reversible logic. In the current
literature on the design of reversible sequential circuits, the
number of reversible gates is used as a major metric of
optimization [4]. The number of reversible gates is not a good
metric of optimization as reversible gates are of different type
and have different quantum costs [5]. In this paper, we
presented new designs of reversible sequential circuits that are
efficient in terms of quantum cost, delay and the number of
garbage outputs.

This paper is organized as follows: Section 2 presents some
basic definitions related to reversible logic. Section 3 describes
some basic reversible logic gates and their quantum
implementation. Section 4 introduces our proposed gate ‘Selim
Al Mamun’ (SAM) gate. Section 5 describes the logic
synthesis of sequential circuits and comparisons with other
researchers. Finally this paper is concluded with the Section 6.

Il.  BAsSIC DEFINITIONS

In this section, some basic definitions related to reversible
logic are presented. We formally define reversible gate,

David Menville

Pascack Valley High School
New Jersey, United States of America

garbage output, delay in reversible circuit and quantum cost of
reversible in reversible circuit.

A. Reversible Gate

A Reversible Gate is a k-input, k-output (denoted by k*k)
circuit that produces a unique output pattern for each possible
input pattern [6]. If the input vector is Iv where Iv = (I3, Iy,
l3j, ...  lej. lxj) and the output vector is Ov where Ov =
(O1j , Oz5, Ogzj, ... , Oaj, Oy, then according to the
definition, for each particular vector j, Iv <> Ov.

B. Garbage Output

Every gate output that is not used as input to other gates or
as a primary output is garbage. Unwanted or unused outputs
which are needed to maintain reversibility of a reversible gate
(or circuit) are known as Garbage Outputs. The garbage output
of Feynman gate [7] is shown in Fig. 1 with *.

C. Delay

The delay of a logic circuit is the maximum number of
gates in a path from any input line to any output line. The
definition is based on two assumptions: (i) Each gate performs
computation in one unit time and (ii) all inputs to the circuit are
available before the computation begins.

In this paper, we used the logical depth as measure of the
delay proposed by Mohammadi and Eshghi [8]. The delay of
each 1x1 gate and 2x2 reversible gate is taken as unit delay 1.
Any 3x3 reversible gate can be designed from 1x1 reversible
gates and 2x2 reversible gates, such as CNOT gate, Controlled-
V and Controlled-V" gates (V is a square-root-of NOT gate and
V" is its hermitian). Thus, the delay of a 3x3 reversible gate can
be computed by calculating its logical depth when it is
designed from smaller 1x1 and 2x2 reversible gates.

D. Quantum Cost

The quantum cost of a reversible gate is the number of 1x1
and 2x2 reversible gates or quantum gates required in its
design. The quantum costs of all reversible 1x1 and 2x2 gates
are taken as unity [9]. Since every reversible gate is a
combination of 1 x 1 or 2 x 2 quantum gate, therefore the
quantum cost of a reversible gate can be calculated by counting
the numbers of NOT, Controlled-V, Controlled-V* and CNOT
gates used.

Il. QUANTUM ANALYSIS OF DIFFERENT REVERSIBLE
GATES

Every reversible gate can be calculated in terms of quantum
cost and hence the reversible circuits can be measured in terms
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of quantum cost. Reducing the quantum cost from reversible
circuit is always a challenging one and works are still going on
in this area. This section describes some popular reversible
gates and quantum equivalent diagram of each reversible gate.

A. Feynman Gate

Let I,and O, are input and output vector of a 2*2 Feynman
gate where I, and O, are defined as follows: I,= (A, B) and O,
=(P=A, Q=A @ B). The quantum cost of Feynman gate is
1. The block diagram and equivalent quantum representation
for a 2*2 Feynman gate are shown in Fig. 1.

A" Feynman| — P=A"
Gate
B —] — Q=A®B
(@
A P=A*
B Q=A®B
(b)

Fig. 1. (a) Block diagram of 2x2 Feynman gate and (b) Equivalent quantum
representation

B. Double Feynman Gate

Let I,and O, are input and output vector of a 3*3 Double
Feynman gate (DFG) where I,and O, are defined as follows: |,
=(A,B,C)and 0, =(P=A, Q=A@ B,R=A® C). The
quantum cost of Double Feynman gate is 2 [10]. The block
diagram and equivalent quantum representation for 3*3 Double
Feynman gate are shown in Fig. 2.

A — P=A
B — DFG |— Q=A®B
C — — R=A®C
@
P=A
B . Q=A®B
C () R=A®C
Q)

Fig. 2. (a) Block diagram of 3x3 Double Feynman gate and (b) Equivalent
quantum representation.

C. Toffoli Gate

The input vector, |, and output vector, O, for 3*3 Toffoli
gate (TG) [11] can be defined as follows: I,= (A, B, C) and O,

= (P =A Q=B,R=AB®C). The quantum cost of Toffoli
gate is 5.

The block diagram and equivalent quantum representation
for 3*3 Toffoli gate are shown in Fig. 3.

Vol. 4, No. 12, 2013

A — — P=A
Toffoli

B — — O=B
Gate Q

C — — R=AB®C

(@
P=A

’JT_‘ \% ’_T_‘ O~ Q=8B
%} V] v R=AB®C

(b)

Fig. 3. (a) Block diagram of 3*3 Toffoli gate and (b) Equivalent quantum
representation.

D. Frekdin Gate

The input vector, 1, and output vector, O, for 3*3 Fredkin
gate (FRG) [12] can be defined as follows: I, = (A, B, C) and
O,=(P=A Q=AB®AC, R=AC®AB). The quantum
cost of Frekdin gate is 5. The block diagram and equivalent

quantum representation for 3*3 Fredkin gate are shown in Fig.
4,

o »

O

A —— P=A
B — Frekdin | Q:ZB@AC
Gate _
C — —R=AC®AB
A P=A
B Q=AB®AC
C R=AC®AB

Fig. 4. (a) Block diagram of 3*3 Frekdin gate and (b) Equivalent quantum
representation
E. Peres Gate

The input vector, I,and output vector, O, for 3*3 Peres gate
(PG)[13] can be defined as follows: I,= (A, B, C) and O, = (P
=A Q=A® B, R =AB @ C). The quantum cost of Peres

gate is 4. The block diagram and equivalent quantum
representation for 3*3 Peres gate are shown in Fig. 5.
A —P=A
Peres
— — Q=A®B
B Gate Q
c —1 —— R=AB®C

@

I\ P=A

A

B ’L O—9— Q-rosB

c—v V] V-Rr=nB@C
(b)

Fig.5. Block diagram of 3*3 Peres and (b) Equivalent quantum
representation
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IV. ProroseD SAM GATE

After The input vector, I, and output vector, O, for 3*3
SAM Gate is defined as follows: I, = (A, B, C) and O, = (

P=A, Q=AB®AC ,R=AC®AB). The block diagram of a
3*3 SAM gate is shown in Fig. 6.

4 — —— P=4
B —{ SAM |— Q=AB®AC
C — —— R=AC®AB

Fig. 6. Block diagram of a 3*3 SAM gate

The truth table for a 3x3 SAM gate is shown in Table I.

TABLE I. TRUTH TABLE FOR 3*3 SAM GATE
Al B C P=A | Q=AB®AC | R=AC®AB
0 0 0 1 0 0
0 0 1 1 0 1
0 1 0 1 1 0
0 1 1 1 1 1
1 0 0 0 1 0
1 0 1 0 0 0
1 1 0 0 1 1
1 1 1 0 0 1

We can verify from the corresponding truth table of the
SAM gate that the output and input vectors have one to one
mapping between them which satisfies the condition of
reversibility of a gate. We can see from Table | that the 8
different input and output vectors unique means they have one
to one mapping them. So the proposed gate satisfies the
condition of reversibility.

The Equivalent quantum representation of the SAM gate
and minimization of quantum cost are shown in Fig 7(a)
through 7(d). The quantum cost of SAM gate is 4.

Vol. 4, No. 12, 2013

(d)
Fig. 7. Quantum cost of proposed SAM gate.

If we give 0 to 3" input then we get NOT of 1% input in 1%
output, OR or 1% and 2" inputs in 2™ output and AND of 1%
and 2" inputs in 3" output. This operation is shown in Fig. 8.
So this gate can be used as two input universal gate.

4 — —— P=A4
B— SAM |— Q=A4+B
0 — —— R=4B

Fig. 8. SAM gate as two input universal gate.

V. DESIGN AND SYNTHESIS OF REVERSIBLE SEQUENTIAL
CIRCUITS
In this section, we presented novel designs of reversible
flip-flops that are optimized in terms of quantum cost, delay
and garbage outputs.

A. The SR Flip-Flop

For SR flip-flop we modified the Peres gate. The modified
Peres gate is shown in figure 9.

A — — P=A
B— MPG [—Q=A®B
C —] —— R=AB®C

(@
T l P=A
Q=A®B
V

A

B ’J_‘ O

C Vv V] VI R=AB®C
(b)

Fig.9. (a) Block diagram of 3*3 MPG and (b) Equivalent quantum
represenation
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The characteristic equation of SR flip-flop isQ =S +RQ.

The SR flip-flop can be realized by a modified Peres gate
(MPG). It can be mapped with the MPG by giving Q, R and S
respectively in 1%, 2" and 3 inputs of the MPG. Fig. 10 shows

the proposed design of SR flip-flop with Q and 6 outputs.
1_

—Q
FG
Q| L0
R MPG — 01

S Q

Fig. 10. Proposed design of SR flip-flop with Q and Q outputs

The proposed SR flip-flop with Q and C_Q outputs has

quantum cost 5, delay 5 and has the bare minimum of 1
garbage bit. The proposed design of SR flip-flop achieves
improvement ratios of 50% in terms of quantum cost, delay and
garbage outputs compared to the design presented by Rice
2008 [14]. The improvement ratios compared to the design
presented in Thapliyal et al.2010 [15] are 37%, 37% and 50%
in terms quantum cost, delay and garbage outputs. The
comparisons of our SR flip-flop (with Q andQ outputs) design

with existing designs in literature are summarized in Table II.

TABLE II. COMPARISONS OF DIFFERENT TYPES OF SR FLIP-FLOPS WITH

QAND Q OUTPUTS

Vol. 4, No. 12, 2013

proposed design of gated SR flip-flop achieves improvement
ratios of 41%, 41% and 33% in terms of quantum cost, delay
and garbage outputs compared to the design presented in
Thapliyal et al.2010 [15]. The comparisons of our gated SR
flip-flop (with Q and Q outputs) design with existing designs
in literature are summarized in Table II1.

TABLE III. COMPARISONS OF DIFFERENT TYPES OF GATED SR FLIP-

FLOPS WITHQ AND Q OuTPUTS

Cost Comparison
Gated SR flip-flop design Quantum Cost |  Delay Garbage
Outputs
Proposed 11 11 2
Existing[15] 17 17 3
Improvement in (%) w.r.t. [15] 41 41 33

Cost Comparison
SR flip-flop design Quantum Delay Garbage
Cost Outputs
Proposed 5 5 1
Existing [14] 10 10 2
Existing [15] 8 8 2
Improvement(%) w.r.t. [14] 50 50 50
Improvement(%) w.r.t. [15] 37 37 50

This SR flip-flop design does not have enable signal (clock)
and hence is not gated in nature. We proposed a design of gated
SR flip-flop that can be realized by one MPG gate, one SAM
and one FG gate. Another FG is needed to copy and produce
the complement of Q. So we used a DFG instead of two FGs.
The proposed gated SR flip-flop is shown in Fig. 11.

I CLK | CLK
R—| MPG = X—{ SAM |—
S— |

l_
0_

—Q
—Q

Fig. 11. Proposed design of gated SR flip-flop with Q and Q outputs

DFG

Proposed gated SR flip-flop with Q and (_2 outputs has
quantum cost 10, delay 10 and has 2 garbage bits. The

Our proposed Master Slave SR flip-flop with only Q
output is shown in Fig. 12.

)
J[ sAM [~ &
— O4

] FG

MPG SAM 92

R_
S_

FG

Fig. 12. Proposed Design of Master Slave SR flip-flop with only Q output

The proposed master-slave SR flip-flop with only Q output

has quantum cost 14, delay 14 and has 4 garbage bits. The
proposed design of master slave SR flip-flop achieves
improvement ratios of 36% and 36% in terms of quantum cost
and delay compared to the design presented in Thapliyal et al.
2010[15]. The comparisons of our Master Slave SR flip-flop
design with existing designs in literature are summarized in
Table IV.

TABLE IV. COMPARISONS OF DIFFERENT TYPES OF MASTER SLAVE SR

FLIP-FLOPS WITH ONLY Q OuUTPUT

Master slave SR flip-flop Cost Comparison
design Quantum Delay Garbage
Cost Outputs
Proposed 15 15 4
Existing[15] 22 22 4
Improvement in (%) w.r.t. [15] 36 36 0

B. The JK Flip-Flop

The characteristic equation of a JK flip-flop isQ=JQ + QK
. The JK flip-flop is realized by one SAM gate. It can be
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mapped with the SAM gate by giving Q, J and K to 1%, 2" and
3" inputs to the SAM gate. The proposed JK flip-flop with Q

and Q@ outputs is shown in Fig.13.

Vol. 4, No. 12, 2013

garbage outputs. The comparisons of our gated JK flip-flop
(with Q and Q outputs) design with existing designs in
literature are summarized in Table V1.

COMPARISONS OF DIFFERENT TYPES OF GATED JK FLIP-FLOPS
WITH Q AND Q OUTPUTS

TABLE VI.

Q — — Q
J SAM e [ Q
K _91 —| Q

Fig. 13. Proposed design of JK flip-flop with Q and Q outputs

The proposed JK flip-flop with Q and Q outputs has
quantum cost 5, delay 5 and has the bare minimum of 1
garbage bit. The proposed design of JK flip-flop achieves
improvement ratios of 62%, 62% and 67% in terms of quantum
cost, delay and garbage outputs compared to the design
presented in Thapliyal et al. 2010[15]. The improvement ratios
compared to the design presented in Lafifa Jamal et al.
2012[16] are 58%, 58% and 67% in terms quantum cost, delay
and garbage outputs. The comparisons of our JK flip-flop (with
Q and Q outputs) design with existing designs in literature are

summarized in Table V.

TABLE V. COMPARISONS OF DIFFERENT TYPES OF JK FLIP-FLOPS WITH

QANDQ OUTPUTS

Cost Comparisons
Gated JK flip-flop design Quantum Cost Delay Garbage
Outputs
Proposed 10 10 2
Existing[17] 16 16 3
Existing[15] 13 13 3
Improvement in (%) w.r.t. [17] 37 37 33
Improvement in (%) w.r.t. [15] 23 23 33

Our proposed Master Slave JK flip-flop with Q and(_g

outputs is shown in Fig.15.

Cost Comparisons

JK flip-flop design Quantum Delay Garbage

Cost Outputs
Proposed 5 5 1
Existing[15] 13 13 3
Existing[16] 12 12 3
Improvement in (%) w.r.t. [15] 62 62 67
Improvement in (%) w.r.t. [16] 58 58 67

The characteristic equation of gated JK flip-flop is
Q=CLKQ+CLK(JQ+QK). The gated JK flip-flop with Q
and g outputs is realized by two SAM gates and one DFG. The
proposed gated JK flip-flop is shown in Fig.14.

L9 |0 CLK, o
J4 sAM SAM |92
— . 91 |
04 DFG
SAM |—ga
( e | ¢
G —

Fig. 15. Proposed Master Slave JK flip-flop with Q and 60utputs

The proposed master-slave JK flip-flop with Q and C_)

outputs has quantum cost 15, delay 15 and has 4 garbage bits.
The proposed design of master slave JK flip-flop achieves
improvement ratios of 37% and 37% in terms of quantum cost
and delay compared to the design presented in Thapliyal and
Vonod 2007[17]. The improvement ratios compared to the
design presented in Thapliyal et al. 2010[15] are 21% and 21%
in terms quantum cost and delay. The comparisons of our

master slave JK flip-flop (with Q and Q outputs) design with

o] 0 <0 IR
- sam SAM |—g 0
K= o
DFG |- ¢
_|0

Fig. 14. Proposed Design of gated JK flip-flop with Q and Q outputs.

The proposed gated JK flip-flop with Q and Q outputs has
quantum cost 10, delay 10 and has 2 garbage bits. The
proposed design of gated JK flip-flop achieves improvement
ratios of 37%, 37% and 33% in terms of quantum cost, delay
and garbage outputs compared to the design presented in
Thapliyal and Vinod 2007[17]. The improvement ratios
compared to the design presented in Thapliyal et al. 2010[15]
are 23%, 23% and 33% in terms quantum cost, delay and

existing designs in literature are summarized in Table VII.

TABLE VII.

FLIP-FLOPS WITH Q AND6 OuUTPUTS

COMPARISONS OF DIFFERENT TYPES OF MASTER SLAVE JK

Master slave JK flip-flop Cost Comparisons
design Quantum Delay Garbage
Cost Outputs
Proposed 15 15 4
Existing[17] 24 23 5
Existing[15] 19 19 4
Improvement in (%) w.r.t. [17] 37 37 20
Improvement in (%) w.r.t. [15] 21 21 0
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C. The D Flip-Flop
The characteristic equation of gated D flip-flop is

Q=CLK.Q+CLK.D. The D flip-flop can be realized by one

SAM gate and one DFG. It can be mapped with SAM gate by
giving CLK, D and Q respectively in 1%, 2" and 3" inputs of
SAM gate. The Fig. 16 shows our proposed gated D flip-flop

with with Q and Q outputs.

CLK —— —CLK

D — SAM |— g 0

Q I
1— DFG —2@Q
0_

e

Fig. 16. Proposed design gated D flip-flop with Q and Q outputs.

The proposed gated D flip-flop with Q and Q outputs has
quantum cost 6, delay 6 and has the bare minimum of 1
garbage bit. The proposed design of gated D flip-flop achieves
improvement ratios of 14%, 14% and 50% in terms of quantum
cost, delay and garbage outputs compared to the design
presented in Thapliyal et al. 2010[15] and Lafifa Jamal et al.
2012[16]. The comparisons of our gated D flip-flop (with Q

and @ outputs) design with existing designs in literature are
summarized in Table VIII.

TABLE VIIl.  COMPARISONS OF DIFFERENT TYPES OF GATED D FLIP-FLOPS

WITH Q AND 6 OuTPUTS

Cost Comparisons
D flip-flop design Quantum Cost Delay Garbage
Outputs
Proposed 6 6 1
Existing[15] 7 7 2
Existing[16] 7 7 2
Improvement in (%) w.r.t. [15] 14 14 50
Improvement in (%) w.r.t. [16] 14 14 50

Our proposed Master Slave D flip-flop with Q and g
outputs is shown in Fig. 17.

CLK — CLK
D— SAM —a
Q
o_| FG -
L — 92
— SAM — %
1— DFG }
0_

o

L]

Ql

Fig. 17. Proposed design Master Slave D flip-flop with Q and Q outputs.
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The proposed master-slave D flip-flop with Q and Q
outputs has quantum cost 11, delay 11 and has 3 garbage bits.
The proposed design of master slave D flip-flop achieves
improvement ratios of 21% and 21% in terms of quantum cost
and delay compared to the design presented in Chuang et al.
2008[18]. The improvement ratios compared to the design
presented in Thapliyal et al. 2010[15] is 21% and 21% in terms
guantum cost and delay. The comparisons of our master slave

D flip-flop (with Q and Q outputs) design with existing
designs in literature are summarized in Table IX.

TABLE IX. COMPARISONS OF DIFFERENT TYPES OF MASTER SLAVE D

FLIP-FLOPS WITH Q AND Q OUTPUTS

Master Slave D flip-flop Cost Comparisons
design Quantum Delay Garbage
Cost Outputs
Proposed 11 11 3
Existing[18] 14 14 3
Existing[15] 13 13 3
Improvement in (%) w.r.t. [17] 21 21 0
Improvement in (%) w.r.t. [15] 15 15 0
VI. CONCLUSION

Reversible latches are going to be the main memory block
for the forthcoming quantum devices. In this paper we
proposed optimized reversible D latch and JK latches with the
help of proposed SAM gates. Appropriate algorithms and
theorems are presented to clarify the proposed design and to
establish its efficiency. We compared our design with existing
ones in literature which claims our success in terms of number
of gates, number of garbage outputs and delay. This
optimization can contribute significantly in reversible logic
community.
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Abstract—Due to the large amounts of multimedia data
prevalent on the Web, Some images presents textural motifs
while others may be recognized with colors or shapes of their
content. The use of descriptors based on one’s features extraction
method, such as color or texture or shape, for automatic image
annotation are not efficient in some situations or in absence of the
chosen type. The proposed approach is to use a fusion of some
efficient color, texture and shape descriptors with Bayesian
networks classifier to allow automatic annotation of different
image types. This document provides an automatic image
annotation that merges some descriptors in a parallel manner to
have a vector that represents the various types of image
characteristics. This allows increasing the rate and accuracy of
the annotation system. The Texture, color histograms, and
Legendre moments, are used and merged respectively together in
parallel as color, texture and shape features extraction methods,
with Bayesian network classifier, to annotate the image content
with the appropriate keywords. The accuracy of the proposed
approach is supported by the good experimental results obtained
from ETH-80 databases.

Keywords—image annotation; k-means segmentation; Bayesian
networks; color histograms; Legendre moments; Texture; ETH-80
database

l. INTRODUCTION

With the rapid development of Internet communication
technology and digital imaging technology, users can easily get
many networked digital information archives by a variety of
ways. Searching this digital information archives on the
Internet and elsewhere has become a significant part of our
daily lives. Amongst the rapidly growing body of information,
many digital images are not reached. The task of automated
image retrieval is complicated by the fact that many images do
not have suitable textual descriptions and annotations. Retrieval
of images through analysis of their visual content is therefore
an exciting and notable research challenge.

With regard to the long standing problem of the semantic
gap between low-level image features and high-level human
knowledge, the image retrieval community has recently shifted
its emphasis from low-level features analysis to high-level
image semantics extraction. Therefore, image semantics
extraction is of great importance to content-based image
retrieval because it allows the users to freely express what
images they want. Semantic content annotation is the basis for

semantic content retrieval. The automatically obtained
keywords from image annotation process can be used to
represent the images content to facilitate their retrieval.

Automatic object recognition and annotation are essential
tasks in these image retrieval systems. Indeed, Annotated
images play important role in information processing; they are
useful for image retrieval based on keywords and image
content management [1]. For that reason, many research efforts
have aimed at annotating objects contained in visual streams.
Image content annotation facilitates conceptual image indexing
and categorization to assist text-based image search that can be
semantically more significant than search in the absence of any
text [2], [3].

Manual annotation is not only boring but also not practical
in many cases, due to the abundance of information. Many
images are therefore available without suitable textual
annotation. Automatic image content annotation becomes a
recent research interest [3], [4]. It attempts to explore the visual
characteristics of images and associate them with image
contents and semantics to use textual request for image
retrieval and searching; automatic image annotation is an
efficient technology for improving the image retrieval.

The rest of the paper is organized as follows. Firstly, the
section 2 presents the proposed annotation system. The Section
3 discusses the image segmentation while the section 4 presents
a brief formulation of color histograms, Texture, and Legendre
moments as features extraction method. The Section 5 is
reserved for the annotation by the approach of image
classification using a fusion of several descriptors that are the
color histograms, Texture, and Legendre moments with
Bayesian network classifier. The Section 6 presents the
experimental results of the image annotation based on the
proposed approach. Finally, in the last section, the main
conclusion concerning the proposed approach is given in
addition to the possible future works.

Il.  ANNOTATION SYSTEM

Automatic image annotation consists of associating, to each
image, a group of words that describes the visual contents of
the image without human intervention. This task has been, and
still, the subject of many studies [5], [6], [7], [8], [9], [10].
Several ways are used to deal with the problem of automatic
image annotation. A recent review on automatic image
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annotation techniques is presented in [11]. Using machine
learning methods from examples of annotated images, many
automatic image annotation techniques aim to learn the
relationship between keywords and visual features. The learned
relationships are then used to assign keywords to non-annotated
images.

As an improvement of the previous works [12, 13, 14], this
problem is considered for image that are described globally or
not yet labeled with a suitable text terms. Some images on the
web presents textural motifs, others can be recognized with
colors or shapes of their content. The fusion of multiple
descriptors, which are of different types such as color or texture
or shape descriptors, can increase the effectiveness of images
representation allowing their annotations in a manner that is
more accurate than when using one descriptor type's. Indeed, in
situations where images have a different descriptor type's from
that used, the results will be catastrophic. Also, individual
classifier and features descriptor results are limited or not
suited for some situations [15]. So, their fusion is important, it
can improve the annotation results and improve the accuracy of
the annotation system. In such case, the proposed approach is
to use a fusion of some efficient color, texture and shape
descriptors with Bayesian network classifier to allow automatic
annotation of different image types. The objective of this
document is to provide an automatic image annotation that
merges some descriptors in a parallel manner to have a features
vector that represents the various types of image
characteristics. This approach can allow increasing the rate and
accuracy of the annotation system. The block diagram of the
image annotation system adopted in this work is shown in
Fig.1.

The system contains several phases. Firstly, the query
image is segmented into regions that represent objects in the
image, secondly, the features vector of each region are
computed and extracted from the image, and those features are
merged and are finally fed into input of the already trained
classifiers that is the Bayesian Network to decide and choose
the appropriate keywords for annotation tasks.

Il. K-MEANS IMAGE SEGMENTATION

Usually, the features vector extracted from the entire image
loses local information. Therefore, it is necessary to segment an
image into regions or objects of interest and use of local
characteristics. Image segmentation is a method that localizes
and extracts an object from an image or divides the image into
several regions. It plays important role in many applications for
image processing, and still remains a challenge for scientists
and researchers.

The efforts and attempts are still being made to improve the
segmentation techniques. With the improvement of computer
processing capabilities, several possible segmentation
techniques of an image have emerged: threshold, region
growing, k-means, active contours, level sets, etc...[16].
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Image
Segmentation

------------

Texture ) Color Shape
Descriptor: Descriptor: Descriptor:
[VTexture] ) [VCoIor] L [VShape] H
v L 2 v :

[ [VTexture] + [VCoIor] + [VShape] ]

Classification
& annotation

Annotation
Results

Fig. 1. Block Diagram of the proposed annotation system.

Among the segmentation methods, the k-means is well
suited because of its simplicity and has been successfully used
several times as a segmentation technique of digital images.

The K-Means algorithm is based on a clustering algorithm
that does not require the presence of a learning database. So,
this algorithm can organize the pixels of the image.

Given a set of image pixels X ={pl, Pyyeen pn}e RY

where each pixel is a veritable vector of dimension d = 3 in the
case of a colour image (d = 5 if the pixels coordinates are
introduced as information of spatial coherence or connectivity).
The k-Means algorithm aims to classify and divide the n pixels
of the image into k sets or regions (k < n)

S= {Rl, R,,..., Rk} with a manner that minimizes the inter-

class variance, that results in minimizing the sum of squared
Euclidean distances among the clusters defined by:

E = Zk: > |p;-m Hz = Zk:Card(Ri )xVar(R,) (1)
i i=1

i=l p;eR

Where:

e ], pixel vector;
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o Cal’d(Ri) is the number of pixels in the cluster or

region R, ;
e m = P the centre of the cluster or region
card(R,)

Ri also known as kernel;

2
> |p;-mj
ek is the variance of pixel
(Card(R, )}

cluster or region.

« Var(R)=

The k-means image segmentation algorithm finds the pixels
groups that minimize the quantity E defined above. This comes
somehow for each cluster or region, to minimize the following

quantity:
e -m[ @)

pjeR;

The principle of the minimization algorithm of this error
can result in the following main steps [18]:

1) Choosing the number of clusters (number of kernels);

2) Initialization of clusters and their kernels;

3) Updating clusters by optimizing the error clustering;

4) Calculation and revaluation of the new clusters;

5) lterate and repeat steps 3 and 4 until clusters
stabilization.

The number of clusters k can match approximately the
number of dominant colors used to represent the image. The
determination of k is done using the color histograms.

After transformation of the color image into a single image
formed by the reduced numbers of colors, the cluster number k
is selected to be the number of peaks in the histogram from the
transformed image.

An example of image segmentation, by using K-means
segmentation algorithm, is presented in Fig. 2.

Fig. 2. Example of K-means image segmentation.

Vol. 4, No. 12, 2013

IV. FEATURES EXTRACTION

After dividing the original image into several distinct
regions that correspond to objects in a scene, the feature vector
must be extracted carefully from a region to reduce the rich
content and large input data of images and preserve the content
representation of the entire image. Therefore, the feature
extraction task can decrease the processing time. it enhances
not only the retrieval and annotation accuracy, but also the
annotation speed as well, since a large image database can be
organized according to the classification rule and, therefore,
search can be done [19].

In the feature extraction method, the representation of the
image content must be considered in some situations such as:
translation, rotation and change of scale. This is the reason that
justifies the use of color histograms and moments for feature
extraction method from the segmented image.

All these features are extracted for all the images in
reference database and stored with keywords in features
database. For more precision and accuracy in the annotation
system, they can be combined together and feed to the input of
the classifier [15]. This combination costs more time for
training the classifiers due to the size of the resulted features.

A. Color histogram

Typically, the color of an image is represented through
some color model. There exist various color models to describe
color information. The more commonly used color models are
RGB (red, green, blue), HSV (hue, saturation, value) and Y,
Cb, Cr (luminance and chrominance). Thus, the color content is
characterized by 3 channels from some color models. In this
paper, we used RGB color models. One representation of color
image content is by using color histogram. Statistically, it
denotes the joint probability of the intensities of the three color
channels [20].

Color histogram describes the distribution of colors within
a whole or within an interest region of image. The histogram is
invariant to rotation, translation and scaling of an object but the
histogram does not contain semantic information, and two
images with similar color histograms can possess different
contents.

The histograms are normally divided into bins to coarsely
represent the content and reduce dimensionality of subsequent
classification and matching phase. A color histogram H for a
given image is defined as a vector by:

S s (x, y)- )
H = hli e{l,...,k}]= A VISIY 3)

~
C—

|

|
SN~—"
X
m
TN

N
~| &

(o))
~—
IA

Cli)<ix E(%)

Where:
e irepresent a color in the color histogram;

e E(X) denotes the integer part of x;
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o hl[i] is the number of pixel with color i in that image;
e ks the number of bins in the adopted color model;
e And § is the unit pulse defined by:

1 if x=y=0

5(x, y):{ )

0 else

In order to be invariant to scaling change of objects in
images of different sizes, color histograms H should be divided
by the total number of pixels M x N of an image to have the
normalized color histograms.

For a three-channel image, a feature vector is then formed
by concatenating the three channel histograms into one vector.

B. Legendre Moments

In this paper, the Legendre moments are calculated for each
one of the 3 channel in a color image. A feature vector is then
formed by concatenating the three channel moments into one
vector.

The Legendre moments [21] for a discrete image of M x N
pixels with intensity function f(x, y) is the following:

M-1N-1
= ﬂ/pq I:>p (XI) Pq (y]) f (X! y) (5)
x=0 y=0
Where A, =m, xi and y; denote the
M x N

normalized pixel coordinates in the range of [-1, +1], which are
given by:

_2x—-(M -1)
S VI |

6
2y—(N-1) ©

YiTTN

Pp (X) is the p"-order Legendre polynomial defined by:

Pp(x):kZi; zp(k!()lf:;(‘fikp);k] -

In order to increase the computation speed for calculating
Legendre polynomials, we used the recurrent formula of the
Legendre polynomials defined by:
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7, 0= 2, )- D, (1)

(®)

C. Texture Descriptors

Several images have textured patterns. Therefore, the
texture descriptor is used as feature extraction method from the
segmented image.

The texture descriptor is extracted using the co-occurrence
matrix introduced by Haralick in 1973 [22]. So for a color
image I of size N x N x3 in a color space (C,,C,,C,),

for (k,1)efl,---,NJ and (a,b)e[1,---,G] , the co-
occurrence matrix M fv’lc'[l] of the two color components
C,C'e{C,,C,,C,} from the image I is defined by:

c.c - L
My ([I],a,b)—mx )

N-kN-I
~a, I(i+k, j+1,C")-b)

2.2, 401G

i=1 j=1

Where § is the unit pulse defined by:

1 if x=y=0
o0 y)= {O else (10

Each image 1 in a color space (C,,C,,C,) can be
characterized by six color co-occurrence matrix.

c,,C C;,C C;.C,
MatrixlvI i l[l], M [I] and M [I] are not
taken into account because they can be deduced respectively by

MEEI] M*S[I]

diagonal symmetry from matrix and

M CZ y C3 [I ] i .

. As they measure local interactions between
pixels, they are sensitive to significant differences in spatial
resolution between the images. To reduce this sensitivity, it is
necessary to normalize these matrices by the total number of
the considered co-occurrences matrix:

MQCmLam)
an
M (i i)

Where T is the number of quantization levels of the color
components.

M (1] a,b)=

i=0 j=0

25|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

To reduce the large amount of information of these
matrices, the 14 Haralick indices [22] of these matrices are
used. There will be then 84 textures attributes for six co-

occurrence matrices (14.x 6).

V. IMAGE CLASSIFICATION AND ANNOTATION

The goal of pattern classification is to allocate an object
represented by a number of feature vectors into one of a finite
set of classes from the reference database. In order to classify
unknown patterns, a certain number of training samples
available for each class are used to train the classifier. The
learning task is to compute a classifier or model that
approximates the mapping between the input-output examples
and correctly labels the training set with some level of
accuracy. This can be called the training or model generation
stage. After the model is generated and trained, it is able to
classify an unknown instance, into one of the learned class
labels in the training set. More specifically, the classifier
calculates the similarity of all trained classes and assigns the
unlabeled instance to the class with the highest similarity
measure.

Therefore, image annotation can be approached by the
model or the classifier generated and trained to bridge the gap
between low-level feature vectors and high-level concepts; a
function is learned which can directly correspond the low-level
feature sets to high-level conceptual classes. There are several
types of classifier that can be used for classification. The
Bayesian network classifier is used in this paper.

Bayesian networks are based on a probabilistic approach
governed by Bayes' rule. The Bayesian approach is then based
on the conditional probability that estimates the probability of
occurrence of an event assuming that another event is verified.
A Bayesian network is a graphical probabilistic model
representing the random variable as a directed acyclic graph. It
is defined by [22]:

o G =(X,E), Where X is the set of nodes and E is the
set of edges, G is a Directed Acyclic Graph (DAG)
whose vertices are associated with a set of random

variables X ={X_, X,,---, X, };

. 0={P(Xi|Pa(Xi))} is a conditional probabilities
of each node X;
Pa(X,) inG.

The graphical part of the Bayesian network indicates the
dependencies between variables and gives a visual
representation tool of knowledge more easily understandable
by users. Bayesian networks combine qualitative part that are
graphs and a quantitative part representing the conditional
probabilities associated with each node of the graph with
respect to parents [23].

relative to the state of his parents

Pearl and all [24] have also shown that Bayesian networks
allow to compactly representing the joint probability
distribution over all the variables:

Vol. 4, No. 12, 2013

HP( Pa(x,) 2

Where Pa(X )is the set of parents of node X, in the
graph G of the Bayesian network.

P(X)=P(X;, X, X

This joint probability could be actually simplified by the
Bayes rule as follows [25]:

P(X)="P(X,, X,,

)= TTpl pelx,)

i=1

(X ‘xnlim’ )XP nl‘xn 20 oy X 1) XX

= P(XI)XHP(Xi ‘va ! Xl)

P(Xz‘xl)x P(Xl)

(13)

The construction of a Bayesian network consists in finding
a structure or a graph and estimates its parameters by machine
learning. In the case of the classification, the Bayesian network

can have a class node C; and many attribute nodes X j- The

naive Bayes classifier is used in this paper due to its robustness
and simplicity. The Fig. 3 illustrates its graphical structure.

(o)
OO

Fig. 3. Naive Bayes classifier structure.

To estimate the Bayesian network parameters and
probabilities, Gaussian distributions are generally used. The
conditional distribution of a node relative to its parent is a
Gaussian distribution whose mean is a linear combination of
the parent’s value and whose variance is independent of the
parent’s value [26]:

- ol [+z % —m]] ()
Where,

« Pa(X,)Arethe parents of X;;

Ui, Ml , 0 and ojare the means and variances of

the attributes X; and X;
considering their parents;

respectively  without

e N, isthe number of parents;
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) O.

ij Isthe regression matrix of weights.

After the parameter and structure learning of a Bayesian
network, The Bayesian inference is used to calculate the
probability of any variable in a probabilistic model from the
observation of one or more other variables. So, the chosen class
Ci is the one that maximizes these probabilities [27], [28]:

P(Ci)ﬁP(X j‘Pa\(x j),Ci) if X, has parents
L] (15)

P(Ci‘ X ) = n
PCIT] P(x,lc.) else

For the naive Bayes classifier, the absence of parents and
the variables independence assumption are used to write the
posterior probability of each class as given in the following
equation [29]:

P(Ci|x)= P(Ci )H P(Xi|Ci) (16)
=1
Therefore, the decision rule d of an attribute X is given by:

d(X)=argmax P(C,|X)
Ci
= argmax P(X|C,)P(C,) (17)
¢
=argmax P(C;) : P(x [c,)

Ci j=1

The class with maximum probability leads to the suitable
character for the input image.

VI. EXPERIMENTS AND RESULTS

A. Experiments

In the experiments, for each region that represent an object
from each color channel of the query image, the number of
input features extracted using the order 3 of Legendre moments
is 10 (LOO, LO01, LO2, LO3, L10, L11, L12, L20, L21, L30). The
number of input features for color histogram is 16 per image
channel. So, the result is 30 elements for Legendre moments
and 48 elements for color histograms in the case of the 3
channels. The number of input features extracted using Texture
extraction method is 14 x 6 = 84. These inputs are presented
and feed to the Bayesian network classifier, for testing to do
matching with the feature values in the reference database. To
test the accuracy of the proposed approach, we measured the
precision rates of each single descriptor.

Fig. 4 shows some examples of image objects from ETH-80
image database used in our experiments. The experiments are
made based on different classes of objects.

Fig. 4. Some examples of objects from ETH-80 image database.

The accuracy of image annotation is evaluated by the
precision rate which is the number of correct results divided by
the number of all returned results.

All the experiments are conducted using the ETH-80
database containing a set of 8 different object images [30]. The
proposed system has been implemented and tested on a core 2
Duo personnel computer using Matlab software.

B. Results

The results of the image annotation system based on
Legendre, RGB, Texture descriptors and their fusion using a
Bayesian network classifier are presented in table 1.

TABLE I. GENERAL ANNOTATION RATES OF THE ANNOTATION SYSTEM
BASED ON LEGENDRE, RGB, TEXTURE DESCRIPTORS AND THEIR FUSION USING
A BAYESIAN NETWORK CLASSIFIER.

Descrintor Aporoch Annotation| Error | Execution
p pp rate (%) |rate (%) | time (s)

Legendre 78.00% | 22.00% | 10756.49
RGB 67.50% | 32.50% 162.16
Texture 55.00% | 45.00% 489.65

Legendre+Texture+RGB+Bayes 87.50% 12.50% | 12430.78

From the Table 1, the experimental results showed that the
annotation rate of the proposed method based on the fusion of
Texture, color histogram and shape descriptor increase the
precision of the color image annotation system.

The fusion of descriptors will certainly increase
significantly the annotation rate since they will fill each other.
In some situation where one or two descriptors are not suitable,
the 2" or the other descriptors can give a good result. The
object in the input image will be recognized and annotated by
either the texture or the color histogram or the shape
descriptors.

In order to show the robustness of the proposed approach,
more details are provided by calculating the confusion matrix
of some method as presented in Fig. 5.
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Fig. 5. Confusion matrix for: a) Texture with bayesian network, b) Texture,
color and shape descriptors fusion with bayesian network.

The 2 confusion matrix in Fig. 5 show that the misclassified
and incorrectly annotated objects (indicated by red color) in the
case of using texture as single descriptor and Bayesian network
classifier are reduced in the case of using the proposed
approach based on fusion of many descriptors kinds (Texture,
color and shape).
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The results are also affected by the accuracy of the image
segmentation method. In most cases, it is very difficult to have
an automatic ideal segmentation. Therefore, any annotation
attempt must consider image segmentation as an important
step, not only for automatic image annotation system, but also
for the other systems which requires its use.

VII. CONCLUSION

In this paper, the approach based on a fusion of different
descriptors is used for the automatic image annotation system.
For this image annotation system, we discussed the effect of
merging different type of descriptors. The texture, color
histogram and shape descriptors are merged together in one
feature vector and used to classify and annotate the input image
by the suited keywords that are selected from the reference
database image. The performance of the proposed method has
been experimentally analyzed. The successful experimental
results proved that the proposed image annotation system gives
good results for image that are well and properly segmented.
However, Image segmentation remains a challenge that needs
more attention in order to increase precision and accuracy of
the image annotation system. Also, the gap between the low-
level features and the semantic content of an image must be
reduced and considered for more accuracy of any image
annotation system. Other segmentation method and other
features extraction method must be considered for future work.
The feedback of results can be investigated for the automatic
image annotation system. Finally, the execution time must be
decreased in order to use the online system.
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Abstract—In the literature, there were many research efforts
that utilized the artificial immune networks to model their
designed applications, but they were considerably complicated,
and restricted to a few areas that such as computer security
applications. The objective of this research is to introduce a new
model for artificial immune networks that adopts features from
other biological successful models to overcome its complexity
such as the artificial neural networks. Common concepts between
the two systems were investigated to design a simple, yet a robust,
model of artificial immune networks. Three artificial neural
networks learning models were available to choose from in the
research design: supervised, unsupervised, and reinforcement
learning models. However, it was found that the reinforcement
model is the most suitable model. Research results examined
network parameters, and appropriate relations between
concentration ranges and their dependent parameters as well as
the expected reward during network learning. In conclusion, it is
recommended the use of the designed model by other researchers
in different applications such as controlling robots in hazardous
environment to save human lives as well as using it on image
retrieval in general to help the police department identify
suspects.
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Keywords—Artificial Artificial
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Immune Systems;

l. INTRODUCTION

There are many ways to describe what is meant by
Artificial Neural Networks (ANNSs). In essence, the artificial
neural networks are modeled after the biological neural
networks that constitute the basic building blocks of the
nervous system. The biological neuron, which is the basic
element of ANN, consists of: soma, axons, dendrites and the
synapses. The biological neural network consists of many
neurons connected together in a specific way to learn to
perform a certain function. Therefore, to summarize, what is
artificial neural networks? One of the well known original
definitions is:"An artificial neural network is a massively
parallel distributed processor that has a natural tendency for
storing experimental knowledge and making it available for
use," [1].

There are many functions that a human could need in his
daily life. Starting from early childhood, that function could be
learning how to hold a cup to drink and to adjust the hand eye
coordination mechanism using specific neural networks to
perform such task. As the network learns to perform a certain
function, the whole experience is stored in the synaptic strength
between neurons.

The focus of this research will be on single-layer and multi-
layer artificial neural networks as a model to draw ideologies
from. The theory and algorithms behind single-layer and multi-
layer networks will be briefly discussed in the design section.
Having defined Artificial Neural Networks, it is important to
shed some light on the artificial immune system. According to
Dasgupta and Nino, immunity could be regarded as: “The
condition in which an organism can resist diseases, more
specifically infectious diseases. However, a broader definition
of immunity is the reaction to foreign substances, pathogens,
which includes primary and secondary immune responses,” [2].

Section two covers the literature related work. Section three
describes different ANN structures as well as their general
different training methods. Section four, on the other hand,
focuses on the artificial immune networks and the interaction
between antigens and antibodies. At section five, the new
proposed artificial immune network structure is proposed.
Section six has a discussion that offers analysis of the proposed
ideologies. Finally, section seven wrap ups with the overall
conclusion and future work.

Il.  BACKGROUND

Reviewing the literature during the past decade, it was
found that, in general, there are many applications that benefit
from the immune system’s features like self non-self
discrimination, specificity, and memory [3-7]. The main idea
behind their research was having a network that adapts itself by
adjusting the concentrations of its nodes. On the other hand, a
few researchers focused on analyzing immune networks to
utilize it as a complement to artificial neural networks to make
Neural networks more effective [8]. On the other hand, other
researchers focused on developing artificial immune networks
as alternatives to artificial neural networks. Vertosick & Kelly
combined the immune network theory with parallel distributed
processing concepts to produce an alternative ideology to
neural network architectures [9]. However, these research
efforts, although effective, were done more than a decade ago.
Recently, researchers worked on another line of research trying
to use hybrid system of artificial immune systems and other
systems, e.g. neural networks [10-12]. The goal of those hybrid
systems was to get the best advantages of both systems, but the
resultant systems were complicated.

Most of the aforementioned research made considerable
efforts to highlight the importance of artificial neural networks
as well as the artificial immune networks. However, integrating
both network paradigms is not the goal of this research, and
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neither is the replacement of artificial neural networks by a
more robust artificial immune network. What is being
approached in this research is an attempt in which the
complexity of the artificial immune network is being perceived
from an artificial neural network lens. It is an exploration of
opportunities that is expected to lay a foundation of an array of
research projects that will benefit from the findings of the
proposed research. One major advantage of this research is to
produce a simple, yet a robust, model for an artificial immune
network that could be useful in many applications. Moreover,
producing a simplified model of AIN is expected to encourage
researchers in the field to deploy the designed model in their
applications.

IIl.  INVESTIGATE DIFFERENT ARTIFICIAL NETWORK
PARADIGMS

A. Structure of Artificial Neural Networks

As mentioned earlier, Artificial Neural Networks build
upon the model of the biological nervous systems. Based on
the information about the function of the brain within the
nervous system efforts were invested to obtain a mathematical
model for the human learning habits. The results of these
efforts laid the foundation of Artificial Neural Networks [13].
The mathematical models started from the smallest entity in the
nervous system: the neuron. Scientists started with introducing
the mathematical model of the artificial neuron: The
Perceptron.

A Perceptron has a set of n synapses associated to the
inputs. Each of them is characterized by a weight. Each input
signal, x; is multiplied by its corresponding weight, w;. The
weighted input signals are summed and a bias, x,w,, is added
to improve learning. Thus, a linear combination of n input
signals is obtained, see equations 1 and 2. A nonlinear
activation function ¢ is applied to the weighted sum Z, and the
final output is expected to fire only if it exceeds a threshold 6.

Z =YL xw; + xow, eqgn. (1)
0,Z<46
fa={ 754 ean. (2)

The activation function could have many forms according
to the neuron design (e.g. Log-Sigmoid function and Tan-
Sigmoid function). In the case of the Perceptron, the design is
simple and entails using the threshold function as it is required
to classify two-class inputs only [14]. The Perceptron was
followed by the introduction of single-layer and multiple-layers
neural networks. In single-layer ANN the input layer acts as a
fan-in layer that does no processing. However, in the output
layer, each node is a neuron, which receives inputs and
produces an output according to the previously mentioned
process of the Perceptron. The activation functions used at the
output layer may be any of the aforementioned functions and
not necessarily the threshold function. Multi-layer ANN, on the
other hand, consists of more than one processing layer.
Considering feed-forward ANN, all calculations are done in
parallel in each layer, and the output of one layer is broadcasted
to successive layers until the final network outputs are
calculated. Only the last layer is called the output layer, while
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all the layers located between the input and output later are
called hidden layers, see figure 1.
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Layer Layer Layer
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Fig. 1. Multi Layer Neural Networks

B. Training of Artificial Neural Networks

In the previous section, artificial neural networks were
categorized according to their structure. Artificial Neural
Networks could be also categorized according to their method
of learning. Its ability to learn resembles the method that the
human brain learns. In general, researchers categorized the
learning methods of artificial neural networks to be within
three main categories: Supervised Learning, Unsupervised
Learning, and Reinforcement Learning [15].

State of the

Environment
Environment % Teacher

Learning
System

Fig. 2. Supervised Learning of Artificial Neural Networks

Desired
Response

Actual

+
Response
X

Error Signal

During training using supervised learning, the network
learns and gains experience from a set of predefined training
examples, see figure 2. During the training session the input
vectors are applied to the network, and the resulting output
vector is compared with the desired response. If the actual
response differs from the target response, an error signal
adjusts the network weights. The error minimization process is
supervised by a teacher. In general, supervised training method
is used to perform non-linear mapping in pattern classification
nets, pattern association nets, and multilayer nets.

On the other hand, there is another method of training: the
unsupervised learning method. This type of training doesn’t
require a teacher. In this method, input vectors of similar types
are grouped together without a teacher. After training, when a
new input pattern is applied, the NN provides an output
response indicating the class to which the input pattern belongs.
If a class cannot be found, a new class is generated.
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The third method of training artificial neural networks is the
reinforcement training method, see figure 3. In that method the
network learns by trial and error, and the performance of each
element is being monitored, which means that there is a certain
level of supervision, but there is no predefined desired output.
Instead, there is a common goal for the whole network to
achieve. Network elements perceive their states and perform
actions. After each round of actions, the performance of each
element is evaluated and the corresponding critic is assigned.
This process is repeated until the network overall goal is
achieved.

State of the

Environment
Environment Critic

N _
Reinforcement
Actions Signal

—_—
Learning System

Fig. 3. Reinforcement Training of Artificial Neural Networks

IV. INVESTIGATE THE ARTIFICIAL IMMUNE NETWORK
PARADIGM

The biological immune system consists of lymphocytes that
have two major types, T-cells and B-cells. B-cells are
responsible for humoral immunity that secretes antibodies. T-
cells are responsible for cell mediated immunity. Each B-Cell
has a unique structure that produces suitable antibodies in
response to invaders of the system. That type of response is
called innate immunity and eventually results in antibody-
antigen relations to be stored in case the host encounters the
same invader again. In that case, the immune response in
expected to be faster given that the network has seen it before,
i.e. learned how to deal with it [16, 17].

The immune system has Idiotopic networks that use
stimulation and suppression among its elements to achieve
immunity against antigens (Ags). The part of an antigen that
can be recognized by antibodies is called epitope (Ep). As a
result of this stimulation the B-cells start to produce Abs (Y-
shaped). On the other hand, the part of the antibody that can
recognize epitopes of antigens is called paratope (P). However,
part of an antibody, called idiotope (ld), could be regarded as
antigen by other antibodies in the idiotopic network [18, 19],
see figure 4.
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Fig. 4. Detailed Stimulation and supression in ldiotopic Networks
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V. BUILDING THE NEW IDIOTOPIC IMMUNE NETWORK
BASED ON THE MOST SUITABLE ARTIFCIAL NEURAL NETWORK
MODEL

In the previously reviewed literatures some researchers
initiated an idea about how the AIN could be viewed from an
ANN ideology. In their depiction, the network structure was
abstract, while the pool of Idiotopes and Epitopes was loosely
connected. However, there is a need for a more precise
realization in order to have a robust artificial immune Network.
It is our goal in this research to clarify the depiction of artificial
immune networks from the artificial neural networks point of
view by giving an explanation for the investigated ideology.
That could be done by starting the design from the original
constructing Lymphocyte units, and that will eventually lead to
a concrete Artificial Immune Network structure.

A. Network Structure Primary Design

Fig. 5. Stage-1 Ag stimulation

The artificial immune network is not necessarily
constructed out of layers as the case in Artificial Neural
Networks. Therefore, this project design started from the basic
Perceptron unit, B-Cell, and builds its way up to the full multi
Artificial Immune Perceptron (AIP) network.

Figure 5 illustrates stage-1 when an Ag attacking a host. As
the features of that Ag, Eps, appear in the host, matching Abs
are being produced by different AIPs when being stimulated by
the Ag. Based on the concept of complimentarity, each Ep is
paired with its corresponding Ab Paratop P, and eventually a
set of matching pairs (Ep, P) are produced. For example,
AIP#1 could produce antibodies Ab;; and Abj,. Those
antibodies could bond with the Ag Epitop Ep; if they match it.
That process is called affinity measurement. The Ab required
concentrations are then decided, affinity maturation, and then
sent back to the host to counter the effect of the Ag. Figure 6
illustrates stage-2 where Abs are secreted by the AIPs to
suppress Ag stimulation.

B. The Final Design of the Multi-AlIP network

The stages depicted in figure 5 and 6 could be combined to
form one network structure that resembles the structure of a
single layer artificial neural Perceptron network, see figure 7.
The input layer has the Ag features Ep;, Epy... Epn.  These
features are passed to the output layer where affinity
measurement and affinity maturation are handled.
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Fig. 6. Stage-2 Ab supression

The generated Ab’s are fed back to the first layer to counter
the effect of the Ag Ep’s.

Based on the nature within the network, Farmer et al
claimed that the interaction within the Idiotopic immune
network, which is modeled in the Multi-AIP network, could be
governed by the following equation, equation 3:

ac;(t) _

= (ELmyic — Zh=a ki +my — k() ean. (3)

,where the first term, from the left, represents the total
stimulation between different B-cells in the idiotopic network.
The second term represents the total suppression. The third
term represents the Ab stimulation received by an Ag based on
the affinity between them. As for the fourth term, k, it
represents the mortality of an Ab [20]. N represents the number
of Abs, while C represents the concentration of Ab within the
network, and m represents affinity.

Crenerated Antibo

Fig. 7. The Multi-AIP Network Structure
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VI. DISCUSSION

The dynamics of the aforementioned Multi-AlIP network
structure could be described by explaining the dynamics of its
components: antigens and antibodies. However, not all the
artificial neural network models could be deployed in this
artificial immune network designed model. For example, an
artificial neural network models that are based on supervised
learning are not likely to be implemented. The reason is that the
concept of forward pass and reverse pass would not be fully
implemented as a technique for handling the network
dynamics. In particular, the concept behind the reverse pass
dynamics cannot be deployed, because there is no desired
output to compare with the actual output produced at the output
layer of the network. However, it was found that there is a
common feature among most artificial neural network models.
Most models store the learned experience in the weights
associated with each input, and in general these weights are
updated during the learning process according to equation 4:

Wirp1 = W + Aw eqn (4)

This equation means that the new weight during learning at
time t+1 is based on the previous value of weight at time t plus
an increment Aw. The value of this increment varies according
to the learning method. By the end of the learning process the
learned knowledge is expected to be stored in the weight values
that represent the strengths between network components.
Similarly, in the artificial immune network antibodies
concentration values changes during learning to suppress
antigen behavior. In the end, the learned knowledge is expected
to be stored in the concentration values. By projecting the
weight update concept on the artificial immune network
learning process, it could be concluded that antibody
concentration could follow the same ideology:

Ciyq = Co+ AC eqn. (5)

To accurately model concentrations for antigens and
antibodies, theoretical biology should be involved. According
to Boer, population growth could be described by a classical
logistic equation. Therefore, in this research, antibody
concentration could be modeled using equation 6.

Cap(O) = eqn. (6)

CabetCabmax

Cabot(Cabmax—Cab.)e™
r=b—d

, Where C,,. is the initial concentration of the Ab
population, C, _ is the carrying capacity of the population,
and r is the natural rate of increase represented as the difference
between the birth rate, b, and the death rate d. Therefore, by
controlling Cp, . and Cap, the Ab population size could be
controlled. However, it was noticed that as r increases, the
concentration curve becomes more steep (i.e. when r,>ry), see
figure 8.
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Antibody Concentration Equation
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Fig. 8. Antibody Concentration

Antigen Concentration Equation
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Fig. 9. Antigen Concentration

The Ag population mathematical representation is in
general similar to the Ab abovementioned representation.
However, in this research, the Ag is not assumed to proliferate,
b=0, which denotes that the Ag population will ultimately
extinct and its concentration will eventually reach zero, see
figure 9. Unlike the Ab concentration equation, antigen
concentration could be modeled using equation 7:

Cag() = Cug, .7 eqn.(7)

As learning progresses, Ab and Ag concentrations are
expected to change. The value of AC determines the amount
of expected change that takes place during that process.
However, as mentioned earlier, that value varies as the learning
mechanism changes.

Based on the nature of the Multi-AIP network structure,
and the expected interaction between Paratop-Epitop as well as
Paratop-Idiotop, the best ANNs model to use would be the one
that is based on the competitive network ideology. Therefore,
according to reinforcement learning AC could take the
following values during learning as depicted in table I:
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TABLE I. AC VALUES DURING A LEARNING EPISODE
Time Step Value of AC
Step#l T
Step=2 L]
Step#3 s Te+z
Stepn " Tin

, Where pis a discount fraction, between 0 and 1, raised to
the power of the number of time steps, and the reward at time t
is r. More succinctly, the change in Ag and Ab concentration
could be given by the following equation:

AC.(n) = u"r, eqn. (8)

Reinforcement Learning Critique Equation
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Fig. 10. Antibody Concentration

The result of the analysis showed that as the number of
iteration steps increases, the incremental change an Ag and Ab
concentrations also increases see figure 10. However, in
general it is concluded that as n—oo the value of AC;(n) —0. In
addition, results showed that as the value of the discount factor
u decreases, the curve becomes less steep (1, < Uy).

VII. CONCLUSION AND FUTURE RECOMMENDATIONS

Artificial neural network has been a reliable model for at
least the past two decades. In this project, it proved that it can
deliver ideologies to inspire the creation of a robust artificial
immune network model. There were many artificial neural
network models in the literature, but current research analysis
showed that the reinforcement learning model suits the
dynamics of the artificial immune networks. Despite the
diversity of modeling techniques for artificial neural networks,
careful selection has been deployed to store the network
learned experience as well as the way to update it. Finally, the
effect of some network learning parameters values were
investigated to better control the network learning process.
That resulted in a more robust artificial immune network.
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In conclusion, it is believed that the designed model could
be used for many applications.

The careful design scaffolding process that was
implemented in building the model for an artificial immune
network led to a robust model. The model in general suits
different applications that deploy intelligent behavior. For
future work, it is recommended to use the designed network
model to build some applications in the Robotics field, for
example, where robots can be used in rescue operations. These
types of applications can intervene in hazardous situations and
save many human lives. Another area that is recommended
could be in pattern recognition to help the police department
identify suspects even if partial interrogation information is
available. That can narrow down the suspects’ list, and
eventually save time, money, and particularly huge office work
efforts. These are some examples of applications that could
benefit from the proposed designed model, but in general, there
are several applications especially in the artificial intelligence
field that could benefit from it.

REFERENCES

[1] Simon Hykins, Neural Networks: A Comprehensive Foundation,

Prentice Hall, 1999.

[2] Dipankar Dasgupta, Luis F. Nifio, Immunological Computation: Theory
and application. NewYork, NY : CRC Press, 2009.

[3] Purbasari, A., Iping, S.S., Santoso, O.S., Mandala, R., "Designing
Artificial Immune System Based on Clonal Selection: Using Agent-
Based Modeling Approach,” Modelling Symposium (AMS), Asia,
pp.11,15, 23-25 July 2013.

[4] Chung-Ming Ou, Yao-Tien Wang, Ou, C.R., "Intrusion detection
systems adapted from agent-based artificial immune systems," Fuzzy
Systems (FUZZ), 2011 IEEE International Conference , pp.115,122, 27-
30, June 2011.

[5] D. Dasgupta, “Advances in Artificial Immune Systems,” IEEE
Computational Intelligence Magazine, Vol. 1, No. 4, pp. 40-49, 2006.

[6] Meshref, H., Vanlandingham, H., “Artificial Immune Systems:
Application to Autonomous Agents,” |IEEE International Conference on
Systems, Man, and Cybernetics, Nashville, Tennessee, Vol.1, pp. 61 —
66, 2000.

[71

(8]

[9]

[10]

[11]

[12]

[13]
[14]
[15]
[16]
[17]
[18]
[19]

[20]

Vol. 4, No. 12, 2013

Meshref, H., Vanlandingham, H., "Immune network simulation of
reactive control of a robot arm manipulator,” Soft Computing in
Industrial Applications, SMCia/01, Proceedings of the 2001 IEEE
Mountain Workshop on Soft Computing in Industrial Applications,
pp.81,85, 2001.

Seral Sahan, Salih Giines, “Immuno Theory Applications in Neural
Networks,” retrieved from The Chamber of Electrical Engineers (EMO)
at http://www.emo.org.tr/ekler/19345a4c56¢55ba_ek.pdf on July 2012.

Vertosick, F. T., Kelly, R. H., "The Immune System as a Neural
Network: A Multi-epitope Approach," Journal of Theoritical Biology,
pp.225-237,1991.

Seral Sahan, Kemal Polat, Halife Kodaz, Salih Giines, “A new hybrid
method based on fuzzy-artificial immune system and k-nn algorithm for
breast cancer diagnosis,” Computers in Biology and Medicine, Vol. 37,
No. 3, pp. 415-423, 2007.

Ruiying Zhou, Qiuhong Fan, Mingjun Wei, “Solving for multimodal
function with high dimensions base on Hopfield Neural Network and
immune algorithm,” International Conference on Electronic and
Mechanical Engineering and Information Technology (EMEIT), China,
August 2011.

Huang Yue , Shenyang Ligong, Li Dan , Gao Liqun, “ Power system
short-term load forecasting based on neural network with artificial
immune algorithm,” 24th Chinese Control and Decision Conference
(CCDC), Taiyuan,China, May 2012.

Kishan Mehrotra, Chilukuri Mohan, Sanjay Ranka, Elements of
Artificial Neural Networks, Bradford Press, 1996.

Colin Tosh, Graeme Ruxton, Modelling Perception with Artificial
Neural Networks, Cambridge University Press, 2010.

B. Yegnanarayana, Artificial Neural Networks, Prentice Hall of Indea,
2006.

De Castro, L. N., J. Timmis, Artificial Immune Systems: A New
Computational Intelligence Approach, Springer, Heidelberg, 2002.
Dipanker Dasgupta, “An Overview of Artificial Immune Systems and
Their Applications,” Springer, 1998.

N. K. Jerne, “The generative grammar of the immune system,” The
EMBO Journal, Vol.4, No.4, pp. 847-852, 1985.

N. K. Jerne, “ldiotopic Network and Other preconceived ideas,”
Immunological Rev., Vol. 79, pp. 5-24, 1984.

Farmer, J. D., N. H. Packard, A. S. Perelson, “The immune system,
adaptation and machine learning,” Physica, 22D, 187-204, 1986.

35|Page

www.ijacsa.thesai.org


http://www.google.ca/search?hl=en&biw=1155&bih=623&tbm=bks&q=inauthor:%22Dipankar+Dasgupta%22&sa=X&ei=Rd7sTrqpJM704QSm6-CnCQ&ved=0CDAQ9Ag
http://www.google.ca/search?hl=en&biw=1155&bih=623&tbm=bks&q=inauthor:%22Dipankar+Dasgupta%22&q=inauthor:%22Luis+Fernando+Ni%C3%B1o%22&sa=X&ei=Rd7sTrqpJM704QSm6-CnCQ&ved=0CDEQ9Ag
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=p_Authors:.QT.Ruiying%20Zhou.QT.&newsearch=partialPref
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=p_Authors:.QT.Ruiying%20Zhou.QT.&newsearch=partialPref
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=p_Authors:.QT.Mingjun%20Wei.QT.&newsearch=partialPref
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=p_Authors:.QT.Huang%20Yue.QT.&newsearch=partialPref
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=p_Authors:.QT.Li%20Dan.QT.&newsearch=partialPref
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=p_Authors:.QT.Gao%20Liqun.QT.&newsearch=partialPref
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=6233112
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=6233112
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=6233112
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=6233112
http://www.amazon.ca/s?_encoding=UTF8&field-author=Kishan%20Mehrotra&search-alias=books-ca
http://www.amazon.ca/s?_encoding=UTF8&field-author=Chilukuri%20Mohan&search-alias=books-ca
http://www.amazon.ca/s?_encoding=UTF8&field-author=Sanjay%20Ranka&search-alias=books-ca
http://www.amazon.ca/s?_encoding=UTF8&field-author=Colin%20R.%20Tosh&search-alias=books-ca
http://www.amazon.ca/s?_encoding=UTF8&field-author=Graeme%20D.%20Ruxton&search-alias=books-ca

(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 4, No. 12, 2013

Anonymous Broadcast Messages

Dragan Lazic

School of Computer Science
University of Guelph
Guelph, ON, CANADA

Abstract— The Dining Cryptographer network (or DC-net) is
a privacy preserving communication protocol devised by David
Chaum for anonymous message publication. A very attractive
feature of DC-nets is the strength of its security, which is inherent
in the protocol and is not dependent on other schemes, like
encryption. Unfortunately the DC-net protocol has a level of
complexity that causes it to suffer from exceptional
communication overhead and implementation difficulty that
precludes its use in many real-world use-cases. We have designed
and created a DC-net implementation that uses a pure client-
server model, which successfully avoids much of the complexity
inherent in the DC-net protocol. We describe the theory of DC-
nets and our pure client-server implementation, as well as the
compromises that were made to reduce the protocol’s level of
complexity. Discussion centers around the details of our
implementation of DC-net.

Keywords—Dining Cryptographer network; Privacy; sender-
untraceability

. INTRODUCTION

The issue of privacy and anonymity on the Internet has
become a challenging one, especially with the growing
influence that the Internet has on our day-to-day social lives.
With the increased use of social networking sites and mobile
Internet based communication, being anonymous and
maintaining privacy has becoming something that the average
computer has great difficulty in achieving. Preserving the
anonymity of the communicating parties is crucial in situations
where knowledge of the identity of the source of
communicated messages could create a conflict of interest,
jeopardize the integrity of a process or endanger the
participants. The concept of maintaining anonymity is simple
to conceive. However, they can be rather difficult to
implement. The trails left by the protocols and technologies
involved in digital communication can be difficult to erase or
hide to a point where the identity of the communicating parties
is not exposed. The trails created in these communications are
often required for the communication itself often to maintain a
quality of service or integrity of the message being
communicated. This paper describes a digital, computer based
form of communication that preserves the anonymity of all
communicating parties. The program takes heavy influence
from David Chaum's Dining Cryptographers problem and the
DC Net concept.

A. Background

According to Nissenbaum [1], online anonymity is
“unreachability”, i.e. the inability of communication, or action
of an individual to be traced to a specific person at a specific
address in the real world.

Charlie Obimbo

School of Computer Science
University of Guelph
Guelph, ON, CANADA

A precise, mathematical definition of anonymity has been
elusive [2][3]. Uncommon attributes of an individual may still
be used to “fish-out” a person’s identity, even though one may
not know their name, phone number, or address explicitly from
a database [4][5][6][7].

Online anonymity has its pros and cons in the society. It
can provide a means for free speech and criticism of
established power without fear of reprisal [8]. An example of
this is when it was used in the media of communication in the
North Africa, Middle-East uprising [9][10][11]. The essence of
anonymity — and the need to assure deterrence from
repercussions created the need for the setting up of a system
that protected message conveyors from being identified in the
quasi-changed political systems. However, online anonymity
can also have detrimental effects in the society. Examples of
this include anonymous hacking [12], and communication by
terrorists [13].

The anonymous communication method described in this
paper is based upon the Dining Cryptographers problem. The
Dining Cryptographers problem was first proposed by David
Chaum [14][15] in 1988. David describes a thought experiment
and proposes a solution, which he develops into a theoretical
Dining Cryptographers Protocol (AKA. DC-net) that can be
used for broadcasting of unconditional anonymous messages
(Chaum 1988). Prior to the development of the DC-net
protocol, Chaum developed the concept of multiparty-secure
sender-untraceability protocol’ which he called the mixed-net
protocol. The mixed-net protocol idea was then used and
actually implemented in the onion routing protocol of TOR.

To illustrate the theory behind the DC-net the story of the
dining cryptographers is often used. The original Dining
Cryptographers problem begins with three cryptographers
having dinner together at a restaurant. Their waiter informs
them that arrangements had been made for the bill to be paid
anonymously. One of the three cryptographers might be paying
for the bill, or it could be the U.S. National Security Agency
(NSA). The three cryptographers want to respect each other’s
right to privacy but they would also like to know if the NSA
covered the bill. They devise their plan, while hiding behind
their menus they each flip a coin so that only the person sitting
on their right can see. Then they say aloud if the face of the
coin they flipped coincides with the face of the coin flipped by
the person to their left.

An odd number of differences uttered by the cryptographers
would indicate that one of them paid (assuming that the bill
was paid once). Yet the payer remains anonymous to the rest of
the Diners in that case.
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For simplicity, the truth table below indicates the results of
the sums of the differences uttered as a result of the comparison
of the coin-toss, had none of them paid. It is easy to verify that
the above statement is correct.

TABLE I. RESULTS OF THE SUMS OF THE DIFFERENCES UTTERED AS A
RESULT OF THE COMPARISON OF THE COIN-TOSS
Differences
D1 D2 D3 | of Utterances
T T T 0
T T H 2
T H T 2
T H H 2
H T T 2
H T H 2
H H T 2
H H H 0

1) Peer-to-Peer

With peer-to-peer the clients all make connections to each
other in a ring design. For each bit that is transmitted, the
results from the first stage of the DC-net protocol are combined
by sending them around the ring network. Each user sends their
result to the “next” user in a previous determined direction on
the ring network. Now each user has 2 stage-one result bits and
XORs them. Then they pass the XOR result onto the next user.
This process repeats until the results have Figure 1: Dinning
Cryptographers

Non of them paid:

-
/ /

B 1 C B ——
w0 o

lxor0Oxorl=0 oxor0Oxorl=1
Fig. 1. Dinning Cryptographers

A paid:

made an entire circuit of the ring (equal in length to the
number of participants). Now every member of the ring should
have the stage-two result and the entire process repeats for the
next bit. The obvious problem with this implementation the
overhead of waiting for each client to process then send and
also the restructuring that would have to happen every time a
new client joins the ring. Figure 2 shows a basic layout of Peer-
to-Peer connection.

2) Hybrid Client-server

In this implementation the users send their results to a
server, which XORs them and sends back the results. However
the pair-wise shared secrets between clients is still
communicated in a peer-to-peer manner with direct
connections between peers.

Vol. 4, No. 12, 2013
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Fig. 2. Peer-to-Peer Model

The hybrid client-server implementation has the advantage
of communication efficiency compared to the peer-to-peer
implementation. The communication overhead for each client
is drastically reduced since a circuit of the ring network doesn’t
need to be made in order to broadcast messages. The primary
disadvantage of this implementation is the necessity of a server
in addition to the existing peer-to-peer connections, which
increases complexity. Figure 3 shows a basic layout of the
Hybrid Client-server connection.

Client
1

Client ™l
3

Fig. 3. Hybrid Client Server Model

Il.  LIMITATIONS

The DC-net protocol is straightforward and elegant in
theory. It’s also highly secure. However, it has several
limitations, which may make it undesirable in certain use-
cases. The limitations of the DC-net protocol can be

generally grouped into three areas: collisions, disruption and
complexity.

A. Collisions

Due to the nature of the DC-net protocol only one byte can
be processed at a time. Otherwise if multiple clients send a
message the XORed result on the server at the end would be
unreadable text. To mitigate this problem, a system of start and
end messages will be used. Before a clients message is sent to a
server, a specially selected start character is sent before the
message. This start character means that the server will then
know to expect a message and that the end of the message will
be followed with an end-message character. During that time it
send a message to the clients notifying them that a message is
being received and to not send.
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Another similar collision issue is a race condition for
sending the start message. To address this a check was put in
place, if the XORed result on the server side came out to be
anything other then a 0 or a start message the server would then
not print the message but instead wait until it was XORed
zeroes again and then sent a broadcast notifying of a collision
and asking the clients to send again.

B. Complexity

The level of complexity and overhead that exists and can be
added to this protocol is rather larger. The existing complexity
adds to the communication overhead, which only gets worse
with more connections. The clients are constantly sending data
to the server, which then has to be processed by the server,
even when no actual message is being broadcast. Also if you
were to choose to encrypt the connection that would add
additional complexity and overhead for both the client and
server and decrease performance further. All these overhead
results decrease the performance of the server, and as more
clients connect performance continues to drop. However this is
a necessary limitation and without it, their would be no
anonymity.

C. Integrity

The DC-net protocol has no way of checking the integrity
of the clients or the server. Essentially this allows anyone to do
as they please within certain confines. For example a rouge
server can be hosted that works at identifying the clients that
connect and broadcast, or a client might be capable of jamming
someone or the server from broadcasting. Adding additional
checks in place to prevent this kind of action however could
result in the loss or the risk of loosing anonymity.

.  IMPLEMENTATION

The implementation deed 24asone in this project is
different from the ones outlined earlier [16]. The Client-Server
scenario detailed in the previous section required too much
communication overhead [17], and the peer-to-peer scenario
was even worse. In the archetypical DC-net protocol model
discussed previously, both stages of the DC-net protocol are
performed for each single bit of data transmitted. This was
determined to be extremely wasteful. To lower communication
overhead of the DC-net protocol, random number generators
were introduced to replace the function of “coin flips”. This
allows DC-net protocol rounds to be conducted 8-bits at a time.

The server is implemented as a dedicated application that
acts as a broadcast hub for the clients as well as the calculator
for stage two of the DC-net protocol. The server cannot
participate in the chat in the same manner as a client would,
however it does send informational broadcasts when required.
However, just like in the original Client-Server DC-net
scenario, the server is used to keep sessions of the chat. The
clients have the ability to send and receive messages. The
clients handle stage one of the DC-net protocol and send the
results to the server. The clients have two operating rooms, one
for regular chat and another for anonymous chat. When all
clients have entered into the anonymous room and indicated
their readiness the anonymous mode will begin and a count
down timer for their session will also start.

Vol. 4, No. 12, 2013
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Fig. 4. The client-server connection model

A. DC-Net Implementation

Given the two-sided client-server design and the two stages
involved in the DC-net, implementation was done in two
stages. The first stage was to ensure that there was an operating
general chat program to work of off. The bases for the chat
program was found online and modification were made to
insure it better fit the needs of the project [18]. The general chat
program offers a simple chat interface that requires a unique
nickname and the IP address of the server. Once the chat client
was done adding the DC-net protocol was the next stage and
the bulk of the implementation.

Once the client connects and enters the anonymous room
and everyone is ready, the server generates a random seed for
each client in the ring at the point of connection. This random
seed is then sent to each client as well as the client to their
“left”. Therefore each client will have two seeds. Once
anonymous mode has been activated in the room, the client
uses the two seeds to generate the results of the 'coin toss'. The
DC-net protocol cycle operates thusly. During stage-one, each
client uses their seeded random number generators to produce
two sets of bits, 1 byte each in size. These two sets are XORed
to produce a single stage-one-result byte. The clients then
immediately send the stage-one-result byte to the server using
the primary communication channel (implemented by a TCP
byte stream).

The server logs the stage-one results as they are received
but performs no further action until all stage-one result bytes
have been received from every client. Once all the results have
been logged from every participating client, the server XORs
all the results in the log, producing the stage-two result. Finally
the server broadcasts the stage-two result to all clients using the
secondary communication channel (implemented by TCP text
stream). When the clients receive the stage-two result, a new
round of the DC-net protocol is triggered.

B. Client Classes
The client is a stand-alone program consisting of several
classes.

1) ClientRunner.java and ChatClient.java
ClientRunner is a very simple and small class. It essentially
is used to start the client. ChatClient, is the class containing all
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of the code for the GUI. This class also handles creating and
executing the socket connection for the basic chat client.
Besides the methods used for the creation and handling of the
GUI, the class also has two other methods, one that creates a
byte stream over the socket connection to receive data and
another that does the same except to send data. Figure 5 shows
the GUI design for the normal chat room while Figure 6 shows
the design for the anonymous chat room.

2) ServerReader.java

The class starts an infinite loop and, using the receiver
method created in the ChatClient class, it listens on the read
byte stream for any data sent in by the server. Once the class
finds data on the stream, it will act in accordance to that data.

P
2 Chat Clignk w e m

File

Chat Room | Anony mous Room

Fig. 5. Normal chat room desigh

- E
2 Chat Cliert AN
File

Chat Room | Anonymous Room

Click ready to start
Anonymous modse

Session Timar
ke Cocrmy

Fig. 6. Anonymous chat room d'esign

This class essentially acts as a communication hub for the
client to the server. Should the server need to send anything
relevant to the client it will be received and handled by this
class. If the server needs to send notice of a collision or that a
message is being received then this class will receive the
message and print it in the client chat window.

3) ByteSender.java

When anonymous mode is activated this class is triggered
and starts an infinite loop. It uses the seed given to the client by
the server and also by the other client, to generate the pseudo-

Vol. 4, No. 12, 2013

random ‘coin tosses'. These coin tosses will be represented by a
string of numbers. Each number's binary value will equal 8
coin tosses. Once the coin tosses have been generated they are
XORed. The class then makes a check against a Boolean
variable to see if the user has made an inputted a message in
the chat client. If the user has inputted a message it will start
reading the bytes of the message and XORing them against the
results of the XORed generated coin tosses. If the user doesn't
input a message then only the XORed results of the coin tossed
will be sent to the server. This procedure continues until the
client receives a signal to stop

C. Server Clases

1) Server.java

The Server class creates many of the foundation objects for
the DC-net protocol and for the chat environment in general.
The class creates the vectors collection that contains the socket
connection for each client, the socket objects for both the client
and the server and the generator for the pseudorandom seed to
be used by the client.

The class starts an on-going loop as it waits for an incoming
connection from the clients. Once a connection is established it
creates a user land thread for the client that made the
connection. The thread is then added to the appropriate vector
object in the collection. The class then creates an instance of
another class, CThread, and assigns it to the recently added
client thread. The Server class continues this process for every
client connection it makes.

2) CThread.java

The CThread class creates the required objects and posses
the needed methods to cover all the actions executed by the
client. It begins by calling the input and output streams created
as a result of the clients connection to the server. It then starts
an infinite loop, checking the 10 streams for traffic and
reacting appropriately to any traffic. The class also acts as the
main point of communication between the client and the server
on the server side.

All messages sent by the client, whether they are meant for
the server or for broadcast will come down to and be handled
by CThread. The class will also handle any operations that the
server must make due to the client. For example, if the client
moves rooms from the general chat to the anonymous room or
if they client gets put on a wait list. The class will check if the
clients nickname is unique, and if it meets the requirements to
enter anonymous mode. If the client cannot enter anonymous
mode CThread will notify the client why. Overall the CThread
class handles a lot of the smaller tasks related to the Client-
Server interaction.

3) ByteReader.java/SeedSender.java/SessionTimer.java

SeedSender, will parse through the vectors collection and
send each active client object in the vector their appropriate
seeds. SeedSender will also notify the clients that the server is
ready once all the seeds have been distributed. Afterwards
SeedSender will call the ByteReader class and terminate itself.
Once called, ByteReader will immediately call the
SessionTimer class to start tracking the session time. An
infinite loop is then created, and the class calls a method in
CThread of each client to fetch a byte of data coming in from
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the client. This will essentially be the XORed results that the
clients are continually sending to the server. The fetched byte
will be stored in a byte array, using one element for each client.
It then takes the bytes and XORs them together as it should for
a stage two process. It will also convert the XORed result to a
string and check the character result. If the result is a start
message then the server will know a message is about to be
sent. Otherwise it should result in a zero if there was no
collision.

When SessionTimer is called it will set the timer for every
active client to 15min. This will be the default duration of the
anonymous session. As it counts down, at every minute interval
it will update the timer for each client. Once the timer has hit
the 0 mark, it will check the waiting list for the anonymous
room and move over any clients on the waiting list into the
room and reset itself.

IV. RESULTS

The implementation of the DC-net protocol created for this
project is a functional implementation. It operates in as
described by the DC-net protocol and performs both stages of
the DC-net protocol for each bit of data sent. However it is not
a complete or direct implementation of the protocol as it
eliminates all the peer-to-peer communications. The
implementation is also relatively practical. It offers both
standard user-attributable messaging as well as anonymous
messaging. By eliminating all peer-to-peer communication and
centralizing the entire DC-net protocol to operate through a
server, | have also significantly reduced the communication
overhead associated with the DC-net protocol. The pure client-
server implementation developed for this project also largely
solves the problem of complexity in the DC-net protocol. With
all communications centralized at the server, there is reduced
overhead and a reasonable number of network connections.

A. Known Issues

The program is not perfect and therefore has some
unresolved bugs.

e Leaving the room while waiting for anonymous mode to
initiate will not be recognized by the server

e Server notice of incoming message will be attached to a
client message if connection speeds are very fast.
Example: running on a Local host or a fast LAN.

This is just a list of what was found in test.

V. CONCLUSION

There are cases where privacy preservation is important
even in instances where communication is taking place.
Examples of this include online-surveys. The Dining
Cryptographer network (DC net) was devised by David Chaum
for anonymous message publication. This is an elegant and
straightforward protocol in theory.

However, it has three main drawbacks, Collisions,
Complexity and Integrity. Collisions:  according to the
protocol, only one byte can be processed at a time, multiple
clients sending a message would result in a futile attempt at
XORing.

Vol. 4, No. 12, 2013

A. The DC net is not easily scalable and its performance
quickly deteroriates when large numbers of clients are
added, this is refered to as the Complexity problem in this
paper. Lastly DC net protocol has no way of checking the
integrity of the clients or the server, thus it has problems
with its integrity.

This paper presents shows how these issues can be
resolved, and the research provides an implementation of the
DC-net protocol that is practical to deploy and. The application
represents a proof of concept for a pure client-server
implementation of the DC-net protocol, which avoids the
complexity problem found in the implementation scenarios.

VI. FUTURE WORK

Numerous improvements to the implementation can be
made with regard to security. To increase the security of the
protocol and reduce the chance that a malicious third-party can
intercept information with which to compromise the security of
the protocol, the primary communication channel used
specifically for the DC-net protocol can be encrypted.
Currently the server has no ability to police the clients on the
server.

Functionality for administration of the server should be
added to a production quality implementation to allow the
administrators to remove and ban users, among other possible
functions. Further improvements to add production quality to
the server would be the development of a GUI for the server. A
malicious disruption detection method should be implemented
to detect users who use customized clients designed for
disrupting the DC-net communication on the server. Once
identified, these users can be forcibly ejected from the server
and their IP address may be banned.
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Abstract—Image processing is an engineering field where
stored image data is readily available for parallel processing.
Basically data processing algorithms developed in sequential
approach are not capable of harnessing the computing power of
individual cores present in a single-chip multicore processor. To
utilize the multicore processor efficiently on windows platform
for color image processing applications, a lock-free
multithreading approach was developed using Visual C++ with
Microsoft Foundation Class (MFC) support. This approach
distributes the image data processing task on multicore Central
Processing Unit (CPU) without using parallel programming
framework like Open Multi-Processing (OpenMP) and reduces
the algorithm execution time. In image processing, each pixel is
processed using same set of high-level instruction which is time
consuming. Therefore to increase the processing speed of the
algorithm in a multicore CPU, the entire image data is
partitioned into equal blocks and copy of the algorithm is applied
on each block using separate worker thread. In this paper,
multithreaded color image processing algorithms namely
contrast enhancement using fuzzy technique and edge detection
were implemented. Both the algorithms were tested on an Intel
Core i5 Quad-core processor for ten different images of varying
pixel size and their performance results are presented. A
maximum of 71% computing performance improvement and
speedup of about 3.4 times over sequential approach was
obtained for large-size images using four thread model.

Keywords—Color image; fuzzy contrast intensification; edge
detection; lock-free multithreading; MFC thread; block-data;
multicore programming

l. INTRODUCTION

Machine vision systems used in various industrial
applications are capable of capturing high resolution images
and demands time efficient parallel data processing algorithms
in real-time environment. To reduce the processing time of the
algorithm on these images, parallel computing in multicore
architecture is a well known approach [1]. Different parallel
programming libraries such as OpenMP and Message Passing
Interface (MPI) are widely applied in the development of
parallel image processing algorithms. The authors N.E.A.
Khalid et al [2] have implemented parallel multicore sobel
edge detection algorithm using MPI and observed that parallel
processing performs better than sequential processing in terms
of execution speed. Chen Lin et al [3] have proposed a parallel
method to perform medical image registration using OpenMP
and concluded that multithreading approach saves nearly half
of the computing time. Alda Kika and Silvana Greca

Govindaraj Rajamanickam

Central Electronics Engineering Research Institute
Chennai Centre, CSIR Madras Complex, Taramani
Chennai — 600113, Tamil Nadu, India

illustrated the development of multithreaded algorithms for
contrast, brightness and steganography applications using Java
package and tested their performance on different single-core
and multicore processors [4]. The authors concluded that the
performance of the complex image processing algorithm on
multicore CPU can be improved using multithreaded
programming.

In our work, we studied the development of multithreaded
C++ algorithms for processing low and high resolution color
images on a multicore CPU without using parallel
programming library and any other additional hardware. To
ensure fine grain (data level) parallelism [5] and computation
load balance of the algorithm in a multicore CPU, a lock free
multithreaded block-data parallel approach is proposed. In this
approach, the image data is shared equally among worker
threads and each one manipulates its portion of data.

In VC++ programming, MFC library provides powerful
threading Application Programming Interfaces (APIs) [6] for
developing concurrent or multithreaded windows based
software programs. Multithreaded color image processing
algorithms namely contrast enhancement using fuzzy
technique and edge detection were developed in Intel Pentium
dual-core personal computer and tested on Intel Core i5 CPU.
The algorithms were applied on ten selected color image
samples of varying size and their execution results are
presented. The performance results show that both the
algorithms in four thread model attained a speedup of about
3.4 times compared with the sequential approach and saves
nearly 71% of algorithm execution time.

The paper is arranged as follows: In section Il, MFC
multithreading and its application in high performance image
processing is described. Section Ill explains the materials,
methods and the color image processing techniques followed
in this paper. The performance results of the thread model
based parallel algorithms are discussed in section 1V. The
conclusion is given section V.

Il.  MULTITHREADED IMAGE PROCESSING USING MFC

MFC is a Microsoft’s C++ class library for windows
programming. It distinguishes two types of threads namely
user interface thread and worker thread [7]. The main use of
worker thread is to perform background computation work and
it is created by defining the task it should perform. This is
done by the declaration of thread function according to the
MFC definition. The call function AfxBeginThread() launches
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the worker thread [8] and it accepts parameters, which
includes thread function name, input to the thread, thread
priority and few other required parameters.

In block-data parallel processing, image region is
identified as several blocks of data. The source image data is
partitioned vertically or horizontally into multiple large blocks
with equal size [9,10]. In our thread model based parallel
approach, each thread exclusively performs image processing
task on individual image data block as shown in the
concurrency model Fig.1. To maintain load balance within
threads, it is good to consider the number of image blocks
equal to number of worker threads [11]. Since the image data
is stored and accessed through global variables no message
passing or explicit data access control is required between
threads. This makes thread definition simple without data
locking mechanism [12].

=== ========" I
Worker Thread1 i Shared Global !
> Private variable initialized <! Variables ]

Process Image-Block1 !
! |
Primary i Input Byte Data !
Thread Worker Thread2 ! '
Initiate > Private variable initialized €= Red_Input !
multiple Process Image-Block2 ' Green_lnput | 1
1 Blue_Input !
threads & [ , !
Split total ! |
image in Worker Thread3 | !
to four > Private variable initialized (e 1
equal Process Image-Block3 ' Output Byte Data '
blocks I '
i Red_Output | |
Worker Thread4 ' Green_Output | 1
> Private variable initialized [<=> Blue_Output '

Process Image-Block4 :

]

Fig. 1. Concurrency model of block-data parallel algorithm using 4 threads

In this lock free multithreaded approach, threads are free to
read and process their portion of image data in a parallel
manner, which efficiently reduces the data access time as well
as the overall computation time of image processing
algorithm. Thus the performance of multithreaded algorithm
on a single- chip multicore processor can be fine tuned using
shared image data variables [13]. In the case of color image
processing algorithm, three input and three output global
variables were assigned to each color component (viz. red,
green and blue) to enable image reading and processed data
writing concurrently using multiple worker threads.

According to the worker thread priority, the operating
system schedules each thread to an individual processing unit
in a multicore CPU. Due to this scheduling mechanism, all
threads do not finish at the same time, so in order to handle
this thread completion task, event object is derived from
CEvent MFC class. When the thread completes its processing
task, the event object is triggered. Using WaitForSingleObject
API, event object trigger is noted and worker thread
completion is indicated to the primary main thread [6,14,15].
As soon as all the threads complete their processing task, the
results are cached and made available in the shared global
variable. The synchronization between the main thread and

Vol. 4, No. 12, 2013

different worker threads was established using event object as
shown in Fig.2.

In MFC multithreading, two threads cannot manipulate the
same object because MFC objects are thread-safe only at the
class level [16]. Hence each thread requires separate objects of
the same data structure to operate in a thread-safe manner. To
ensure thread safety in the algorithm, each copy of thread
parameter data structure is passed as input argument to the
corresponding worker thread function. Each thread function
uses call by reference method to access the global variables.
When the thread calls a image processing function, the private
variables declared within the function takes care of storing,
processing the intermediate data and also ensures the
algorithm execution in parallel manner.

//data structure for thread-parameter
typedef struct ThreadParameter

{ int heightl, height2, width;
ImageProcessing Object;

} Parameter;

//Global declaration of event object
CEvent threadone, threadtwo;

//Worker thread creation
MainThread ()
{

//assign worker thread parameter for image-blockl
Parameter ‘First=new Parameter;
//assign worker thread parameter for image-block2
Parameter 'Second=new Parameter;
AfxBeginThread (ThreadProcA, First, THREAD PRIORITY HIGHEST) ;
AfxBeginThread (ThreadProcB, Second, THREAD PRIORITY HIGHEST);
::WaitForSingleObject (threadone, INFINITE) ;
::WaitForSingleObject (threadtwo, INFINITE) ;

}

//Function Definition FirstThread

UINT ThreadProcA (LPVOID param)

{ Parameter * ptr=(Parameter *)param;
ptr->Object.ProcessImage (image-blockl) ;
threadone.SetEvent () ;
return 0;

}

//Function Definition SecondThread

UINT ThreadProcB (LPVOID waram)

{ Parameter * ptr= (Parameter *)waram;
ptr->Object.ProcessImage (image-block2) ;
threadtwo.SetEvent () ;
return 0;

Fig. 2. Code structure for two thread approach

Ill.  MATERIALS AND METHODS

A. Sample Images

A total of ten color images with different pixel size were
used to evaluate the algorithm performance. All these images
were randomly chosen from free online collection of natural
scenes and photos. The pixel size of the images varies from
940x474 to 2880x1800. They are labeled as Imagel,
Image2....Imagel0.
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B. Hardware and Software

The entire coding for developing the multithreaded
application software was carried out in Intel Pentium dual-core
processor @ 2.8GHz on Windows XP operating system pre-
loaded with Microsoft Visual Studio version 6. Using MFC
library, multithreaded image processing software for contrast
enhancement using fuzzy technique and edge detection has
been developed in VC++. Separate menu buttons are provided
in the software to load image and execute the algorithms. The
developed algorithms were tested using the color image
samples on an Intel Core i5-760 @ 2.80 GHz Quad-core CPU
on 32 bit Windows 7 operating system with 4GB RAM.

C. Color Image Processing Algorithms

a) Contrast enhancement using fuzzy technique

Image enhancement is a preprocessing technique usually
employed to improve the brightness and contrast of the
images. In color image enhancement, red, green and blue
channels were processed separately and added together to
produce composite color value. But this approach does not
maintain the color balance in the image. To avoid this change
in color information, YIQ color space was chosen, where Y
represents the luminance information; | and Q together
represent the chrominance information. This color space
exploits certain characteristics of human-eye color response
and improves the appearance of the color image in terms of
human brightness perception. In this technique, the contrast
enhancement using fuzzy intensification operator was applied
only on luminance component; hence color information of the
original image is preserved [17].

Steps involved in image contrast enhancement:

1) Convert RGB image into YIQ color space [18].
2)  Perform fuzzification [19] on luminance component
;" using the following expression.
Ymax - Yij e

g = £ = |1+ =] M
Where f, and f; denote the exponential & the
denominational fuzzifier, respectively and ui].iS called
the fuzzy property plane of the image. Value of the f,
can be set as 1 or 2. Value of fy is determined using the
cross-over value with respect to fuzziness value 0.5.
Ymax represents the maximum luminance value.

3)  Apply fuzzy intensification operator Tgyi ) on lumi-
nance component for contrast enhancement [20].
2
’ 2 [u] , 0<p. <05
T(w)=y . @
1-2[1- ], 05<yp <1

4)  Enhanced luminance component ;;’ is obtained
using defuzzification defined as follows.

1

- ( Hij ) -
1
( Hij ) -

5) Convert YIQ color space to RGB image.

Yij = Ymax — fa 3
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6) Contrast enhanced color image is obtained at the

end.
b) Edge detection

Edges in color images can be obtained by applying gray
scale edge detection method to each of the RGB bands
separately and then results were summed to produce
composite value [21]. Further thresholding was performed to
get fine binary edges and a set of four Robinson compass
masks used in this method are given below.

-1 0 1 1 2 1 0 1 2 2 1 0
I—z 0 z] Io 0 0] I—1 0 1] l1 0 —1]
-1 .0 1 -1 -2 -1 -2 -1 0 0 -1 -2

@ (b) (©) (d)
D. Multithreaded Block-data Parallel Approach Steps

1) Image block-data decomposition; the main thread
splits the image data in to several blocks of equal size to
maintain load balance [22].

2) Multiple worker threads are created in the main
thread and size parameter of each block is passed as input to
the worker thread.

3) Created worker threads are initiated with high
priority level to avoid delay due to operating system
scheduling.

4) Each worker thread applies its copy of sequential
image processing algorithm on a particular image data
portion.

5) Each worker thread uses their private copy of data
structure for execution.

6) Processed image data are stored in output variable.

7) As shown in Fig.3, main thread exits only when all
worker threads complete their assigned task.

Main Thread
(Compute size parameter
for each block)

Create thread
> Threadl
Create thread N
: »|  Thread 2
1
Create thread N
?  Thread N
Wait for thread 1 Exit v
Wait for thread 2 Exit
) 1
1
Wait for thread N Exit
Y
| Exit

Fig. 3. Thread sequence diagram

IV. RESULTS AND DISCUSSION

To measure the execution time of the parallel algorithms
while processing the given image data in different threads, the

44|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

VC++ clock function was used. Using the execution time, the
speedup and performance improvement (P.1) parameters of the
algorithms were calculated. The speedup parameter measures
how much a parallel algorithm is faster than a corresponding
sequential approach [2]. The P.lI predicts the relative
improvement due to parallel implementation over the
sequential approach. The equations for computing the two
parameter values are given below.

Speedup =
Sequential_Approach(ms) (4)
Parallel_Approach(ms)

Sequential_Approach(ms) — Parallel_Approach(ms)
Sequential Approach(ms)

P.1 (%) = x100 (5)

A. Results of Multithreaded Contrast Enhancement Algorithm

The developed contrast enhancement algorithm was
applied on all the ten sample images and the test results were
evaluated. The algorithm execution time for each image in
sequential and multithreaded approach (for 2, 4 and 8 threads)
was recorded in a data file. To determine the average
execution time in both the approaches, the algorithm was
executed five times successively on each image and the mean
time was calculated. The speedup and performance
improvement between sequential and four thread approaches
was computed using Eg.4 and Eq.5 for images of different
pixel size. The algorithm results viz., average execution time,
speedup and performance improvement are shown in Table I.

TABLE I.  ‘Performance Results of Color Contrast Enhancement
Algorithm
Average execution time in Four thread
Image name milliseconds (ms) approach
& pixel size Sequential | Two | Four | Eight

Approach | Thread | Thread | Thread SpeedUp| P.1 (%)
Imagel(940 x474) 172 93 68 62 2.53 | 60.47
Image2(1024 x 728) 265 145 94 93 2.82 | 64.53

Image3(1280 x 1024) | 437 | 234 | 140 | 140 | 3.12 | 67.96

Image4(1600 x 1200) 624 328 | 196 198 3.18 | 68.59

Image5(1920 x 1080) 675 353 | 209 212 3.23 | 69.04

Image6(1920 x 1200) 749 390 | 231 237 3.24 |69.16

Image7(2048 x 1536) 1019 530 | 312 312 3.27 |69.38

Image8(2288 x 1712) 1248 645 | 375 | 379 3.33 | 69.95

Image9(2560 x 1920) | 1571 | 796 | 458 | 458 | 3.43 | 70.85

Image10(2880 x 1800) | 1659 843 | 483 | 499 343 | 70.89

To find the maximum possible number of threads needed
to speed up the algorithm execution in the Intel Core i5
processor, eight thread approach was also attempted and the
execution time results are included in Table I. It is found from
the Table I, the execution time of four and eight threads are
nearly same which infers that for a quad-core processor,
minimum of four MFC thread is enough to achieve optimum
execution time.

As seen from the tabulated results, the average execution
time of the algorithm decreases with the number of threads,
whereas the speedup and performance improvement goes up
with increase in image size. In the four thread implementation,
the speedup parameter varies from 2.53 to 3.43 times and the
performance improvement variation is found to be between
60.47% and 70.89%.

Vol. 4, No. 12, 2013

The input image and processed color image outputs of
contrast enhancement algorithm are shown in Fig.4a, Fig.4b &
Fig.4c. The processed results of sequential and multithreaded
approach are looking similar.

Fig. 4. a. Input photograph image

Fig. 4. b. Contrast enhancement in sequential approach

Fig. 4. c. Contrast enhancement in four threads

Table Il illustrates the execution time of individual threads
measured for contrast enhancement algorithm executed five
times successively on a single image. It shows that each thread
takes nearly same amount of CPU time to compute the data
processing task and the load balance within multiple threads is
well maintained. Therefore change in execution time is mainly
dependent on varying image size.

TABLE II. Individual Thread Execution Time for Four Thread Contrast
Enhancement Algorithm (Image Size: 1920x1200)
Running Execution time in milliseconds (ms)

Iteration No. | Threadl | Thread2 Thread3 | Thread4 | Algorithm

1 218 234 234 234 234

2 218 218 234 234 234

3 219 234 234 234 234

4 218 218 218 234 234

5 218 218 218 218 218
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B. Results of Multithreaded Edge Detection Algorithm

A similar approach as followed for the contrast
enhancement algorithm was applied for the edge detection
algorithm on all the ten color images and the results are
presented in Table I1I. In four thread approach, the speedup
varies from 2.82 to 3.44 times and the performance
improvement achieved is between 64.50% and 70.94%.

TABLE III. Performance Results of Color Edge Detection Algorithm
Average execution time in Four thread
Image name milliseconds (ms) approach
& pixel size Sequential| Two | Four | Eight
Approach | Thread | Thread | Thread | SPeedUP | P-1(%)
Image1(940 x474) 307 167 109 104 2.82 64.50
Image2(1024 x 728) 520 265 | 171 | 172 | 3.04 |67.12

Image3(1280x1024) | 837 | 431 | 265 | 255 | 3.6 | 68.34

Image4(1600 x 1200) 1229 634 | 369 369 3.33 | 69.98

Image5(1920 x 1080) 1304 676 | 390 | 405 3.34 | 70.09

Image6(1920 x 1200) | 1466 | 765 | 437 | 442 | 3.35 | 70.19

Image7(2048 x 1536) | 1992 | 1024 | 588 | 588 | 3.39 | 70.48

Image8(2288 x 1712) | 2475 | 1269 | 728 | 733 | 3.40 | 7059

Image9(2560 x 1920) 3100 1571 | 905 899 343 | 7081

Image10(2880 x 1800) | 3276 | 1648 | 952 | 952 | 3.44 | 70.94

The input image and processed color image outputs of
edge detection algorithm are shown in Fig.5a, Fig.5b & Fig.5c.
The processed image outputs of the algorithm are found to be
similar.

Y x',ﬂ'

Fig. 5. a. Input MatLab demo image

Fig. 5. b. Edge detection in sequential approach

Vol. 4, No. 12, 2013

Fig. 5. c. Edge detection in four threads

Thus the two multithreaded color image processing
algorithms with different complexity levels were tested in Intel
Core i5 processor and found that four thread approach utilized
the quad-core CPU efficiently on Windows 7 platform.

V. CONCLUSION

This work was carried out to explore the parallel
processing ability of the multicore CPU in processing high
resolution images using MFC multithreading. In this paper, a
lock-free multithreaded block-data parallel approach based
color image processing algorithms for fuzzy contrast
enhancement and edge detection were developed using VC++
on windows platform without using any parallel programming
library. The purpose of this implementation is to improve the
performance and reduce the execution time of the image
processing algorithms on multicore processor by partitioning
the given image into equal blocks and processing each block
of data in a parallel manner. In four thread approach, the
algorithm speed is found to be about 3.4 times faster than the
sequential  approach. With regard to performance
improvement, the thread model saves nearly 71% computation
time compared to sequential implementation. No performance
improvement and speedup is noted in processing nearly same
size images of marginal difference in pixel size. The
performance results indicate that multithreaded image
processing algorithms efficiently utilize the computing
capability of multicore CPU like Intel Corei5 processor.
Hence the developed multicore programming approach using
MFC thread can be applied to improve the performance of
various color image processing algorithms.

REFERENCES

[1] P.N.Happ, R.S.Ferreia, C.Bentes, G.A.O.P.Costa and R.Q.Feitosa,
“Multiresolution Segmentation: A parallel approach for high resolution
image segmentation in multicore architectures”, International
Conference on Geographic Object-Based Image Analysis, ISPRS
Vol. XXXVI11-4/C7, June-July 2010.

[21 N.E.AKhalid, S.A.Ahmad, N.M.Noor, A.F.A.Fadzil and M.N.Taib,
“Parallel approach of sobel edge detector on multicore platform”,
International Journal of Computers and Communications, Vol.5 Issue.4,
2011, pp.236-244.

[3] Chen Lin, LiJian, Zhou Jun and Jiang Murong, “Multithreading method
to perform the parallel image registration”, IEEE Xplore, International
Conference on Computational Intelligence and Software Engineering,
DOI:10.1109/CISE.2009.5366052, Dec. 2009.

46|Page

www.ijacsa.thesai.org



[4]

[5]

(6]

[71

(8]

[9]

[10]

[11]

[12]

[13]

(IJACSA) International Journal of Advanced Computer Science and Applications,

Alda Kika and Silvana Greca, “Multithreading image processing in
single-core and multi-core CPU using Java”, International Journal of
Advanced Computer Science and Applications, Vol.4, No.9, 2013,
pp.165-169.

Luis Moura E Silva and Rajkumar Buyya, “Chapterl: Parallel
programming models and paradigms”, High Performance Cluster
Computing: Programming and Applications, VVol.2, Prentice Hall PTR,
1999, pp.4-28.

S.Akhter and J.Roberts, “Chapter 5: Threading APIs”, Multicore
Programming: Increasing performance through Software Multi-
threading, Intel Press, 2006, pp.75-133.

J. Prosise, “Chapter 17: Threads and thread synchronization”, In
Programming Windows with MFC, 2nd Edition, Microsoft Press, 1999,
pp.985-1000.

Stanford Taylor Jones and Chi Ngoc Thai, “Multithreaded Design of
Spectral Imaging Software”, ASAE Meeting Presentation, Paper
N0.053010, July 2005.

Winser E.Alexander, Douglas S.Reeves and Clay S.Gloster, “Parallel
image processing with the block data parallel architecture”, TEEE
Xplore, Proceedings of the IEEE, DOI:10.1109/5.503297, Vol.84, No.7,
July 1996, pp.947-968.

A.Fakhri ANasir, M.Nordin A.Rahman and A.Rasid Mamat, “A study
of image processing in agriculture application under high performance
computing environment”, International Journal of Computer Science and
Telecommunications, Volume 3, Issue 8, 2012, pp.16-24.

Sanjay Saxena, Neeraj Sharma and Shiru Sharma, “ Image processing
tasks using parallel computing in multicore architecture and its
applications in medical imaging”, International Journal of Advanced
Research in Computer and Communication Engineering, Volume 2,
Issue 4, 2013, pp.1896-1900.

Jonathan R.Engdahl and Dukki Chung, “Lock-free data structure for
multi-core  processors”, International Conference on Control,
Automation and Systems, October 2010, pp.984-989.

Devrim Akgun, “Performance evaluations for parallel image filter on

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

Vol. 4, No. 12, 2013

multi-core computer using Java threads”, International Journal of
Computer Applications, VVol.74, No.11, July 2013, pp.13-19.

S.S.Ilic, A.C.Zoric, P. Spalevic and Lj. Lazic, “Multithreaded
application for real-time visualization of ECG signal waveforms and
their spectrums”, Intl. Journal of Computer, Communication & Control,
8(4), 2013, pp.548-559.

Faran Mahmood, “Parallel Implementation of Imaging Filters on Multi-
Core Processors for Win32 platform”, Proceedings of the 4th
International Conference on Open-Source Systems and Technologies,
December 2010.

Multithreading: Programming Tips — “Accessing objects from multiple
threads”, Available from http://msdn.microsoft. com/en-
us/library/h14y172e.aspx.

Zhugqing Jiao and Baoguo Xu, “An image enhancement approach using
Retinex and YIQ”, IEEE Xplore, Inter-national Conference on
Information Technology and Computer Science,
DOI:10.1109/1TCS.2009.104, July 2009, pp.476-479.

Gwanggil Jeon, “Image enhancement in YIQ space”, Proceeding of First
International Conference on Advanced Computer and Information
Technology, ASTL vol.22, 2013, pp.109-112.

Sankar K.Pal and Robert A.King, “Image enhancement using smoothing
with fuzzy sets”, IEEE Transactions on Systems, Man and Cybernetics,
Vol. SMC-11, No.7, 1981, pp.494-501.

Peng Dong-liang and Xue An-ke, “Degraded image enhancement with
applications in robot vision”, IEEE Xplore, International Conference on
Systems, Man and Cybernetics, DOI:10.1109/ICSMC.2005.1571414,
Vol.2, October 2005, pp.1837-1842.

Scott E.Umbaugh, “Chapter 4: Segmentation and Edge/Line Detection”,
Computer Imaging- Digital image analysis and processing, CRC Press,
2005, pp.184-188.

Young-Jip Kim and Byung-Kook Kim, “Load balancing algorithm of
parallel vision processing system for real —time navigation”, IEEE
Xplore, International Conference on Intelligent Robots and Systems,
DOI:10.1109/IR0S.2000. 895242, Vol.3, Oct-Nov 2000, pp.1860-1865.

47|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 4, No. 12, 2013

FIR Filter Design Using The Signed-Digit Number
System and Carry Save Adders — A Comparison

Hesham Altwaijry

Computer Engineering Department,
King Saud University
PO Box 51178, Riyadh 11543, Saudi Arabia

Abstract— This work looks at optimizing finite impulse
response (FIR) filters from an arithmetic perspective. Since the
main two arithmetic operations in the convolution equations are
addition and multiplication, they are the targets of the
optimization. Therefore, considering carry-propagate-free
addition techniques should enhance the addition operation of the
filter. The signed-digit number system is utilized to speedup
addition in the filter. An alternative carry propagate free fast
adder, carry-save adder, is also used here to compare its
performance to the signed-digit adder. For multiplication, Booth
encoding is used to reduce the number of partial products. The
two filters are modeled in VHDL, synthesized and place-and-
routed. The filters are deployed on a development board to filter
digital images. The resultant hardware is analyzed for speed and
logic utilization

Keywords— FIR Filters — Signed Digit — Carry-Save — FPGA

l. INTRODUCTION

Digital signal processing (DSP) systems employ computer
systems to digitally process input signals. An example where
computer arithmetic is a key factor in optimizing the design is
digital filters especially convolution-based ones. The hardware
complexity and processing delay of these digital filters are
proportional to a parameter called the filter order, which is
highly desired to be large [1]. These filters have been built
using FPGA’s [2] [3] [4]

A fundamental principle in computer arithmetic upon which
all the succeeding aspects are based is how values are to be
represented. As all the computing platforms that are used
today for digital signal processing are based on digital
electronics, the arithmetic operations they perform should be
handled in a way that is 