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Editorial Preface
G tho el o Wlonaging Collor...

It is our pleasure to present to you the September 2013 Issue of International Journal of Advanced Computer Science
and Applications.

Today, it is incredible to consider that in 1969 men landed on the moon using a computer with a 32-kilobyte memory
that was only programmable by the use of punch cards. In 1973, Astronaut Alan Shepherd participated in the first
computer "hack" while orbiting the moon in his landing vehicle, as two programmers back on Earth attempted to "hack"
info the duplicate computer, to find a way for Shepherd to convince his computer that a catastrophe requiring a
mission abort was not happening; the successful hack took 45 minutes to accomplish, and Shepherd went on to hit his
golf ball on the moon. Today, the average computer sitting on the desk of a suburban home office has more
computing power than the entire U.S. space program that put humans on another world!!

Computer science has affected the human condition in many radical ways. Throughout its history, its developers have
striven to make calculation and computation easier, as well as to offer new means by which the other sciences can be
advanced. Modern massively-paralleled super-computers help scientists with previously unfeasible problems such as
fluid dynamics, complex function convergence, finite element analysis and real-time weather dynamics.

At IJACSA we believe in spreading the subject knowledge with effectiveness in all classes of audience. Nevertheless,
the promise of increased engagement requires that we consider how this might be accomplished, delivering up-to-
date and authoritative coverage of advanced computer science and applications.

Throughout our archives, new ideas and technologies have been welcomed, carefully critiqued, and discarded or
accepted by qualified reviewers and associate editors. Our efforts to improve the quality of the articles published and
expand their reach to the interested audience will continue, and these efforts will require critical minds and careful
consideration to assess the quality, relevance, and readability of individual articles.

To summarise, the journal has offered its readership thought provoking theoretical, philosophical, and empirical ideas
from some of the finest minds worldwide. We thank all our readers for their continued support and goodwill for [JACSA.
We will keep you posted on updates about the new programmes launched in collaboration.

Lastly, we would like to express our grafitude to all authors, whose research results have been published in our journal, as
well as our referees for their in-depth evaluations.

We hope that materials contained in this volume will satisfy your expectations and entice you to submit your own
contributions in upcoming issues of IJACSA

Thank you for Sharing Wisdom!

Managing Editor
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Abstract— One of the key promises of Cloud Computing is
elasticity — applications have at their disposal a very large pool of
resources from which they can allocate whatever they need. For
any fair-size application the amount of resources is significant
and both overprovisioning and under provisioning have a
negative impact on the customer. In the first case it leads to over
costs and in the second case to poor application performance
with negative business repercussions as well. It is then an
important problem to provision resources appropriately.

In addition, it is well known that application workloads
exhibit high variability over short time periods. This creates the
necessity of having autonomic mechanisms that make resource
management decisions in real time and optimizing both cost and
performance. To address these problems we present and
autonomic auto-scaling controller that based on the stream of
measurements from the system maintains the optimal number of
resources and responds efficiently to workload variations,
without incurring in over costs for high churn of resources or
short duration peaks in the workload.

To evaluate the performance of our system we conducted
extensive evaluations based on traces of real applications
deployed in the cloud. Our results show significant improvements
over existing techniques.

Keywords—autonomic resource management; cloud computing

I. INTRODUCTION

Cloud Computing has radically changed the way we
provision computing resources. In The Cloud one can allocate
resources in a matter of seconds, use them for as long as they
are needed and then release them, making it possible a pricing
model where you pay for what you use. The possibility of
allocating and releasing resources on demand from what seems
an unlimited pool is called elasticity. Both characteristics pose
interesting new problems for system administrators: How to
efficiently manage resources in a cloud environment.

Ideally, the burden of dynamically managing resources in a
cloud environment should be automatized so that system
administrators do not have to worry for the significant
workload changes that may occur in a short term basis,
typically minute by minute. To do so, some service providers
offer some form of auto-scaling controller that takes as input a
set of measurements from the system and makes decisions
about allocating or releasing resources as needed. The auto-
scaling controller itself depends on a set of control parameters
that determine how fast it will react to changes, how well the

Carlos A. Florez-Samur

Netsac S.A.
Medellin, Colombia

allocated resources will match the workload on the system, and
how much will it cost to operate the whole system.

Determining an optimal set of parameters for the auto-
scaling controller is not a trivial task and it commonly done by
trial and error. The main contribution of this paper is posing the
auto-scaling parameter determination problem as an
optimization problem that can be numerically solved and used
in practical systems so that the auto-scaling controller operates
in a self-managed manner. We also present an implementation
of the system and tests performed on real workload traces that
show it benefits.

In §II we present our problem and its application scenario.
§III describes the design of our auto-scaling controller and §1V
explains the self-tuning technique adopted for our controller. In
§V we present the evaluation of the system based on traces of
actual cloud workloads. Finally, in §VI we review the related
work and highlight the differences with respect to our
mechanism.

II.  CONTEXT

We consider the problem of dynamically allocating
resources for an application deployed in the cloud when
resource requirements are not known in advanced, exhibit high
variability, and are difficult to predict. This context precludes
the use of schedule-based allocation mechanisms. Henceforth,
we concentrate in the problem of dynamically allocating
resources in an Infrastructure as a Service (IaaS) cloud taking
as input various performance measurements of the system.

A. Resource allocation and measurment

It is customary that [aaS providers handle resource
allocation in the form of Virtual Machines (VMs). There are
usually several VM sizes and the cloud provider has no access
to the guest OS running on those VMs. Therefore the
monitoring infrastructure only registers variables available at
the hypervisor level. We refer to this kind of measurements as
blackbox metrics. It is also possible to have monitoring agents
running inside the VMs which would have access to
application dependent metrics. In this case they would be
called whitebox metrics.

For the purpose of our proposed system we will be using
only blackbox metrics; although we hypothesize the general
principles stated in this paper could be extended to handle the
case of whitebox metrics as well. Validation of this hypothesis
is left for future work.
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B. Cost model

Standard per hour pricing policy is to charge a fixed
amount per hour or fraction of resource usage. The hourly rate
;) is determined by the type of the i resource, namely T(1).
Thus, the cost of n resources is the summation

ttermination,i— tstart,i] ( 1 )
1 hr

cost = YT, Xr(py [
where tspqre ; a0d tyermination,: are the times at which the i
resource is started and terminated, respectively. The ceil
operation captures the fact that the customer is charged the
hourly rate if the resource is used for a fraction of an hour. The
key observation from this equation is that churn is very
inefficient. For example, launching two instances for a few
minutes each would cost twice as much as launching one
instance for one hour. This insight will be fundamental in
supporting the termination policy used by our controller, as
discussed in the next section.

III. IMPROVED AUTO-SCALING TECHINIQUE

Fig. 1 shows the overall architecture of an auto-scaling
system. Its main components are:

1) Smoothing: It is responsible of obtaining measurements
from the monitoring service, applying a smoothing filter
(e.g. SMA, EWMA), and computing an estimate of the
workload to be used for auto-scaling decisions. Other
proposals [1] include the use auto regression techniques to
compute these estimates.

2) Controller: Given the estimated workload it determines the
optimal number of instances required. The optimizer
solves the problem of minimizing the total cost of the
service while satisfying the application requirements.

3) Resource allocator: Takes the number of instances
requested by the controller and instructs the management
infrastructure to launch/terminate instances as required.

Resource

Controller ——

Smoothing

Cloud
provider

Fig. 1. Architecture of the auto-scaling system

A. Smoothing

Workload measurements typically exhibit high variability
which makes resource management at small time-scales not
feasible. Launching a new instance typically takes from tens of
seconds to minutes and the workload contains many short
duration spikes. Instead of making allocation decisions based

Customer
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on short duration spikes the controller needs to identify
workload variations that will persist for long enough periods of
time in order to launch or terminate VMs.

Low-pass filters such as the Simple Moving Average
(SMA) or the Exponentially Weighted Moving Average
(EWMA) are commonly used to smooth the inputs. The SMA
filter is defined as the average of the last m samples of a
metric, being m the parameter to be optimized. Large values of
m represent a large smoothing effect and slow response to
changes. On the other hand, for small values of m the
smoothed signal will closely follow the metric and give fast
response to rapid changes. The EWMA filter weights the
history of the signal by a series of exponentially decreasing
factors. An exponential factor close to one gives a large weight
to the first samples and rapidly makes old samples negligible.
On the other size, a factor closer to zero gives little weight to
the last samples and makes the contribution of old samples
more significant, producing a more smoothed output.

With either filter, there is a tradeoff between how fast the
filter reacts to persistent changes in the input and how well it
smooth out short duration spikes. Hence, the optimal filter
parameter is one of the key variables to be determined using
the tuning technique to be described in §IV.

B. Controller

It is responsible for keeping the right number of VMs in the
cluster so that the resource requirements of the application are
satisfied. Overprovisioning increases the cost, so the
controller’s job is to find the minimum number of VMs needed
by the application. In addition to the number of VMs, there
may be additional type restrictions, e.g. on the amount of
memory, or number of cores per VM.

For the controller, we adopt a simple hysteresis controller’
with the following parameters:

e Thresholds: Upper and lower fractions of the resource’s
capacity used to trigger the launch/termination of a VM.

e Update policy: How to increase/decrease the number of
instances when needed. In either case, the policy can be
additive or multiplicative.

Determining the optimal parameters of the controller will
be part of the job of our tuning technique.

C. Resource allocator

The resource allocator communicates with the cloud
management services to launch/terminate virtual machines as
indicated by the controller. As observed in §11.B, there is no
point in terminating a VM if the amount of time it has been
running for is not a multiple of an hour. For this reason we
adopt a lazy termination policy that only terminates a VM if it
has been running just below a multiple number of hours and
the controller is requesting a lower number of VMs. In the
meantime these instances contribute to handling the workload
in the cluster, thus reducing response times and providing some
buffer capacity to handle short load spikes at no extra cost.

! essentially the same one available in Amazon Web Services (AWS)
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Another feature (found for example in AWS) is the cool-
down period. The cool-down period prevents the resource
allocator of making any changes to the system for certain
amount of time. The motivation behind is to avoid frequent
creation/termination of instances when the workload exhibits
high variability, as this would have a negative impact on the
cost of the service. We also implemented this feature in order
to evaluate its importance and the associated tradeoffs.

IV. PARAMETER TUNING

Clearly, the performance of the auto scaling system
depends on the setting of all the adjustable parameters. In our
system we have one parameter for the smoothing filter, four
parameters for the controller (fixing the update policy) and one
extra parameter for the cooling period. We represent the
parameters as the parameter vector T.

In order to determine the optimal setting of these
parameters, we pose the following optimization problem:

argming{cost(0) + penalty(0)}, @)

where cost(0) is the cost of the service as defined in (1)
and penalty(8) is a measure of the workload that exceeded the
allocated capacity, i.e. it measures by how far and for how long
the presented workload exceeded the allocated capacity, as
given by

penalty = B L1, max{0,w, — c,}, 3)

with w; being the workload at time t, c; being the allocated
capacity at time t, and  a weighting factor. For the purpose of
the experimental evaluation we set ;)= f = 1 so that a unit
of excess workload costs the same as a unit of capacity. In our
model time is quantized and arrival of samples from the
monitoring system and the action of the controller occur with
the same sampling period (5 min in our traces).

Ideally, for tuning the controller all we need to do is to
solve the optimization problem (2) for the optimal value of ©
over all possible inputs to the system. Unfortunately, there is
no closed form description of the input and it is easy to show
that the optimal solution is not unique. Instead we adopted the
following technique: Given a set of traces, we split them into a
training set and a testing set.

The training set is used to conduct a numerical optimization
in order to find the parameter vector 8, and the test set is used
for evaluating its performance. The numerical optimization
uses simulated annealing, and starting from some initial
parameter vector 8, uses a temperature parameter to obtain
neighbor parameter vectors.

The minimum among the neighbors is chosen as the
starting point for the next iteration. At the end of each iteration,
the algorithm reduces the temperature, thus reducing the range
for choosing random neighbors. After a given number of
iterations of not finding improved parameter vectors, the
optimization finishes.

V. EXPERIMENTAL EVALUATION

For the evaluation of the system we used a set of traces
taken from actual deployments of EC2 instances in AWS. The
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traces cover a period of about 15 days and include all the
metrics captured by the CloudWatch service, among others,
CPU utilization, disk I/O, and network utilization. In these
traces disk I/O activity was minimal, thus we made no further
use of these data. From these traces we took a 50hr interval as
training interval, and used other intervals as test cases. As the
workload in the trace is relatively small, we scaled it up by a
constant factor in order to simulate larger environments.

We implemented in Matlab the standard auto-scaling
system offered by AWS and our improved system. The first
one will give a baseline for comparison purposes. We then
used our controller tuning technique (see §IV) to obtain the
optimal parameter vector for both systems with the same
training trace. Then, running the test trace in both systems we
obtained the performance metrics for our analysis. The
standard auto-scaling controller is setup to use a SMA
smoothing filter and multiplicative increase/decrease policies.
Our controller uses an EWMA filter and multiplicative
increase/decrease policies. Both systems implement the cool-
down policy.

A. Number of active instances over time

A first experiment evaluates the number of active instances
over time and their liveness period, i.e. the amount of time they
existed in the cloud. Fig. 2 shows the number of compute units
(CU)? for an illustrative test case. It shows both cases, standard
and improved auto-scaling.

Although both track the workload (plus a safety margin as
defined by the upper threshold), it is noticeable that the
improved auto-scaling tracks more closely the peaks and the
valleys and reacts faster to changes. This is especially
remarkable in the valleys where the lazy termination policy
keeps instances alive for up to a multiple of one hour, but still
does a better job tracking the valleys than the cool-down
policy.

The effect of the lazy termination policy is shown in Fig. 3
which shows the histogram of the liveness period of instances
for the same test cases. For standard auto-scaling they take
arbitrary lengths, and for improved auto-scaling they always
take a multiple of twelve sampling periods minus one (12n—1).
The minus one is due to our implementation terminating
instances one sampling period before the hour to avoid using
any fraction of the next hour.

It is important to notice that our parameter tuning algorithm
set the cool-down period to 3 sampling periods in the case of
the standard auto-scaling and to 0 in the case of the improved
auto-scaling technique. This is the result of solving the
optimization (2), which in the first case is forced to keep the
cool-down period larger than zero to void the problem of
frequent termination/creation, which would significantly
increase the cost.

In the second case, the cool-down period does not play any
role in determining the cost of the service, as termination of
instances is governed by the lazy termination policy.

% For our analysis we set 100 CU equal to 1 Amazon’s ECU

3|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

7000 . . :

60001

5000¢

40007

cu

3000¢

2000y

1000y

b sl

50 150 200 250
Sample

a) Standard auto-scaling

7000

6000¢

5000¢

4000y

U

o
3000r

2000y

10007

50

Ml

200 250

150
Sample

100

b) Improved auto-scaling

Fig. 2. Number of active instances over time

B. Cost and penalty improvements

Fig. 4 shows the costs and penalties for all the test cases
considered. Overall the improved technique has a small
reduction of service cost, albeit a few exceptions. However, the
comparison of penalties shows a significant reduction of the
penalty with the improved algorithm. Considering all test
cases, the average reduction of the cost was 6.3% and the
average reduction of the penalty was 55.5%.

VL

Existing literature considers various approaches for
handling the allocation of resources in a cloud computing
environment. Although some approaches have some features in
common with our solution, there are also important
differences. Following we present a brief description of the
most relevant approaches and highlight the main differences
with respect to our work.

RELATED WORK
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Fig. 3. Histogram of instance liveness period

Bodik et al [2] present a technique that uses statistical
machine learning to fit a non-linear performance model on the
most recent set of samples. This model produces a target
number of servers to satisfy the existing Service Level
Agreements (SLAs), and this value is filtered through a
hysteresis filter to avoid oscillations in the controller. The
model captures the relationship between the number of request
that fail the SLA’s threshold and the current number of servers
and workload. This technique does not take into account the
cost of the service and under high variability on the workload
would lead to frequent creation and termination of VMs, the
churn problem that our technique avoids while minimizing the
operational cost of the service.

Bi et al [3] developed a technique that uses a hybrid
queueing model as the basis to provision resources for multi-
tier applications running in a cloud data center. Their technique
takes as inputs the request arrival rate, the service rate of the
VMs for each tier, and the response time from the application.
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Feeding this information into the model, makes it possible
to determine the number of VMs required. The main difference
with our system is that this technique relies on application level
measurements, which may not always be available or could
require and additional development and integration effort.
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Fig. 4. Comparison of costs and penalties

Padala et al [4] adopt a blackbox approach that uses control
theory to manage the virtual resources assigned to the
application. The controller in this system assigns entitlements
of the physical resources to the VMs they host, in such a way
that the application performance meets the preset SLAs. The
main difference with our work is the assumption that
entitlements to physical resources can be adjusted online.
Although this functionality is available in several virtualization
frameworks, it is not commonly offered by public laaS
providers, which prefer to offer a set of predefined instance
sizes.

Turner et al [5] explore a system that builds an empirical
model of the application performance. Their system is tailored
for multi-tier applications running on a virtualized

Vol. 4, No. 9, 2013

infrastructure. Data collected by the monitoring system
includes resource consumption and application response time.
A regression algorithm fits a model to the collected data and
this model is used to adjust allocation of resources to the
different virtual machines. Sangpetch et al [6] further develop a
close-loop controller system that uses the model and a target
Service Level Objective (SLO) to adjust the allocation of
resources to each VM in the system. The controller uses both, a
long term and a short term prediction to adjust the resource
allocation to each of the VMs. These systems also rely on the
assumption that the customer has control over the amount of
resources assigned to each VM, which is not usually the case
with laaS providers.

Chandra et al [1] present a technique that combines
measurements, a generalized processor sharing model, and
time-series analysis to determine the fraction of the resources
to assign to each of the application components. The allocated
resources assure that the application meets its Quality of
Service (QoS) constraints. This technique applies to the case of
VMs sharing a host in which the entitlement of resources for
each component is adjustable and the controller has access to
internal performance metrics of the application. However, it is
different to the problem we are handling because we deal with
predetermined instance sizes, our goal is minimizing the
service cost and penalty, and we restrict to blackbox metrics.

It is also worth noticing that there has been work on
resource management mechanisms based on the idea of
migrating VMs, as for example [7]. In this study migration was
not considered as our focus is a public IaaS cloud, where
migration services are not commonly available.

The problem of determining the optimal set of resources of
various types with multiplicity been shown to be NP-Complete
by Chang et al [8]. They also present an approximation
algorithm. This algorithm considers the problem in a static
setting, thus it is not applicable in the dynamic environment we
consider. A related work by Dougherty et al [9] considers the
auto-scaling problem from the point of view of minimizing the
cost and energy consumption. In their work they used a Model
Driven Engineering (MDE) approach combined with a
constraint satisfaction technique to find the set of instances that
supply the application requirements while minimizing cost and
energy. This work assumes a static context where the
application requirements remain stable over time.

VII. CONCLUSIONS

We have presented an autonomic auto-scaling controller
specifically designed for allocating resources in a cloud
datacenter under dynamic workloads. Our controller reduces
the service cost and the performance penalties when compared
to the optimized standard hysteresis controller commonly
available from public cloud providers. Both characteristics are
highly desirable for whoever deploys an application in an [aaS
cloud.

Our controller departs from well-known auto-scaling
controllers by incorporating a fast response smoothing filter, a
numerical optimization technique for finely tuning the
controller parameters, and implementing the lazy termination
policy, which postpones the decision to terminate an instance
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until the very last moment possible without extra charges.
Also, our experiments showed that the lazy termination policy
effectively makes the cool-down period unnecessary. The cool-
down period limits the response time in the event of large
workload changes, thus increasing performance penalties. On
the other hand, the cool-down period does not reduce the
service cost when using our improved controller

(1]
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Abstract—Graphs are used in diverse set of disciplines
ranging from computer networks to biological networks, social
networks, World Wide Web etc. With the advancement in the
technology and the discovery of new knowledge, size of graphs is
increasing exponentially. A graph containing millions of nodes
and billions of edges can be of size in TBs. At the same time, the
size of graphs presents a big obstacle to understand the essential
information they contain. Also with the current size of main
memory it seems impossible to load the whole graph into main
memory. Hence the need of graph compression techniques arises.
In this paper, we present graph compression technique which
partition graphs into subgraphs and then each partition can be
compressed individually. For partitioning, proposed approach
identifies weak links present in the graph and partition graph at
those weak links. During query processing, the partitions which
are required need to be decompressed, eliminating
decompression of whole graph.

Keywords— graph compression; su graph; partitioning

I. INTRODUCTION

Today, numerous large-scale systems and applications need
to analyze and store massive amounts of data that involve
interactions between various entities — this data is best
represented as a graph; for instance, the link structure of the
World Wide Web, group of friends in social networks, data
exchange between IP addresses, market basket data, etc., can
all be represented as massive graph structures. As witnessed in
the core tasks of these applications graph patterns could help
build powerful, yet intuitive models for better managing and
understanding complex structure. Some of these application
domains are [19]:

e World Wide Web. The Web has a natural graph
structure with a node for each page and a directed edge
for each hyperlink. This link structure of the Web has
been exploited very successfully by search engines like
Google [18] to improve search quality. Other
contemporary research works mine the Web graph to
find dense bipartite cliques, and through them Web
communities [16] and link spam [05]. Recent estimates
from search engines put the size of the Web graph at
around 3 billion nodes and more than 50 billion arcs
[14]. (Note that these are clearly lower bounds since the
Web graph has been growing rapidly over the years as
more of the Web gets discovered and indexed.) Thus,
the Web graph can easily occupy many terabytes of
storage.

e Social Networking. Popular social networking websites
like Facebook, MySpace and LinkedIn cater to millions

of users at a time, and maintain information about each
user (nodes) and their friend-lists (edges). Mining the
social network graph can provide valuable information
on social relationships between users, the music,
movies, etc. that they like, and user communities with
common interests.

e [P Network Monitoring. IP routers export records
containing source and destination IP addresses, number
of bytes transmitted, duration, etc. for each IP
communication flow. Recently, Iliofotou et. al. [12]
proposed the idea of extracting Traffic Dispersion
Graphs (TDGs) from network traces, where each node
corresponds to an IP address and there is an edge
between any two IP addresses who sent traffic to each
other. Such graphs can be used to detect interesting or
unusual communication patterns, security
vulnerabilities, hosts that are infected by a virus or a
worm, and malicious attacks against machines.

e Market Basket Data. Market basket data contains
information about products bought by millions of
customers. This is essentially a bipartite graph with an
edge between a customer and every product that he or
she purchases. Mining this graph to find groups of
customers with similar buying patterns can help with
customer segmentation and targeted advertising.

Several approaches have been proposed for the analysis and
discovery of concepts in graphs in the context where graphs are
used to model datasets. Modeling objects using graphs allows
us to represent arbitrary relations among entities and capture
the structural information. The utilization of richer and more
elaborate data representations for improved discovery leads to
larger graphs. The graphs are often so large that they cannot fit
into the dynamic memory of conventional computer systems.
Even if the data fits into dynamic memory, the amount of
memory left for use during execution of the discovery
algorithm may be insufficient, resulting in an increased number
of page swaps and ultimately performance degradation. One of
the main challenges for knowledge discovery and data mining
systems is to scale up their data interpretation abilities to
discover interesting patterns in large datasets. This paper
addresses the scalability of graph-based discovery to
monolithic datasets, which are prevalent in many real-world
domains where vast amounts of data must be examined to find
meaningful structures.

In [23], many challenges are faced by graph mining
algorithms due to the huge size of graph. One issue is that a
huge graph may severely restrict the application of existing
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pattern mining technologies. Additionally, directly visualizing
such a large graph is beyond our capability. In computer
science, it is more important to understand the information
embodied in abstract structures that are of our particular
interests. For instance, how can we quantify the amount of
information in the structure of graphs such as the Internet,
social networks, and biological networks? How can we
understand and utilize the “structure” of nonconventional data
structures such as biological data, topographical maps, medical
data, and volumetric data? Imagine a compressed graph,
conserving the characteristics of the original graph. We can
easily visualize it. The goal of compressing a graph is to make
the high-level structure of the graph easily understood.
Therefore, informative graph compression techniques are
required and have wide application domains. Many graph
compression techniques have been developed for compressing
a web graph [7, 14, 25, 10, 4, 9]. In this paper we proposed
partition based compression approach which helps in storing
the compressed subgraphs on the systems that are located
geographically apart. Thus it reduces the network traffic in
distributed computing [6] since data will be available on local
system itself. The aim of the proposed technique is to represent
the data in compressed form while retaining the ability to
answer the same queries as their uncompressed counterpart.
We aim at representing graphs in highly compressed form, so
as to manage huge instances in main memory.

The remainder of this paper is organized as follows.
Section II reviews the background information as well as
related work on graph compression. Section III presents the
details of proposed partition based approach. Section IV
presents the results of performance evaluation. Section V
summarizes and concludes our paper.

II. BACKGROUND

The biggest challenge in graph compression is ever
increasing demand of high compression ratio, which reduces
memory requirement of a graph. A graph containing billions of
nodes and trillions of edges cannot be stored in memory
without compression and if we store it on disk then operations
which need to be performed on this graph would require many
disk I/O and disk seek operations which reduces algorithm
performance drastically. Hence a graph needs to be divided to
ensure that each partition is small enough to fit in main
memory and thus reduces I/O operations significantly.

A. Problem definition

Given an undirected graph G = (V,E), where V is set of
vertices and E is set of edges in the graph G. We need to
represent graph such that the compression ratio and bits per
edge are maximum and minimum respectively. Compression
ratio and bits per edge are given by the following formulae:

Percentage Compression or Compression Ratio
input graph size — output graph size

input graph size
* 100

size of output or compressed graph

Bit dge =
its per edge total edges in the graph
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B. Related work

In recent years many compression algorithms have been
proposed. In [14] Gap encoding makes use of locality [8]
property of web graph. Locality suggests that each list of
successors should be represented as list of gaps. More
precisely, if S(x) = (sy,Sy, ..., S), then it can be represented
as (s1—x,5,—s1—1,53— s, — 1,...,8; —Sp_q1 —
1). However; reference compression [14] technique exploits
similarity property of web graphs. In this method, adjacency
list S(x), is represented as a “modified” version of some list
S(y), called the reference list. The difference x — y is called
the reference number. This results into reference compression,
in which a sequence of bits, one bit for each successor in the
reference list, tells whether the corresponding successor of y is
also a successor of x. Nodes which are not covered by
reference list are called extra nodes.

In differential compression, the differences with S(y)are
represented as a sequence of copy blocks. Copy list can be
represented as an alternating sequence of 1 and 0-blocks, and
specify the length of each block. This sequence of integers is
preceded by a block count telling the number of blocks that
will follow [14]. Consecutivity among extra nodes is frequent,
hence to exploit this consecutivity, subsequences are isolated
corresponding to integer intervals and number of integers in
these intervals is called length [14].

In [8], an un-weighted graph G = (V;,E;) can be
represented as R = (S,C) where S = (V,E,) is graph
summary and C is set of edge corrections. Every node v in V;
belongs to a super node V in V, which represents a set of nodes
in G. A super edge E = (Vi, I{) in E represents the set of all
edges connecting all pairs of nodes inV; andV} i.e. it simply
collapse one bi-partite graph into two super nodes V; and V; and
replaces all the edges by super edge between the super nodes.
The edge correction C has parts +e (edge to be added) and -e
(edge to be removed) which is considered during recreation of
original graph.

In [7], Re-pair recursively finds pair of repeated symbols
across all the lists and replace them by a new “non-terminal”
symbol which has to be expanded later when extracting the
lists. In [3], a directed bipartite clique G = (V,E) can be
transformed into a directed star. A directed bi-partite clique
(8, T) is a pair of two disjoint set S and T such thatu € S and
v €T and there is a directed link from u to v inG. For a bi-
clique (S, T) a new compressed graph G’ = (V',E')is formed
by adding a new vertex x to the graph, removing all the edges
in (S, T) and adding a new edge ux € E for each u € S and
new edge xv € E foreachv € T.

In [13], an undirected graph G = (V,E), where V is a set of
nodes and E is set of edges, is represented using adjacency list
method and thus m + n space is required, where n =
|V| and m = |E|. But for simple undirected graphs G, it should
be noted that the complement graph G¢of G is sufficient for
representing G. For a very dense graph G, the size of the edge
set of the complement graph may be much less than m .
Therefore, the original graph is store in a data structure

iftm < 2D

, and the complement graph if m > n(n4_l) . this
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method requires n + minifn, m) space, where m¢ =
n(n-1)
TABLE L NOTATIONS
Notation Description
w Maximun no. of edges in bridge
neb; Set of neighbors of node i
Sets S, store neighbor of node i and set S,
S1,S,
stores rest nodes
deg; Degree of node i
6= (V.E) A graph G where V is set of nodes and E is set
of edges

III.  PROPOSED PARTITION BASED APPROACH

Compression allows more efficient storage and transfer of
graph data, and may improve the performance of various
algorithms by allowing computation to be performed in faster
levels of computer memory hierarchies. Good compression
requires using the structural properties of the graph, and hence
first important step is to understand this structure. For example,
in Web graphs, there appear to be natural clusters of related
pages with similar connections.

In this paper we restrict our discussion to undirected graph
but can be easily extended for directed graph. We use an
undirected graph for modeling complicated structures which
contains dense clusters and these dense clusters are connected
with weak links called bridges. Proposed partition based
compression algorithm exploits graph property locality.

Link locality has been independently observed and reported
by several authors. For instance, Suel and Yuan [16] observe
that on average, around three-quarters or 75% of the links from
a page are to other page on the name domain/host. Given this
observation, we attempt to partition graph into dense clusters
and then these dense clusters are further compressed using
reference compression technique.

We employ breadth first search algorithm starting from a
randomly chosen node, say x € V which returns a connected
component C. Now take a node say i from C and make two
sets S; and S,. Set S; contains all neighbors of node and set S,
contains all the nodes in C except the nodes in S;. A node x in
S; with degree d is a bridge node of width w if the following
conditions are satisfied:

1) d, — w neighbors of node x are in set S; and exactly w
neighbors are in set S,.

2) (|neby| - 1) neighbors of node y are in S,, where
y €Eneb, andy € S,.

If both the conditions are not satisfied then node may be
shifted to set S, or if more than half neighbors of node x are in
set S, . We repeat this process for all the nodes in set
S; and S, until we find a bridge between the two sets or no
change in set S; and S,. In this way we find bridge between set
S; and S, which results into two subgraphs. Repeat the same
procedure by choosing another random node from C until we
get sufficiently small subgraphs. These subgraphs are
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compressed sequentially using reference compression
technique [14].
Each subgraphs thus obtained after partitioning is

compressed by applying reference compression algorithm. In
this method, instead of representing adjacency list S(x) for
node x directly, it is represented as a “modified” version of
some next list S(y), called the reference list. The difference
y —x is called the reference number. Thus the reference
compression results in a sequence of bits, one for each
successor in the reference list, which tells whether the
corresponding successor of node y is also a successor of node x.
The representation of S(x)with respect to S(y) is made of two
parts: a sequence of |S(y)| bits, called the copy list, and the list
of integers S(x)/S(y), called the list of extra nodes. Copy list
specifies which of the links contained in the reference list
should be copied: it will contain 1 at the i position; iff the i”
entry of S(y) also appears in S(x)[14].

For each node i in a subgraph s, we find reference node j
(node which has maximum number of common successors with
node 7). we consider reference width for finding reference
node. reference_width can be fixed or can be equal to size of
subgraph.

For reference node, we calculate reference number,
copylist and extra nodes. copylist is further compressed as a
sequence of copyblock which contains the information about
the number of 1’s and 0’s appearing in copylist alternatively.
Further extranodes are compressed since there is consecutively
among extranodes. Once all the nodes are covered in subgraph
we take next subgraph for compression.

A. Algorithm

In this section pseudo-code for partitionven.ing the large
graph is given. Function check condition I  and
check _condition 2 will return “I” if condition I and 2
mentioned in section 111 is true for node £.

Arrange all nodes of G in decreasing order of degree.

Procedure PartitionGraph(G, w)
begin
while (w > 0)
{
foreachnodei €V
{
Si =i U neb;;
52 = V - 51,'
while (no change in S; and S; or bridge is not found)

{
foreachnode k € S;

{
flag 1 = check _condition 1(S}, S,, k)
if (flag 1 == true)
{
flag 2 = check _condition 2(S;, S,, k)

if (flag 2 == true)
{

a. Node kis a bridge node of width w.
b. Remove all w edges between k and S,.

/
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else if (more than Dl odes are in Ss)
{

Sl = Sl - k,

52 = 52 U k,
/

foreachnodek € S,

{
flag 1 = check _condition_1(S,, S}, k)

if (flag 1 == true)
{

flag 2 = check_condition_2(S,, S}, k)
if(flag_2 == true)
{

a. Node k is a bridge node of width w.
b.  Remove all w edges between k and S;.

}
else if (more than lnezb & yodes are in S 1)
{
Sz = 52 - k,
Sl = 51 U k,'
}
}
}
Weer
tend while,
end-begin.

IV. PERFORMANCE EVALUATION

In this section, we present experimental results. We have
performed experiments on 2.10 GHz Intel core i3 processors
with 4GB main memory, running on 32-bits Windows 7
platform. Proposed algorithm is implemented in Java. We
performed experiment on synthetic datasets generated using
graph generator. Details of the graph dataset used for
experiments are given in Table II.

A. Graph Partitioning

A graph having 9985 nodes and 123416 edges is partitioned
into 354 subgraphs, size of each subgraph varies from 26 to 30
nodes both inclusive with bridge width equal to 3. Whereas
number of bridges is 510, among these 358 bridges are of
width one, 98 bridges are of width two and 54 bridges are of
width three. On the other hand, a graph of 1979 nodes and
24340 edges is partitioned into 71 subgraphs, size of each
subgraphs again vary from 26 to 30 both inclusive where
bridge width is three. Number of bridges is 98 among these 66
bridges are of width one, 20 bridges are of width two, 10
bridges are of width three.

TABLE II. DETAILS OF GRAPH DATASET
Id No. of nodes No. of edges
G, 1979 24340
G 4993 61392

Gs 9985 123416

Vol. 4, No. 9, 2013

B. Effect of different parameters on compression ratio

In Fig. 1, y-axis represents compression ratio and x-axis
represents reference width w [9]. Different reference widths are
3,5, 7 and a subgraph. Reference width equal to the subgraph
means all the nodes in the subgraph will be considered in
search of reference node [10]. Fig.1. shows compression ratio
without copy blocks for different graph size. Compression
ration increases slowly with the increase in reference width.
Fig. 2 shows compression ratio with copy blocks for different
graph size. Fig. 3 shows compression ratio with copy blocks
and extra nodes for different graph size. From Fig. 2 and 3 can
observe that the compression ratio increases rapidly with the
increase in reference width. When reference width is equal to
subgraph compression ratio is maximum. For all reference
width, compression ratio of the graph with 9985 nodes and
123416 edges is higher among all graphs. Hence ratio increases
with increase in number of nodes and edges i.e. we get better
compression ratio for dense graphs.

Boldi and Vigna [14] have given the best algorithm ever
which takes 2 to 3 bits per edge for a graph of size 18.5 million
nodes and 300 million edges. S. Raghavan [21] has shown that
super node and super edge representation takes 5.07 bits per
edge for average over 25 million, 50 million, 100 million
nodes. Broder [1] showed that a graph of 200M nodes and 1.5G
edges requires 37.87 bits per edge.

B
g 62.7
=
§622 e
B =#-4993
LR e — 9985

612

3 5 7 subgraph
Reference width

Fig. 1. Compression ratio (without copy block) v/s reference width w.

748 ~

746 - _/
744 \ -

%42 '
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Fig. 2. Compression ratio (with copy block) v/s reference width w.
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Fig. 4. Comparison of Boldi and Vigna, Sriram Raghvan, and A. Broder with
Partition based reference compression approach.

V. CONCLUSION & FUTURE WORK

In this paper we proposed an effective solution in the form
of a partitioning approach, to one of the main challenges for
graph-based knowledge discovery and data mining systems,
which is to scale up their data interpretation abilities to
discover interesting patterns in large graph datasets. We
observed that for partition based reference compression
approach, compression ratio increases with increase in
reference width and it is maximum when reference width is
equal to size of subgraph. Moreover it helps in distributed
computing by reducing network traffic and storage burden on
single system.

Possible future enhancement to the proposed approach is
reducing partitioning time which increases sharply with the
increase in graph size. Since we run BFS algorithm for each
node in the graph which gives connected component but we
can ignore the nodes which are in the partition and cannot be
partitioned further.

Our algorithm is sequential i.e. first graph partitioning is
done and then reference compression algorithm is applied. This
causes re-loading of each partition for the compression. It can
be improved by compressing the partition when it cannot be
partitioned further.
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Abstract—the depletion of the public IPv4 address pool may
speed up the deployment of IPv6. The coexistence of the two
versions of IP requires some transition mechanisms. One of them
is 6to4 which provides a solution for the problem of an IPv6
capable device in an IPv4 only environment. From among the
several 6to4 relay implementations, the following ones were
selected for testing: sit under Linux, stf under FreeBSD and stf
under NetBSD. Their stability and performance were investigat-
ed in a test network. The increasing measure of the load of the
6to4 relay implementations was set by incrementing the number
of the client computers that provided the traffic. The packet loss
and the response time of the 6to4 relay as well as the CPU
utilization and the memory consumption of the computer
running the tested 6to4 relay implementations were measured.
The implementations were tested also under very heavy load
conditions to see if they are safe to be used in production systems.

Keywords—IPv6 deployment; IPv6 transition solutions; 6to4;
performance analysis

I. INTRODUCTION

The majority of the current Internet still uses the Internet
Protocol version 4 (IPv4) for forwarding the packets of the
communication of the applications. Even though IPv6 was
defined in 1998 [1], it has not replaced IPv4 yet. As of Aug. 31,
2013, only 1.88% of the Internet traffic reaching Google used
IPv6 [2]. The coexistence of the two versions of IP results in
different issues (e.g. the two endpoints of the communication
use different IP versions, or the endpoints use the same IP
version but the communication path between the endpoints
supports the other version only). Several transition mechan-
isms were developed to solve the different issues of the
coexistence of the two versions of the Internet Protocol. These
theoretical solutions are defined in different RFCs. There are a
number of implementations for each solutions. When a network
operator decides to support some of the IPv6 transition
mechanisms, it can be a difficult task to choose the right
implementations because there can be security, reliability and
performance issues. Several papers were published in the topic
of performance analysis of different IPv6 transition implemen-
tations.

One of the most important driving forces of the deployment
of IPv6 is the depletion of the global IPv4 address pool. [ANA

This research was supported by the TAMOP-4.2.2.C-11/1/KONV-2012-
0012: “Smarter Transport” — IT for co-operative transport system — The
Project is supported by the Hungarian Government and co-financed by the
European Social Fund.

Sandor Répas
Department of Telecommunications
Széchenyi Istvan University
Gy6r, Hungary

delegated the last five “/8” IPv4 address blocks to the five
Regional Internet Registries in 2011 [3]. Therefore an
important upcoming coexistence issue is the problem of an
IPv6 only client and an IPv4 only server, because internet
service providers (ISPs) can still supply the relatively small
number of new servers with [Pv4 addresses from their own
pool but the huge number of new clients can get IPv6 addresses
only. DNS64 [4] and NAT64 [5] are the best available
techniques that make it possible for an IPv6 only client to
communicate with an IPv4 only server. Another very important
coexistence issue comes from the case when the ISP does not
support IPv6 but the clients do and they would like to
communicate with [Pv6 servers. The most matured solution for
this problem is called 6to4 [6]. The stability and performance
analysis of different 6to4 implementations is the topic of this

paper.

The remainder of this paper is organized as follows: first, a
short survey of the results of the most current publications is
given, second, 6to4 is introduced, third, the selection of the
6to4 relay implementations is discussed, fourth, our test
environment is described, fifth, the performance measurement
method of the 6to4 relay implementations is detailed, sixth, the
results are presented and discussed, seventh, the validity of our
results is considered and our plans for the future research are
presented, finally, our conclusions are given.

This topic was identified as being of high importance for
network administrators.

II. A SHORT SURVEY OF CURRENT RESEARCH RESULTS

A. The Problem of an IPv6 Only Client and an IPv4 Only
Server

Several papers were published in the topic of the
performance of DNS64 and NAT64 in 2012 and 2013. The
performance of the TAYGA NAT64 implementation (and
implicitly of the TOTD DNS64 implementation) is compared
to the performance of NAT44 in [7]. The performance of the
Ecdysis NAT64 implementation (that has its own DNS64
implementation) is compared to the performance of the
authors” own HTTP ALG in [8]. The performance of the
Ecdysis NAT64 implementation is compared to the perfor-
mance of both the NAT-PT and an HTTP ALG in [9]. All of
these papers deal with the common performance of a given
DNS64 implementation with a given NAT64 implementation.
The performance of the BIND DNS64 implementation and
performance of the TAYGA NAT64 implementation are

13|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

analyzed separately and also their stability is tested in [10]. A
good survey of the most recent DNS64 and NAT64 research
results is given in [l11]. They also demonstrated that the
DNS64+NAT64 system is a viable solution for an internet
service provider. Our results about the stability and
performance of different DNS64 and NAT64 implementations
were published in [12] and [13], respectively.

B. The Problem of an IPv6 Capable Client in an IPv4 Only
Environment

A good survey of IPv6 transition mechanisms including
both translation and tunneling solutions can be found in [14]. It
discusses 6to4 among the tunneling mechanisms. Ref. [15]
named 6to4 and Teredo [16] the two most widely used
transition solutions on the bases of the IPv6 prefixes in use.
The performance of 6to4 is addressed in [17]. They prepared a
controlled environment and compared the performance
characteristics (round trip time and throughput) of 6to4 to the
native IPv4 and IPv6 using both TCP and UDP between the
endpoints. They used Cisco routers in the test network. In
contrast, we have chosen different free software [18] (also
called open source [19]) implementations for stability testing
and performance comparison.

III. INTODUCTION TO 6TO4 IN A NUTSHELL

The aim of 6to4 is to help those IPv6 capable devices that
are residing in an IPv4 environment to connect to other devices
being in the same situation and to the native IPv6 internet. The
solution is an “automatic tunnel” that encapsulates the IPv6
packets into IPv4 packets (using protocol number 41, as the
configured IPv6 over IPv4 tunnel [20]).

The IPv6 capable device can be a single host having a 6to4
pseudo-interface that performs the encapsulation of the IPv6
packets into IPv4 packets and also the decapsulation in the
opposite direction. This is called 6to4 host. It is also possible
that there are multiple IPv6 devices in an IPv6 network behind
a so-called 6to4 (border) router that performs the encapsulation
of the IPv6 packets into IPv4 packets and the decapsulation in
the opposite direction. These 6to4 IPv6 devices can communi-
cate with other 6to4 IPv6 devices or with IPv6 devices on the
native IPv6 internet. In the latter case, they need a 6to4 relay at
the border of the IPv4 internet and the IPv6 internet, see Fig. 1.

It is a precondition of the applicability of the 6to4 solution
that a 6to4 host or a 6to4 router must have a public IPv4
address. The IPv6 addresses for the IPv6 capable devices will
get IPv6 addresses from the 2002::/16 prefix. The next 32 bits
of their IPv6 addresses are the 32 bits of the public IPv4
address of the 6to4 host or 6to4 router and still there are 16 bits
for subnetting. (It can be filled with 0 or chosen randomly if no
subnetting is needed.) The last 64 bits of the IPv6 address may
be generated in the usual way from the MAC addresses of the
hosts using the modified EUI-64 algorithm.

If the communication occurs between two IPv6 capable
devices that both use 6to4 then the route of the encapsulated
packet in the IPv4 internet is exactly determined by the public
IPv4 addresses of the two 6to4 hosts/routers. If one of the
communication endpoints resides in the native IPv6 internet
then the route of the packet must go through a 6to4 relay. There
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are multiple 6to4 relays having the same 192.88.99.1 anycast
address and the network will use the nearest one.

The forthcoming example scenario can be followed in
Fig. 1. Let our client having the 2002:c000:208::2 6to4 IPv6
address communicate with the server having the 2001:db8::2
global IPv6 address. The client sends out its IPv6 packet
containing its own [Pv6 address as the source address and the
IPv6 address of the server as the destination address. The
packet arrives to the 6to4 router as the default gateway. The
6to4 router encapsulates the IPv6 packet in an IPv4 packet
using its own IP address, 192.0.2.8 as the source address and
the 192.88.99.1 anycast address as the destination address. The
protocol type is set to 41, which indicates that an IPv6 packet
was embedded. The packet arrives to the nearest 6to4 relay at
the 192.88.99.1 anycast address. The relay recognizes the 41
protocol type and thus it decapsulates the IPv6 packet and
sends towards its destination. The server receives the packet
and replies in the normal way addressing its reply packet to the
client. In the global public IPv6 internet, the 2002::/16 prefix is
routed (using anycast addressing) towards the nearest 6to4
relay, which may be different from the one that was used by the
packet travelling from the client to the server (asymmetric
routing). The 6to4 relay receives the IPv6 packet and
encapsulates it in an IPv4 packet. It determines the target IPv4
address from the destination IPv6 address as it contains the
192.0.2.8 1Pv4 address of the 6to4 router next to its 2002::/16
prefix: 2002:¢000:208::2. When the 6to4 router receives the
packet it simply decapsulates the embedded IPv6 packet and
sends it to the client.

IPv4 Internet 6to4 Host
198.51.100.12

2002:c633:640c::2

6to4 Router
2002:¢000:208::1

6to4 Relay
192.88.99.1

s Client
2002:c000:208::2

2002::/16

IPv6 Internet

Server
2001:db8::2

Fig. 1. Sample network for the demonstration of 6to4

Note that if two devices using both 6to4 IPv6 addresses
communicate with each other then the 6to4 routers or hosts
never send the IPv4 packet (containing the encapsulated IPv6
packet) to a 6to4 relay rather they always take the 32 bits next
to the 2002::/16 prefix of the destination [Pv6 address and use
these 32 bits as the target IPv4 address. A 6to4 target address
can be easily recognized from its 2002::/16 prefix. All other
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target addresses are treated as global IPv6 addresses and the
destination address of the IPv4 packet is set to the 192.88.99.1
anycast address of the 6to4 relays.

Let us consider the performance requirements of the
devices performing 6to4 operations.

e A 6to4 host performs encapsulation and decapsulation
of the traffic from and to the local host.

e A 6to4 router performs encapsulation and decapsulation
of the traffic from and to a limited number of hosts
behind the router.

e A 6to4 relay may be responsible for the traffic of a huge
number of hosts. Because of the anycast addressing,
their number and thus the load of the 6to4 relay depend
on the location of other 6to4 relays.

Therefore, if a 6to4 relay using the 192.88.99.1 anycast
IPv4 address is set up then it may receive huge load.
Consequently, it should be a stable system that does not
collapse even in serious overload situation rather complies with
the graceful degradation principles [21].

IV. SELECTION OF IMPLEMENTATIONS FOR TESTING

As it was mentioned before, only free software [18] (also
called open source [19]) implementations were considered for
stability testing and performance comparison. We had multiple
reasons for this decision:

e The licenses of certain vendors (e.g. [22] and [23]) do
not allow the publication of benchmarking results.

o Free software can be used by anyone for any purposes
thus our results can be helpful for anyone.

o Free software is free of charge for us, too.

In our previous research efforts of performance and
stability analysis of IPv6 transition solutions (DNS64 [12] and
NAT64 [13]), we used Linux, OpenBSD and FreeBSD as host
operating systems. Unfortunately 6to4 is not implemented in
OpenBSD for security concerns [24]. Thus, the following
implementations were selected for testing: sit under Linux, stf
under FreeBSD and stf under NetBSD.

V.  TEST ENVIRONMENT

The aim of our tests was to examine and compare the
performance of the selected 6to4 implementations. We were
also interested in their stability and behavior under heavy load
conditions. (For testing the software, some hardware had to be
used, but our aim was not the performance analysis of any
hardware.)

A. The Structure of the Test Network

The topology of the network is shown in Fig. 2. The central
element of the network is the 6to4 relay. The ten Dell
workstations at the bottom of the figure played the role of the
6to4 hosts for the 6to4 relay performance measurements. The
two Dell computers at the top of the figure responded to all the
6to4 hosts.
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Native IPv6: 2a02:a50::2/64 Native IPv6: 2a02:a50::3/64

2x 6to4 test
‘responder’

Native IPv6: 2a02:a50::1/64

6to4d
relay

Public IPv4: 80.64.79.254/24
6to4: 2002:5040:4ffe::1/16
Intel PIlI|800MHz

Baseline 2948-SFP Plus
Public IPv4: 80.64.79.10/24

6to4: 2002:5040:4f0a::1/16

Public IPv4: 80.64.79.1/24
6to4: 2002;5040:401::1/16

Client
computers

10x Dell Precision 490

Fig. 2. Topology of the 6to4 test network.

Even though their hardware was much more powerful than
that of the 6to4 relay (see details later), we used two of them to
be sure that the responder part of the system was never a
bottleneck during our tests.

B. The Hardware Configuration of the Computers

A test computer with special configuration was put together
for the purposes of the 6to4 relay so that the 6to4 hosts will be
able to produce high enough load for overloading it. The CPU
and memory parameters were chosen to be as little as possible
from our available hardware base in order to be able to create
an overload situation with a finite number of 6to4 hosts, and
only the network cards were chosen to be fast enough. The
configuration of the test computer was:

e Intel D815EE2U motherboard

e 800MHz Intel Pentium III (Coppermine) processor
e 256MB, 133MHz SDRAM

e Two 3Com 3¢940 Gigabit Ethernet NICs

For the 6to4 host purposes, standard DELL Precision
Workstation 490 computers were used with the following
configuration:

e DELL 0GUO083 motherboard with Intel 5000X chipset
e Two Intel Xeon 5140 2.33GHz dual core processors

e 4x1GB 533MHz DDR2 FB-DIMM SDRAM (quad
channel)
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e Broadcom NetXtreme BCMS5752 Gigabit Ethernet
controller (PCI Express)

Note that these computers were the same as those used in
the DNS64 and NAT64 tests ([12] and [13]) but with a little
faster CPU and four identical RAM modules which were able
to operate quad channel.

The responder computers were similar to the 6to4
computers but they had somewhat slower CPUs:

e Two Intel Xeon 5130 2GHz dual core processors

Debian Squeeze 6.0.3 GNU/Linux operating system was
installed on all the computers including the Pentium III test
computer acting as a 6to4 rely when it was used under Linux.
The version number of FreeBSD and NetBSD were 9.0 and
6.0.1, respectively. The responder computers had the OpenBSD
5.1 operating system. OpenBSD was chosen because it
supports NAT66, which was needed for our experiments.

C. The Software Configuration of the Computers

Fig. 2 shows the IP addresses of the Ethernet interfaces.
The 6to4 hosts had IPv4 and 6to4 IPv6 addresses. The 6to4
relay had two Gigabit Ethernet interfaces: ethl was used for
communication with the 6to4 hosts and it had the 80.64.79.254
public IPv4 address and the 2002:5040:4ffe::1 6to4 address;
eth2 was used for communication with the responder
computers and it had the 2a02:a50::1 global IPv6 address. The
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responder computers had the 2a02:a50::2 and 2a02:a50::3
global IPv6 addresses.

To make the results comparable, the same Pentium III
computer was used for 6to4 purposes under Linux, FreeBSD
and NetBSD. The network settings were also identical. Fig. 3
shows the exact settings of the interfaces under Linux
containing the starting of the sit 6to4 pseudo interface and also
the routing. Note that some of the tests were also performed
with one responder only. Fig. 3 contains the settings for both
cases. The network settings and the routing of FreeBSD are
shown in Fig. 4 and the FreeBSD stf tunnel was started by the
commands shown in Fig 5. The configuration files for the
network interfaces under NetBSD are shown in Fig. 6 and
Fig 7. The routing under NetBSD was set and the stf tunnel
was started by the script in Fig. 8.

As it can be seen in Fig. 3 and Fig. 4 the packets to the
2001:0738:2c01:8001:ffff:0:a00::/104 network were directed to
the responder computer(s). On the responder computers,
NAT66 was used to redirect these packets to the computer
itself (see Fig. 9), to be able to respond to them.

Note that the CPU utilization was monitored during the
measurements, and even when using only one responder, its
maximum CPU utilization was about 10%.

The network setting of the 6to4 hosts were done as shown
in Fig. 10.

#to the 6to4 hosts
auto ethl

iface ethl inet static
address 80.64.79.254
netmask 255.255.255.0

#to the responders

auto eth2

iface eth2 inet6 static
address 2a02:a50::1
netmask 64

pre-up echo 1 > /proc/sys/net/ipv6/conf/all/forwarding

pre-up echo @ > /proc/sys/net/ipv6/conf/eth2/autoconft

pre-up echo @ > /proc/sys/net/ipv6/conf/eth2/accept_ra

#In the case of TWO responders:

post-up ip -f inet6 route add 2001:0738:2c01:8001:fff{:0000:0200::/105 via 2a02:a50::2
post-up ip -f inet6 route add 2001:0738:2c01:8001:ffff:0000:0a80::/105 via 2a02:a50::3
# In the case of ONE responder:

post-up ip -f inet6 route add 2001:0738:2c01:8001:ffff:0000:0a00::/104 via 2a02:a50::2

#6to4

auto site

iface sit@ inet6 static
address 2002:5040:4ffe::1
netmask 16

Fig. 3. Configuration of the Linux interfaces, routing and the sit tunnel (/etc/network/interfaces).
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ifconfig sko@_ipv6="inet6 2a@2:a50::1/64"

ifconfig_skl="inet 80.64.79.254 netmask 255.255.255.0"
ipv6_static_routes="respondernet respondernet2"
ipv6_route_respondernet="2001:0738:2c01:8001:ffff:0000:0a00::/105 2a02:a50::2"
ipv6_route_respondernet2="2001:0738:2c01:8001:ffff:0000:0a80::/105 2a02:a50::3"
ipv6_gateway_enable="YES"

Fig. 4. Configuration of the FreeBSD interfaces and routing when using two responders (/etc/rc.conf).

ifconfig stf@ create
ifconfig stf@ inet6 2002:5040:4ffe::1 prefixlen 16 alias

Fig. 5. Starting script of the FreeBSD 6to4 tunnel (start6to4).

up
media autoselect
inet6 2a@2:a50::1 prefixlen 64 alias

Fig. 6. Configuration of the interface towards the clients, NetBSD (/etc/ifconfig.sk0).

up
media autoselect
80.64.79.254 netmask Oxffffffoo media autoselect

Fig. 7. Configuration of the interface towards the responders, NetBSD (/etc/ifconfig.sk1).

route add -inet6 2001:0738:2c01:8001:ffff:0000:0a00:: -prefixlen 105 2a02:a50::2
route add -inet6 2001:0738:2c01:8001:ffff:0000:0a80:: -prefixlen 105 2a202:a50::3
ifconfig stf@ create

ifconfig stf@ inet6 2002:5040:4ffe::1 prefixlen 16 alias

Fig. 8. Configuration script under NetBSD (start6to4).

set timeout interval 2
set limit states 400000
match in on eml inet6 to 2001:0738:2c01::/48 rdr-to eml

Fig. 9. Redirection on the responder computers under OpenBSD (/etc/pf.conf).

auto ethe

iface etho inet static

address 80.64.79.{1..10} # that is 80.64.79.1 on clientl, 80.64.79.2 on client2, etc.
netmask 255.255.255.0

auto tuné6to4d

iface tuné6to4 inet6 v4tunnel

address 2002:5040:4f0{1..a}::1 # {} is to be interpreted as above
netmask 16

gateway ::80.64.79.254

endpoint any

local 80.64.79.{1..10} # {} is to be interpreted as above

Fig. 10. Configuration of the network interfaces of the 6to4 hosts under Linux (/etc/network/interfaces).

VI. PERFORMANCE MEASUREMENT METHOD 256*64*8=131.072 IPv6 addresses). Using the “&” sign for
asynchronous command execution, eight ping6 commands
were executed quasi-parallel utilizing the computing power of
the two dual core CPUs. The target address range,
2001:0738:2c01:8001:1fff:0000:0a00::/104 was cut into two
halves. The lower half side of the address range,
2001:0738:2c01:8001:£fff:0000:0a00::/105 was used by the
Fie. 11. Different destination IPv6 addresses were used to commands containing the variable i, and the higher half side of
sirfrglulate real-life situation. In a given series of experiments, ~ h¢ address range, 2001:0738:2c01:8001:ffff:0000:0a80::/105
each active client sent 256*64*8%11=1,441,792 ICPMv6 echo  Was used by the commands containing the variable j. Thus the

requests (sending eleven of them to each one of the different ~ aPPlication of two responders could be easily done by using
only two lines in the routing table of the 6to4 relay.

In order to be able to exactly tune the measure of the load
from moderate to serious overload in controlled steps, the
number of the clients (6to4 hosts) was tuned. First, a series of
measurements was conducted by a single client. Second, the
test system was restarted and two clients were used, etc. The
measurements were done by the execution of the script in
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#!/bin/bash
i="cat /etc/hostname|grep -o .$°
j=$((i+128))
for b in {0..255}
do
rm -r $b
mkdir $b
for c in {0..252..4}
do
ping6 -cll -i@ -q
2001:738:2c01:8001: ffff:0000:10.%$i.$b.%c
>$b/6to4p-10-$i-$b-$c &
ping6 -cll -i@ -q
2001:738:2c01:8001:ffff:0000:10.%j.$b.$c
>$b/6todp-10-$j-$b-$c &
ping6 -cll -i@ -q
2001:738:2c01:8001: ffff:0000:10.$1.$b.$((c+1))
>$b/6todp-10-$i-$b-$((c+1)) &
ping6 -cll -i@ -q
2001:738:2c01:8001:ffff:0000:10.%7.$b.$((c+1))
>$b/6todp-10-$j-$b-$((c+1)) &
ping6 -cll -i@ -q
2001:738:2c01:8001: ffff:0000:10.$1.$b.$((c+2))
>$b/6todp-10-$i-$b-$((c+2)) &
ping6 -cll -i@ -q
2001:738:2c01:8001: ffff:0000:10.$5.$b.$((c+2))
>$b/6t0odp-10-$j-$b-$((c+2)) &
ping6 -cll -i@ -q
2001:738:2c01:8001: ffff:0000:10.$1.$b.$((c+3))
>$b/6todp-10-$i-$b-$((c+3)) &
ping6 -cll -i@ -q
2001:738:2¢c01:8001:ffff:0000:10.$7.3b.$((c+3))
>$b/6todp-10-$j-$b-$((c+3))
done
done

Fig. 11. 6to4 relay performace test script (ping-test-8d.sh).

The CPU utilization and the memory consumption of the
6to4 relay was measured under BSD with the following
command:

vmstat -w 1 > load.txt
Under Linux, the command line was the following:

dstat -t -c -m -1 -p -n --unix --output load.csv.
VII. MEASUREMENT RESULTS

A. Linux sit tunnel with two responders

The results can be found in Table 1. (The tables were put on
the same page for the synoptic view and easy comparison of
the results of the 6to4 implementations.) This table and all the
other tables with the results are to be interpreted as follows.
Row 1 shows the number of clients that executed the test script.
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(The load of the 6to4 relay was proportional with the
number of the clients.) The packet loss ratio is displayed in the
second row. Rows 3 and 4 show the average and the standard
deviation of the response time (expressed in milliseconds),
respectively. The following two rows show the average and the
standard deviation of the CPU utilization of the test computer.
Row 7 shows the number of forwarded packets per seconds.
The last row shows the estimated memory consumption
measured at the test computer. Note that this parameter can be
measured with high uncertainty, as its value is very low and
other processes than the 6to4 relay implementation may also
influence the size of free/used memory of the test computer.

The number of forwarded packets per seconds and the CPU
utilization are graphically displayed in Fig. 12.

Evaluation of the results:

e Though packet loss occurred for eight or more clients,
the packet loss ratio was always very low (under 0.03
percent, which means that 3 packets were lost from
10,000 packets).

e The average response time (given in milliseconds) was
low even at 10 clients. Its measure showed nearly linear
increase in the function of the load from 4 to 10 clients.

e The number of forwarded packets per second could
increase nearly linearly in the function of the number of
clients for small number of clients (1-3). It showed less
than linear growth for 4-6 clients, and saturation for 7-
10 clients, where there was not enough free CPU
capacity.

e The CPU utilization showed a linear increase in the
function of the number of clients in the case of 1-3
clients (3.0%, 6.1%, 10.1%), as expected. However it
showed a radical increase in the case of 4-7 clients
(16.9%, 28.1%, 51.0%, 86.4%) which was unexpected
and seems to be groundless.

e The memory consumption was always very low (note: it
was measured in kB) and it was only slightly increasing
in the function of the load with some fluctuations.

To sum up the findings above, we can lay down that the
Linux sit 6to4 relay performed quite well, its memory
consumption was found to be very low and its average
response time increased approximately linearly with the load at
high load conditions, that is, it seems to comply with the
graceful degradation principle [21], however from 4 to 7
clients, the CPU utilization increased higher than linearly in the
function of the number of clients. This is a strange
phenomenon and it should be investigated before Linux sit 6to4
relay is being actually used in environments with strong
response time requirements.
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TABLE 1. LINUX 6TO4 RELAY PERFORMANCE RESULTS USING TWO RESPONDERS
1 Number of Clients 1 2 3 4 5 6 7 8 9 10
2 Packet loss (%) 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.03 0.03
| 3 | Response Time | _Average 0274 | 0308 | 0241 | 0480 | 0.576 07 | 0867 | 0998 | 1.168 | 1311
4 | of ping6 (ms) Std. dev. 0.017 0.029 0.053 0.082 0.105 0.126 0.148 0.176 0.192 0.196
| 5| CPU Utiliza- Average 3.0 6.1 10.1 16.9 28.1 51.0 84.6 94.1 92.5 94.3
6 tion (%) Std. dev. 1.0 1.3 2.5 5.6 10.3 222 23.8 13.5 12.8 8.9
7 Traffic Volume (packets/sec) 11177 21360 29424 35166 39829 42615 43502 45411 45691 46812
8 | Memory Consumption (kB) 72 96 120 124 148 124 108 164 212 292
TABLE II. FREEBSD 6T04 RELAY PERFORMANCE RESULTS USING TWO RESPONDERS
1 Number of Clients 1 2 3 4 5 6 7 8 9 10
2 Packet loss (%) 0.02 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3 Response Time Average 0.491 0.936 1.454 2.050 2.635 3.234 3.866 4.456 5.059 5.629
4 of ping6 (ms) Std. dev. 0.034 0.093 0.143 0.179 0.181 0.139 0.144 0.115 0.156 0.178
5 CPU Utiliza- Average 69.0 91.4 97.8 98.7 99.7 100.0 99.9 100.0 100.0 100.0
6 tion (%) Std. dev. 39 29 14 11 0.6 0.0 0.4 0.0 0.0 0.0
7 Traffic Volume (packets/sec) 8900 11916 12873 13018 13179 13248 13176 13212 13214 13288
8 Memory Consumption (kB) 536 892 1548 892 892 1300 2320 2060 2012 2648
TABLE III. NETBSD 6T04 RELAY PERFORMANCE RESULTS USING TWO RESPONDERS
1 Number of Clients 1 2 3 4 5 6 7 8 9 10
2 Packet loss (%) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
| 3| Response Time | Average 2091 | 2270 | 2.668 | 2514 | 2543 | 3.033 | 2786 | 3320 | 3267 | 3.398
4 of ping6 (ms) Std. dev. 0.574 0.628 0.809 0.718 0.719 0.768 0.686 0.634 0.617 0.557
5 CPU Utiliza- Average 9.9 18.9 25.0 349 429 44.5 55.8 55.0 62.5 67.4
6| (ton(%) Std. dev. 2.0 40 63 79 95| 103 ] 116 | 101 13| 107
7 Traffic Volume (packets/sec) 3068 5958 7836 11006 13628 14021 17644 17241 19721 21079
8 Memory Consumption (kB) 936 144 156 160 160 176 240 228 236 592
forwarded ) ) not include measurement results with one responder for the
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/ packet loss ratio was always very low (under 0.02
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P ;
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No. of clients

performance  ==@==CPU utilization

Fig. 12. Linux sit performance and CPU utilization

B. Linux sit tunnel with one responder

The aim of this series of measurements was to see if there
are significant differences in the results compared to the case
with two responders therefore the measurements were taken
only for certain number of clients (1, 4, 5, 8, 10). The
comparison can be seen in Fig. 13. The results of the
measurements with the one responder were very close to that of
the measurements with two responders. For this reason, we do

percent, which means that 2 packets were lost from
10,000 packets).

e The average response time (given in milliseconds) was
acceptable even at 10 clients. Its measure showed nearly
linear increase in the function of the load.

e The number of forwarded packets per second in the
function of the number of clients showed saturation
from 3 clients because there was not enough free CPU
capacity.

e The CPU was practically fully utilized from 3 clients.

e The memory consumption was always low (note: it was
measured in kB) and it was only slightly increasing in
the function of the load with some fluctuations.
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Linux 6to4 sit with one and two responders
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Fig. 13. Comparison of the Linux sit performance with one and two
responders.
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Fig. 14. FreeBSD stf performance and CPU utilization

To sum up the findings above, we can lay down that the
FreeBSD stf 6to4 relay performed quite well, its memory
consumption was found to be low and its average response
time increased approximately linearly with the load, that is, it
complies with the graceful degradation principle [21].

D. NetBSD stf tunnel with two responders

The results can be found in Table 3. Evaluation of the
results:

e The packet loss ratio was always less than 0.005% (thus
it was rounded to 0.00%).

e The average response time (given in milliseconds) was
acceptable even at 10 clients. Its measure showed only a
very slight increase in the function of the load.

e The number of forwarded packets per second in the
function of the number of clients did not show
saturation even in the case of 10 clients.

e The CPU was not fully utilized even in the case of 10
clients.
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e The memory consumption was always low (note: it was
measured in kB), but is showed serious fluctuations.

To sum up the findings above, we can lay down that the
NetBSD stf 6to4 relay performed quite well, its memory
consumption was found to be low and its average response
time increased less then linearly with the load. As the CPU was
never fully utilized we can state only that as far as we could
test it, NetBSD stf complied with the graceful degradation
principle [21].

E. Comparison of the Resuls and Final Evaluation

As for the number of forwarded packets per second, Linux
sit showed much better performance than FreeBSD/NetBSD stf
at any investigated load conditions. As for 10 clients, Linux sit
processed 46812/13288=3.52 times more packets per seconds
than FreeBSD stf and 46812/21079=2.22 times more packets
per seconds than NetBSD stf. As for the average response time,
Linux sit was also much better than FreeBSD/NetBSD stf. The
average response times of Linux sit, FreeBSD stf and NetBSD
stf at 10 clients were: 1.3ms, 5.6ms and 3.4ms, respectively.
Thus we can say that as for their measured performance, Linux
sit seems to be much better than FreeBSD/NetBSD stf.
However, Linux sit showed the phenomenon of a super linear
CPU consumption in the function of the load at certain
conditions. This makes us cautious and we advise to test Linux
sit further before using it in mission critical environments with
strong response time requirements.

The comparison of the performance results of the FreeBSD
stf and of the NetBSD stf is also very interesting. On the one
hand, FreeBSD stf performed much better than NetBSD stf
both in the number of packets processed (FreeBSD: 8900,
NetBSD: 3068) and in the average response time (FreeBSD:
0.5ms, NetBSD: 2.2ms) with one client. Note that its CPU
utilization was much higher, too. On the other hand, NetBSD
stf performed significantly better than FreeBSD stf both in the
number of packets processed (NetBSD: 21079, FreBSD:
13288) and in the average response time (NetBSD: 3.4,
FreeBSD: 5.6) with ten clients. NetBSD had even free CPU
capacity. Therefore if one prefers the BSD platform (e.g. for
security reasons) FreeBSD can be a good choice if low traffic
is expected (and ensured) because of its shorter response time.
If high traffic is expected (or if there is a possibility of high
traffic), than the more robust NetBSD is our recommendation.

VIII. DIScUSSION OF THE VALIDITY OF THE RESULTS AND

FUTURE WORK

As 6to4 operates at network level and IP can carry the data
units of both TCP and UDP, no care was taken to the transport
layer protocol or the type of applications. This approach can be
justified by the fact that 6to4 operates on the basis of the IP
header and does not take care to the payload of the datagram.
The payload was actually ICMPv6, because it was simple to
generate by using the ping6 Unix command.

On the one hand, an IP datagram is just like another, thus
our results characterize the investigated 6to4 relay implementa-
tions in general with no regard to the transport layer protocol,
applications or even network topology.
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On the other hand, the length of the used ICMPv6 echo
request / echo reply packets was 100 bytes, which is
quite short, thus our tests were a kind of worst case tests for the
implementations in the sense that much more payload bytes
may be carried by the same amount of work of the 6to4 relay
when using longer packets. (Our purpose was to provide the
highest possible workload for the tested 6to4 relay
implementations to be able to test their behavior under serious
overload situations.)

As real life applications use longer packets up to 1500 bytes
— the MTU (Maximum Transmission Unit) size of the Ethernet
link layer protocol — we plan to perform our tests using
different (higher) packet sizes, too.

It is also our plan to check the possible interference
between the 6to4 relay implementations and the transport layer
protocols. Unlike ICMP and UDP, TCP provides two reliable
streams (one per direction) between the endpoints. Therefore
TCP resends the lost packets and thus generates higher load for
unreliable channels. The packet loss ratio was low in our
experiments and thus we do not expect significant differences,
but we plan to perform the tests both using UDP and TCP, too.

IX. CONCLUSIONS

The 6to4 IPv6 transition method was introduced. Linux sit,
FreeBSD stf and NetBSD stf 6to4 relay implementations were
selected for performance and stability testing. The test
environment and the measurement method were described.

It was found that Linux sit gave the best performance
results in both the number of forwarded packets per second and
the average response time under all investigated load
conditions. However Linux sit showed super linear CPU
consumption in the function of the load under certain
conditions. Therefore we advise systems administrators to be
cautious and to test Linux sit further before using it in mission
critical environments with strong response time requirements.

Within the BSD platform, which can be a choice for
security reasons, FreeBSD gave shorter response time at low
load conditions and NetBSD could process more packets per
second at high load conditions.
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Abstract—Aspect-oriented programming (AOP) has been
introduced as a potential programming approach for the
specification of nonfunctional component properties, such as
fault-tolerance, logging and exception handling. Such properties
are referred to as crosscutting concerns and represent critical
issues that conventional programming approaches could not
modularize effectively leading to a complex code. This paper
discusses AOP concept, the necessity that led to it, how it
provides better results in code quality and software development
efficiency, followed by stating challenges that developers and
researchers face when dealing with this approach. It has been
concluded that AOP is promising and deserves more attention
from developers and researchers. However, more systematic
evaluation studies should be conducted to better understand its
implications.

Keywords—Aspect
engineering; AspectJ

Oriented Programming; software

I. INTRODUCTION

This A typical program code is composed of several distinct
components. Each of these components is responsible for
accomplishing a core function required by the system. Some
concerns, though, such as error handling, security and
synchronization, are important for the entire system and they
therefore crosscut multiple components. Implementing these
crosscutting concerns is considered to be a challenging issue
that conventional programming approaches, such as Object-
Oriented Programming (OOP) and Procedural-Oriented
Programming (POP), can not modularize very effectively. Lack
of code modularity usually results in a tangled and complex
code. As a result, Aspect-Oriented Programming (AOP) has
recently emerged as a promising new approach to handle this
issue. The term was coined by Gregor Kiczales in1997 [1] as a
complement to the OOP rather than as a replacement to it [2].

From the linguistic meaning of the word “aspect”, a general
idea of the technical meaning would arise. AOP is a
programming approach that aims to solve crosscutting concerns
throughout better modularization of the code. It enhances
system features such as modularity, readability and simplicity
by better handling of crosscutting concerns [3]. Based on this
definition, it is clear that AOP makes a clear distinction
between two types of concerns in the software development
process:

e Primary concern: represents real world components or
objects. In OOP, a class represents each of these
components.

e Crosscutting concerns: refers to a programme design
feature that is required by multiple software

components. Therefore, its implementation is scattered
and/or repeated among them, severely affecting code
modularity [4].

For instance, in a banking system, primary concerns include
customer and account management, statement generation,
transaction tracking etc. These concerns are usually
implemented as procedures (operations), or classes in
conventional programming approaches, i.e. OOP and POP.
Examples of crosscutting concerns would include exception
handling, authentication and security aspects, which are usually
considered essential parts of many procedures or classes in
conventional approaches. Therefore, they are handled in
multiple locations within the same program, causing a drastic
decrease in the quality, readability and modularity of the
software [12]. Aspects are treated differently in AOP. They are
considered an extended version of the class with additional
features [5]. Figure 1 shows the central concepts in each of the
three programming approaches and how they are related to
each other.

AOP
(aspects:
extended classes)

Fig. 1. The relationship between POP, OOP and AOP

Even though an increasing number of programmers and
software engineers started adopting the AOP approach, a lot of
concerns and challenges are still hindering wider adoption [2].
Therefore, this paper reviews the sate-of-the-art in AOP and
sheds some light on its related issues, starting with its
terminologies and implementation approaches in section 2. The
needs that led to the introduction of AOP and its potential
benefits are presented in section 3. Section 4 then goes on to
provide an overview of previous works that conducted
evaluation studies of AOP. In section 5, possible threats and
challenges of AOP are discussed and, finally, section 6
provides the conclusion, summarizing the paper and spotting
some future research directions.
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II.  AoP IMPLEMENTATION APPROACHES

Unlike traditional programming approaches AOP provides
explicit support for modularizing programs; rather than
scattering the code related to a non-functional requirement or a
concern throughout a program [19], developers can place it
within a separate segment [15]. This required introducing new
programming concepts and terminologies such as:

Crosscutting concern: is a purpose that a program
wants to achieve. However, this purpose should be is
scattered among many classes or methods.

Aspect: is a modularized implementation for a
crosscutting concern. It amalgamates the distributed
code that of a crosscutting concern in one module.

Join point: is a well-defined position in a program, such
as throwing an exception or invoking a method.

Advice: is a class of functions that can modify other
functions. It is applied at a given join pointof a
program.

Pointcut: is a general term for a set of joint points
whenever reached the corresponding advices will be
executed.

Weaving: is the process in which an aspect is added
into an object. It can be executed in the compiling time
or during the running of the program [6].

There are two approaches for implementing AOP:

A programming language that has been developed

specifically for AOP, such as Aspect]: Aspect]
[22][23] is the first and most popular tool that AOP
developers use for creating software. It is an extension
for the Java programming language and uses a Java-
like syntax [13]. It is available for download as part of
Java software development kit (SDK) that supports it
from the official website. All Java programmes are
valid in Aspect], in addition to a special extended
version of a class, which is called an aspect [17]. An
aspect contains all components of a regular class, as
well as some additional entities such as pointcuts and
advices [4]. Aspect] needs a special compiler to
generate Java byte code. The java class file generated
by Aspect] compiler has no difference compared to
general Java byte code files [6]. Figure 2 presents an
example of AOP in Aspect].

Techniques provided by already available programing
languages to supports aspect implementation:

Many programming framework have released additions
to support ASP[18][20], such as .NET [8] and Spring.
Figure 3 illustrates an example of ASP in Spring AOP.

A detailed survey of AOP implementation techniques is
provided in [6].

III.  AoP ADVANTAGES

According to Kiczales [1] the OOP and POP have many
programming problems that did not allow these approaches to

Vol. 4, No. 9, 2013

clearly capture some design elements which are important for
software implementation. Therefore, AOP presented itself as a
promising approach and as a solution for conventional

programming approaches

problems. However, solutions

provided by AOP do not necessarily come in terms of lower
compilation time or less memory usage. Rather, according to
Laddad [9], using AOP for implementing software systems will
certainly enhance software quality in many ways including:

Clear responsibilities for individual modules: AOP
offers better modularisation, by gathering the code that
deals with the same aspect in one module avoiding the
redundancy of crosscutting concerns. This also leads to
a better programming development process because
each developer could use his/her expertise with the
module he/she knows better.

Consistent  implementation:  Unlike  traditional
implementations of crosscutting concerns, which are
conspicuous in their inconsistency, AOP provides
consistent implementation by having each aspect
handled once.

Improved reusability: AOP isolates core concerns from
the crosscutting ones, enabling more mixing and
matching, and therefore improving the overall
reusability in both modules. In contrast, traditional
methods do not have this kind of separation between
concerns.

Improved skill transfer: The concepts of AOP are
reusable and transferable. Therefore, developers
training time and cost will be minimised even if they
need to learn more than one language. This is because
core concerns and design patterns are universal.
However, this is not the situation in other frameworks,
where developers have to learn from the beginning
each time, wasting considerable time and money on
training.

System-wide policy enforcement: AOP allows
programmers to enforce a variety of contracts and
provide guidance in following “best” practices by
creating reusable aspects.

Logging-fortified quality assurance: The disability of
replicating a bug is one of the major disappointments
for traditional methods’ developers, because it is such a
ponderous process and thus barely used. On the other
hand, AOP enables quality-assurance persons to attach
the bug paper with its log, easing the reproduction of
the behaviour by the developer.

Better simulation of the real world through virtual
mock objects: Software quality testing is enhanced in
AOP application by using mock objects. Some
scenarios often are not tested because of their
complexity that requires an effort to simulate faults
such as a network failure. AOP makes the difficult and
cumbersome testing process easier without the need to
compromise the core design for testability.

Nonintrusive what-if analysis: Dissimilar to non-AOP
approaches, AOP does not waste time and space by
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checking whether functionality is needed by running behaviour.
what-if analysis every time before changing the system

[J] Buthentication. aj 22 |

import banking. ¥: L

—=public aspect Authentication {

- public pointcut authenticationFecquired(iccount account):
- execution(public * Account.¥(..)) && this(account):;
Hy | before (Account account): authenticationPecuired{account) [
anthenticate (account) ;
4 L2
Fig. 2. An Aspect for papering unhandled exception in Aspect] [7]
|| Bukhentication, java &2 B
—import java.lang.reflect.Method; o
import org.springframework.aop.MethodBeforeddwice;
—wpublic class Authentication implements MethodBeforeddvice |
Ea public woid before(Method m, Object[] args, Object target)
throws Throwahle !
authenticate| (IAccount) target) ;
h v
%] springconfig.xml &3 B
=Txm]l wersion="1.0" encoding="UTF-3"?=>=<IDOCTYPE beans FPUEBLIC "= FABPRINGS ST M

=heansr
<hean id="accounthean" class="org.springframework.aop. framework. ProxyFs

“property hame="proxyInterfaces"= =l-— COMFIGZ —-*
“waluerbanking. Thccount =/ vwalues=

= ipropertyrE

“property hame="target "=
“ref local="bheanTarget" ;=

=fpropertys

“property hame="interceptorNames":>
“listr<valuerauthenticationddvisor</ralue-<,1ist=

= ipropertys
=/ beanr
“hean id="beanTarget" class="banking. Account"/> <!-- CLALEE —-=
<hean id="authenticationbdwiszor" class="org.springframework.aop. support
“property hname="adwice'": =l-= ADWISOR—-*
“ref local="authenticationBeforebdvice" />
= ipropertys
“property hame="pattern"s-<wvalues>_ ¥ fvaluer=/propertyr
= /bean> <!-— ADWICE --=
=bean id="authenticationBeforelddwice" class="banking. luthentication"/x
= /beans* =
£ *

Fig. 3. An Aspect for papering unhandled exception in Spring AOP [7].

24|Page
www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

IV. EVALUATION APPROACHES

Due to the potential benefits of AOP in software
engineering and the tremendous advantages claimed by its
supports, many studies have emerged to systematically
evaluate the AOP approach and compare it to conventional
programming approaches.

Ali et al. [10] have made a systemic review of comparative
evidence of aspect-oriented programming. They discussed, in
detail, the benefits and limitations of AOP based on the
following criteria: performance, code size, modularity,
evolvability, cognition and language mechanism. Each
criterion was studied and was concluded with one of four
possible results:

e Positive — when they note enhancement of the criterion
with AOP compared to non-AOP implementations.

e Negative — when the implications of introducing
aspects are not advantageous in the context.

o Insignificant — when AOP solution does not produce
better results than earlier solutions, or there is no
noteworthy evidence of enhancement.

e Mixed — when the study concludes with a combination
of above three statement types and does not deliver any
aggregated statement about the effect that AOP had on
the studied characteristic.

The outcomes after evaluation each criteria are as follows:

e Performance: The results were Mixed results having
AOP generating positive outcomes in regards to
execution performance by improved response time and
minimising the usage of both memory and hardware
costs. However, the results were Insignificant when
AOP was tested in Unix OS to evaluate runtime cost.
The result of using AOP for optimising a network
simulator was the same. This outcome made some
researchers question if AOP can influence the
performance.

e Code size: From the beginning, the founder of AOP,
Kiczales [1], promised that his approach would create a
tangible reduction in the size of code because of the
separation of crosscutting concerns as mentioned in
earlier sections. According to the research finding in
this matter, there was a notable reduction in code size
by approximately 40%, which means that there was a
reduction in the line of code (LoC) as well. In addition,
there was a reduction in certain types of codes such as
exception handling. However, in some particular cases,
AOP did not remarkable affect the LoC numbers. This
led to the conclusion that AOP is actually effective in
minimising the code size positively most of the time. If
not, it will be more or less the same as non-AOP
approaches.

e Modularity: Modularity results were positive,
especially in Separation of Concerns (SoC). However,
there was a lack of evidence in some studies, which
suggests the need of more research in this area.

Vol. 4, No. 9, 2013

e Evolvability: Evolvablitiy means AOP’s ability to
adapt to the continuous change in the user requirements
and operational environment. Results were positive for
this matter.

e Cognition: The cognitive outcomes were measured
through looking at the development time and
understandability, which is the degree to which
developers/evaluators understand a system or
component. Obtained results were insignificant so
three studies were reviewed but results are
not encouraging

e Language mechanism: The way that AOP deals with
the code is certainly different from traditional
approaches. Exception handling was taken as an
example and compered in both OOP and AOP
approaches. Results found were positive.

To evaluate the effectiveness of AOP in separation of
concerns, Tsang et al. [14] applied a code quality metrics suite,
developed in [18] to compare between real systems developed
based on AOP and OOP in terms of system properties. They
used the amount of reduction in coupling and cohesion values
of the CK metrics as performance measures. The results
showed better modularity of AOP systems over OOP systems,

Madeyski and Szala [4] have also made an empirical study
of the impact of AOP on software development efficiency and
design quality. Although their study has an obvious weakness,
which is the small sample size (three programmers, only one of
which is using AOP while the other two used OOP), it does
gives some research background for future studies. They asked
the programmers to develop a web-based application for
manuscript submission and reviewing. The goals of the study
include:

e Evaluating the AOP impact on code quality.

e Evaluating the AOP impact on software development
efficiency.

The researchers concluded their study by stating that the
impact of AOP in software development efficiency was not
confirmed. This is firstly because of the disability of applying
statistical tests to analyze it due to the limited number of
participants, as mentioned earlier. Secondly, it is because the
statistical tests that they could execute for internal metrics
showed insignificant results. That was also the case for the
AOP impact on code quality: according to the researcher, the
only positive impact in code quality was modularity.

Recently, Boticki et al. [2] investigated the educational
benefits of introducing AOQOP paradigm into
programming courses for undergraduates software engineering
students. The study discusses how using the AOP paradigm,
affects students' programs, their exam results, and their overall
perception of the theoretically claimed benefits of AOP. The
research methodology consisted of analyzing of students’
programs, administering surveys, and collecting exam results.
The results showed that the use of AOP as a supplement to
object-oriented programming enhances the productivity of the
students and leads to increased understanding of theoretical
concepts.
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V. CHALLENGES

So far, AOP has not gained wide adoptions. In addition to
the possible reason related to it still being in infancy stage,
some other disadvantages and challenges associated with it
were highlighted in the following studies.

According to Laddad [9] there are two common oppositions
to AOP, the first being that it makes the debugging process
much harder. The second opposition is the fact that crosscutting
modules implementation requires understanding the core
module implementation details and vice versa. This is not the
case in the OOP approach, though, where understanding is only
required of the exposed abstraction between two classes.
Moreover, Luca and Depsi [11] have discussed the challenges
that AOP faces as a new programming approach in the
following points:

e Lack of expertise: The community members of AOP
are approximately only 2000 programmers worldwide,
and only 10-15% of them are experienced enough to
use AOP in an OOP environment.

e Concerns: Although AOP came to provide and to
deliver a better separation of concerns (SoC), in reality,
when a system reaches a certain degree of complexity,
such separation is very hard to achieve, if not
impossible.

e Standardisation: AOP introduced new dimensions and
standards to programming. This, in general, creates
complexity and possible resistance, but it was also the
case when the OOP was introduced after the POP,
which indicates that this is a normal scenario.

VI. CONCLUSION

AOP is a programming approach that aims to solve
crosscutting concerns by offering better modularization of the
code. This paper provided a brief overview of the state-of-the-
art in AOP, starting with its definitions and example usages. It
then went on to highlight the needs that led to the introduction
of AOP. These can be summarized as the desperate demand for
improved software quality. After that, an overview of previous
works that have conducted evaluation studies of AOP were
presented. The studies discussed the benefits and limitations of
AOP based on performance, code size, modularity,
evolvability, cognition, language mechanism and efficiency.

However, obtained results could not prove or disprove the
effectiveness of AOP, except in two measures: language
mechanisms and code size. AOP showed positive outcomes in
these two measures. Possible threats and challenges associated
with AOP were also discussed. They included making the
debugging process harder and requiring more understanding of
the core module and crosscutting concerns implementation. All
these issues were not presented in conventional programming
approaches.

All of the referenced research had a common conclusion,
declaring the need of further in-depth studies and more
research of AOP and its impact, which shows that this
approach is still relatively new and unpopular. However, the
developers who used this approach feel very confident and they

Vol. 4, No. 9, 2013

talk assertively about its enrichment to software quality. The
empirical studies, though, had another thing to say, and it was
not always in favor of AOP.

To conclude, it has been found that AOP is a very
interesting topic that needs to take its righteous place in the
programming community. Only then could researchers study
AOP effectively and efficiently.
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Abstract—Fingerprint image segmentation is one of the
important preprocessing steps in Automatic Fingerprint
Identification Systems (AFIS). Segmentation separates image
background from image foreground, removing unnecessary
information from the image. This paper proposes a new
fingerprint segmentation method using Haar wavelet and
Kohonen’s Self Organizing Map (SOM). Fingerprint image was
decomposed using 2D Haar wavelet in two levels. To generate
features vectors, the decomposed image was divided into
nonoverlapping blocks of 2x2 pixels and converted into four
elements vectors. These vectors were then fed into SOM network
that grouped them into foreground and background clusters.
Finally, blocks in the background area were removed based on
indexes of blocks in the background cluster. From the research
that has been carried out, we conclude that the proposed method
is effective to segment background from fingerprint images.

Keywords—Fingerprint Segmentation; AFIS; background
image; foreground image; Haar wavelet; SOM

I. INTRODUCTION

Automatic Fingerprint Identification Systems (AFIS) have
been widely used in modern offices, as well as in police
departments. The success of AFIS highly depends on the
quality of fingerprint images that were inputted to the systems.
High quality inputs might be recognized or verified more
accurately than low quality inputs. By high quality inputs, we
mean fingerprint images that contain a lot of useful
information. Unfortunately, fingerprint images are not only
composed of useful information but also noises and
unnecessary information such as background. In this case,
background exists when fingerprint is captured using digital
devices that have wider cencor surface than finger area [1] or
when latent or rolled fingerprints are scanned using digital
devices. To exclude background from computation process, it
is necessary to remove background from the image. The
process of removing background from image may be defined as
segmentation. Zhang et al [2] stated that the goal of
segmentation is to discard the background and to reduce the
number of false features. This means that segmentation might
improve AFIS performance.

Researchers used a number of methods and a variety of
features to build fingerprint segmentation algorithms.
Segmentation methods might be classified in some ways, and
so did feature generation. Based on feature source,
segmentation methods can be grouped into block-wise based
and pixel-wise based. In block-wise based method, features are
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extracted from blocks, while in pixel-based method features are
extracted from pixels. Commonly, the features extracted from
the blocks for this purpose are the values of coherence, mean,
variance and field direction. Block-wise segmentation method
is fast, but it creates blocking effect in the segmented image
edges [3]. To avoid blocking effect, some researchers such as
[4] chose pixel-wise method. Theoretically, the method
produced finer segmented image, but this method is sensitive to
noise and needs longer computation. In [3][5] block-wise and
pixel-wise methods are combined to overcome the weaknesses
of both methods.

Other researchers proposed classification of segmentation
methods from different perspective. Some papers, such as
[31[6][7] categorized segmentation methods into supervised
and unsupervised, based on the way the decisions are taken. In
unsupervised methods, features are extracted from blocks and
classification of background and foreground is decided based
on a threshold chosen empirically [3]. By choosing an
empirical threshold, blocks can be classified as background or
foreground. In supervised methods, the decision is made using
simple classifier based on training samples [7].

Although some features have been chosen by researchers,
finding simple and discriminative features is still a challenging
problem. This paper proposed a new segmentation method
based on block-wise features generated by Haar wavelet
decomposition and using Kohonen’s Self-Organizing Maps to
classify the blocks into background or foreground. Our method
of segmentation would be expected to segment fingerprint
images adaptively without user intervention. Although the
method produces blocking effect, but the segmented image still
reserve a lot of important information that can be used in the
next processes, such as classification or recognition.

The rest of the paper is organized as follows. Section 2
discusses feature extraction, Section 3 describes segmentation
method, Section 4, presents experiment procedure and some
experiment results, Section 5 presents the conclusion of the
paper, and finally the future work is presented in Section 6.

II.  FEATURES EXTRACTION

Theodoridis and Koutroumbas [8] stated that features
should be available prior to the design of -classifier.
Furthermore, they considered that the goal of feature extraction
is to generate a vector that uniquely identifies a single object.
The size of feature vector should be smaller that the size of the
data from which the vector is generated, so that processing of

28| Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

feature vectors would be faster than processing the original
data itself. Therefore, it is advantageous to select methods that
can generate feature vectors as small as possible without losing
important information.

There are some choices to generate feature vectors based on
the nature of the fingerprint image. Logically, we need to
examine what properties of background that differ from
foreground. At least there are three properties of background
and foreground that can be extracted to form features, namely
intensity, homogenity and pattern. Background intensity is
usually brighter than foreground intensity. It means that pixel
values in the background area are higher than in the foreground
area. Related to homogeneity, background area is more
homogenous than foreground so that its variant is smaller than
foreground variant. Patterns of background and foreground are
more difficult to be measured numerically. Some
measurements have been proposed to define patterns in
fingerprint image, such as orientation or direction of ridges, the
number of ridges and the thickness of ridges. These properties
have been used extensively, but they are sensitive to noise and
need long computation. To overcome the drawbacks we
utilized feature generator that indirectly detects intensity,
homogeneity and pattern as well. The generator that we chose
is Haar wavelet decomposition. We used 2D Haar wavelet
decomposition in two levels that decomposed original image
into approximation and detail coefficients. Theoretically, all of
these coefficients are resulted from linear transformation from
the same data. So if we selected only one coefficient, it could
reduce computation complexity without degrading the
performance. In this method we chose the elements of
approximation coefficient as vector feature. This feature
consists only four elements. Sometimes the intensity of
background pixels are close to furrows’ pixels intensity. It
means that if the block size is too small, the furrows will be
classified as background either. This problem might be solved
by considering the size of the furrows. We observed that in 512
dpi fingerprint images, the furrows size are around 6 to 9
pixels. Therefore we chose blocks of size 8x8 pixels by
considering that when this kind of blocks reside in foreground
area, they always contain part of furrows, so that those blocks
will be classified as foreground.

III.  SEGMENTATION METHOD

As mentioned in previous discusion, segmentation may be
seen as a classification problem. It is why in [8] and [9] the
writers stated that when features have been selected, any
classifier can be used to segment background from foreground.
Indeed, every classifier has its own advantages and
disadvantages. In this research, segmentation process utilized a
simple SOM network with only four input nodes and four
clusters. Fig. 1 is the diagram of the method that we proposed.
It can be seen in Fig 1 that fingerprint image is firsly
decomposed using 2D Haar wavelet in two levels. The process
produces four coefficients, i.e. approximation, horizontal,
vertical and diagonal coefficients. Among these four
coefficients, only approximation coefficient is chosen to
generate feature vectors.
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After this decomposition, the size of the data image is a
quarter of the original size. As a result, the size of data blocks
in the decomposed image is also a quarter of data blocks size of
the original image. Based on this calculation, decomposed
image was devided into nonoverlapping blocks of 2x2 pixels.
These blocks are then converted into vectors of 4 elements. All
of feature vectors are then fed into SOM network to be
clustered.

In this method, the SOM network composed of four input
neurons and four clusters. Input of the network are feature
vectors resulted from the previous process. In this research,
only three alternatives of cluster number, namely two, three
and four, were chosen. If the number of cluster is two,
theoretically background and foreground blocks would be
separated into different clusters. To the contrary, if the cluster
number is three or four, there will be more than two
alternatives where blocks are clustered. In this research, the
number of cluster was tested to find the best performance.

Theoretically, there is no mechanism to determine where a
block is grouped. To estimate where background blocks were
grouped, we used two considerations,

(1) the number of background blocks is far fewer than the
number of foreground blocks, and (2) pixel intensity values of
background are higher than pixels intensity of foreground. In
SOM training algorithm, higher value inputs tend to be the
winners from the first epoch. By considering these two
hypothesis, we may predict that background blocks might be
cumulated in a cluster that contains fewer number of blocks.
Furthermore, background blocks might also be cumulated in
cluster with small numbers, namely cluster number 1 or
number 2. By using the indexes of blocks in background
cluster, the background blocks could be removed from the
original fingerprint images.

IV. EXPERIMENT AND RESULT

The proposed method was tested using NIST-4 database
[10]. In this research, we conducted two experiments by
examining the number of epochs and the number of clusters in
the SOM training. For the number of epochs, we tested five
values, namely 100, 125, 150, 175, and 200 to find the
optimum epoch value.

Approximation
coefficient
2D Haar
. . wavelet Features
Fingerprint . ;
image decomposition p| extraction
(2 levels)
Feature vectors
Segmented Segmentation
fingerprint | <
image using SOM

Fig. 1. Diagram of Proposed Method
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TABLE 1. NUMBER OF EPOCH VS NUMBER OF CLUSTER MEMBER
Epochs = 100 Epochs =125 Epochs = 150 Epochs =175 Epochs =200
Number of cluster members
Cluster 1 | Cluster2 | Cluster1 | Cluster2 | Cluster1 | Cluster2 | Cluster1 | Cluster2 | Cluster1 | Cluster 2
File Name
FO001_01.tif 1396 2700 710 3386 710 3386 712 3384 711 3385
F0002_05.tif 1491 2605 668 3428 674 3422 670 3426 668 3428
F0003_10.tif 2104 1992 2111 1985 2111 1985 2111 1985 2111 1985
FO004_05.tif 2037 2059 2031 2065 2031 2065 2031 2065 2031 2065
FO005_03.tif 1673 2423 705 3391 704 3392 702 3394 694 3402
FO006_009.tif 1459 2637 1151 2945 1151 2945 1150 2946 1150 2946
FO007_09.tif 1391 2705 1216 2880 1217 2879 1216 2880 1216 2880
F0008_10.tif 2319 1777 2374 1722 2372 1724 2373 1723 2374 1722
FO009_08.tif 1293 2803 805 3291 806 3290 801 3295 800 3296
F0010_10.tif 1212 2884 591 3505 586 3510 592 3504 587 3509

Furthermore, for cluster numbers we tested three values,
namely two, three and four, using the epoch value resulted in
the previous experiment.

A. Finding the optimum epoch

It is desirable that the number of epoch should be as small
as possible; however, the SOM training should reach stable
condition. To find the optimum number of epoch we tested 100
fingerprint images from NIST-4 database. We used two, three
and four clusters as dependent variables to find the optimum
epoch numbers. By considering the clarity of visualization, we
only presented 10 of them, as seen in Table 1 and Fig. 2. In this
experiment, we did not need to examine cluster 2 because it
should be foreground cluster. To save the space, we did not
present the table results and related figures for experiment with
three dan four clusters. The results were almost similar as
Table 1 and Fig. 2.

It can be seen in Table 1 that the number of blocks that
were cumulated in cluster-1s tend to stable starting from
epochs 125 upwards, and Fig. 2 clarify this finding.

Cluster 1 of 2 clusters
2500
£ —e—F0001_01.tif
0
£ 2000 - ——k * — #* —B—F0002_05.tif
©
& —&—F0003_10.tif
5 1500 -
% —+=F0004_05.tif
= } + + ¢
2 1000 —+—F0005_03.tif
O
i} FO006_09.tif
sl i
g 200 ——F0007_09.tif
>
= FO008_10.tif
0 T T T 1 -
100 125 150 175 200 FO009_08.tif
MNurmber of epachs —¢—F0010_10.1if

Fig. 2. Number of cluster vs number of epoch for two clusters

From these experiments, it could be concluded that for this
method, 125 is the smallest epoch number in order to get
converged result.

B. Finding the best cluster number

After the optimum epoch number was found, namely 125,
then we used this number to find the best cluster numbers. As
mentioned in previous explanation, we used two, three and
four clusters. It is difficult to measure the best result
numerically, so we examined them visually. Fig. 3 and Fig. 4
are the examples of the results.

From these two figures it might be concluded that when the
cluster number is two, some blocks inside in the foreground
area are considered as background, and showed as white
blocks. From our experiments of 100 fingerprint images, we
concluded that the best result was when the number of cluster
was four.

(b)

© (d

Fig. 3. Result examples (a) original image (b) cluster number = 2 (c) cluster
number = 3 (d) cluster number = 4

30|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

© (d)

Fig. 4. Fingerprint with annotation. (a) original image, (b) cluster number =
2, (¢) cluster number = 3, (d) cluster number = 4

However, due to the white 32-bit-strip in the bottom of
fingerprint images of NIST-4 database, our method using four
clusters could not separate background from foreground. In
this case, background cluster moved from cluster number 1 to
cluster number 2. Therefore, the algorithm should be modified
slightly.

V. CONCLUSIONS

We have proposed a new method for fingerprint image
segmentation based on block-wise features. We used 100
fingerprint images of NIST-4 database to test the method. The
method used Haar wavelet decomposition to generate feature
vectors. The vectors were then clustered by Self Organizing
Map (SOM) to classify background blocks and foreground
blocks. Using block indexes in the background cluster, the
background blocks in the original images were removed. The
result of our experiments showed that the proposed method is
simpler and more adaptive compared to other methods. The

Vol. 4, No. 9, 2013

method does not need any preprocessing such as enhancement,
and it does not need user intervention such as to select
threshold either. Based on our experiments, it can be
cloncluded that epoch number of 125 upwards would give
stable condition of SOM training. Moreover, the optimum
number of cluster would be 4.

VI. FUTURE WORK

Our future work will continue to implement the method in
fingerprint processing applications such as orientation field
estimation and classification.
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Abstract—Knowledge  management initiatives of a
multinational corporation in Penang are currently deployed via
its enterprise-wide portal and Intranet. To improve knowledge
management initiatives from its current strength, efforts could
now be focused on synergizing organizational workflow as well as
computing resources and repositories. This paper proposes a
concept-to-product knowledge management framework to be
deployed in a cloud-based environment. It aims to provide
effective support for collaborative knowledge management
efforts at all stages of projects. The multi-layered framework is
built upon the organizational memory which drives relevant
processors and applications. The framework manifests itself in
the form of a cloud-based concept-to-product dashboard from
which employees can access applications and tools that facilitate
their day-to-day tasks in a seamless manner.

Keywords—knowledge management framework; organizational
memory; Enterprise 2.0; workflow management; cloud computing;
concept to product

I. INTRODUCTION

Efforts to manage organizational knowledge have come a
long way. From the days when the focus was on document
management and policies for knowledge sharing, current
knowledge management trends are shifting towards providing
search and exploration facilities, and semantic capabilities.
Web 2.0 is also a prominent feature with the concept of
Enterprise 2.0, i.e. an effort that places importance on the social
dimension of the Web. With effective knowledge management
also comes effective visualization and mobility [1][2].

A multinational corporation (MNC) (the name of the
corporation is withheld for confidentiality purposes) based in
Penang (henceforth called MNC Penang) was set up in 1976 as
one of the MNC’s design centers worldwide. Operations in
MNC Penang mainly concerns the design and manufacturing of
the MNC'’s line of portable and mobile radio communication
devices. In MNC Penang, knowledge management efforts have
been initiated and made operable through its enterprise-wide
portal and Intranet, particularly for lessons learned.

Although MNC Penang values knowledge management
initiatives, the overall effort could still be improved from its
current strength. These improvements primarily involve

Soo Beng Khoh
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knowledge management initiatives in synergized organizational
workflow that span across various functional groups, and their
associated computing resources and repositories. Therefore,
this paper proposes an integrated concept-to-product
knowledge management framework with the following key
features:

e Knowledge management at all project stages:
Knowledge management support, in terms of
applications or tools, is provided from conceptual
design until the product is shipped.

e Effective support for collaborative efforts: Work
practices are captured in Web 2.0 fashion that allows
collaboration and interactivity —between project
members.

e Computing resources and repositories are centralized:
All computing resources and repositories are centrally
located in a cloud-based environment to minimize
maintenance cost and maximize accessibility and
efficiency.

The framework ultimately manifests itself in the form of a
cloud-based concept-to-product dashboard from which
employees can access applications and tools that facilitate their
day-to-day tasks at any project stage in a seamless manner.

II.  RELATED WORK

There are many on-going efforts to realize knowledge
clouds. One such effort to realize knowledge in a cloud [3]
involves incorporating support for semantically rich data or
knowledge, collaboration, and self-organization. In practical
terms, these are achieved by providing seamless access to data
(cloud storage), self-organization of data, distributed query
processing, as well as ensuring data quality and security.

Work on the Enterprise Knowledge Cloud [4] views that
the clouds would interconnect business partners and suppliers
to customer and consumers. The clouds are potentially driven
by social network, blogging, and wiki-type applications and
these would be grouped into private (corporate), partner, and
public clouds. The combination of these three clouds forms the
Enterprise Knowledge Cloud.
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Besides connectivity, cloud-based architectures have also
been explored for specific purposes such as knowledge
discovery [5]. For this purpose, three-layer architecture was
developed. A service selection layer provides a variety of
(knowledge discovery) services to be assembled into a
workflow at the service workflow composition layer. Finally,
the workflow is executed at the application execution layer on
the cloud.

From a domain-specific perspective, a large-scale
knowledge cloud called caBIG [6] was proposed for integrated
cancer-related biomedical research, translational medicine, and
personalized health management. It allows for various research
initiatives from different institutions to connect to a grid-based
network. This allows for the exchange of resources including
those from federal establishments.

In general, cloud computing appears to be the way forward,
building on the strengths of service computing, as well as grid
and distributed computing. The challenge here would be the
migration of legacy systems over to the cloud environment, as
well as the reuse of existing data, applications, and services.

Vol. 4, No. 9, 2013

An overview of the layers is as follows:

e Object: The object layer consists of MNC Penang’s
organizational memory. This contains all formalized
organizational data, information, and knowledge. The
organizational memory is controlled or described by
structural and domain taxonomies or ontologies. These
control the structure of data, information, and
knowledge that is stored in the organizational memory,
as well as standardize the vocabulary that is used in the
content. MNC Penang’s organizational memory will be
further described in Section III.

e Processors: Processors are basically processes and
techniques that work upon the object layer content, i.e.
the organizational memory, and taxonomies or
ontologies. One or more processors are used to
implement certain applications. The processors include
those for data mining, machine learning, computational
social and cultural dynamics, as well as for knowledge
and language processing.

e Applications: The series of applications aim to assist

Cloud-based Concept-to-Product Dashboard

Enterprise 2.0/Web 2.0
QAforums, social annotations, semantic blogs & feeds, social networks, wikis, etc.

Automatic
Team
Formation

Automatic
Planning

Search

Analytics &
Visualization
Mashup

Meta Fault

Diagnosis

Social Constraint- Semantic Data
Clustering Network based : .
. : Indexing mining
Analysis programming
Neural Cultural Case-based Semgntlc_: Fault
: ; categorization/ :
networks modeling reasoning o modeling
summarization
=

Organizational Memory

Taxonomy/Ontology

Knowledge base
Lessons Learned
Best practice

Fig. 1. Concept-to-product knowledge management framework

III.  CONCEPT-TO-PRODUCT KNOWLEDGE MANAGEMENT
FRAMEWORK

The concept-to-product knowledge management (C2P-KM)
framework is a multi-tiered framework. Fig. 1 illustrates the
framework.

MNC Penang’s employees throughout the course of a
particular project, i.e. from a product’s conceptual
design to shipment. For example, at the commencement
of the project, the proposed application would be
automatic team formation, while at the shipment of the
product and eventual conclusion of the project, the
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analytics and visualization mashup would facilitate
reporting and evaluation. Details of the applications
would be provided in Section IV.

e Interface: The interface layer defines the interaction of
the users with the available applications.

e Service: This defines the service that is available to the
users, i.e. a cloud-based concept-to-product (C2P)
dashboard. The dashboard is implemented in a cloud
computing environment, allowing seamless access to
applications and organizational memory.

IV. MNC PENANG’S ORGANIZATIONAL MEMORY

The wide range of activities carried out at MNC Penang
results in the generation of a variety of data, information,
knowledge, and wisdom [7] that is distributed across many

Vol. 4, No. 9, 2013

physical locations. Collectively, all these can be viewed as
MNC Penang’s organization memory (see Fig. 2).

MNC Penang’s data includes test data from research and
development activities. It would also consist of manufacturing-
related data, i.e. materials, quality issues, costs, etc.
Administrative data would also be included, i.e. employee
profile and records, facilities management, etc.

At the information level, data would be analyzed and
interpreted in an effort to ascertain the causes of certain test
results. Subsequently, documents would be generated.
Therefore, failure modes and effects analysis (FMEA) are
generated at this level, and so are documents, e.g. reports,
presentations, etc. All these provide information on the reason
behind the data as well as to provide details on day-to-day
activities.

Knowledge

Knowledge
bases

Information

Fig. 2. MNC Penang’s organizational memory

The knowledge level serves to form an abstraction or
generalization of the information, allowing actions to be taken
as a result. Information from the FMEA and documents could
be used to build knowledge bases, compile lessons learned, or
even establish best practices for the organization. While the
information contained in FMEAs and documents serve as a
basis for the knowledge level, the propagation and reuse of
knowledge level items stand to benefit the organization the
most. On the long-term, effective management of knowledge
would help reduce the effects of brain-drain and employee
turn-over.

Ultimately, at the level of wisdom, this would consist of
strategic knowledge drawn from the experience of MNC
Penang’s senior employees. This would be the most
unstructured level in the organizational memory, and includes
tacit knowledge stored in the minds of the experts in the
organization. Strategic knowledge would be drawn upon during
strategic planning, decision making, and other activities to gain
competitive advantage.

As an illustration, mechanical engineers measure a series of
part dimensions (e.g. O-ring for water sealing in volume knobs)

MNC Penang

Organizational Memor

Best
practice

Lessons
learned

in the course of their work. These measurements are data. Over
a period of time, trends in these measurements are analyzed.
Compliance of the O-ring measurements to specifications is
also noted (with those stored in manuals and reports). These
processing of measurements and results of compliance are at
the level of information. The trend in O-ring measurements
and its compliance serve as triggers for knowledge-use.
Deviation in O-ring measurements could have been due to parts
that are out of specifications from a supplier.

In this case, the knowledge bases could be referred to in
order to determine the best cause of action, e.g. to halt
production, or to use alternatives. Finally, at the level of
wisdom, senior management could decide on the severity of the
non-compliance of the O-rings, and whether or not to continue
procurement from a particular supplier on the long-term.

V. KNOWLEDGE ENGINEERING AT MNC PENANG

The organizational memory is a rich source of data,
information, and knowledge objects to be processed or
“engineered”, ie. acquired, represented, and
reasoned/processed. Fig. 3 illustrates how knowledge

34|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

engineering-related processes work on the organizational
memory.

In terms of purpose, knowledge engineering processes,
especially acquisition, and representation, allow organizational
memory items to be brought in, thus building the object layer
of the framework shown in Fig. 2. These processes make the
organizational memory items operable, adding value to their
existing state. Additionally, the processes of reasoning and
processing allow the organizational memory to be made
operable in the form of applications, thus building the
application layer of the framework.

In the context of MNC Penang, some of the processes, or
processors (processing structures) and technologies that are
relevant for organization-wide usage include clustering, neural
networks, social network analysis, cultural modeling,
constraints-based ~ programming, case-based reasoning,
semantic indexing, semantic categorization/summarization,
data mining, and fault modeling (see processor layer in Fig. 1).
The utilization of these processors in various applications
would be further described in the Section VI.

VI. FrROM CONCEPT To PRODUCT: FLOW OF APPLICATIONS
AND SUPPORTING PROCESSORS

The organization is “alive” with activities, executing
projects that have been defined. To facilitate the execution of
the projects, a list of applications is proposed to assist MNC
Penang’s employees along the way (see application layer in
Fig. 1). It should also be noted that in order to carry out the
activities, relevant inputs are needed in order to produce the
necessary outputs. In this regard, the organizational memory at
the object layer serves to fuel the activities of the organization
while at the same time acts as a repository for outputs of the
activities.

A. Automatic Team Formation

Projects are executed by teams, and the success of a project
depends on the performance of the team. Therefore, ideally,

Reasoning/Process

Representation

Acquisitjon

Fig. 3. MNC Penang’s knowledge engineering processes

MNC Penang
Organizational Memo
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team members should be carefully chosen to ensure they are
available, have the right skill set, work well together, and are
motivated.

The current practice in many organizations, and MNC
Penang is no exception, is to manually assign employees to a
particular project. This is largely due to the differing project
complexities and the engineers’ skill-sets matching. However,
if given a larger pool of employees and projects, automatic
team formation would be an advantage.

Automatic team formation, inspired by coalition formation
[8] and computational cultural dynamics [9] efforts, allow
teams to be formed based on the profiles of employees stored
in the organizational memory. Automatic team formation,
having previously been carried out on learning environments
[10] allows specifications of teams to be defined by managers.
The employee profiles are then matched to fulfill the needs of
the specifications while ensuring competency and
cohesiveness. For this purpose, clustering and neural network
processors would be relevant.

B. Automatic Planning

Planning is an essential step in the initial phases of a project
as it facilitates looking ahead in an effort to ensure products are
delivered on time. Within an organization, the core business
activities are pretty much repetitive in nature in view that
newer products and services are often modifications of existing
ones.

Similarly in MNC Penang, where the nature of its business
is in the design and manufacture of radio communication
devices, projects do not differ very much in terms of the
activities that need to be carried out. In this MNC, phase-gates
for product development are set at specific intervals and
relevant activities are carried out to meet the respective
deadlines.

In view of this, planning can be automated where plans for
previous projects could be used as a reference in planning for

Lessons
learned
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new projects [11]. Case- and constraint-based approaches may
be suitable for such tasks. Additionally, re-planning may be
necessary should serious problems arise, causing delays; or
there may be instances when tasks may complete ahead of
schedule. In such situations, dynamic planning strategies may
be employed [12].

C. Meta Search

During the course of a project, many references are made to
existing documentation and reports, manuals, correspondences,
etc. In large organizations with multiple simultaneous projects,
it is a challenge to search for the right resources in time as the
collection or repository of documents, i.e. the organizational
memory, is very large. An added challenge is that the required
resources may be in different formats, and located in different
locations. These locations could be on different servers, or they
may even be in the personal possession of different employees.

Employees of MNC Penang, being part of a multinational
corporation, have access to an even larger organizational
memory. The current search facility employed in the MNC’s
web portal (based on OpenText’s Livelink [13]) is powerful in
the sense that it searches through a wide range of the MNC’s
online resources. The current search experience could be
enhanced in the areas of search results, improving search
speeds, presenting updated or most recent version of requested
documents, as well as predicting and recommending relevant
adjacent search results to the user.

MNC Penang’s employees wanted a search facility with the
following capabilities:

o with features similar to Google’s
e able to search all databases

e aone-stop search portal

o results that are properly classified
e presents results intuitively

In order to improve the search facility, proper semantic
indexing as well as semantic categorization and summarization
could be carried out. It must be stressed that these are done
“semantically” in order to understand the meaning and
intention of the user, and the context in which the search is
made.

Therefore, the way forward would be to incorporate
semantic web technologies in the organizational memory itself
[14][15][16]. This would lead to a search experience that:

e is personalized, e.g. Hunch (www.hunch.com)

e is incorporated in the documents that are being viewed,
e.g. Zemanta (Www.zemanta.com)

e incorporates natural language processing, e.g. Hakia
(www.hakia.com)

e incorporates intuitive visualization to search results, e.g.
Quintura (Www.quintura.com)

e is entity-based, e.g. Freebase (www.freebase.com)
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D. Fault Diagnosis

As much as the organization’s reputation rests on the
reliability of the products offered, customers also consider the
quality of customer support when making purchase decisions.
Therefore, after the delivery of products, organizations would
be concerned about providing the best after-sales service to
their customers.

In the context of MNC Penang, this is a critical business
area in view that the MNC’s radio communication devices are
often deployed in situations where down-time has be minimal,
e.g. incident scene and security management, high-volume
logistics and fleet management, event management, etc.
Therefore, there is a need for an expert-like system that could
diagnose faults in a timely manner in both back-office or on-
site scenarios. This could be achieved by using a hybrid of case
base [17], knowledge base, and fault modeling approaches
[18]. Also current are the use of fuzzy logic, neural networks,
and neuro-fuzzy approaches [19]. Through these, it is hoped
that “no stones are left unturned” in coming up with effective
solutions.

E. Analytics and Visualisation Mashup

For strategic decision making purposes, data that has been
collected during the course of the project needs to be analyzed
and presented in a manner that would assist decision makers in
their task. The challenge here is that there is a variety of data
that is located at various locations that need to be scoured
through.

MNC Penang’s design and manufacturing activities
undergo various milestones. Data and reports are generated at
each stage by different departments. At the end of the project,
these need to be consolidated in an effort to measure the
outcome of the project.

A mashup that analyses data, and produces intuitive visual
representation of the results would benefit decision makers. As
opposed to traditional portals that provide various tools and
functions separately, mashups aim to aggregate multiple tools
and functions to present a seamless value-added output [20].
Ultimately, mashups could serve as a source of data mining for
business intelligence [21].

VII. COLLABORATION AND AGILITY VIA ENTERPRISE 2.0

Web 2.0 technologies are now explored in a good number
of organizations. It can be considered one of the main driving
forces behind the concept of Enterprise 2.0. Enterprise 2.0
covers the interface layer of the C2P-KM framework (see Fig.
1) and it addresses the user experience of the C2P dashboard.
Enterprise 2.0 technologies are centered on the following
concepts [22]:

e Search: Users must be able to find information they are
looking for. Many employees are finding Intranet
navigation/site maps to be less useful than keyword-
based searches. Expert finders are also popular.

e Links: The usefulness of a document or item of
information can be better measured by the number of
links or references pointing to it. In return, links help
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users arrive at a desired piece of information more
quickly.

e Authoring: Writing should be made less daunting. Tools
should be available to facilitate writing both
individually and collaboratively, e.g. blogs and wikis.

e Tags: These help to make sense of the organizational
memory and help users keep track of content. The tags
form a folksonomy, i.e. a categorization system built by
users, for users.

e Extensions: These make use of business intelligence
and data mining within the organizational memory for
the benefit of users. These include attempts to present
results or information that are a step ahead of the user,
e.g. search results that may be of interest to the user
besides those actually requested.

o Signals: There needs to be a balance between push and
pull of information, and hence, the right “signals” need
to be given to users to prevent information overload.
Current feed mechanisms, e.g. RSS and aggregators, are
efforts in this direction.

While traditional desktop applications such as word
processors, spreadsheets, and e-mail would continue to be
popular tools, the level of flexibility and collaboration that can
be achieved is limited. With social web technologies prevalent
in Enterprise 2.0 frameworks, organizations could work
towards being more open, transparent, agile, collaborative, and
“social”-driven [23].

One can imagine the use of blogs instead of traditional
word processing applications to document personal ideas and
reports. Not only would the blog entry be available to a wider
audience, it would also allow feedback and comments for
further action if required. Communication via social
networking applications instead of e-mail would simplify group
discussions and facilitate the identification of experts. Another
example would be the co-authoring of documents using wikis
instead of sending documents back-and-forth via e-mail
between the authors.

While all these seem attractive, the challenge in adopting
Enterprise 2.0 would be to make the transition from “Enterprise
1.0” as seamless as possible. Traditional tools could be
integrated as much as possible into the organization’s
Enterprise 2.0 framework.

VIIIL

In view that the MNC’s organizational memory is
distributed across many physical locations, current client-
server-based architectures could pose certain challenges in
terms of maintenance and cost. In making computing services
leaner and more affordable, cloud computing is perceived as
the solution, i.e. by moving computing hardware and software
to a centralized facility [24]. The location of the cloud or the
computing resources is transparent to the user, and the users
would use applications in the form of Software as a Service
(SaaS) [25].

In the context of MNC Penang, certain online applications
are hosted by the MNC headquarters (as a global organization)

CLOUD-BASED CONCEPT-TO-PRODUCT DASHBOARD
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at a particular location. Issues to consider in such a setup
include server load and bandwidth. With a cloud-based
implementation of the MNC’s computing hardware and online
applications, sharing of computing power and applications
would be made easier and achieved at a lower cost.

Another advantage of cloud computing is that the
organizational memory would be centralized. When data and
information are centralized, data processing and mining could
be achieved more inclusively, thus allowing business
intelligence to be better achieved in the cloud [26], and also
facilitating knowledge management [27][28]. Therefore, MNC
Penang’s C2P dashboard could be made operable in the cloud
as enterprise-wide services [29]. Not only would this facilitate
infrastructural implementation, it would also encourage better
software engineering practices through the reuse of existing
services to form new application pipelines or process flows.

IX. AN EXAMPLE: FAULT DIAGNOSIS

Fig. 4 provides an overview of the processes of knowledge
engineering for fault diagnosis and its relationship with the
C2P dashboard and organizational memory.

Senior customer support engineers are required to share
their knowledge via the C2P dashboard. This would be in a
structured or semi-structured manner. Their knowledge would
be used to produce various fault models. Besides knowledge
from human experts, data from the organizational memory
would be mined in order to discover fault and diagnostic
patterns, and potentially new diagnostic knowledge. The fault
models and mined knowledge would then be formalized,
represented, and stored in the knowledge bases in the
organizational memory.

When customer support engineers are out in the field
supporting customers, or when they are at their home base
trying to reproduce and resolve faults reported by customers,
the fault diagnosis application would be utilize. The engineers
would input observable and measurable signs of the complaints
via the C2P dashboard and the application would then consult
the knowledge bases for a likely solution to the problem.

While the fault diagnosis application would be the main
application used by the engineers, they would still have the
other applications (e.g. the meta-search, and analytics and
visualization mashup) and supporting Web 2.0 tools in order to
receive additional information and knowledge, as well as to
collaborate, and receive feedback and support from their
colleagues.

X. DISCUSSION

The organizational memory would serve as the fuel for the
C2P dashboard, minimizing the impact of the knowledge gaps
of individual employees. While the organizational memory
could be organized according to the data-information-
knowledge-wisdom continuum, it is in actuality quite chaotic.

Therefore, the importance of the ontology cannot be
discounted in such a cloud-based implementation. The
ontology must successfully enforce standards in terms of
document structure and vocabulary to facilitate effective
knowledge sharing and reuse.
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Fig. 4. Fault diagnosis knowledge engineering overview

The C2P dashboard’s flow of applications described in
Section VI serves as a starting point for more applications or
project activities to be added. Applications such as project
monitoring and logging could be inserted in the flow in the
future. The existing applications such as automatic planning
could be deployed in stages, focusing on planning for design
and manufacturing, and perhaps extended later to include
planning for human resource, etc. The analytics and
visualization mashup could be implemented in a similar way,
focusing first on mashups for engineers and later include those
for senior management.

While Web 2.0 seems to be the main driving force behind
the concept of Enterprise 2.0, the C2P-KM framework is
already pointing towards Web 3.0 with the need for
applications to be semantically aware. While it is important for
the C2P-KM framework to capitalize on Web 2.0 technologies
to encourage collaboration within the organization, Web 3.0 is
expected to deliver results in a more semantically accurate
manner. In this way, manual effort in fact-finding from
multiple sources could be reduced by deploying semantically
aware searches. These searches understand the intent and
context of the query and therefore could proceed automatically.
It is anticipated that Enterprise 3.0 is not far on the horizon.

The proposed C2P-KM framework for MNC Penang has
far reaching implications in terms of content, and applications
or services. The cloud-based deployment allows flexibility in
creating content which in turn fuels the services. The maturity
of cloud computing would further drive the Enterprise 2.0 idea.

Nevertheless, the success of a cloud-based deployment
would depend on the need for computing power. Similarly, the
reduction in computing cost would only be justified with the

increase in demand for organization-wide computing power.
Hence, MNC Penang needs to fully deploy computing
intensive business intelligence applications to justify the C2P-
KM framework.

XI. CONCLUSION

Many organizations strive to be lean and agile in today’s
very competitive business environment. In order to achieve
this, many existing policies and procedures need to be
simplified and streamlined, i.e. lean, and new policies need to
be able to adjust to changes and evolving needs, i.e. agile.
These needs can potentially be translated into powerful but
straightforward applications that employees could use as part of
their day-to-day work.

In this paper, the C2P-KM framework was proposed and
described as an attempt to map out MNC Penang’s existing
operational and knowledge needs against future application and
architectural demands. In this effort, it was realized that an
integrated and seamless way to manage the organizational
memory at MNC Penang and to design applications around it
that could better assist its engineers and management in
decision-making would be advantageous.

Going forward, the C2P-KM framework could be taken
beyond the context of MNC Penang’s needs but also that of the
MNC in general. In view that cloud computing would be
mainstream in the near future, it is hoped that any organization,
irrespective of business domain, would eventually be able to
capitalize and customize the proposed framework for its own
use. This would result in a higher level of reusability, paving
way for an open architectural standard for cloud-based
knowledge management.
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Abstract—learning theories evolved with time, beginning with
instructivism, constructivism, to social constructivism. These
theories no doubt were applied in education and they had their
effects on learners. Technology advanced, created a paradigm
shift by creating new ways of teaching and learning as found in
virtual reality (VR). VR provided creative ways in which students
learn, provides opportunity to achieve learning goals by
presenting artificial environments. We developed and simulated a
virtual reality system on a desktop by deploying Visual
Basic.NET, Java and Macromedia Flash. This simulated
environment enhanced students’ understanding by providing a
degree of reality unattainable in a traditional two-dimensional

interface, creating a sensory-rich interactive learning
environment.
Keywords—Ilearning  theory;  virtual reality;  simulated

environment; education; pedagogy

I. INTRODUCTION

Education in its general sense is a form of learning in
which knowledge, skills and habits of a group of people are
transferred through teaching, training, and research or auto
didacticism [1]. It has been a means of transmitting one's
culture from one generation to another. It is the process of
bringing about a relatively permanent change in human
behavior [2]. In its narrow, technical sense, education is the
formal process by which society deliberately transmits its
accumulated knowledge, skills, customs and values from one
generation to another, e.g., instruction in schools [3]. Being
the oldest industry, it is the main instrument used by society to
preserve, maintain and upgrade its social equilibrium. A
society's future depends largely on the quality of its citizen's
education. Educators around the world today have leaning
towards different theories of learning and as such some
believe that these theories do not have to dictate how they
teach or have to influence the way learner learn [4].

Instructivism, constructivism and socio-constructivism are
the notable theories and practices on pedagogy today which
still hinge on the works of earlier philosophy on teaching and
learning, though earlier theorists in education are evenly
divided on varying conception on teaching and learning.
Technology has had effect on these theories as a result of
man‘s ingenuity. In the fields of education, technology has
created a paradigm shift, which has created new ways of
teaching, and learning. Technology through intelligence has
provided creative ways in which students learn and has
provided opportunities to guide classroom instruction to meet

all learners [5] and [6]. Virtual Reality (VR), a technology of
the 21* century has had impact on learning and changed the
thinking of educators [7]. The remainder of the paper is
presented as follows: Section 2 provided the background of
some learning theories and Virtual Reality. Section 3 looked
into some VR learning environments. Section 4 presented the
materials and methods employed in the study. Section 5
presented the results and discussions while section 6
concluded the paper.

II. BACKGROUND INFORMATION

A. Instructivism

The Instructivist approach to learning is otherwise referred
to as objectivist or institutionalist. Instructivism places
emphasis on the passage of information and knowledge
encapsulating activities and other learning events for learning
to take place thereby resulting in a change of behaviour,
attitude, belief etc. Instructivist helps learner to reproduce a
series of facts, knowledge, attitude, belief and behavior [4].
The theory of instructivism maintains that knowledge should
be transferred directly into the mind of the learner from the
instructor. This knowledge is expected to be wholly accepted
and not questioned by the learner or even analyzed by him [8].
This learning theory asserts that while the teachers are primary
learning agents, students are passive information absorbers. It
is thus a process of cognitive dumping in which all the learner
has to do is to memorize unprocessed information.
Instructivism is a very old learning approach. The lecture
method of teaching is found under this domain, and this is
where according to [8], 70% - 90% of university professors
fall under. Instructivism/Instructionism involves making
associations with stimuli, emphasizes drill and practices and
memorization. This conditional learning does not give room
for self-discovery. Instructivism, a traditional model of
teaching and learning is nor learner-centered.

B. Constructivism

Although constructivism has been argued and often
referred to as a new orthodoxy, fad, movement, religion with
different sects and purely ideological theory [9] and [10], it
cannot be over-emphasized that a learner enters his learning
situation with pre-conceived notions or ideas about many
phenomena [11]. The constructivist theory is rooted in the idea
that the learner actively constructs his knowledge, not that it is
passively acquired from without [11]. Learning is something
the learner does, not that it is imposed on the learner. The
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learner uses individual ideas as tools to understand many
phenomena presented to him by the teacher.

Piaget contributed to the constructivist theory in
Educational Psychology by delineating stages of intellectual
development [12]. Influenced by the Piagetian thought afloat
in educational circles, Driver and Easly [13] discovered the
concrete ideas brought in as “Entry Behaviour” by children to
the learning environment. This helped to change the research
agenda in science education to encompass constructivist
patterns in which learners construct their own knowledge as
pot-pouri of ideas (self-generated from teachers). Educational
constructivism has long been associated with advanced
pedagogy on the basis that it champions a learner-centered
approach to teaching, advocates learning in meaningful
contexts, and promotes problem-based activities where
learners construct their knowledge through interaction with
their peers [14].

In constructivism, the teacher is seen as a facilitator/guide
instead of being a director, in that learning allows for creative
intercourse with the teacher, instead of teaching based on
outcomes [15]. Discovery is seen to direct the learner to
construct his own knowledge. Knowles, Holton and Swanson
[16] gave impetus to this position by adding that
constructivism emphasizes knowledge as being bound by
context, giving room for individuals to make meaning out of
their respective learning experiences.

C. Social Constructivism

With obvious influences from Piaget™s constructivist idea,
social constructivism emphasizes the importance of culture
and context in giving meaning to what happens in society and
constructing knowledge from this understanding [17]. The
social constructivist outgrowth of thought in educational
psychology is associated chiefly with Lev Vygotsky, Jerome
Bruner, and Albert Bandura [11].

The basic assumptions that underlie social constructivism
are Reality, Knowledge, Learning and Intersubjectivity of
Social Meanings. Social constructivists opine that human
activity constructs reality. Reality is thus invented by society
together [18]. Knowledge is also believed to be a product of
human input and is constructed socio-culturally [19]; hence
interactions with one another and their physical and social
environments aids individuals in creating meanings.

Learning is seen as a social activity, not a passive
behavioural development shaped by external, unempatheic
forces. McMahon [17] has it that learning takes place as
individuals involves in social activities. Describing
intersubjectivity, Rogolf [20] refers to it as a shared
understanding among individuals who interact based on
common interest and assumptions that gives room for their
communication. Social meanings are thus created based on
intersubjectivity among individuals and social negotiation
within communicating groups of individuals [21]. Vygotsky
suggests that intersubjectivity helps individuals to extend their
understanding of information to other group members. Such
learning is collaborative in nature. In social constructivism,
both the learning and social contexts are crucial to
understanding.
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D. Virtual Reality(VR)

VR is used to describe a range of computer-based systems
in which a user can explore hardware and software generated
,microworld' that bears some resemblance to reality [22].
Virtual reality (VR) is a class of computer-controlled
multisensory communication technologies that allow more
intuitive interactions with data and involve human senses in
new ways. VR is basically a way of simulating or replicating
an environment and giving the user a sense of being there,
taking control, and personally interacting with that
environment with his/her own body [23] and [24]. VR is a
technology which allows a user to interact with a computer-
simulated environment, be it a real or imagined one [25]. VR
is potentially a tool for experiential learning. The virtual world
is interactive; it responds to the user's actions. Virtual reality
evokes a feeling of immersion, a perceptual and psychological
sense of being in the digital environment presented to the
senses. The sense of presence or immersion is a critical feature
distinguishing virtual reality from other types of computer
applications. Virtual Reality is an artificial environment
created and maintained by a computer and that is at least
partly shaped and determined by the user. A VR system allows
the user to depart the real world and step into a world whose
sensory inputs (sights, sounds, smells, etc.) are provided not
by natural objects but by computer-created means. The objects
and processes in the virtual world can then be manipulated to a
large extent by the user. The use of VR techniques in the
development of educational applications brings new
perspectives to the teaching of subjects. An understanding of
the technology and techniques is imperative.

VR is classified into three major types: (a) Non-Immersive
VR Systems, (b) Semi-Immersive VR Systems and (c)
Immersive (Fully Immersive) VR systems [23]. Non-
Immersive VR Systems are the least implementation of VR
techniques. It involves implementing VR on a desktop
computer. This class is also known as Window on World
(WoW) [26]. Using the desktop system, the virtual
environment is viewed through a portal or window by utilizing
a standard high resolution monitor. Interaction with the virtual
environment can occur by conventional means such as
keyboard, mouse or trackball. Semi-Immersive VR Systems
comprise of a relatively high performance graphics computing
system which can be coupled with either a large screen
monitor; a large screen projection system or multiple
television projection system. Using a wide field of view, these
systems increase the feeling of immersion or presence
experienced by the user and stereographic imaging can be
achieved using some type of shutter glasses. Immersive (Fully
Immersive) VR Systems are most direct experience of virtual
environments.

Here the user either wears an head mounted display
(HMD) or uses some form of head-coupled display such as a
Binocular Omni-Orientation Monitor (BOOM) to view the
virtual environment, in addition to some tracking devices and
haptic devices. An HMD or BOOM uses small monitors
placed in front of each eye which provide stereo, binocular or
monocular images. More successful and popular is the Cave
Automatic Virtual Environment (CAVE), In CAVE
environments, the illusion of immersion is created by
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projecting stereo images on the walls and floor of a room-size
cube. Participants wearing lightweight stereo glasses enter and
walk freely within the CAVE room, while a head-tracking
computer system continuously adjusts the stereo projection to
the current position of the viewer.

III. REVIEW OF RELATED WORKS

Simulations play a major role in education not only
because they provide realistic models with which students can
interact to acquire real world experiences, but also because
they constitute safe environments in which students can repeat
processes without any risk in order to perceive easier concepts
and theories. VR is widely recognized as a significant
technological advance that can facilitate learning process
through the development of highly realistic 3D simulations
supporting immersive and interactive features [27]. Simulated
environments have opened new realms in teaching and
learning and have found their way in all areas of human
endeavors. VR technology has offered strong benefits in
science and education. VR technology has not only facilitated
constructivist and socio-constructivist learning activities but
also supported different types of learners such as those who
are visually oriented and disabled [28].

Sampaio and Henriques [29] demonstrated how the
technology of VR can be used in the elaboration of teaching
material of educational interest in the area of construction
processes. They generated models that represented building in
two standard situations. Students can interact with the virtual
models in such a way that they can set in motion the
construction sequence demanded by actual construction work,
observe the methodology applied, analyze in detail every
component of the work and the equipment needed to support
the construction process and observe how the different pieces
of a construction element mesh with each other and become
incorporated into the model. Their models were used in
disciplines involving construction in courses in Civil
Engineering and Architecture administered by the Higher
Technical Institute of the University of Lisbon.
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Georgiou, Dimitropoulos and Manitsaris [27] presented a
novel Web-based virtual learning environment for the
simulation of volumetric analysis experiments. Their work
took advantage of advances on Web and VR technologies to
reproduce conditions of a real learning process in a chemical
laboratory and enhance learning through a real-time
interactive simulation of volumetric analysis experiments. The
virtual laboratory presented in their paper was a cost-effective
solution for both schools and universities without appropriate
infrastructure and a valuable tool for distance learning and
life-long education in chemistry.

Zhang [30] described a simulated environment called
Second Life. It is a Web-based multi-user 3D virtual
environment developed by Linden Lab, a San Francisco-based
company. Second Life is one of the most popular virtual
reality tools, attracting educators from all over the world. It
offers a variety of opportunities for interaction, sense of
community, and users” self-building capabilities. Statistics
showed that there are over 100 educational institutes that had
established their virtual campus in Second Life and are
actively working in the virtual world [31].

Bell [32] proposed the need to introduce VR into
engineering curriculum and in 1998, Bell and Fogler [33]
developed Vicher (Virtual Chemical Reactors) at the
University of Michigan to teach students catalyst decay, non-
isothermal effects in kinetics, reactor design and chemical
plant safety since they believe that humans retain up to 90% of
what they learn through active participation [28]. Kim et al
[34] developed a computer-based virtual reality simulation
that helps students to learn physics concepts at the Kongju
National University in Korea. This virtual laboratory has
helped students* gain laboratory experience and thus improved
students™ performance [34]. In training and simulation,
battlefield simulations have been developed using real data
from Desert Storm [35]. US Navy uses flight simulators to
help train pilots for general navigation as well as special
assignments. US military uses VR simulations to treat phobia
in war veterans.

| Desktop Virtual Reality (VR) Model |

| VR Test | | Settings

| |Lab0ratory Account| | Laboratory Procedures | |

Report |

Create Password |

Create Account |

Basics | General View |

Modify Password

Manage Account

NIC Connectors | Institution®s view |

Create Test
Questions

Fig. 1. The High Level Model of the Desktop Virtual Reality System

IV. MATERIALS AND MEHODS

We adopted a hybrid methodology derived from the
combination of the Structured System Analysis and Design
Methodology (SSADM), Object Oriented Analysis and Design
Methodology (OOADM) and the prototyping methodology.

Modem

Using this methodology, we developed and implemented a
desktop virtual reality model. The investigative phase of the
SSADM was deployed as the paradigm for systematic study in
order to obtain information on the current trends in the
research area of simulated environments. The information
obtained necessitated the definition of a high-level model
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(HLM) for a simulated environment (Fig. 1). Using this HLM,
a simulated desktop VR model was implemented. The
simulated environment demonstrated Open  System
Interconnection (OSI) model and network devices (modem
and network interface card). Macromedia Flash and Java were
used to create the wvarious objects in the simulated
environment. Fig. 2 is the user interface of the model. It was
designed to be user friendly. The interfaces were required to
access information in the database and objects in the virtual
world. Microsoft VB.NET and Java were used to implement
the graphical user interface (GUI). The GUI was used for
interactive querying, data capture, information display, and
viewing of objects in the virtual world.

The desktop Virtual Reality Model was used in a class
selected that offers fundamentals of networking in the
Department of Computer Science at the Anambra State
University to assess the impact of constructivism and socio-
constructivism on the students. The selected class was divided
into three groups. The subject of the assessment was the RJ45
network interface card (NIC) and connector for connecting
computers in a single segment. The students were supposed to
learn how an RJ45 NIC is identified and installed in a
computer system; how to make an RJ45 connector and fitted
to the NIC. Each group consisted of two classes of around 25.
After presenting these, the students™ knowledge improvements
were tested and the students™ attitudes about the simulated
environment were surveyed using a questionnaire and the
testing system in the simulated environment. The test consists
of 20 numbers of multiple choice items on the subject. The
different groups were tested about general knowledge on
networking before the simulated environment was used on
them.

The first group called “the instructivist group (IG)” did not
use the simulated environment at all. In the second group, the
simulated environment was used in the class only by a teacher
as a supplement to lecture. This group was called “the
constructivist group (CG)”. The third group called “the socio-
constructivist group (SG)” used the simulated environment in
the PC room where the students were actively engaged by
themselves without any lecture. They had only the study guide
papers and were expected to learn by themselves and interact
with one another to share their experiences.

V. RESULTS AND DISCUSSIONS

The result of the simulated environment is presented in
Fig. 2 to Fig. 8 while the impact of this simulated environment
on students is presented in Fig. 9 to Fig.10 and Tables 1 to 2.

A. The Simulated Environment

VR is a powerful tool for education since people
comprehend images much faster than they grasp lines of text
or columns of numbers. Participation is critical to learning and
VR offers multisensory immersive environments that engage
students and allow them visualize information.

User Interface: The graphical user interface (GUI) is shown
in Fig. 2. The interfaces are required to access information in
the database and objects in the virtual world. Microsoft
Visualbasic.NET was used to implement the GUI. The GUI
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was used for interactive querying, data capture, information
display, and viewing of objects in the virtual world.

¥ Deskio Tirtusl Reafity badel The Immersive Caperiesce
fo lwmerr (g Fr T e ekt

Fig.2. GUI of the Desktop Virtual Reality System

a) Login Interface: Fig. 3 shows a screen shot of the
login user interface. A user who has created an account in the
environment uses the login interface to gain access to the
simulated environment.

irtual Reality Computer Laboratory

Login Infarmation

Uszer Mamme: | |

Paszword: | |

Fig. 3. Login user interface

b) Creatre Account: Fig. 4a and Fig. 4b show screen
shots of create account. A new user provides information
which is stored in the database. This information is needed so
as to monitor users as regards the use of the model and
subsequently in taking tests. A new user is first prompted to
key in his/her email address and registration number using Fig.
4b. The database is searched to see if these exist. This is so to
avoid duplication of record. If such exists, the user is denied
registration thus account is not created for such user, else the
user is prompted using Fig. 4a to provide other details.

Yirtual Reality Computer Laboratory =

Account Setup
EioD ata
Last Mame:

First M arne:

Other Marmes:
Address: | |
E-mail Address: | |
Phone Mumber: |

Institution's: [nformation

Marme of Institution:

Departrment:

Faculty:

Matriculation Number |

Login Infarmation
User Hame: | |

Password: | |

Confirm P assword: | |

Fig. 4. a: Create account graphical user interface
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f virtual Reality Computer Laboratory

Search Record to Register

Email: |

Matriculation Number. l:l

Fig. 4. b:Search database interface

c) Record View Functionality: Fig. 5 shows a screen
shot of the view records user interface. This interface is
connected to the database wusing a data source
VRLDbase.Dataset.xsd. The field names were chosen to be as
close to the real field names to avoid a situation where users
become confused as to what each field represents. For
identification of any record of choice once it is clicked, it will
be highlighted. The application (model) successfully allowed
the use of the user interface to present an integrated view of
the database information in a transparent manner. The
different fields not needed are filtered out leaving only the
necessary fields needed.

‘ ( Virtual Reality Computer Laboratory
- Laboraiory Users General Report
Lamsame FERName ot Emal R e = Laber Name
ases UnD, Ak, Faambee State sayesoh_metlaboo.c  Mamdi Aziime Usiversity | Computerscitsce  2WSEIFMIP enyeioin_Bes

E— P— p— e -
Cuzniene Faghasl 3T, Enugs, Enugs State It com Enegs Stule Universiy of T_ | Compufer Eagine 1333342193 B
- — : - —
Ogtdese Knfrst UNLAG, Ajaka, Yeba, Lages 2 ool Ry of | s 1595304567 Isasever
joyopessie  samadin st avka s e prm—— .
Edela Chiiebers w0 34, Eabe OleshaReed, elsha 1o eglola@bstmsiicom Assmbea Sisle Usiersity | Civll Engimeering 2097671234 edmamd
- : e — —
Hatang shety 0 34, kachia Paed, Seben Gai, Mase  iatenfhebultetmadc  Usmaa Daa FoSio Unhersdy | Stratefic Studies 2906343156 sheby.
ashe wEE 32 Dhapdae FTee Senn T e eIy ot SeTeaDgeETs  SELAD etsar
Dkglere Obdentn ESUT, Enuga, Evegs State shdmeivlyeies oom Esegs State Unsversily Compier ERgRE_ INOTIITINSS L)
Osyessi [ e 35, Fegge, Daitsha sayesoh@3T com Unieecsily of Beain Framany 1595514888

T

Fig. 5. Record View User Interface

d) Query Record Functionality: Once the model was
executed and loaded, from the laboratory account menu, the
database can be queried either if a new account is being
created or an existing account is to be managed by editing one
or more fields not desirable. The screen shots in Fig. 4a and
Fig. 6 are one out of two possible ways to query a record in
the database. In Fig. 4a, the query criteria are email and
registration number, while in Fig. 6, the query criterion is
email. The application was successfully used through the user
interface to select condition used to query the records in the
database.

irtual Reality Computer Laboratory

Search Database
Emait | |

[ Search ]

Fig. 6. Query Records User Interface

Laboratory Procedure Functionality:The two laboratory
procedures presented were modem — a networking device, and
OSI — a networking concept. These two procedures were
presented in the form of movies accompanied by a voice
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output to describe the concept or the device. The movie can be
paused, played, and stopped. It can be made to be viewed in
full screen when desired. These objects can be manipulated
(turned in 3D) to study its essential parts. The screen shots are
presented in Fig.7 and Fig. 8. The laboratory procedures
demonstrated clearly showed how objects in the virtual world
interact, and how these objects are used. The OSI model
concept demonstrated in graphical forms what happens to
data travel as it originates from the application layer, travels
through the layers to the physical layer and vice versa.
Because these objects were presented in 3D, comprehension of
the concept and the working of the devices were made easy to
a learner or user. At the end of a laboratory procedure, a user
may want to take a test to determine how far he/she has
grasped the concept learnt or the device studied. This is done
by taking a test by selecting the test option on the menu. The
test provided series of multiple choice questions and each
question has four options to choose from. A user can stop the
test anytime desired without completing the test. At the end of
the test, the test takers name and score obtained are store
stored in a database. These can be accessed later if desired, or
if the user wished to continue with the test.

ulator/demodulator. A mode
[ E xit ][ Stop ][F’ause ][ Play ]

Full Screen

Fig. 7. Connecting modem laboratory procedure

Right Click Tmage to activate the control panel

Backto..
Application Menu

Fig. 8. Viewing and manipulating an object (modem) procedure
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B. The Impact of the Environment on Students

TABLE 1. PERFORMANCE OF THE DIFFERENT GROUP BEFORE THE TEST

Academic Performance

Group 1G CG SG
Highest Score 18 18 17
Lowest Score 10 08 09

Range of Score

01-04 Nil Nil Nil
05-08 Nil 04 Nil
09-12 12 14 16
13-16 08 04 05
17-20 05 03 04

Table I and Fig. 9 show the academic performance of each
group before they were exposed to the simulation program and
taught the network components. The IG group“s performance
was slightly superior to other groups. While the highest score
in this group was 18, 5 students scored between 17-20 marks.
In contrast to CG group and SG group, 3 students and 4
students scored in that range.

20
15
5]
510
[>]
wn
5
0
IG G rcogp SG

Fig. 9. The academic performance of groups before the test

Table II and Fig. 10 show the academic performance of
each group after they were exposed to the simulation program
and taught the network components. The SG group“s
performance was superior to other groups. While the highest
score in this group was 19, 9 students scored between 17-20
marks.

In contrast to CG group and SG group, no student scored
within that range. The SG group®s performance was superior
to other groups because it has been demonstrated by [28] that
human beings retain up to 90% of what they learn through
active participation.
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TABLE II. PERFORMANCE OF THE DIFFERENT GROUP AFTER THE TEST

Academic Performance

Group 1G CG SG
Highest Score 13 16 19
Lowest Score 08 10 14

Range of Score

01-04 Nil Nil Nil
05-08 06 Nil Nil
09-12 12 13 Nil
13-16 07 12 16
17-20 Nil Nil 09

This facilitated constructivist and socio-constructivist
learning. Therefore simulated environments provided the tools
with which the students used, visualized and manipulated
objects; this made it easier for them to understand how the
objects work. It offered tools for increased student
participation and a learning experience that they found
interesting, this gave them the motivation to learn, interact and
shared their experiences with one another.

20
15
5]
S 10
17
5
0 n
IG CG SG
Group

Fig. 10. The academic performance of groups after the test

VI. CONCLUSION

Researchers in the field of learning theory and VR have
generally agreed that VR technology is exciting and provides a
unique and effective way for students to learn when it is
appropriately designed and applied, and that VR projects are
highly motivating to learners [36]. From various researches,
several specific situations have emerged in which VR has
strong benefits or advantages (as shown in this work). For
example, VR has great value in situations where exploration of
environments or interactions with objects or people is
impossible or inconvenient, or where an environment can only
exist in computer-generated form.
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VR is also valuable when the experience of actually
creating a simulated environment is important to learning.
Creating their own virtual worlds has been shown to enable
some students to master content and to project their
understanding of what they have learned. One of the beneficial
uses of VR occurs when visualization, manipulation, and
interaction with information that is critical for its
understanding. This is socio-constructivist approach of VR to
learning. It is because of VR"s capacity for allowing learners
to display and interact with information and environment that
some believed is its greatest advantage.

Finally, VR is a very valuable instructional and practice
alternative when the real thing is hazardous to learners,
instructors, equipment, or the environment. This advantage of
the technology has been cited by developers and researchers
from such diverse fields as firefighting, anti-terrorism training,
nuclear decommissioning, crane driving and safety, aircraft
inspection and maintenance, automotive spray painting and
pedestrian safety for children [36].

In the fields of education, technology has created a
paradigm shift. Technology has created new ways of teaching
and learning. VR is a new technology that has provided
creative ways in which students learn opportunities to guide
classroom instruction to meet all learners.

The use of VR techniques in the development of
educational applications brings new perspectives to the
teaching of subjects. VR is potentially a tool for experiential
learning. VR has opened new realms in the teaching, learning,
and practice of medicine, physical sciences and engineering
among others. Virtual reality learning environments (VLEs)
provide students with the opportunity to achieve learning
goals.

VLE-based applications have emerged in mainstream
education in schools and universities as successful tools to
replace traditional teaching methods (instructivist approach).
VR learning environments have been discovered to have
greater pedagogical effectiveness on learners because it
encompasses instructivism, constructivism and culminated in
socio-constructivism.
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A Soft Processor MicroBlaze-Based Embedded
System for Cardiac Monitoring
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Abstract—this paper aims to contribute to the efforts of
design community to demonstrate the effectiveness of the state of
the art Field Programmable Gate Array (FPGA), in the
embedded systems development, taking a case study in the
biomedical field. With this design approach, we have developed a
System on Chip (SoC) for cardiac monitoring based on the soft
processor MicroBlaze and the Xilkernel Real Time Operating
System (RTOS), both from Xilinx. The system permits the
acquisition and the digitizing of the Electrocardiogram (ECG)
analog signal, displaying heart rate on seven segments module
and ECG on Video Graphics Adapter (VGA) screen, tracing the
heart rate variability (HRV) tachogram, and communication
with a Personal Computer (PC) via the serial port. We have used
the MIT_BIH Database records to test and evaluate our
implementation performance. In terms of the resources
utilization, the implementation occupies around 70% of the used
FPGA, namely the Xilinx Spartan 6 XC6SLX16. The accuracy of
the QRS detection exceeds 96%.

Keywords—ECG; FPGA; Heart Rate Variability; MicroBlaze;
ORS detection; SoC; Xilkernel

I. INTRODUCTION

A Field Programmable Gate Array (FPGA) is a high
density Programmable Logic Device (PLD) that allows high
performance data processing. Its digital signal processing
(DSP) performance is derived from the ability to construct
naturally parallel structures or modules, achieving a hardware
multitasking. This rapid increase of complexity emerged also
the new concept of SoC that integrates most of the functions of
the end product into a single chip; this is encouraged by the
reuse of optimized Intellectual Properties (IPs), particularly soft
and hard processors; in fact, FPGAs are nowadays so dense
that it is possible to embed a processor (soft or hard) on the
single chip and there is still enough room for eventual
additional functionalities. Moreover, these FPGAs come with
sophisticated software tools for the processor, like C/C++
compilers and a RTOS kernel; this improves the design
abstraction and consequently the productivity [1 - 4].

The electrocardiogram signal (ECG) is one of the most
commonly used in medical practice thanks to its non-invasive
nature, simple acquisition process and the meaningful
information it contains; the analysis of such information
permits to evaluate the state of the heart. Thus, the cardiac
monitoring by means the ECG is a standard practice in
intensive care, emergency rooms, ambulatory monitoring, etc.
It is worth noting that the cardiac rhythm monitoring by means
the heart rate variability (HRV), increasingly studied in the

Mohammed Karim
University Sidi Mohammed Ben Abdellah
Fés, Morocco

recent years, and has become also an important way to assert
the heart’s condition [5 - 9].

II.  SYSTEM OVERVIEW

We have designed and implemented a prototype of basic
embedded system for cardiac monitoring, whose functional
block diagram is shown in the figure 2; it exhibits a modular
structure that facilitates the development and debugging. Thus,
it includes 2 main modules:

e An analog module intended for acquiring and
conditioning of the analog ECG signal to make it
appropriate for use by the second digital module ;

e A soft processor-based module digitizes and processes
the ECG signal.

A secondary module acts as a way to facilitate testing
system with the standard ECG records contained in the
standard MIT-BIH database [10].

This implementation is to be considered as a strong
improvement and a migrating to advanced new technology,
mentioned above, of one of our previous works [11]; it can also
be seen as a contribution to developing a more efficient and
low-cost biomedical instrumentation.

ECG signal is the measure, via electrodes acquiring the
voltage (potential difference) on the body surface, generated by
the heart's electrical activity. As illustrated by the figure 1, the
ECG is characterized mainly by 5 waves reflecting the activity
of the heart during a cardiac cycle (R-R interval); these waves
are called P, Q, R, S and T; the Q, R, and S waves are treated
as a single composite wave known as the QRS complex. The
ECG signal is typically characterized by maximum amplitude
of 1 mV and a bandwidth of 0.05 Hz to 100 Hz [9, 12].

. j———R-R.Interval —————1=%|. .

QE.S-complex
R | T-wave | R

e A

Q-T Taterval P-R Segment = S-T Segment

P-R.-Interval

Fig. 1. Typical ECG of a healthy perso;l.
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Fig.2. System functional diagram block.

III. ANALOG MODULE

We used the Lead II that is the most commonly used lead
for ECG ambulatory monitoring, because it’s a relative high-
voltage deflection resulting in P, R and T waves. The reference
electrode is connected to the right leg via an amplifier to reduce
common mode noise, a principle commonly termed by
“Right Leg Drive”. The two other electrodes, representing Lead
I1, attack an instrumentation amplifier (IA) we have achieved
with off the shelf operational amplifiers, which present good
performances, especially a relative good common mode
rejection ratio (CMRR). The different types of noise are
reduced by means analog filtering: low pass and anti-aliasing
filter of 0-70 Hz, and notch filter for reducing noise effect of
50 Hz of AC power line. Finally, the output signal gain and
offset of this stage are properly adapted to the analog to digital
converter (ADC) of the digital module.

IV. SOFT PROCESSOR-BASED DIGITAL MODULE

Today’s FPGAs integrate existing IP cores achieving
functionalities commonly used in the embedded systems world
(GPIO, Timers, UART, SPI, VGA, etc.); they can be easily
instantiated into a top-level design. Among them, the most
important are the soft processors cores; indeed, the availability
of such embedded subsystems in FPGAs opens a whole new
world of possibilities. A soft or virtual processor is built by
combining blocks of optimized HDL code inside an FPGA. In
our case, it was the MicroBlaze, which is a reduced instruction
set computer (RISC) optimized for implementation in Xilinx
FPGAs [13].

The development of this module was guided by the
Hardware/Software co-design techniques, which try to exploit
the synergy of Hardware and Software with the goal to
optimize and satisfy design constraints of a final product [14].
Thus, as development tool, we have used the Xilinx Embedded
Development Kit (EDK), which is a suite of tools and
Intellectual Property (IP) that permits the design of a complete
embedded processor system for implementation in a Xilinx
FPGAs [15]. We mention in particular:

e The Xilinx Platform Studio (XPS) that is the
development environment used for designing the
hardware aspect of an embedded processor system.

e The Software Development Kit (SDK) that is an
integrated development environment, complementary to
XPS used for C/C++ embedded software application
creation and verification.

As development board, we have used the Nexys 3 of
Digilent that features Xilinx's Spartan-6 XC6SLX16 FPGA,
48 Mbytes of external memory, and enough I/O devices and
ports to host a wide variety of digital systems [16].

A. Hardware

The foundation of the hardware of the design is created
using the Base System Builder (BSB) wizard within XPS. This
allows the use of pre-developed IPs cores with a series of
Buses and Interfaces to connect the various hardware elements
of the design. The figure 3 shows the architecture of our
implementation; the design consists of the main following IPs
cores:

e MicroBlaze soft processor is the main and central
element of the entire architecture; in other words, it
represents the central and processing unit (CPU) of the
system.

e The Digital Clock Manager (DCM) primitive in FPGA
provides advanced clocking capabilities; it optionally
multiply or divide the incoming clock frequency to
synthesize a new clock frequency.

e Bus Local memory Bus (LMB) provides single-cycle
access to on-chip RAM.

e On-chip dual-port block RAM (BRAM) stores
processor’s program instructions and data; as the
application program exceeds the BRAM limit
(32 Kbytes), the external SRAM is used for this
purpose.

e The Processor Local Bus (PLB) provides a connection
to both on-and off-chip peripherals and memory.

e Timer 0 is required by Xilkernel RTOS to tick its
kernel.

e Timer 1 is used to generate an interrupt every 5 ms
(200 Hz) for ECG analog signal sampling, according to
the Shannon theorem.
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(HMI) that consists of switches and LEDs. heart rate display; that is a good example for
. . q Hardware/Software co-design illustration; in fact, this
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Digilent, which features ADCS7476 that is an SPI ADC refresti rate
serving for ECG analog signal digitizing. e EMC (External Memory Controller) is the interface for
. . . on-board SRAM, which contains the application
UART (Universal asynchronous Receiver Transmitter) d the vid for VGA displ
is the IP core allowing serial communication with a PC program and fae video memory for ispiay-
(COM port), via an UART/USB converter, that is the B. Software

FT232RQ; indeed, there is no COM port in the most
modern PCs.

As the complexity of the embedded systems increases, the
development in an RTOS environment is essential; it becomes
even a normal and obvious design activity, with the modern
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tools available in the new computer aided development (CAD)
tools, like EDK. Thus, an application is broken into small
pieces (tasks or threads) more easy to manage; each task deals
with certain aspect of the application. In our case, the RTOS
was Xilkernel from Xilinx. Xilkernel is a small, light-weight
easy to use, robust and modular kernel. It provides features like
scheduling, threads, inter-process communication (IPC) and
synchronization, with a POSIX subset interface. It is integrated
with EDK, easy to configure and free software [17].

Thus, the software application consists of Xilkernel threads
executing on top of the kernel. In the following text of this
section, we describe the RTOS structure of our software written
in C language and ina bit more detail the QRS detection
algorithm.

1) Software Structure

The figure 4 illustrates the software structure of the
application in the Xilkernel RTOS context. We have
configured Xilkernel to have round robin scheduling. Once
Xilkernel is called and initialized, it calls its scheduler to
manage the different application tasks:

e The first task to run is the “main_thread”; it has the
highest priority (0) and therefore always runs before any
other tasks; this task creates the others threads and
achieves necessary initializations and exits.

e “IHM_thread” is the task where the state of a switch is
read permitting the choice between acquisition of ECG
or reading a small sequence of ECG signal stored in an
array for testing purposes; A LED (LDO in the board)
blinks at measured cardiac rthythm.

Vol. 4, No. 9, 2013

e “HR thread” is the task responsible for calculating the
heart rate for 10 s with an interpolation over 1 mn.

e “VGA thread” deals with the display of the ECG in
VGA screen with a resolution of 640 x 480.

e “interrupt_handler” is the interrupt service routine (ISR)
that can be considered as a thread of high priority; that
is the Timer 1 interrupt allowing processing critical
events, like real-time acquiring of ECG, QRS detection
and so on.

We have used as means of communication between threads:

e Protected global variables, so that there is no conflict in
access to these variables.

e Message queue, an available technique in Xilkernel.

2) QRS Detection

The QRS complex of the ECG signal is the reference point
for the most ECG applications. In this paper we adapted the
algorithm subject of our previous work [18], in the MicroBlaze
context. This detector uses a modified Pan and Tompkins
algorithm [19], which is the most widely used and highly
acknowledged algorithm, for its real-time aspect, robustness
and efficiency; its structure with 2 stages is shared by many
algorithms in the recent years:

e The pre-processing stage has for purpose enhancing
QRS complex with noise suppressing and artifacts.

e The decision stage determines the QRS candidates,
based on thresholding technique and a set of rules; this

Fig. 4. Application RTOS structure.
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V. EVALUATION

As described above, the system is implemented in
reconfigurable circuit, that is, FPGA representing the strong
actual trend for embedded systems designing. Our system is
developed in the Xilinx EDK suite that enables design a
complete embedded processor system for implementation in a
Xilinx FPGA device. This evaluation focuses on the resources
estimation and the QRS detection accuracy:

e Based on the same tests realized in our previous work
[18], the total accuracy of the QRS Detector exceeds
96%.

e The implementation occupies around 70% of the used
FPGA device, namely the Xilinx Spartan 6 XC6SLX16,
which is the core of the development board, Nexys 3 of
Digilent.

For testing our work, an excerpt of a MIT-BIH record, with
10000 samples (50 s), is saved in a text file, read from a simple
Visual Basic application and presented to Nexys 3 board, via
the parallel port, i.e. LPT1 of a PC, driving a simple digital to
analog converter (DAC), provided by an R-2R resistor ladder
network, at the sampling period mentioned above (5 ms). By
convenience, the data is quantized with 8 bits. The figure 5
shows such an experimental setup. On another hand, the PC,
via USB port emulating an UART link, receives from the
Nexys 3 board the QRS flag and the HRV signals.

g |

 PC,

1 1

! ! D+ .

' : Nexys 3 UART via

: : D-_WFT232RQ

|

1 USB Nexys 3 Board
' |ECG

: : raw | Digital to SCLK

i mip| Analog || pmodADI

1 ! Converter Nexys 3 connector JA
! ! 8 MOSI

1 1

1 o+

1 1

1 1 —

1 1 GND

LPTI!

Fig. 5. The Design test via LPT1ofa PC

The figure 6 illustrates the global result of the experience
with a screenshot, showing the ECG signal sent to the board
(bottom signal), the QRS flag received from the board (top
signal) and the HRV tachogram (middle signal).

The figure 7 presents a captured photo of the
implementation running the program, with HR equal to 66 bpm
(beats per minute) and a blinking LED (LDO in the board) at
measured cardiac rhythm.

The figure 8 illustrates the display result on VGA screen; it
presents some resolution problems; it seems that the resolution
doesn’t exceed (640x100); we think that this problem is related
to some dysfunction in TFT IP core; we are trying to find the
responsible bug.

Vol. 4, No. 9, 2013
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Fig. 6. Screenshot of the test with LPT1 of a PC.

Fig. 7. Photo of the design with running program.

Fig. 8. ECG display on VGA screen.
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VI. CONCLUSIONS

We have designed and implemented a soft processor
MicroBlaze-based embedded system for cardiac monitoring; it
implements the most popular algorithm and widely adopted by
the patient monitoring industry, that is, the Pan and Tompkins
QRS detector algorithm, which is based on slope, amplitude
and width information. It was developed with EDK suite tools
with C code and in the Xilkernel RTOS environment. The
accuracy of the QRS detection exceeds 96%. In terms of the
resources utilization, our implementation occupies around 70%
of the used FPGA, namely the Xilinx Spartan 6 XC6SLX16.
Thus, there is still space for additional functionalities. The
Hardware/Software co-design and RTOS were compatible with
the parallelism natively permitted by the FPGA; so, the
implementation parts are operated in parallel and executed
concurrently, making possible a real-time and multitask
processing.

Based on this successful basic implementation, the ongoing
work has for purpose to try optimization and implementing
more functionalities in such low cost FPGA devices,
particularly an algorithm for myocardial Ischemia detection;
there is also plan to use multiprocessor design, if needed, for
more determinism, which satisfies the real-time constraints.

REFERENCES

[1] J. O. Hamblen, T. S. Hall, and M. D. Furman, Rapid Prototyping of
Digital Systems, SOPC edition, Springer, 2008.

[2] Zainalabedin Navabi, Digital Design and Implementation with Field
Programmable Devices, Springer, 2005.

[3] Xilinx System Generator for DSP V12.2, User Guide , July 2010.

[4] J. cong, B. Liu, J. Noguera, K. Vissers, and Z. Zhang, “High-level
synthesis for FPGAs: from prototyping to deployment,” in IEEE

Transactions on computer-aided design of integrated circuits and
systems, Vol. 30, No 4, April 2011.

[3]

(6]
(7]

(8]

]

[10]
[11]

[12]
[13]

[14]

[15]

[16]
[17]

[18]

[19]

Vol. 4, No. 9, 2013

D. 1. Fotiadis, A. Likas, L. Michalis and C. Papaloukas,
“Electrocardiogram (ECG): Automated Diagnosis”, Wiley encyclopedia
of biomedical engineering,” Vol. 2, pp. 1259-1275, ISBN 978-0-471-
24967-2 (set), Wiley, 2006.

L. Sornmo and P. Laguna, Bioelectrical SignalProcessing in Cardiac and
Neurological Applications, Elsevier (Academic Press), 2005.

L. Sormmo and P. Laguna, “Electrocardiogram (ECG) Signal
Processing”, Wiley encyclopedia of biomedical engineering,” Vol. 2, pp.
1298-1313, ISBN 978-0-471-24967-2 (set), Wiley, 2006.

W. J. Tompkins, Biomedical Digital SignalProcessing: C-Language
Examples and Laboratory Experiments for the IBM PC, Englewood
Cliffs, NJ: Prentice-Hall, 1993.

Rajendra Acharya U, A.E. Spaan, Jasjit Suri, and Shankar M. Krishnan,
Advances in Cardiac Signal Processing, Springer, 2007.
http://www.physionet.org/cgi-bin/atm/ATM.

E. El Mimouni, and M. Karim, “Design and implementation of an
embedded system for ambulatory cardiac monitoring,” in Journal of

Telecommunications and Information Technology (JTIT), issue n°l p.
23-32, Mars 2011.

J. G. Webster, Medical Instrumentation Application and Design, Wiley,
2010.
http://www.xilinx.com/support/documentation/sw_manuals/mb_ref guid
e.pdf.

J. Teich, “Hardware/Software codesign: the past, the present, and
predicting the Future,” in Proceedings of the IEEE, Vol. 100, May 13th,
2012.

http://www.xilinx.com/support/documentation/sw_manuals/xilinx13_1/e
dk_ctt.pdf.

http://digilentinc.com/
http://www.xilinx.com/ise/embedded/edk91i_docs/xilkernel v3_00 a.pd
f.

E. El Mimouni, M. Karim, “Novel real-time FPGA-based QRS detector
using adaptive threshold with the previous smallest peak of ECG signal,”
in Journal of Theoretical and Applied Information Technology (JATIT),
pp 33-43, Vol. 50 No.1, 10™ April 2013.

J. Pan, and W. J. Tompkins, “A real-time QRS detection algorithm,” in
IEEE Trans. Biomed. Eng., Vol. BME-32, pp. 230-236, 1985.

53|Page

www.ijacsa.thesai.org


http://www.eit.lth.se/index.php?id=260&uhpuid=scd.lso
http://dx.doi.org/10.1002/9780471740360.ebs1482
http://dx.doi.org/10.1002/9780471740360.ebs1482
http://www.physionet.org/cgi-bin/atm/ATM
http://www.nit.eu/czasopisma/JTIT/2012/1/23.pdf
http://www.nit.eu/czasopisma/JTIT/2012/1/23.pdf

(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 4, No. 9, 2013

Recommender System for Personalised Wellness
Therapy
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Abstract—rising costs and risks in health care have shifted the
preference of individuals from health treatment to disease
prevention. This prevention treatment is known as wellness. In
recent years, the Internet has become a popular place for
wellness-conscious users to search for wellness-related
information and solutions. As the user community becomes more
wellness conscious, service improvement is needed to help users
find relevant personalised wellness solutions. Due to rapid
development in the wellness market, users value convenient
access to wellness services. Most wellness websites reflect
common health informatics approaches; these amount to more
than 70,000 sites worldwide. Thus, the wellness industry should
improve its Internet services in order to provide better and more
convenient customer service. This paper discusses the
development of a wellness recommender system that would help
users find and adapt suitable personalised wellness therapy
treatments based on their individual needs. This paper introduces
new approaches that enhance the convenience and quality of
wellness information delivery on the Internet. The wellness
recommendation task is performed wusing an Artificial
Intelligence technique of hybrid case-based reasoning (HCBR).
HCBR solves users’ current wellness problems by applying
solutions from similar cases in the past. From the evaluation
results for our prototype wellness recommendation system, we
conclude that wellness consultants are using consistent wellness
knowledge to recommend solutions for sample wellness cases
generated through an online consultation form. Thus, the
proposed model can be integrated into wellness websites to enable
users to search for suitable personalized wellness therapy
treatment based on their health condition.

Keywords—recommender system; rule-based reasoning; case-
based reasoning; Wellness

I.  INTRODUCTION

The concept of health has shifted from treatment of disease
to prevention of health problems [1, 2]. As the online
community has become more health conscious, improvement is
needed to ensure accessibility, reliability and quality of
wellness services on the Internet. Many people are turning to
wellness websites for work-life balance and healthy lifestyle
programmes to fulfil their wellness needs.

Research shows that there are more than 70,000 health
informatics websites [3] and one recent study, found more than
54,700,000 results in Google for the term "health assessment
tools" [4]. This excess of information has created complications
in searching for wellness solutions on wellness websites.

Wahidah Husain
School of Computer Sciences
Universiti Sains Malaysia
11800 Penang, Malaysia

Nasriah Zakaria

School of Computer Sciences
Universiti Sains Malaysia
11800 Penang, Malaysia

A study on the reliability of health information provided by
websites shows inconsistent recommendations, for example in
managing fever in children [5]. Inconsistent recommendations
negatively affect the quality of health information on the web
[6]. It can lead to actual or perceived untrustworthiness of web
content, so that users have to navigate and filter to find credible
information [7]. The user experiences wellness information
overload, which causes uncertainty, confusion and distraction
[8]. Furthermore, it is a challenge for users to select a suitable
wellness therapy on the Internet since they are lacking in
wellness and health understanding. For example, with limited
knowledge about health, human anatomy and medical
terminology, users may inaccurately describe their symptoms
which may cause errors in diagnosis. Most wellness websites
do not provide support or consultation for users of their
wellness recommendations. Disclaimers on wellness websites
frequently indicate that the solutions provided are not for
wellness recommendation purposes [9, 10, 11]. Information
and guidance provided on such websites are not verified by
qualified wellness practitioners, and users may be confused if
they follow the suggestions offered. Wellness websites should
state clearly what users can get from their web services rather
than frustrating them.

The purpose of this study is to design a wellness
recommendation model that will suggest personalised wellness
therapy or treatments to online users. The objective of the study
is to find the best technique for matching users’ wellness
concerns with appropriate wellness therapy. This model will
help to ensure the reliability of wellness recommendations
proposed to users based on their current wellness conditions
and constraints. At the end of the study, a field evaluation
survey was carried out to ensure the reliability and suitability of
the wellness solutions proposed by the recommender system.

II. BACKGROUND STUDY

This section reviews two recommender systems that are
commonly used in e-commerce transactions: content-based
filtering and collaborative filtering. The section also reviews
two popular knowledge-based techniques that are currently
implemented in the health care environment: case-based
reasoning and rule-based reasoning.

A. Recommender Systems

In the modern knowledge era, the extensive number of
applications available on the Internet make searching
increasingly convenient for users.
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This is due to the introduction of recommender systems that
filter unseen information, predict the preferences and needs of
users [12], and make suggestions to them. Recommender
systems are widely used in e-commerce to search for product
information and assist customers in deciding what to buy [13].
A recommender system helps users navigate through a large
information space to selective descriptions of items that they
need [14]. Two common types of recommender system are
content-based filtering and collaborative filtering [15].

Content-based filtering is based on similarity of content,
such as previous successful transactions [16]. The general
principle of the content-based approach is to identify common
characteristics of a user's past choices and then recommend
new items that share these characteristics [17]. Content-based
recommender systems are a type of classifier system, and are
related to machine learning research [14]. A user's profile in the
system learns from feedback and responses provided by the
user [18]. A content-based recommender system compares a
user's profile of past selections with the information stored in
the database, which is sorted according to similarity and ranked
based on the user's known preferences. The content-based
approach has several shortcomings. Most importantly, the
system can only recommend based on a user's previous ratings;
the system cannot recommend new items unless they are
similar to previously-liked items [14]. The content-based
recommender system is thus not ideal if the user is new to the
system, because very little information is available to be
compared. In such circumstances, it will negatively impact the
effectiveness of the system's recommendations to the user.

On the other hand, collaborative filtering recommends
items based on aggregated user preferences, which does not
depend on similarity of item descriptions [19]. A collaborative
recommender system recommends solutions based on what
other similar users have liked. Users with similar preferences
are grouped together and are called neighbours [20].
Amazon.com uses collaborative filtering to recommend books
to its customers based on books that other similar customers
have said that they liked [20]. Collaborative filtering also
suffers from a few limitations. There is a significant delay in
the rating process because recommendations are made based on
preferences of similar users. If there are very few users, it will
be harder to find groups of similar ones. Also, if the solution
or item has not been rated by similar users, or the solution is
very new, the recommender system will not propose the
solution because there are not enough ratings to support the
recommendation [21].

B. Knowledge-based systems

John McCarthy defined Artificial Intelligence (Al) as “the
science and engineering of making intelligent machines.” [22].
It is related to the activities of computers in understanding
human intelligence. The central problems of Al include
reasoning, learning, knowledge and communication, all of
which are common and valuable to most industries [23]. Expert
systems are a branch of Al that applies reasoning
methodologies and domain-specific knowledge to make
recommendations, just like a human expert would [24]. To
enable this quick and reliable decision-making process, human
experts' knowledge is converted to a knowledge-based system
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which can be queried for assistance. In the medical context, a
physician can diagnose and suggest treatments for an illness
despite the ambiguity of symptoms and wide range of medical
problem faced by different individuals [25]. Therefore, a
physician must use several different types of reasoning. In Al,
the most frequently used knowledge-based reasoning
techniques are rule-based reasoning (RBR) and case-based
reasoning (CBR).

RBR uses "if-then-else" rule statements [26]. Rules are
patterns, so the RBR engine searches for patterns in the rules
that match patterns in the data. Problem solving becomes more
complex if there are too many rules to match the pattern of data
in the database [26]. The RBR system uses rule chaining and a
combination of data and the system's justification capability to
provide a solution to the users [27]. However, RBR lacks the
ability to learn due to the difficulty of acquiring new expertise
in pattern matching or new rules [28]. RBR also requires a user
to take into account all the domain rules; in real life problem
solving, the pressures of time restrict problem solvers from
looking into large unmanageable rule sets to solve a problem
[29]. Thus, RBR is an ideal approach for solving simple
problems where not many rules exist.

The CBR approach is similar to human problem-solving
behaviour. In CBR, the problem is solved based on experience
gained by solving similar problems in the past [30]. CBR is a
proven methodology that applies past solutions to solve new
but similar problems [31]. The CBR cycle consists of four
steps: retrieving previous cases from the case database, reusing
a previous case to recommend a solution, revising a previous
solution to match the current problem, and retaining new cases
after a solution has been successfully found [32].

CBR is a useful alternative to RBR. In complex RBR
systems, it is difficult to formulate situations with hard and fast
rules due to the complexity of converting problem-solving
knowledge due to incomplete problem specifications [30].
However, in CBR, if new knowledge is not available but
solutions can be derived from old cases, then on the basis of
past experiences, the problem can be solved [30]. CBR is not
restricted only to reuse of past cases. It also has good learning
capabilities, and its problem solving skills improve as new
cases are solved and stored in the database [26]. In our
preliminary research, we propose a CBR recommender model
to solve users’ wellness needs, as illustrated in Fig. 1.

When a new case is entered, the CBR system retrieves
similar cases from its case database. The system reuses a
solution from a previous case, if necessary adapting it for the
new case. The proposed solution is revised to confirm the
validity and reliability of the solution. Finally, the revised case
will be stored in the case database so it can be used for solving
new problems in the future.

III.  PROPOSED RECOMMENDER MODEL

This section discusses the characteristics of the proposed
hybrid case-based reasoning recommender system for wellness,
and walks through a simulation of the recommender system
using sample cases, of a paragraph.
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Fig. 1. Wellness recommender model using CBR [33]

Table 1 is a comparison of the advantages and
disadvantages of RBR and CBR techniques.

TABLE 1. COMPARISON OF RBR AND CBR
RBR CBR
Advantages | *Each rule can be * Easy to acquire knowledge

interpreted as one unit of
knowledge.

» Knowledge is expressed
in the same format.

* Rules are a natural
format to express
knowledge.

Dis- « Difficult to represent
advantages informal knowledge.

* Rules obtained from
human experts tend to be
highly heuristic in nature.
* Relies only on the rules
and does not learn.

* Poor efficacy due to
repetition of previous
eITOrS.

from human experts.

* Provides model of
learning.

* Can distinguish different
problems and select
appropriate cases as
solution.

« Large case database leads
to high search cost.

« Difficult to determine good
criteria in indexing cases
and matching similar cases.

A. The hybrid matching technique

In the preceding section, we discussed two types of
knowledge-based systems: rule-based reasoning (RBR) and
case-based reasoning (CBR). RBR and CBR each have their
respective pros and cons.

A combination of CBR and RBR will benefit the system
wherein RBR helps to speed the filtering process of CBR [30,
34]. The task of indexing cases in the case database is also
handled efficiently by the RBR system [26, 35]. This
complements the limitation of CBR to return too many similar
cases when there are too many criteria for problem solving in a
large case database [26]. Standard rules are acquired from
wellness experts and can be applied to solve new problems
[36].
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Hybrid case-based reasoning (HCBR) is the best approach
for a wellness recommender system [27, 29, 36]. HCBR uses a
combination of CBR and RBR approaches. HCBR incorporates
the advantages of RBR into a sub-system which helps to
standardize the format of rules to be used in indexing and
searching for similar cases. The panel of wellness experts can
contribute to storing standard rules in the RBR sub-system
even when there is no similar case in the case database. The
RBR sub-system proposes solutions based on standard rules
stated in the rule database. The CBR component of HCBR has
the ability to learn from previous and new cases, which
compensates for the drawback of the RBR system. Therefore,
HCBR performs better than RBR alone in terms of accuracy of
solution [36]. The matching task is performed using an
artificial intelligence (AI) approach employing case-based
reasoning [37]. Each case is a module of knowledge that
contains structured information about a wellness problem and
the appropriate therapy. A case is triggered by matching its
relevant components to those in the problem submitted by
users. Fig. 2 shows the process flow of the proposed HCBR
wellness recommender system.

In making a wellness recommendation, HCBR will
consider three alternatives when a new wellness problem is
entered. First, the system checks for the same wellness case in
the database. If it is present, the solution from that previous
case is used to solve the current wellness problem. If no
identical wellness case exists in the case database, the system
attempts to match users’ wellness concerns with similar cases
in the database. Similar cases are sorted using rules, as
indicated in the RBR sub-system; the system uses these rules to
calculate the level of similarity among cases. If the value of the
most-similar case is above the acceptance threshold, the
solution of that case is proposed to the user. Finally, if there is
no case whose similarity level exceeds the acceptance
threshold, the system triggers the RBR sub-system to apply
standard rules predetermined by the wellness experts.

B. Simulation of Wellness Recommender Prototype

Prototyping begins with the design of the wellness
recommendation module. In this study, the purpose of the
system prototype is to capture the intended design and simulate
the appearance, process and surface texture of the wellness
recommendation module. The user requirements for the
wellness recommender prototype were gathered from in-depth
interview sessions with wellness experts through the Delphi
interview technique. Twelve experts from different areas of the
wellness industry were interviewed, including spa and
relaxation, reflexology, beauty and slimming, skin and body
care, and fitness. After attaining consensus on the user
requirements, the wellness recommender prototype was
developed.

Three sample cases are stored in the recommender system
case database for simulation and evaluation purposes. The three
sample cases are shown in Fig. 3.

To complete the simulation process, we created a new case
to represent a current problem faced by a user. This new case is
shown in Fig. 4.
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SAMPLE 1 SAMPLE 2 SAMPLE 3
Age: 36 Age: 25 Age: 35
Sex: Male Sex: Female Sex: Female

Health Status:
High blood
pressure

Health Status:
Insomnia

Health Status:
High blood
pressure

Personal lifestyle:

Personal lifestyle:

Personal lifestyle:

concerns: Stress

concerns: Fatigue

Ability to relax Average sleeping Skin Type (Dry),
(poor), Stress level hours (3), Alcohol Exercise (Never)
(Work 10) (often)

Wellness Wellness Wellness

concerns: Dry
Body (Arm, back,
chest)

Fig. 3. Sample cases stored in the wellness recommender prototype
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NEW CASE

Age: 27

Sex: Male

Health Status: High blood pressure, Depression

Personal lifestyle: Ability to relax (poor), smoke
(often), Stress level (Work 10, Home 8)

Wellness concerns: Stress, Anxiety

Fig. 4. New case entered into the wellness recommender prototype

After the new case is entered into the system, the
recommender model first searches for an identical case in case
database. In this simulation, no identical case appears in the
database (neither Sample Case 1, 2 or 3 is the same as the new
case). Therefore, the recommender system next searches for
similar cases in the case database. The system carries out
similarity computation using a weighted average nearest
neighbour algorithm [33, 37]. This algorithm calculates the
similarity between the score of the new case and that of the
sample cases in the case database. The case with the highest k
score is selected as the most similar case and used to solve the
new problem. The similarity between cases is quantified as a
set of independent attributes [38], such as age, gender, lifestyle,
previous health record and wellness concern. For each
independent attribute, a metric is assigned to measure the
similarity between two cases in terms of that attribute. For
example, two attributes with the same value get the maximum
similarity rating, while attributes whose values are greatly
dissimilar get a low rating. The similarity between attributes
has been predetermined by the wellness experts and stored as
subjective guiding rules in the recommender system. The
degree of similarity is expressed by a number between 0 (not at
all similar) and 1 (very similar) [33, 37]. Fig.5 shows the
similarity computation test between the new case and the three
sample cases in case database.

The equation for similarity calculation using a weighted
average near neighbour algorithm is:

U2 (e *A) ¥ (1 *A)

where Iz and Ix represent the importance of specific
attributes while Ar represents the full score for the specific
attributes and Ax represents the score given to the specific
attributes.

Using this equation, the similarity computations for the new
case and the three sample cases are as follows:

(Note: 5 = high importance and 1 = low importance)
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Age:27 |q- = P Age: 36
10
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to relax (poor), Smoke ~~ o| torelax (poor), Stress
Ll
(often), Stress level level (Work 10)
(Work 10)
Wellness concerns: 09 Wellness concerns:
Stress, Anxiety »{ Stress
NEW CASE SAMPLE CASE 2
1.0
Age: 27 |q- = P Age: 27
Sex: Male (g 0 > Sex: Female
Health Status: High 07 Health Status: Insomnia
blood pressure, —>
Depression
Personal lifestyle: Ability 06 Personal lifestyle:
to relax (poor), Smoke | Average sleeping hours
Ll
(often), Stress level (3), Alcohol (often)
(Work 10)
Wellness concerns: 0.7 Wellness concerns:
Stress, Anxiety »| Fatigue
NEW CASE SAMPLE CASE 3
Age: 27 g _O‘_8.> Age: 35
Sex: Male g 0 > Sex: Female
Health Status: High 0.9 Health Status: High
blood pressure, —»{ Blood Pressure
Depression
Personal lifestyle: Ability 02 Personal lifestyle: Skin
to relax (poor), Smoke | Type (Dry), Exercise
Ll
(often), Stress level (Never)
(Work 10)
Wellness concerns: 0 Wellness concerns: Dry
Stress, Anxiety » Body (Arm, Back,
Chest)

< - -P» Low importance

<4—» High importance

Fig. 5. Comparison of new case with Sample Cases 1, 2 and 3

Similarity (New Case, Sample Case 1)

= 1/17 * [(1%0.8) + (1¥1.0) + (5%0.9) + (5%0.9) + (5%0.9)]

=1/17* 0.6+ 1.0+4.5+45+4.)5)

=0.89

Similarity (New Case, Sample Case 2)
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= 1/17 * [(1*1.0) + (1*0) + (5%0.7) + (5*0.6) + (5*0.7)]
=1/17*(1.0+0+3.5+3.0+3.5)
=0.65

Similarity (New Case, Sample Case 3)

= 1/17 * [(1*0.8) + (1*0) + (5%0.9) + (5*0.2) + (5%0)]

=1/17*(0.8+0+4.5+1.0+0)

=0.37

The results of the similarity computation determine the

most-similar case, whose solution will be adopted as the
solution to the new case. Based on the similarity calculations
above, the system will choose Sample 1 as the solution for the
new case (0.89 > 0.65 > 0.37). Note that in this simulation,
only selection of attributes is considered; in the actual system,
other features such as previous wellness record would also be
considered. Fig. 6 shows the wellness therapy proposed by the
recommender system after analysing the new case. The system
has returned a solution with a match of 89%, as computed
above.

The recommendation shows that the user may choose from
six types of wellness therapy treatment, which have been
grouped into three categories of massage, reflexology and
fitness therapies.

d

To match your current wellness concern and needs, I-Wellness reci you the foll

therapies:
Major wellness concern: Stress and Fatigue
Value of case acceptance level : 89 %

Wellness Therapy Recommendation :

Swedish massage uses firm but gentle pressure to promote
relaxation, ease muscle tension and create other health
benefits. Massage therapists use massage oils to facilitate
smooth, gliding strokes called effleurage. Classic Swedish
massage moves include kneading, friction, stretching and
(sometimes) tapping

Swedish Massage

Aromatherapy is the ancient science of healing, relaxing
and energizing by the use of plants and their parts.
Essential oils form the basis of aromatherapy. These oils
can be inhaled, massaged onto your body, added to the
bath or shower or sprayed in the room. This helps is
alleviating stress and speeding up healing.

Therapeutic Massages concentrating on neck, shoulder and
back areas help to release the tension and relieve pain,
discomfort, or stiffness, giving you a new lease on life

Aromatherapy Massage

Neck & Shoulder / Back & Shoulder
Therapeutic Massage

Hand and foot reflexology is the practice of stimulating
specific nerves on the hands or feet, to encourage positive
effects on the corresponding parts of the body, and to
improve general health and well-being. The treatment helps
in relieving stress & reduce tiredness, relax muscles &
stimulate nerve connections and induce deep relaxation

Body balance is a fitness course that helps in strengthening
your body, improving health and shaping your body. This

Hand and Foot Reflexology

Body Balance class will leave you feeling refreshed and renewed with a
sense of wellbeing and calmness.
This c\a_ss will improve your s_trength towards the
PRABHU Yoga Therapy prevention and cure of body imbalance, headache, neclc

and shoulder pain, migraine, stress and stomach disorders.

Fig. 6. Results computed from the wellness recommender system

C. Evaluation of wellness recommender system

At the end of the study an evaluation survey was carried out
to verify the accuracy of the recommendations proposed for the
new case in the simulation. In the evaluation phase, a Likert
scale was used to measure the responses from wellness
consultants and therapists regarding the prototype's wellness
therapy recommendations. A sample size of 40 respondents,
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10 from each of four wellness categories (namely, spa and
relaxation, reflexology, beauty and slimming and fitness), were
randomly selected to answer a simple questionnaire.
Completed questionnaires were collected for further analysis.

In the questionnaire, wellness consultants and therapists
were asked to express their agreement or disagreement with the
wellness recommendations proposed by the prototype for the
new case. Rowe and Wright [39] stated that “sensible
questions are only sensible if they relate to the domain of
knowledge of the specific experts”. Therefore, wellness
consultants and therapists are the right people to verify the
reliability of the proposed wellness recommender system. First,
solutions for Sample Cases 1, 2 and 3 were provided by the
wellness experts.

These solutions were then compared and applied to those
proposed by the prototype for the new case problem. Table 2
shows the descriptive analysis of the evaluation results for
Sample Case 1 solutions adapted for the new problem while
Table 3 and Table 4 show the analysis of evaluation results for
Sample Case 2 and 3 solutions respectively adapted for the new
problem.

TABLE II. DESCRIPTIVE ANALYSIS OF EVALUATION RESULTS
(SOLUTION FOR NEW CASE BASED ON SOLUTIONS IN SAMPLE CASE 1)

Wellness therapy Mean Standard
Deviation
Swedish massage 4.1 0.568
Aromatherapy Massage 4.0 0.667
Hand and foot reflexology 4.0 0.816
Body Balance 4.0 0471
Neck & shoulder / Back & shoulder 3.7 0.675
Therapeutic Massage
PRABHU Yoga 3.7 0.675
Body scrub & massage 3.1 0.316
Swedish Delight 2.8 0.422
TABLE III. DESCRIPTIVE ANALYSIS OF EVALUATION RESULTS
(SOLUTION FOR NEW CASE BASED ON SOLUTIONS IN SAMPLE CASE 2)
Wellness therapy Mean Standard
Deviation
Hand & foot reflexology 4.0 0.816
Foot reflexology 3.5 0.527
Head, shoulder & back massage 2.7 0.483
Body scrub and massage 2.6 0.516
Aerobic 2.6 0.516
Basic yoga 2.6 0.516
Malay traditional massage 24 0.516
TABLE IV.  DESCRIPTIVE ANALYSIS OF EVALUATION RESULTS
(SOLUTION FOR NEW CASE BASED ON SOLUTIONS IN SAMPLE CASE 3)
Wellness therapy Mean Standard
Deviation
Traditional Massage 2.0 0471
Traditional papaya facial 1.8 0.422
Silky body treatment 1.3 0.483
Body Nourishing 1.3 0.483
Steam bath 1.2 0.422

From the descriptive analysis, we can see that most of the
mean in Table 2 is above 3.0. The rating result from evaluation
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is higher than the Likert five-point average (average=3.0). By
referring to Fig. 6 above, we see that the level of acceptance in
comparing the new case with sample case 1 is 89%. This
means that there is an 89% chance that the solution in sample
case 1 can be adapted to solve the problem posed in the new
case. However, wellness consultants from beauty and slimming
disagreed with Swedish Delight therapy as a solution in the
new case. This indicates that a higher level of acceptance is
needed in order to propose accurate solutions for problems in
the beauty and slimming category.

On the other hand, most of the mean in Table 3 is below
3.0. The rating result from evaluation here is lower than the
Likert five-point average (average=3.0). Referring to the
similarity calculation, we can see that the level of acceptance in
comparing the new case with sample case 2 is 65%. This
means that the solution for sample case 2 is not appropriate for
solving the problem posed in the new case. However, wellness
consultants in the area of reflexology agreed that similar cases
can be used even though the level of acceptance is 65%.

In Table 4, most of the mean is below 2.0. This indicates
that wellness consultants agree that the solution in sample case
3 cannot be used to solve the problem posed in the new case.
This is confirmed by the low similarity calculation of the new
case with sample case 2, which is only 37%.

IV. CONCLUSION

This study proposed that online wellness consultation can
be carried out using HCBR in a wellness recommender system.
The purpose of employing HCBR in wellness recommendation
is to capture experts’ knowledge and experience together with
previously resolved wellness cases in a case database. Users
present their wellness concerns, which are solved by locating
an identical or similar case in the case database (CBR). If the
case database contains no sufficiently similar cases, the system
will recommend a suitable wellness solution by using pre-
determined standard rules (RBR).

The present study concentrated on non-medical wellness
therapies that fall into five disciplines, namely: spa and
relaxation, reflexology, beauty and slimming, skin and body
care, and fitness. Future work should focus on the study of
medical wellness recommendation, such as acupuncture, anti-
aging, medical massage and other therapies, in order to provide
a holistic solution in the wellness market. In conclusion, HCBR
can be effectively applied in an online wellness recommender
system to match a user’s current wellness concerns with
suitable wellness therapies.
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Abstract—Nowadays System-On-Chips (SoCs) have evolved
considerably in term of performances, reliability and integration
capacity. The last advantage has induced the growth of the
number of cores or Intellectual Properties (IPs) in a same chip.
Unfortunately, this important number of IPs has caused a new
issue which is the intra-communication between the elements of a
same chip. To resolve this problem, a new paradigm has been
introduced which is the Network-On-Chip (NoC). Since the
introduction of the NoC paradigm in the last decade, new
methodologies and approaches have been presented by research
community and many of them have been adopted by industrials.
The literature contains many relevant studies and surveys
discussing NoC proposals and contributions. However, few of
them have discussed or proposed a comparative study of NoC
tools. The objective of this work is to establish a reliable survey
about available design, simulation or implementation NoC tools.
We collected an important amount of information and
characteristics about NoC dedicated tools that we will present
throughout this survey. This study is built around a respectable
amount of references and we hope it will help scientists.

Keywords—Embedded Systems; Network-On-Chip; CAD Tools;
Performance Analysis; Verification and Measurement

I. INTRODUCTION

The insatiable market demands for more innovative
technologies have induced a considerable evolution of the
integration capacities in recent platforms. In fact, Semi-
conductor industrials have offered, are offering and will
continue to offer many powerful hardware chips. Gates scaling
continue to fall down (40nm, 35nm and recently 28nm), also
power consumption is decreasing and GHz working
frequencies are increasing [1-2]. A chip with the last cited
advantages will enlarge the intervention domain of engineers
and many design issues can be solved because the computing
power and the chip flexibility are enormous.

Like the hardware side of technology, the software side
which is represented by the Computer Aided Design (CAD)
tools was dramatically innovated. This includes modeling,
simulation, synthesis and implementation tools. Also, new
design flows have emerged like the CoDesign concept.
Moreover many techniques were proposed by research
community and some of them were adopted by industrials like
High Level synthesis (HLS) or Model Based Design (MBD).
All of these enhancements and novelist techniques share
common purposes i) To increase the abstraction level of a
desired design flow ii) To furnish preventive estimations for
engineers at earlier stages of the design to ensure low cost
fixes iii) To accelerate the design flow.

Slim Ben Saoud

Dept. of Electrical Engineering
National Institute of Applied Sciences and Technology
Polytechnic School of Tunisia, LSA laboratory
Centre Urbain Nord, BP 676- 1080 Tunis Cedex, Tunisia.

Traditionally, a SoC is composed by some processing
elements (processors, dedicated Intellectual Properties (IPs),
etc), few memory blocks and In/Out communication modules.
Nowadays, the number of these On-Chip elements is
extremely growing: This is a direct result of the innovations
and advancements cited earlier [1, 3]. Recent platforms are
often Multi-Processors SoC (MPSoC) with multiple
functionalities and a lot of options. For example we can cite
recent personal computers, video games, smart phones and
tablets. However, the growth of the On-Chip elements has
provoked new issues like the communication between internal
elements. In fact, classical buses could not assure a reliable
connection between them. A new solution has to be found to
face this problem. In 2002, the NoC paradigm has been
introduced by Luca Bennini and Giovanni De Micheli [4].
This proposal has resolved the intra-communication problem
and data exchange.

The NoC paradigm was important because it allowed
design engineers to follow technology advancements and so,
integrating many cores at the same chip by overcoming the
intra-communication problems. For this purpose, many studies
were conducted and many NoC architectures were proposed
and later some of them were enhanced. We can find in the
literature some relevant surveys and comparative studies
between NoC proposals. Reference [5] details the NoC
concept and discusses some examples. Other references also
discusses this subject in many aspects by proposing a detailed
comparison between NoC architectures and performances or
by exposing the future of NoC related researches [6-8]. In our
case, we will present the NoC concept to give lecturers an
overview about it, this will be the subject of the second
section. As we said before, this case study is focused on
establishing a study about NoC dedicated tools. We will
present our findings in this subject respectively in section 3
and 4. Finally, we review related works in section 5 and we
conclude the work and expose perspectives in section 6.

II.  THE Noc CONCEPT

In this section we will introduce the NoC concept and later
we will present some of their principal characteristics. At the
end of this section we will show the research axes and the
problems facing the research community when developing
NoCs followed by some common NoC architecture proposals.
In purpose to show the importance of NoC in recent SoCs, we
decided to begin this section by a comparison between
classical buses and Network-On-Chips. Table 1 gives a
qualitative comparison between conventional buses and NoCs.
As we can see this table demonstrates the usefulness of NoC

6l |Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

based systems especially in case of the SoC contains many
TABLE 1.
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processing elements.

QUALITATIVE COMPARISON BETWEEN BUSES AND NOCS

Buses

NoCs

Each item will add a parasitic capacitance, hence the
degradation of electrical performance increase with the -
number.

The elements are connected by point to point
interconnections for all sizes of networks, local
performance is not degraded.

The time management of the bus is difficult. -

The data transfer can be accomplished by delayed
transitions because the connections are point to point.

Delays caused by arbitration at the bus can cause
blockages, especially if the number of masters is -
important.

Routing decisions are distributed.

The bandwidth is limited and shared by all elements of
the bus.

The bandwidth increases with the size of the network.

The bus tests are long and problematic. -

The dedicated BIST (Built In Self Test) are locals, complete
and fast.

The bus latency is the speed of a connection control
circuit if the bus is granted.

Internal decisions making can add delays.

The concept is simple and easy to understand. +

Designers need upgrades in order to exploit new concepts.

A. NoC Architecture

The NoCs consist typically of routers, network adapter
(network interface) and connections [6, 9].

1) Router: directs the data according to the protocol
selected. It contains the routing strategy.

2) Network Adapters: provide a bridge between the router
and the element attached to them. Their main task is to
separate calculation (IPs) of the communication (network).
This consists of two operations which are protocol conversion
and packages construction.

3) Connections: are the channels of transmission of data
between the various circuit elements to the network.

B. Topology

The topology of a network is the way in which routers,
network adapters and connections are organized. There are
several topologies that we can call regular or irregular [10-11].
This classification is based on the distribution of routers in the
network. Figure 1 shows some regular topologies we can find
a) mesh b) mesh torus c) ring d) fat-tree.

(a)
2.
ol - BT
B RN ANT AN/ AN
© (d)

Fig. 1. Examples of regular NoC topologies

In the other side, irregular topologies are composed of two
or three regular topologies such as a mesh topology and ring
simultaneously.

C. Routing
Routing is to transfer data from source to destination with

a clearly defined strategy. In the literature, researchers have
classified the routing algorithms according to different criteria:

1) The type routing is called source routing if only the
sender provides the path by which the data will flow, it is
called distributed if the transit decision is taken locally at each
node. We can also find a classification similar to the previous
one except that it defines a more general routing strategy
regardless of source, in effect if the routing decisions are
identically distributed across the network, routing is called
centralized. If these decisions are taken locally, routing is still
called distributed [5]. As we can see that decision does not
take into account the sender as the one before.

2) The routing is deterministic if the transit path is
determined by the sender and the receiver only. The path
between the same network correspondents is invariable.
However, if the transit of data between two network elements
can be achieved through multiple paths, routing is then called
adaptive. This is possible thanks to the decisions taken locally
at the nodes. The implementation of adaptive routing
algorithms can generate complicated nodes but can ensure a
better flow of data within a NoC.

3) The routing is called circuit switching when a circuit (a
path) between the transmitter and receiver is reserved for the
duration required to transfer data. It is called packet routing
when the data to be transmitted is divided into packets
containing a portion of the data and routing information. The
packets may follow different paths to reach their destination.

A routing algorithm usually has one or more of the
characteristics mentioned a little earlier. For example, an
adaptive routing is generally a packet switching routing.
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D. Switching techniques

The primary function of switches is to determine when and
how the inputs of a router will be connected to its outputs [12].
There are several switching techniques among them store-and-
forward, virtual cut-through and wormhole.

1) Store-and-forward: the transferred data is split into
packets and each packet contains routing information. When a
packet reaches a node, it is entirely saved in a buffer and
routing information is extracted to determine the appropriate
output port.

2) Virtual cut-through: the routing information is
contained in the first bytes of the packet. Instead of saving the
entire package like store-and-forward, the packages are sent
as soon as the output port is determined. In case this port is
used, the package will be saved in a buffer [6, 9].

3) Wormhole: the packets are split into sub-packets called
flits (Flow Control Unit). The control data are contained in
the header flit. As a result, a single packet can be transmitted
by different nodes. This will reduce latency, but may cause
many bottlenecks in the network.

E. Related research axes and issues

Scientific Research for NoCs is conducted on several axes.
They can be classified into three broad categories or levels:
networks, interconnection or system. In what follows we will
describe these different orientations.

1) Network Level

The research at the network level is the most solicited level
between scientific community. This is because NoC were in
developing phases. The most discussed topics are the
following:

a) Topology: Regular, non-regular or mixed.
b) Protocol: routing, switching

c) Flow control of data: Anti-blockage mechanism,
virtual channels, buffering.

d) Quality of Service (QoS): throughput, latency

2) Connection Level

Interconnection level research can be considered as a direct
consequence of that done at the network level. Since the
interconnections are used to join the network adapters to
routers and also routers between them, a non-optimized
communication can affect network performances. So it is also
important that interconnections have to be studied. The items
concerned are:

a) Synchronization
b) Parallel vs. serial
c) Reliability
d) Pipeline
3) System level
Given the advances in research for NoC and especially at
the architectural level (network), the current proposed NoCs
are increasingly complicated. Not only conceptually but also
at simulation and testing phases. Currently, we can find in the
literature more than sixty proposals with very different
configurations [6, 9]. This includes the topology, routing,
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switch mode, the implementation technology and even the
method of simulation and evaluation. This mixture, added to
an exponentially growing complexity of architecture, has
prompted researchers to turn to new design methodologies.
Methodologies where the level of abstraction is raised to the
system level in order to facilitate the designers work. The
research for NoCs at the system level is summarized in the
following:

a) Design methodology: modeling, co-design.
b) Evaluation and assessment of performance: latency,
throughput, power consumption and space.

¢) Architectures: system-level
reconfigurable NoCs.

The advancements obtained from the researches at the
system level have conducted to the development of many
CAD tools dedicated for NoCs. These tools will allow the
management of very complex NoCs architectures throughout
the design flow (modeling, simulation and implementation). A
second advantage came from the fact they are especially
designed for NoCs and not for general use, thereby ensuring
more relevant results. Before we develop this topic in details
later in paragraph II and IV, we will present some NoCs
proposals in what follows.

composition,

F. Some NoCs proposals

In this section we present examples of NoC architectures
from the literature. We will restrict ourselves to some
examples because the objective behind this research is not the
architecture proposals but NoCs tools used on their
development. They are many works that have focused on the
collection, classification and characterization of different
architectures and implementations of NoCs to date. For a more
complete list of NoCs proposals, we advice lecturers to consult
these references [5-9].

1) ATHREAL

This Network-On-Chip was developed by Philips
Research Laboratories. This NoC offers QoS for data transfer
within a SoC, such as a) No loss b) No corruption c)
Organized Transfer Order and so the transfer rates are
guaranteed and the latency is predictable [13-14].

2) SPIN

The SPIN architecture has been developed by the
University “Pierre et Marie Curie” [10]. The main
characteristics of this NoC are a) expanded tree topology b)
Routing packet.

3) QnoC

This NoC is developed by the Israeli Institute of
Technology [15]. It is based on a mesh topology that can be
irregular and the wormhole as switching technique.

III.  Noc DEDICATED TOOLS

Recent SoCs typically contain a relatively complicated
architecture with a large number of computing elements [1,
16]. This requires a NoC based design to ensure an optimum
management of the transit of internal data [3, 9]. To facilitate
the development of embedded systems containing a network
on chip, several dedicated tools have been proposed. These
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initiatives are often presented by the scientific community
through research teams. Nevertheless, there are some other
proposals from the industry.

The dedicated NoC tools vary depending on the purpose
for which they are developed. We can distinguish two main
classes: synthesizers and simulators. Regarding synthesizers,
points often discussed are the quality of generated
architectures (space, energy consumption) and the level of
abstraction for modeling NoCs, the higher the level of
abstraction is, the higher the design and its correction are fast.
Recent compilers are becoming more powerful and it exists
some commercial versions like FlexNoc from Arteries [17],
INOC [18] and The Tool Suite Works CHAIN from Silistix
[19-20]. In the other side, two criteria are often addressed for
simulators: the estimation of power dissipation and
performance computing (throughput, latency, and reliability).
These two criteria are crucial since NoC are an integral
component of an embedded system. Because these systems are
often subject to hard constraints of space, energy and
execution time, a relevant estimation of the NoCs
characteristics could be very helpful to the designer. We will
show in the following NoCs synthesis or simulation tools we
collected from the literature. We recall that this list is not
exhaustive.

A. NS-2

NS-2 was first developed for prototyping and simulating
ordinary computer networks. However, since NoCs shares
many characteristics with classic networks, NS-2 was widely
used by many NoC researchers to simulate NoCs [21-22].
Many NoC studies have used NS-2 as a simulation tool
making it a reliable reference especially when comparing the
performances of two different architectures [23-25]. Finally,
NS-2 is an open source, discrete event driven simulator and
developed in C++ and OTcl. These modularity and availability
have facilitated its spreading between researchers.

B. Noxim

This tool has been proposed by the Computer Architecture
team at the University of Catania [26]. It is developed in
SystemC language. It allows the user to define a 2D mesh
NoC architecture with various parameters including: 1)
Network size 2) Buffers size 3) Packet size 4) Routing
algorithm 5) Injection rate of packets. Noxim allows the
evaluation of NoCs in terms of throughput, latency and power
consumption.

C. DARSIM

DARSIM is a NoC simulator which was developed at the
Massachusetts Institute of Technology (MIT). This tool allows
the simulation of mesh NoC architectures of 2 and 3
dimensions. It offers a multitude of NoC simulation
configurations with various parameters. This includes two
generation modes of data generation:

Vol. 4, No. 9, 2013

a) Trace-driven injection which involves the injection of
packets into the network and monitors their spatial and
temporal evolution. Each injection contains the tracing
parameters that are time constraints, the identifier of the
stream, the packet size and possibly the injection frequency.

b) MIPS Simulation mode: each node can be configured
as a MIPS (Microprocessor Without Interlocked Pipeline
Stages) with its own memory. These are connected to the NoC
MIPS and receiving/sending data from/to the network can be
simulated cycle by cycle. Using these methods and a more
detailed explanation of the simulator are presented in this
reference [27].

D. SunFloor - 3D SunFloor

SunFloor is a support tool for NoC design. It can be used
at earlier design phases to synthesize the most appropriate
topology with these constraints as input (Model, Energy and
Space, Design Objectives). From these data, SunFloor
generates a system specification ready to be translated into
comprehensive architecture, usually in SystemC language and
by the intervention of a second tool which is xpipesCompiler
[28-29].

SunFloor 3D is an extension of the later version. The main
feature added is the generation of specifications for the future
3D Wafers [30]. Both versions were developed by the team of
Prof. Giovanni De Micheli, a pioneer of research for NoCs
with many publications in the NoC subject like a particular
article [4] with over 1900 citations (Google Scholar statistics)
and several books on this subject [31].

E. ORION 2.0

ORION 2.0 is the successor of the version proposed by a
team from Princeton University in 2003 [32]. It is a simulator
dedicated primarily to the estimation of power and space for
NoCs architectures. Among the improvements compared to
the first version we find the support for new semiconductor
technology through models of transistors and capacitances
upgraded from industry [33-34].

F. NoC Emulation techniques

There are other techniques for simulation and the On-Chip
verification of NoCs like the emulation technique proposed by
[35]. This technique allows the emulation of NoC
architectures such ZATHREAL or those generated by
xpipesCompiler through a standard platform. This involves
interfacing IPs capable of injecting or retrieving data to and
from the emulated NoC [36].

G. Other available NoC tools

Several other tools dedicated to NoCs are also available.
The following table summarizes the tools we collected in the
literature. We stress at the fact that list is not exhaustive.
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TABLE 1I. NocC TOOLS PROPOSALS
# Tool Year Team References
1 NS-2 1995 DARPA and later Contributors [22]
2 Noxim 2010 Catagne University [26]
3 DARSIM 2009 MIT [27]
4 SunFloor — 3D 2006 - 09 EPFL (swizerland) [28-30]
5 ORION 1 et2 2003 - 09 Princeton University [32-34]
6 INSEE 2005 Basque University (Spain) [37]
7 ATLAS 2005 Federal University of Brazil [38]
8 NOCIC 2004 Massachussetts University [39]
9 Pestannna Environment 2004 Phillips Research Laboratories [40]
10 PIRATE 2004 Polytechnique School of Milan [41]
11 SUNMAP 2004 Stanford University [42]
12 xpipesCompiler 2004 22;1%2: dUSril\i/s:isti}tlyi [43]
13 pSpider 2004 Bretagne Sud University [44]
14 OCCN 2004 ST microelectronics [45]
15 NoCGEN 2004 University of New South Wales [46]
16 FlexNoC - ARTERIS [17]
17 iNoC - - [18]
18 The CHAIN works tool suite - Silistix [19]
globally asynchronous locally synchronous (GALS)

IV. Noc EVALUATION METHODS

NoC Evaluation is an important step to classify the
proposed architecture among the others. There are 3 general
criteria or metrics that are considered by the majority of the
research community: i) area consumption ii) power
consumption and iii) latency. There is other metrics which
were reported in some other works like packet loss or wire
length. The authors of reference [6] reported that in average 3
metrics are discussed in any NoC proposal, which is
inadequate says the author. In our study the NoC tools we
found are globally focused on these three metrics cited above
but some of them may have extra auxiliary options and
configurations. Table 3 lists the NoC tool we collected by their
characteristics. It includes modeling, simulation, hardware
synthesis and availability. Besides, the modeling process
includes many options which are: the network size, the buffers
size, the packets distribution, the routing algorithm, the packet
injection ration, the selection strategy and finally the traffic
distribution. The simulation process contains: the area
consumption, the power consumption, the network throughput
and the latency.

V. RELATED WORKS

Many works were done in the NoC area since their
appearance. The major recent proposals are essentially based
on more sophisticated architectures offering diverse
advantages among them the quality of service (QoS) [12] or

architectures which resolve the clocking difference problems
inside a SoC [47-48].

Technology advancements have also pushed researchers to
reconsider their point of view about NoCs. Besides, some
works have focused on developing 3D NoC architectures [49]
and as we have seen in section 3, NoC tools developers have
also anticipated these advancements by proposing tools that
are dedicated for 3D NoC design and simulation [30].
However, other studies proposed different approach by adding
the NoC concept to the bus one and so, keeping some data
transfer to classical buses. The objective is often to reduce
coasts in term of area and power consumption and of course
without degrading the system performances in terms of
throughput and latency [50].

Other researchers have applied an existing concept which
is basically developed for SoCs to the Network-On-Chip one
like the reconfigurability. The term of ReNoCs which means
Reconfigurable NoCs is more and more developed inside the
scientific community and as a result some initiatives were
elaborated on this subject [51].

VI. FINAL REMARKS AND CONCLUSION

In this survey we tried to focus on a subject concerning
NoCs that somehow was not deeply studied in the literature. In
this paper we presented the NoC concept and its importance in
recent SoCs.
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Then we presented the tools dedicated to their

development which includes the modeling, simulation and
implementation processes. We stress again at the fact that this

list is not exhaustive but can represent an important number of

Vol. 4, No. 9, 2013

nowadays available NoC tools. Meanwhile, when we are
writing this manuscript some other tools emerged and that we
don’t hesitate to include like MCoreSim [52] or a flexible
parallel simulator with error control [53].

TABLE III.  NocC TOOLS CHARACTERISTICS
Specification
# Tool Modeling Simulation Hardware Lo
NS [ BS | PD | RA [ SS | PIR | 1O | AC | PC [ T] L] Synthesis Availability
1 NS-2 + + + + | + -
2 Noxim 4 - 4 4| -
3 DARSIM + - - + | + _ _
4 SunFloor — 3D F - - = = o + | + + -
5 ORION 2.0 - + - - - + - - - -
6 ATLAS + - e 4 = - B == 4 +
7 PIRATE + + - - R + . _ _
8 SUNMAP e + S - - _ T - )
9 uSpider + + - - - - - + | + + -
10 NoCGEN - + - - - - - + |+ 4 -
11 FlexNoC + + + + + + + + Tt + commercial
12 iNoC + + + + + + + + L + commercial
The CHAIN works
13 tool suite + + + + + + + + + | + + commercial
TABLE 1V. NOMENCLATURE [8] A. Agarwal, et al., "Survey of Network on Chip (NoC) Architectures &
Contributions," Journal of Engineering, Computing and Architecture,
2009.
Modelin Simulation [9] G. D. Micheli, et al., "Networks on Chips: from Research to Products,"
g v i in Design Automation Conference, 2010, pp. 300 - 305.
NS: Network Size AC: Area Consumption [10] P. Guerrier and A. Greiner, "A Generic Architecture for On-chip Packet-
BS: Buffers Size PC: Power Consumption switched Interconnections," in Proceedings of the conference on Design,
Automation and Test in Europe, 2000, pp. 250 - 256.
PD: Packets Distribution T: throughput [11] A. S. Vaidya, et al., "Impact of Virtual Channels and Adaptive Routing
RA: Routing Algorithm L: Latency on Application Performance," IEEE Transactions on Parallel and
Distributed Systems, pp. 223 -237,2001.
PIR: Packets Injection Ratio [12] M. Moadeli, "Quarc: An Architecture For Effcient On-Chip
SS: Selection Strategy Communication," PhD Thesis, University of Glasgow, 2010.
TD: Traffic Distribution [13] K. Goossens and A. Hansson, "The Athereal Network on Chip after Ten
Years: Goals, Evolution, Lessons, and Future," in Design Automation
Conference, 2010.
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Construction of Neural Networks that Do Not Have
Critical Points Based on Hierarchical Structure

Tohru Nitta
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Tsukuba, Japan

Abstract—a critical point is a point at which the derivatives of
an error function are all zero. It has been shown in the literature
that critical points caused by the hierarchical structure of a real-
valued neural network (NN) can be local minima or saddle
points, although most critical points caused by the hierarchical
structure are saddle points in the case of complex-valued neural
networks. Several studies have demonstrated that singularity of
those kinds has a negative effect on learning dynamics in neural
networks. As described in this paper, the decomposition of high-
dimensional neural networks into low-dimensional neural
networks equivalent to the original neural networks yields neural
networks that have no critical point based on the hierarchical
structure. Concretely, the following three cases are shown: (a) A
2-2-2 real-valued NN is constructed from a 1-1-1 complex-valued
NN. (b) A 4-4-4 real-valued NN is constructed from a 1-1-1
quaternionic NN. (¢) A 2-2-2 complex-valued NN is constructed
from a 1-1-1 quaternionic NN. Those NNs described above do not
suffer from a negative effect by singular points during learning
comparatively because they have no critical point based on a
hierarchical structure.

Keywords—critical point; singular point; redundancy; complex
number; quaternion

I. INTRODUCTION

A neural network is a network composed of neurons, and
can be trained to find nonlinear relationships in data. NNs
have been studied for many years in the hope of achieving
human-like flexibility to process information. The common
objective of training of a neural network is to determine the
global minimum of an error function. However, learning
algorithms for NN such as the back-propagataion learning
algorithm take a very long time to find the global minimum
due to the standstill of learning generally.

11" s the global minimum of error function E(®), then

OE(.)/ dw=0.
FE(@.)/0=0 @,

Nevertheless, even when

is not necessarily a global minimum.

x . o E =0 . .

® , a point satlsfymga (@.)/0o=0 , 1s designated as the
critical point of the error function E . A critical point can be a
local minimum, a local maximum, or a saddle point.

Fukumizu et al. mathematically proved the existence of a
local minimum resulting from a hierarchical structure in a
real-valued NN (ordinary NN handling real-valued signals).

They demonstrated that critical points in a three-layer real-
valued NN with H —1 hidden neurons behave as critical
points in a three-layer real-valued NN with H hidden neurons,
and that they are local minima or saddle points. This kind of
critical point turns into singular points of a real-valued NN to
stagnate training.

A complex-valued NN extends (real-valued) parameters
such as weight and threshold values in an ordinary NN to
complex numbers. It is suitable for information processing of
complex-valued data and two-dimensional data. Moreover, it
is applicable to communications, image-processing, biologic
information processing, land-mine detection, wind prediction,
independent component analysis (ICA), etc. Reportedly, a
critical point in a three-layer complex-valued NN also behaves
in the same manner as that in a three-layer real-valued NN [1]:
critical points in a three-layer complex-valued NN with H —1
hidden neurons turn into critical points in a three-layer
complex-valued NN wit H neurons, which are saddle points
(except for cases meeting rare conditions).

Such singular points have been emerging lately as objects
of study. Learning models with a hierarchical structure or
symmetry of exchange of weights, such as a hierarchical NN
and Gaussian mixture model, usually have a singular point. It
has been revealed that a singular point affects the training
dynamics of a learning model and that it engenders stagnation
of training.

This paper presents an attempt to implement an NN having
no critical point based on a hierarchical structure.

II.  ANALYSIS

In this section, it is demonstrated that NNs having no
critical point based on a hierarchical structure can be
constructed by decomposing a high-dimensional NN into
equivalent lower-dimensional NNs.

A. Construction of a 2-2-2 real-valued NN

A 2-2-2 real-valued NN having no critical point based on a
hierarchical structure is constructed from a 1-1-1 complex-
valued NN.

Consider a 1-1-1 complex-valued NN (called NET 1 here).
We will use a+ibeC for the weight between the
inputneuron and the hidden neuron, V + Iw € C for the weight
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Fig. 1. NET 2, a 2-2-2 real-valued NN equivalent to the NET 1. Restriction
applies between weights. x,y,a,b,c,d,v,w,p,q,X and Y are all real numbers.

between the hidden neuron and the output neuron,
c+id eC for the threshold of the hidden neuron, and
p+ig € Cfor the threshold of the output neuron, where |

denotes v/—1 and C denotes the set of complex numbers. We
assume that a+ib#0 and V+iw=0 . Let X+iyeC
denote the input signal, and let X +iY e C denote the output

signal. We will use activation functions defined by the
following equations:

f.(z) =tanh(z")+itanh(z'), z=2z%+iz' €eC (1)
for the hidden neuron, and
9.(2)=12, zeC )

for the output neuron. This 1-1-1 complex-valued NN is
apparently equivalent to a 2-2-2 real-valued NN (called NET 2
here) shown in Fig.1.

Proposition 1 NET 2 has no critical point based on a
hierarchical structure.
(Proof) Assume a 2-1-2 real-valued NN obtained by

removing the hidden neuron 1 from the NET 2 (called NET 3
here) (Fig.2). Also assume that the learning parameter of NET

3 is a critical point that implements mapping F (X, Y). It is
necessary to realize any one of the following three conditions
for implementing the same mapping F, by appending once-
removed hidden neuron 1 to NET 3 again.

1) A weight vector between hidden neuron 1 appended and
the two output neurons is0 .
V =W = O must hold in this case, but this violates the
assumptionV+iwW = 0.

2) A weight vector between hidden neuron 1 appended and
the two input neurons is 0 .
a =b =0 Must hold in this case, which violates the
assumption a+1ib=0.

3) For weight vector w, between hidden neuron 1
appended and the two input neurons, and the weight vector
W, between hidden neuron 2 and the two input neurons,
W, =W,0rw, =—W,.

a =b = 0 Must hold in this case, but this violates the
assumptiona+1ib = 0.

Therefore, mapping Fl cannot be implemented by NET 3

Vol. 4, No. 9, 2013

Fig. 2. NET 3, a 2-1-2 real-valued NN obtained by removing hidden neuron
1 from NET 2.

with the original hidden neuron 1 appended and having the
weight structure of NET 2.

The description above illustrates a case in which hidden
neuron 1 is removed, but removal of the hidden neuron 2
engenders the same conclusion. Consequently, NET 2 has no
critical point based on a hierarchical structure. (QED)

See appendix A for the practical implementation process
for 2-2-2 real-valued NN having no critical points based on a
hierarchical structure.

B. Construction of 4-4-4 real-valued NN

A 4-4-4 real-valued NN having no critical point based on a
hierarchical structure is constructed from a 1-1-1 quaternionic
NN. The quaternionic NN is an extension of the classical real-
valued neural network to quaternions, of which the weights,
threshold values, input and output signals are all quaternions,
where a quaternion is a four-dimensional number invented by
W. R. Hamilton in 1843.

Consider a 1-1-1 quaternionic NN (called NET 4 here). Let
the weight between the input neuron and hidden neuron be

A=a+ib+ jc+kd €Q, and the weight between a hidden
neuron and an output neuron be B=a+if+ jy+ko €Q,
where Q represents a set of quaternions. We assume that
A#=0andB=#0. Let C=p+iq+ jr+ks e Q denote the
threshold of the hidden neuron, D= u+iv+ jp+ko € Q
represent the threshold of the output neuron,
| =v+iw+ jx+kyeQ be the input signal, and
O=V +iW + jX +KY €Q be the output signal. We can

use the activation functions defined by the following
equations:

fo(U) = tanh(u, ) +i tanh(u, ) + j tanh(u,) + K tanh(u,),
3
U=u,+iu, + ju, +ku, €Q “4)
For the hidden neuron, and
go(W)=u, uUeQ ®)

For the output neuron. Because a quaternion is non-
commutative for multiplication, the computational result
varies with the multiplication sequence of an input value and
weight: 1A # Al .Accordingly, quaternion neurons of two
kinds exist: a normal quaternary neuron (computing Al ) and
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an inverse quaternary neuron (computing |A). This paper
specifically addresses a quaternionic NN that comprises only
inverse quaternary neurons as an example.

In fact, NET 4 is apparently equivalent to a 4-4-4 real-
valued NN (called NET 5 here) shown in Fig.3.

Proposition 2 NET 5 has no critical point based on a
hierarchical structure.

(Proof) Assume a 4-3-4 real-valued NN obtained by
removing the hidden neuron 1 from the NET 5 (called NET 6
here). Also assume that the learning parameter of the NET 6 is
a critical point that implements mapping F,(V,W, X, y). It is
necessary to realize any one of the following three conditions
for implementation of the same mapping F, by appending
once-removed hidden neuron 1 to the NET 6 again.

1) A weight vector between hidden neuron 1 appended and
the four output neurons is0 .

B =0 must hold in this case, but this violates the
assumption B # 0.

2) A weight vector between hidden neuron 1 appended and
the four input neuronsis 0 .

A=0 must hold in this case, but this violates the
assumption of A= 0.

3) Letting w j denote the weight vector between hidden
neuron j and the four input neurons for any 1< j <4 where
the hidden neuron 1 is the appended one, then there exist some
2< j<4suchthat w, =w, or w, =-w,

In this case, A=0 must hold, which violates the
assumption of A= 0.

Therefore, mapping F, cannot be implemented by the NET
6 with the original hidden neuron 1 appended and having the
weight structure of the NET 5.

The description above presents a case in which hidden
neuron 1 is removed, but removal of the hidden neuron |
engenders the same conclusion (2 < j <4). Consequently,
NET 5 has no critical point based on a hierarchical structure.

(QED)

See appendix B for the practical implementation process
used for the 4-4-4 real-valued NN having no critical points
based on a hierarchical structure.

C. Construction of 2-2-2 complex-valued NN

A 2-2-2 complex-valued NN having no critical point based
on a hierarchical structure is constructed from a 1-1-1
quaternionic NN.

Next we consider a 1-1-1 quaternionic NN (NET 4)
defined in Section II-B, assuming that

a+ib = zi(c+id), (6)

Vol. 4, No. 9, 2013

C=0. ()
v » Vv
% > W
I8 > X
¥ Y

Fig.3. NET 35, a 4-4-4 real-valued NN equivalent to the NET 4. Restriction
applies between weights. v.w,x,y,a.b,c.d.a.B.7.5, P,0.1,S,1V,p,0NV W, XY
are all real numbers.

We designate this 1-1-1 quaternionic NN as NET 7.

Equation (6) has the meaning described below. The weight A
between the input neuron and the hidden neuron of the NET 7
can be written using Cayley-Dickson notation as follows.

A=a+ib+ jc+kd
=X+ X ] 8)

x Da+ibeC and eV c+ideC

Where nd . Equation

i
(6) can be rewritten as X # 2 from (8). Therefore, if we

regard X, and %, respectively as two vectors, % and %, do not

intersect orthogonally. Furthermore, if % =% , then
=X *X |= +

A=x X ] =x(1£k) holds. That is, the weight A has

. . X
information related only to "' . Consequently, (6) means the
exclusion of such a special case.

In addition, (7) means that the threshold value of the
hidden neuron is 0, which is necessary for application of the
condition for complex-valued NN being reducible.

Cayley-Dickson notation reveals that the NET 7 is
equivalent to a 2-2-2 complex-valued NN (called NET 8 here)

shown in Fig. 4, where V' =Vv+iw, X = x +iy,
a'=a+ib,c'=c+id,a'=a+if,y'=y+id,

u'=u+iv,p'=p+ioc, V'=V+iW, X" =X +iY .
The activation functions are given as (1) and (2).

Proposition 3 NET 8 has no critical point based on a
hierarchical structure (as a complex-valued NN).
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Fig.4. NET 8, a 2-2-2 complex-valued NN equivalent to a 1-1-1
quaternionic NN (NET 7). Restriction applies between weights.
v.x.a'ca',y o' V', X" are all complex numbers. The threshold values of

the hidden neurons are all omitted because they are 0.

(Proof) Assume a 2-1-2 complex-valued NN obtained by
removing the hidden neuron 1 from NET 8 (called NET 9
here). Also assume that the learning parameter of the NET 9 is

a critical point that implements complex mapping G(V', X') .
It is necessary to realize any one of the following three
conditions for implementing the same complex mapping G by
appending once-removed hidden neuron 1 to the NET 9 again.

1) A weight vector between hidden neuron 1 appended and
the two output neurons is0 .

o' =y"=0 Must hold in this case, but this violates the
assumptionB=a’+5'j#0.

2) A weight vector between hidden neuron 1 appended and
the two input neurons is 0 .

a'=c¢' =0 must hold in this case, but this violates the
assumption A=a'+cC’j #0.

3) Let, be the net input to the hidden neuron 1 appended,
and @, the net input to the hidden neuron 2. Then, ¢, andg,
are rotation-equivalent: ¢, =@, or @, =—@, or ¢, =@, or
o= _|¢2 :

Because oV, x)=va -x’c and

o, (V,x)=vc'+xa’,

=+
a) Case of P =0
a’'=c'=0must hold in this case, but this violates the
assumption A=a’+C'j #0.

=4
b) Case of P =L,
a' ==ic’ Must hold in this case, but this violates the
assumption a+ib = xi(c+id) ((6)).

Therefore, the complex mapping G cannot be implemented
by the NET 9 with the original hidden neuron 1 appended and
having the weight structure of NET 8.

The description above presents case in which hidden
neuron 1 is removed, but removal of the hidden neuron 2
engenders the same conclusion. Consequently, NET 8 has no

Vol. 4, No. 9, 2013

critical point based on a hierarchical structure (as a complex-
valued NN). (QED)

This paper assumes the threshold value of the hidden
neuron of a 1-1-1 quaternionic NN to be 0 ((7)). This threshold
value is necessary to apply the ‘three conditions for a
complex-valued NN to be reducible' as described in the proof
of Proposition 3. As a result, all threshold values of the hidden
neuron of the obtained 2-2-2 complex-valued NN are 0.
Considering a 1-1-1 quaternionic NN with possibly non-zero
threshold value of a hidden neuron might yield a 2-2-2
complex-valued NN with the possibly non-zero threshold
value of a hidden neuron. For a three-layer complex-valued
NN with a possibly non-zero threshold value of a hidden
neuron to be reducible, exceptional reducibility is necessary in
addition to the three conditions presented above [2].

See the appendix C for the practical implementation
process of a 2-2-2 complex-valued NN having no critical
points based on a hierarchical structure.

III. DiscUSSION

Fukumizu and Amari proved that a critical point of the
three-layered real-valued NN with H —1 hidden neurons
always gives many critical points of the three-layered real-
valued NN with H hidden neurons. These critical points can
be local minima or saddle points.

Local minima cause plateaus, which have a strong
negative influence on learning. Recently, it was proven that
most of the local minima that Fukumizu et al. discovered are
resolved by extending the real-valued NN to complex
numbers; most of the critical points attributable to the
hierarchical structure of the complex-valued NN are saddle
points, which is a prominent property of the complex-valued
NN [1]. That is, there exist many critical points based on a
hierarchical structure both in the real-valued NN and the
complex-valued NN.

Such critical points can be local minima or saddle points in
the real-valued NN, although most critical points of the
complex-valued NN are saddle points. However, in both cases,
critical points do exist in the networks. As described in this
paper, an attempt is made to remove critical points themselves
from NNs based on a hierarchical structure.

IV. CONCLUSION

This paper presented a proposal for an implementation
process of a NN having no critical point based on a
hierarchical structure. Results demonstrate that real-valued
and complex-valued NNs having no critical point based on a
hierarchical structure can be constructed by decomposing a
high-dimensional NN into equivalent real-valued or complex-
valued NNs. Concretely, the following three cases are shown:

(a) A 2-2-2 real-valued NN is constructed from a 1-1-1
complex-valued NN.

(b) A 4-4-4 real-valued NN is constructed from a 1-1-1
quaternionic NN.

(c) A 2-2-2 complex-valued NN is constructed from a 1-1-
1 quaternionic NN. Those NNs described above do not suffer

71|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

from a negative effect by singular points during learning
comparatively because they have no critical point based on a
hierarchical structure.

The author expects to address the following issues in
future studies.

1) Although quaternionic NN that comprise only inverse
quaternary neurons are used for this study, the case with
normal quaternary neurons shall be considered.

2) General complex-valued NNs with possibly non-zero
threshold values of a hidden neuron shall be analyzed, which
requires consideration of exceptional reducibility [2].

3) A 2°-dimensional Clifford NN having no critical point
based on a hierarchical structure shall be produced by
decomposing a general 2" -dimensional Clifford NN [3] into
equivalent Clifford NNs of 2° dimensions (S < n).

V. APPENDICES

A. Implementation of the 2-2-2 real-valued NN
The practical implementation of the 2-2-2 real-valued NN

having no critical points based on a hierarchical structure is
described below.

1) Consider NET 1 (1-1-1 complex-valued NN) defined in
Section II-A.

2) Create NET 2 shown in Fig.1 by decomposing NET 1
where the complex numbers are decomposed into two real
numbers. That is, the complex number a + ib e C representing
the complex-valued weight between the input neuron and the
hidden neuron is decomposed into the two real numbers
acR and beR . The complex number v+iweC
representing the complex-valued weight between the hidden
neuron and the output neuron is decomposed into the two real
numbers v e Randw e R . The complex number c +id € C
representing the complex-valued threshold of the hidden
neuron is decomposed into the two real numbers ¢ € Rand
d eR . The complex number p+iq e C representing the
complex-valued threshold of the output neuron is decomposed
into peRandgqeR.

3) The activation functions of NET 2 are as follows:

f.(u) =tanh(u), ueR )
for the hidden neurons, and
g.(u)=u, ueR (10)

for the output neurons. The following conditions are imposed
on NET 2 for the assumption that a+ib # 0and V+iw =0
for NET 1: (a#0or b#0)and (V#0Qor W#0).

B. Implementation of the4-4-4 real-valued NN

Practical implementation of the 4-4-4 real-valued NN
having no critical points based on a hierarchical structure is
the following.

1) Consider NET 4 (1-1-1 quaternionic NN) defined in
Section 11-B.

Vol. 4, No. 9, 2013

2) Create NET 5 shown in Fig.3 by decomposing NET 4
where the quaternions are decomposed into four real
numbers. That is, quaternion A=a+ib+ jc+kd € Q
representing the quaternionic weight between the input neuron
and the hidden neuron is decomposed into the four real
numbersac R, beR, ceR, and d € R.The quaternion
B=a+if+ jy+ko eQ representing the quaternionic
weight between a hidden neuron and an output neuron is
decomposed into the four real numbers e R, SR,
ryreR | and oeR . The quaternion
C=p+ig+ jr+kseQ representing the quaternionic
threshold of the hidden neuron is decomposed into four real
numbers peR, qeR, reR, and s € R .The quaternion
D=u+iv+ jp+ko €Q representing the quaternionic
threshold of the output neuron is decomposed into four real
numbers xR , veR , peR , and ceR . The
activation functions of NET 5 are as follows:

f.(u) =tanh(u), ue R (11)
for the hidden neurons, and
g.(U)=u, ueR (12)

for the output neurons.

The following conditions are imposed on NET 5 for the
assumption that A=a+ib+ jc+kd =0 and

B=a+if+ jy+ko#0 for NET 4: (a=0or b=0or
c#0ord=0)and(ax#0or F#0 or y #0 or 5 #0).

C. Implementation of the 2-2-2 complex-valued NN

The practical implementation of the 2-2-2 complex-valued
NN having no critical points based on a hierarchical structure
is the following.

1) Consider NET 7 (1-1-1 quaternionic NN) defined in
Section I1-C.

Create NET 8 shown in Fig. 4 by decomposing NET 7
where the quaternions are decomposed into the two complex

numbers. That is, the quaternion A=a+ib+ jc+kd € Q

representing the quaternionic weight between the input neuron
and the hidden neuron is decomposed into the two complex

numbers @' =a+ib e Candc’'=c+id € C. The quaternion
B=a+if+ jyr+ko eQ representing the quaternionic
weight between a hidden neuron and an output neuron is
decomposed into the two complex numbers &' =a +iff € C

andy'=y+ideC .

The quaternion D = u+iv+ jp+Kko € Q representing
the quaternionic threshold of the output neuron is decomposed
into two complex numbers u'=p+iveC and
p'=p+io eC. The activation functions of NET 8 are the

following: (1) for the hidden neurons and (2) for the output
neurons.
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The following conditions are imposed on NET 8 for the
assumption that a+1ib = i(c+id) ((6)) and C =0 ((7)) for

NET 7:a’ # +ic’, and the thresholds of the hidden neurons
are all equal to zero.
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Abstract—the acoustic power at difference angle and distance
were measure for four different ages of Green Turtles and three
species of fish using modified echo sounder V1082. The echo
signal from TVG output was digitized at a sampling rate 1IMHz
using analog to digital converter (Measurement Computing
USB1208HS). Animals were tied with wood frame to ensure it
can’t move away from the sound beam. The scatter value for fish
demonstrates echo strength is different and depends on the angle
of measurement. The lowest acoustic power of fish was recorded
from their tail. The finding show that, there is significant
difference between fish and turtles aged 12 to 18 years at 4.5
meter and 5 meter. The carapace and plastron of sea turtle gives
high backscattering strength compare to other side. The high
value obtained probably because of the hard surface of the
carapace and plastron. This result is considered important in
determining the best method of separating sea turtle and fish.
Through this result, revealed that size, surface and animal angle
play important role in determining acoustic strength value.
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I. INTRODUCTION

Sea turtles are marine reptiles that can be found live
throughout the world tropical and subtropical seas. Sea turtles
can be threatened by several factors, some natural and others
caused by human activities.

Over the last few centuries, sea turtle populations have
declined dramatically due to various activities such as shore
development, oil exploration, commercial fishing, marine
recreation and pollution.

By catch in fisheries activities has been determined to be a
major factor of death for juvenile and adult sea turtles [1][2].
For several years now we have heard large numbers of turtle
taken in fisheries net. Report from Japanese fisheries an
estimated 40,000 sea turtles of three species were caught and
16,000 dead in the Japanese tuna long line fleet in the pacific

[3].

Interview with six islander drift net vessel owner and
operators in Malaysia reported 140 turtle were caught annually
in 2005 to 2006. Green and Hawksbill species were report to
be most frequently caught [4].

By catch of sea turtles in shrimp fisheries in tropical areas
attracted more public concern especially problems related to
by catch in trawl fisheries. This issue has had wide political
and economic impacts on global fisheries and trade [5].
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Although there are method avoiding turtle trap in fisheries
net like gear modification, material and fishing method [4],
but that method need cooperation between the fisherman to
modify their vessel and change fishing method.

To address this problem, National Marine Fisheries
Service (NMFS) suggested every shrimp trawler larger than 25
feet to use a turtle excluder device (TED) [6]. The process of
reducing the incidental capture of sea turtles in regional
shrimp fisheries through the use of TED has been extremely
important [7].

A solution technique to separate turtles from shrimps in
trawl was available by the early 1980 [8]. A traditional TED
generally consists of metal grids that have been installed in a
trawling net to enable endangered sea turtles to pass safely out
of the net through a trapdoor [9]. Although metal grid TED
method gives the solution to protect sea turtle but this method
may reduce number of fish and shrimp catches [2]. The reports
using TED with and without accelerator funnels were cause
shrimp loss rates of 3.6 and 13.6 percent respectively [9].

The observation vessel equipped with TED found that
highest reduction in prawn catch occurred during tows through
areas with large amounts of star fish, sponges, sea urchins, sea
cucumber and benthic debris. Catch loss occurred as a result
starfish blocking the grid or tangling the guiding flap, causing
inefficient operation [10].

The traditional TED consist metal trap door in trawling net
seen not efficient solution for reducing turtle by catch, because
it would exclude the larger commercial specimens [11].

Therefore the improvement of TED is needed in order to
ensure the device use to separate endangered species can be
used effectively. One of the alternative solution is suggested
using sound technique [12][13].

Although the using of ultrasound is capable to prevent
turtles from entering the fishing net, the alert sound will be
emitted all the time. This situation will lead to wastage of
power and disturb other marine live that also sensitive to the
sound

To overcome this problem, the device should be able
detect the presence of sea turtle. By this method sounds are
emitted only after the device was able to identified sea turtle.
One of the best ways in detecting underwater object is using
acoustic technique. This technique has been choosing because
of the sound’s ability to propagate long distance in water [14].

74|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

The knowledge on turtle identification using sound is very
limited in previous study. So the acoustic strength of the sea
turtle in this study becomes important on designing electronic
turtle excluder device.

II.  MARINE LIFE DETECTION USING SOUND

Sound technique has been widely used in various fields to
identify objects in the water. These applications include
tracking underwater vehicle, aquatic vegetation detection and
fisheries research.

The device used to observe marine animal called echo
sounder. These tools are widely used to detect the distribution
of fish. Basically, acoustic echo sounders have operated at
frequencies in the tens to hundreds of kilohertz [15].

Aquatic organisms are complicated scatter by nature
through shape, size, orientation, swim bladder and so on [16].
Smaller animals have lower echo strengths and larger animals
have higher echo strengths [17][18].

The presence of swim bladder in fish body is the primary
biological factor influencing the amount and variability of
backscattering sound from fish [19]. Natural variations in
swim bladder volume and shape may cause variation in fish
echo. Understanding scattering strength of the swim bladder is
important factor to study fish school. The echo waveform is
different depends on orientation of fish and strongest echo
occurred when the incident signal was perpendicular to the
swimbladder [20].

Acoustic strength for mammals like whale may be
depending on their lung and blubber layer [21]. Other than
that, Dolphins have a combination of unique scattering
characteristics that makes it possible to separate them from
other animal. Stronger echoes, expected from their lung [22].

There are many approaches to modeling the scattering of
sound by objects. The particular approach depends upon the
shape and material properties of the body [23]. Study on
acoustic strength of the shelled animal quite challenge because
involved a variety of body shapes and biology properties, so
their acoustic scattering characteristic is sometimes very
complicated [24].

The scattering process of the animals was observed to be
quite complex as the echoes were strongly dependent upon
both frequency and angle of orientation [25][26].

Scattering from elastic shelled animal like periwinkles is
characterized by a very strong echo reflected by their hard
shell and also angle of orientation [27]. Moreover, study on
acoustic scattering by a shell covered seafloor discovered that
shellfish played an important role scattering seafloor [25].

Studies on the sea turtle are very limited because there are
no acoustic characteristic of that animal recorded. However,
study on fresh water turtle discovered that it can be detecting
using echo sounder and the high backscattering strength is
from their shell [28].

This finding has paved a way to differentiate echo strength
between sea turtle and fish, which is sharing same habitat in
the sea.
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III. EXPERIMENT PROCEDURE

The acoustic data collection were conducted in Turtle and
Marine Ecosystem Center hatchery, Rantau Abang
Terengganu, Malaysia.The marine animals that have been
involved in this study were four Green Turtles (Chelonia
Mydas) and three species of fish as listed in Table I.The
experiment conducted in a 13m x 2.4m rectangular tank
contained 8235.68 gallons saline water. Animals were tied
with wood frame as depicted in Fig. 1, to ensure it can’t move
away from the sound beam. The frame has been designed to
make sure it is able to measure turtle at the different angle.

TABLE 1. ANIMAL INVOLVED IN EXPERIMENT
Animal Age Weight Carfnpace
size
1 year 1.8kg 25cmx23cm
5 years 10kg 43cmx41cm
Green Turtle

12 years 27kg 61cmx56¢cm

18 years 60kg 71cmx61cm
Species Body Size

. Indian Mackerel 19cmx4.5cm

Fish
Indian Scad 18cmx4cm
Bigeye Scad 21.5cmx5.2cm

There are five different angles of measurement for green
turtle (head, tail, side, carapace & plastron) and three angles
for fish (head, lateral and tail). Reflected signal from animals
were measure at 1 meter to 5 meter distances. Sea turtles will
be lifted to the surface every 15 minutes to breathe, it is

importa o avoid drowning in the water.
T 24 m
I
2m
Transducer l—
Wood
Frame
13m >
Fig. 1. Sea turtle attach with wood frame to ensure the turtle can’t move

away from the sound beam.

Modified dual frequency echo sounder V1082 used in this
research. The signal is taken from TVG output and connected
to the high speed analog digital converter (Measurement
Computing USB-1208HS). The envelope of the echo was
digitized at a sampling rate 1MHz using echo recording
program created in matlab software. The total of 6525 random
sample of sound has been recorded and store in laptop. There
are several things to be considered before experiment was
carried out such as echo reflection from tanks, operating
frequency and sound speed. Therefore, device should be
handling and setting properly. The echosounder parameters
setting involved in this study are shown in Table II.
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TABLE II. ECHOSOUNDER PARAMETER SETTING

Parameter Setting

Frequency 200kHz

Gain 35dB

Noise Reduction Low

Echo Level 7

STC 4

Dynamic Ring 5dB

IV. DATA ANALYSIS AND RESULT

The acoustic characteristics of the empty frame were
measure before it has been attach to green turtle and fish.
Visual observation of the echogram revealed that maximum
detection without interference is five meter. Therefore, the
measurement carries out in this research limited to five meter
distance.

The primary objectives of this study were to compare
acoustic power backscatter from sea turtle and fish. Sound
sample was analysed in time and frequency domain using
matlab program. Despite the sounds of 6525 samples were
recorded, only 580 of them can be used in the analysis. The
example echo waveform is depicted in Fig. 2.

sl Reflected |
from tank
04r Transmit wall 7
Signal
2r 1ena Echo 7

Amplitude o
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0.05  Time ()

Fig. 2. Envelope echo signal in time domain.

A sound wave received from TVG output contains a
transmitter and echo signal. To investigate the power spectrum
in the frequency domain, each transmitted signal must be
removed first, to ensure that the values obtained contains only
the reflected signal from the object. The total number FFT
calculated is 8192 point and power value is taken from the
highest magnitude peak starts at frequency 450 KHz to 460
KHz. The power spectrum and magnitude point involved in
calculating echo power of the green turtle and fish is shown in
Fig. 3.
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Fig. 3. Power spectrum and magnitude point of the echo signal

The results are presented in scatter plot based on echo
power value. The fish echo power strength represented by
circle symbols and green turtle represented by triangle
symbols (Fig.4). The power value of sea turtle is obtained
from head, side and tail angle, while fish is taken at head,
lateral and tail from Imeter to 3meter distance. From the
graph, it is obviously show that echo power are overlapped
each other. However, there is some value of turtle located
above the fish echo level.
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Fig. 4. Echo power comparison at 1 meter to 3 meter distance.

Based on the Fig. 5, the result revealed that there are
significant different between green turtle and fish mainly for
12 years and 18 years turtle (in the dashed line circle). The
acoustic power has been plotted for 3meter to Smeter distance.
The difference value obtained at 4.5 meter and 5 meter
distance.
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Most of the value located above fish echo level in range
900 to 1300. From the graph, we also found that acoustic
power range of fish is between 500 to 900.

Scatter value for fish demonstrate echo strength are
different and also depend on angle of measurement.
Observation on Indian Mackerel species show lateral side
contributed high value compare to other side. Moreover, the
lowest value of fish obtained is from their tail side, which is as
we know have small shape.
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Fig. 5. Echo power comparison at 3 meter to 5 meter distance.

The comparison between fish and turtle at carapace and
plastron angle are shown in Fig. 6. The carapace echo power
value represented by blue circle and plastron in brown circle.
Although, result for head, tail and side angle not show
different for all turtles, but comparison the echo power value
for the carapace and plastron shows the results otherwise. The
highest power recorded is from 18 years turtle plastron, which
is contributed 2207.23. Most of the value obtained from this
angle located above 1000, which is higher compared to fish.
These finding indicated that side gives high backscattering
strength compare to other side.

One of the reasons behind of this event is a sound covering
a broad surface of the carapace and plastron. Other than that,
the high value obtained may also because of the hard surface
of the carapace and plastron.

V. CONCLUSIONS

The results demonstrate the capability of modified
echosounder to detect sea turtle and some species of fish.
Measurements were made from all different angles from 1
meter to 5 meter distance, in order to find the difference echo
range between that marine animal. The experimental results
show that, there is significant difference between fish and
turtles aged 12 to 18 years at 4.5 meter and 5 meter distance
and not significant for age 1 to 5 years.
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Fig. 6. Echo power comparison between fish and turtle at carapace and
plastron angle

Besides that, results also show overlap happened at 1 meter
to 3 meter distance for both animals. This condition may occur
due to the sound beam aperture is too small at that distance
and cause sound energy is focused on the same surface.
However, this finding is considered important in determining
the best method of separating them from other animals. Other
than that, through this result, it revealed that size, surface and
animal angle play important role to determine acoustic
strength value. Based on the result, we can conclude that by
using this method we can separate adult turtle and fish,
especially for adult turtles that are frequently victims by
fishing vessel. Although the study show significant result, but
further research must be conduct for different species of fish,
in order to ensure there are no overlap value between sea turtle
and fish. Additionally, experiments are carried out on the dead
fish, so another experiment on live fish is proposed to ensure
that the values obtained accurate. This study only focused
measurement in the fiber tank, which is limited space and
distance. Although, we get the clean signal without
interference from tank wall, but the maximum range of
experiments that can be performed is limited to 5 meter
position. Therefore, further research suggested conducting in
large space such as pool and sea.
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Abstract—Cloud computing in its various forms continues to
grow in popularity as organizations of all sizes seek to capitalize
on the cloud’s scalability, externalization of infrastructure and
administration and generally reduced application deployment
costs. But while the attractiveness of these public cloud services is
obvious, the ability to capitalize on these benefits is significantly
limited for those organization requiring high levels of data
security. It is often difficult if not impossible from a legal or
regulatory perspective for government agencies or health services
organizations for instance to use these cloud services given their
many documented data security issues. As a middle ground
between the benefits and security concerns of public clouds,
hybrid clouds have emerged as an attractive alternative; limiting
access, conceptually, to users within an organization or within a
specific subset of users within an organization. Private clouds
being significant options in hybrid clouds, however, are still
susceptible to security vulnerabilities, a fact which points to the
necessity of security frameworks capable of addressing these
issues. In this paper we introduce the Treasure Island Security
Framework (TISF), a conceptual security framework designed to
specifically address the security needs of private clouds. We have
based our framework on a Distributed Key and Sequentially
Addressing Distributed file system (DKASA); itself borrowing
heavily from the Google File System and Hadoop. Our approach
utilizes a distributed key methodology combined with sequential
chunk addressing and dynamic reconstruction of metadata to
produce a more secure private cloud. The goal of this work is not
to evaluate framework from an operational perspective but to
instead provide the conceptual underpinning for the TISF.
Experimental findings from our evaluation of the framework
within a pilot project will be provided in a subsequent work.

Keywords—private cloud security framework; distributed key;
dynamic metadata reconstruction; cloud security

I. INTRODUCTION

Cloud computing, in its varying incarnations, continues to
emerge as an attractive deployment option for enterprises and
organizations seeking ways to reduce and better manage the
costs associated with application deployment. Commercial
cloud services allow organizations to consume computing
resources in a manner similar to traditional utilities like
electricity or water; paying for computing resources in a matter
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commensurate with their use. This Platform as a Service
(PaaS) model additionally externalizes the costs associated
with infrastructure and systems administration while providing
a potentially more scalable and reliable deployment
environment [1]. These significant benefits have created an
impression in the minds of many consumers and organizational
decision makers that —he cloud” is the answer to any number
of software dilemmas.

But while the aforementioned benefits are undoubtedly
attractive, these public cloud services are not without
significant drawbacks within certain usage scenarios. In
circumstances involving highly confidential, sensitive or secret
data, security issues inherent to public clouds render their use
inadvisable, impractical or even impossible depending upon
legal and regulatory requirements. Government entities and
health care organizations for instance often face legally
mandated data security requirements that nearly all cloud
services are incapable of satisfying due to a host of real and
perceived security related issues [2-5]. The perception of the
security and confidentiality vulnerabilities of public clouds has
been reinforced by a number of data breaches reported in the
media [6]. While governmental entities, regulatory bodies and
medical organizations may benefit from the cloud given the
large volumes of data generally involved with their respective
activities, the risk of a single data breach often outweighs the
potential benefits. Although some cloud providers continue to
address these security and regulatory issues, as Microsoft has
with the addition of Health Insurance Portability and
Accountability Act (HIPAA) compliance features added to its
Window‘s Azure cloud service [7], public clouds still possess
too many security unknowns for many organizations.

As a result of these issues hybrid clouds have emerged as a
middle ground between the aforementioned benefits of cloud
computing and the identified security issues. Private clouds,
significant aspects of private clouds, are developed and
administered by an organization‘s internal IT department for
the exclusive use by specific users or user groups within the
organization [1, 8]. It is presumed that this greater degree of
control guarantees an elimination of the security and regulatory
issues posed by public clouds. But these private clouds may
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also suffer from security issues, leading to a number of
proposals designed to address these issues. In this paper we
introduce the Treasure Island Security Framework (TISF)
which builds upon existing thinking to provide a scalable
security framework for private clouds.

II.  RELATED WORK

There is a significant body of work which documents the
challenges and proposed solutions to the issue of cloud
security; both public and private [9-12]. Many of these works
take substantially different approaches to the issue of cloud
security given the broad topic that is cloud computing. The
approach taken within this works revolves primarily around an
overlapping use of encryption, distributed key methodology,
sequential chunk addressing and dynamic metadata
reconstruction to improve system security.

Distributed key methodology is not a new concept having
significant support with the literature albeit in significantly
different conceptualizations and implementations [13-14]. A
form of distributed key methodology serves as the backbone of
the security effort proposed within this work whereby the key
necessary to decrypt individual file chunks and reconstruct a
stored file is distributed within our proposed system. This
methodology stands in contrast to the some of the more
common methods of cloud authentication such as those based
primarily on password protection and Private Key
Infrastructure (PKI). While these techniques are relatively easy
to implement, they have a number of deficiencies which have
been documented in the scientific literature and the media.
Password protection for instance is dependent upon the user‘s
ability to maintain confidential information against social
engineering attacks wherein information enabling the
reconstruction of one or more passwords may be divulged
inadvertently by a user [15].  Password methodology is
additionally troublesome given the average user‘s penchant for
password reuse [16]. While the reuse of an existing password
minimizes the cognitive load that memorizing a number of
different passwords for different system creates, reuse
effectively means that a password compromised for one system
allows malicious users to access a host of other user accounts.

This is especially troublesome for email accounts which
often serve as key link in the user verification process for many
systems. Ticket based authentication using the Kerberos
protocol is an improvement over pure password based
protection however this methodology still possesses security
risks [17]. A breach of a system‘s authentication server will
result in the exposure of all user accounts due to the
centralization of authentication management [18]. Public Key
Infrastructure (PKI) addresses some of these issues through the
use of digital certificates for entity identity verification [19].
This approach however also has a number of flaws [20]. The
distributed key approach utilized within our proposed system
addresses many of these issues by using a decentralized form of
authentication that eliminates the single point of failure found
in password protection scheme given the use of a segmented,
dispersed key. This methodology is further bolstered by our use
of a form of dynamic metadata reconstruction, which protects
information about the stored data, and chunk encryption [21].
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III. THE TREASURE ISLAND SECURITY FRAMEWORK (TISF)

While the Google File System (GFS) [22-23] and the
Hadoop Distributed File System (HDFS) [24-26], a GFS
derivative, are commonly utilized with private clouds, we have
proposed an alternative cloud architecture upon which the
Treasure Island Security Framework is based. The Distributed
Key and Sequentially Addressing Distributed file system
(DKASA), which builds upon aspects of both GFS and HDFS,
improves the security of data storage and file distribution in a
private cloud primarily through the introduction of dynamic
metadata reconstruction, sequential addressing and distributed
key methodology.

A. Distributed Key and Sequentially Addressing File System

The Distributed Key and Sequentially Addressing
Distributed file system (DKASA), as illustrated abstractly in
Fig. 1, has a number of characteristics borrowed from the GFS
including a single master configuration, use of fixed chunk
sizes and chunk replication. We provide assumptions with
respect to the configuration of DKASA within our proposed
framework to contextual the security risk model discussed in
Section 3 C.

1) Single Master Server

Both Single Master (SM) and Dual Main Server (DMS)
configurations are possible within the DKASA file system
although our proposal is based on the use of the former;
mirroring the GFS. The DMS configuration, which involves
the use of a management server and a file retrieval server, is
potentially less robust than the SM configuration given its
relatively poor performance under stress. It is likely, with
moderate to high levels of network traffic and significant
numbers of large files, that the retrieval server in the DMS
configuration becomes a bottleneck for the entire system.

2) Fixed Chunk Size and Multiple Replicas

We anticipate the use of a fixed chunk size, which enables
the use of the GFS mutation and lease method to reduce
network traffic. Unlike the GFS which uses a fixed size of
64MB we have consciously chosen to leave the size of the
chunk ambiguous as both large and small chunk sizes have
advantages and disadvantages. A large chunk size for instance
will reduce the number of chunk servers needed for each client
while also reducing the client‘s interaction with the master for
reading metadata and namespaces. This large chunk size
however is also incompatible with smaller files. A smaller
chunk size is compatible with smaller files however it may
result in greater data fragmentation. In an actual
implementation of our framework a system architect would
determine the appropriate chunk size for the specific usage
scenario.

Each chunk within the system will have a number of
replicas (k) to ensure data availability; each replica chunk
exists in isolation from the original. In the event that the
original chunk is unavailable the replica system will retrieve a
replica and use that data to reconstruct the original file.

3) Encryption
Each chunk‘s data is encrypted in the client machine and
sent via secure communication using RSA [27] and Advanced
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Fig. 1. Treasure Island Security Framework Abstract Model

Encryption Standard (AES) encryption [28]. The key
differentiation between the method proposed in this work and
traditional approaches is the use of a distributed key approach
as opposed to the use of Public Key Infrastructure (PKI).

4) Distributed Key and Sequential Addressing

The use of a distributed key methodology has been driven
primarily by two factors, a desire to increase security while
introducing a level of flexibility whereby different security
levels exist within the system. In terms of the latter, this type
of security granularity facilitates varying degrees of file and
user level security as opposed to a methodology within which
the level of security within the system as whole is the only
manipulable value.

Distributed key methodology as proposed within the
DKASA system involves the distribution of a cryptographic
key into four isolated parts. The first two parts of the key are
stored in the master server and the client, the third part is stored
in each chunk (n) and the final part of the key is stored in the
previous chunk (n -1).

A file to be stored in the private cloud will be divided into a
series of sequentially addressed chunks with distinct, appended
headers and footers. The header of each encrypted chunk
contains the following information:

e 128 bit local deciphering key
e 128 bit remote deciphering key
e The address of the next chunk

e 128 bit status code identifying the originality property
of the chunk

e 1024 bits of audit data

This header data is used by the Cloud Management Server
(CMS) and the user‘s client during the file retrieval process to
locate file chunks, decipher them and rebuild the original file
using the distributed key and sequential addressing approach.

RS 2-1
RS 2-2

n
R53_1

The full key necessary to decrypt each encrypted chunk is
produced as a result of the concatenation of the parts of the key
stored on the master server, the client, the current chunk server
and the previous chunk server as illustrated in Fig. 2.

Upon successful completion of this process an interim copy
of the file is available to the user on the client machine. After
the user completes file manipulation (read, update, delete, etc)
based on the mutation and lease method as employed within
the GFS the chunks are stored on new servers. The complete
file access algorithm is as follows:

procedure FileRetrieval()

1) Client machine sends authentication request to master
server

2) Master server checks and approves client

3) Master server sends SID and service lists to client

4) Client asks master server for the address of the first
chunk

5) Master server sends first chunk server address and first
chunk (n-1) code part to client

6) Client send chunk server request, 128 bits of
deciphering key, code part (n-1) and first chunk address

7) Based on internal algorithm client partition is
reinterpreted to new deciphering code

8) Client reads and deciphers first chunk from the file
server based on the reconstructed key

9) LOOP: Client refers to the next server based on the
read data from the current server

10) Client reads and deciphers chunk from the file

11) server based on the reconstructed key

12) IF: File is complete

13) END LOOP

14) END IF

15) END LOOP:
end FileRetrieval
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B. Security Risk Model

Our approach adds security beyond that found in security
schemes using PKI and single password methodologies in that
the likelihood of system compromise from a single attack is
largely eliminated. We evaluate this claim using the previously
outlined assumptions and the presumption of a single file
broken down into many chunks (N), each possessing many
replicas (K) within a distributed key architecture. We define
the distributed key as

Dk = D+ Dj-1 + Dcy + Dys (D

All four isolated parts of the key are necessary to construct
the full cryptographic key required to decipher each chunk. To
evaluate the likelihood of comprise it is thus necessary to
calculate the availability of each of the four key components
with respect to their individual locations; the master server, the
client, the original chunk and the previous chunk. Within the
working system the master server is constantly operational
therefore the availability of this component to an attacker is
equal to 100% or

Py (DMS) =1 2

For the client machine the window for an attack is based on
the total time of connection. For the purpose of this analysis
we assume a client connection duration that is represented as
TCM. For the final two key components, it is necessary for an
attacker to successfully attack two different chunks, the current
chunk and the previous chunk, to assemble all of the
components necessary to reconstruct the full cryptographic key.
The probability of a successful attack in this scenario is

C,= {(Ns -b) 2-2}/ {Ns! / (Ns -2)! 2} 3)

Where the denominator is the number of all choices and the
numerator is the likelihood that an attacker successfully selects
the server containing the first chunk. Thus the chance of

gaining access to all the necessary items for deciphering a
chunk will be:

Pra= {(N; -b) 221/ {NJV/(N; -2)12!} X {Tcn/86400}  (4)

The availability of a file for a user, in the event of a server
failure or malware attack, depends upon the number of replica
chunks that exist for each original. When there are K < n
replica chunks a high risk situation exists for the integrity of
the user data in that file chunks exist without a backup. Where
K = n all chunks have a backup therefore a full copy of the
entire file exists. The total number of full file backups may be
determined by (K/ (n+K)). The chance of successful file
retrieval after any malware attack server failure is thus:

A=K P,/ (n+K) 5)

where Pp equals availability of a server in the system, K the
quantity of replica control chunks, and n the number of chunks
per file.

IV. CONCLUSION AND FUTURE WORK

In this paper we have introduced a security framework for
private clouds called the Treasure Island Security Framework
(TISF) which is based upon a Distributed Key and Sequentially
Addressing Distributed file system. We have introduced
DKASA and the methodology behind its proposed
implementation while evaluating the security risks inherent in
our approach. ~We believe that our proposed approach
enhances both data availability and integrity while providing a
higher degree of security and backup control at both the user
and file level. Perhaps the most significant advantage of the
DKASA cloud as proposed is the avoidance of the most
common public cloud security and data availability issues;
issues which have been chronicled exhaustively in both the
press and the related scientific literature. Our subsequent work
will seek to evaluate our claims within a pilot project which
will be documented in a future paper.
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Abstract—with the rapid improvement of computation
facilities, healthcare still suffers limited storage space and lacks
full utilization of computer infrastructure. That not only adds to
the cost burden but also limits the possibility for expansion and
integration with other healthcare services. Cloud computing
which is based on virtualization, elastic allocation of resources,
and pay as you go for used services, opened the way for the
possibility to offer fully integrated and distributed healthcare
systems that can expand globally. However, cloud computing
with its ability to virtualize resources doesn't come cheap or safe
from the healthcare perspective. The main objective of this paper
is to introduce a new strategy of healthcare infrastructure
implementation using private cloud based on OpenStack with the
ability to expand over public cloud with hybrid cloud
architecture. This research proposes the migration of legacy
software and medical data to a secured private cloud with the
possibility to integrate with arbitrary public clouds for services
that might be needed in the future. The tools used are mainly
OpenStack, DeltaCloud, and OpenShift which are open source
adopted by major cloud computing companies. Their optimized
integration can give an increased performance with a
considerable reduction in cost without sacrificing the security
aspect. Simulation was then performed using CloudSim to
measure the design performance.

Keywords—Cloud
Cloudsim; e-health

Computing; OpenStack; Openshif;

I. INTRODUCTION

Although much research effort has been put into the design
and development of novel e-Health services and applications,
their interoperability and integration remain challenging issues.
Health services deal with large amount of private data which
needs to be both fully protected and readily available to
clinicians. However, health care providers often lack the
capability to commit the financial resources for either the
research or the infrastructure required. In addition, the public is
often skeptical about whether IT systems can be trusted with
private clinical information. Past failures have fuelled a culture
to restrict any innovation by both members of the public and
the politicians responsible for health services [1].

Cloud computing has recently appeared as a new
computing paradigm, which promises virtually unlimited
resources. Customers rent resources based on the pay-as-you-
go model and thus are charged only for what they use.
Opposite to other service models, in-house Picture Archiving
and Communication System (PACS) and application service

Hesham Arafat

Vice Dean of Engineering and Head of Computer and
Systems Department, Mansoura University, Mansoura,

Egypt.

provider PACS [2], cloud computing offers relatively lower
cost, higher reliability and scalability as shown in table 1.

TABLE L. STRENGTHS AND WEAKNESS OF IN-HOUSE PACS, ASP PACS,
AND CLOUD PACs.
Computing Service Strengths Weakness
Facilities Model
Dedicated In-House - Smaller network - Need for in-site
(Local) PACS expenses IT expertise
- Control over - Funded out from
data the investment
- Clear ownership budget
of data - Need for new
- Fast data technology and
transmission upgrading
Shared Application - predictable costs - Not economical
(Hosted) Service - Use of offsite IT with small
Provider expertise examination
PACS -Scalability numbers
- Possibility to - Greater network
share data expenses
between
structures.
Public - IaaS - Billed per study - Slow data
Cloud ressources and/or megabyte transmission
-PaaS - Economical with -security risk
development both small and
platform large examination
- SaaS PACS number
utilities - High reliability
and Scalability

The cloud system can be divided mainly into three main

layers. The infrastructure as a service (IaaS) is the lowest level
which delivers computing infrastructure as a service to end
users. [aaS is typically provided as a set of APIs that offer
access to infrastructure resources. The APIs allow creating
virtual machine instances, or to store or retrieve data from a
storage or database. The main benefit of virtualized
infrastructure, which is offered as a service, is scalability. The
commercial model is to pay for the infrastructure that is
actually used. This means the designer doesn’t have expensive
servers idling, and if there is a spike in the visitor numbers, the
designer doesn’t have to worry if the hardware will cope. He
simply scales the infrastructure up and down as needed. Since
the servers are virtual, it’s much easier to create a new one than
it was to add a new box to a server farm. laaS provides users
with a way to monitor, manage, and lease resources by
deploying virtual machine (VM) instances on those resources.
Amazon EC2, Eucalyptus, Nimbus, OpenStack and Open
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Nebula are examples of cloud infrastructure implementations
[3].

In Platform as a Service (PaaS), we move a step further. We
no longer have to deal with every element of the infrastructure;
instead, we can regard the system as one solid platform. For
example, in the case of laaS, if the designer has a website that
suddenly requires more capacity because the amount of visitors
increased, he would typically fire up more virtual machine
instances. With PaaS, this is no longer the case; the platform
will scale up and down as necessary and takes care of the
implementation details.

The platform is typically represented as a single box. Since
the platform usually acts as if it were a single box, it’s much
easier to work with, and generally there is no need to change
much in the application to be able to run on a PaaS
environment. PaaS doesn’t only offer cpu, memory or file
storage; but also offers other parts of the infrastructure, such as
databases, either in the form of a scaling traditional RDBMS
system, or one of the "NoSQL’ databases that are currently
gaining momentum due to its ability to distribute large amount
of data over the cloud infrastructure [4]. The third available
service model goes another step further in the realm of abstrac-
tion. We no longer care about infrastructure as with [aaS, nor
do we care about the platform, as with PaaS. Where in the past,
software was installed on the desktop, now with software as a
service (SaaS); the user just creates an account and is ready to
use the applications, in the comfort of the web browser. As
with SaaS, we only need to worry about the application we’re
dealing with. Good examples of SaaS are cloud PACS utilities
which can offer services for imaging centers, reading
physicians, primary care clinics, and hospital management [5].
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Fig. 1. The relation between security restrictions against the benefits of cloud
adoption.

As shown in Figure 1, there is a spectrum of use cases
where one end consists of use cases that manipulates public
data, hence have very low risk associated with them, while the
other end consists of use cases that manipulates credit cards,
Social Security Numbers, or ultra sensitive data like nuclear
tests.

For the low end of the spectrum, Cloud Computing is an
obvious choice, while for the high end; Cloud Computing
might never be used. However, instead of public and private

Vol. 4, No. 9, 2013

cloud, Hybrid architectures provide another choice, a middle
ground.

For example, hybrid architecture could move computations
to the cloud while keeping sensitive data in a secure database
that resides in the private network [6].

In this paper, we provide a closer look into the
implementation of healthcare infrastructure using a private
cloud based on OpenStack. That was accompanied by setting a
PaaS on OpenShift for connecting the private cloud to other
health care services, mobile and web applications for clinicians
and patients, and resources provided by different cloud
providers. That hybrid design was assessed using CloudSim to
measure its performance.

The rest of this paper is organized as follow; section 2,
introduces a brief note about private cloud implementation,
section 3, explains the potentials of expanding the private cloud
infrastructure by incorporating other public cloud providers,
section 4, discusses a medical application that took advantage
of the implemented hybrid cloud, section 5, provides a
simulation analysis to assess the performance benefits behind
the proposed implementation, and finally we concluded the
paper by a discussion section.

II.  PRIVATE CLOUD IMPLEMENTATION

A private cloud implementation aims to avoid many of the
objections including control over hospital and patients' data,
worries about security, and issues connected to regulatory
compliance. Because a private cloud setup is implemented
safely within the corporate firewall, it remains under the
control of the IT department. However, the hospital
implementing the private cloud is responsible for running and
managing IT resources instead of passing that responsibility on
to a third-party cloud provider. Hospitals initiate private cloud
projects to enable their IT infrastructure to become more
capable of quickly adapting to continually evolving healthcare
needs and requirements.

Launching a private cloud project involves analyzing the
need for a private cloud, formulating a plan for how to create a
private cloud, developing cloud policies for access and
security, deploying and testing the private cloud infrastructure,
and training employees and partners on the cloud computing
project. To create a private cloud project strategy, a hospital
identifies which of its healthcare practices can be made more
efficient than before, as well as which repetitive manual tasks
can be automated via the successful launch of a cloud
computing project. By creating a private cloud strategy, the
resulting cloud will be able to deliver automatic, scalable server
virtualization, providing the benefits of automated provision of
resources and the optimal use of hardware within the IT
infrastructure [7]. It is important for the private cloud
implementation process to analyze and ensure the proper
processes and policies are in place to successfully build a
secure private cloud. Research and acquire the private cloud
infrastructure and cloud-enabling software that will be used,
such as OpenStack, CloudStack, and Eucalyptus. Ensure the
hypervisor that will manage the virtual machines and
virtualized storage are available or can be purchased and
installed.
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Fig. 2. The cloud ecosystem for building private clouds. (a) Cloud consumers
need flexible infrastructure on demand. (b) Cloud management provides
remote and secure interfaces for creating, controlling, and monitoring
virtualized resources on an infrastructure-as-a-service cloud. (¢) VM managers
provide simple primitives (start, stop, suspend) to manage VMs on a single
host.

Cloud management is the software and technologies
designed for operating and monitoring applications, data, and
services residing in the cloud as shown in figure 2. Cloud
management tools help ensure hospital's cloud computing-
based resources are working optimally and properly interacting
with users and other services. Cloud management strategies
typically involve numerous tasks including performance
monitoring (response times, latency, uptime, etc.), security and
compliance auditing and management, and initiating and
overseeing disaster recovery and contingency plans. With
cloud computing growing more complex and a wide variety of
private, hybrid, and public cloud-based systems and
infrastructure already in use, a hospital’s collection of cloud
management tools needs to be just as flexible and scalable as
its cloud computing strategy. Choosing the appropriate cloud
platform, however, can be difficult. They all have pros and
cons.

We have decided to compare the capabilities of
CloudStack, Eucalyptus, and OpenStack as the most notable
open source systems available. Both Eucalyptus and
CloudStack's application programming interface (API)
provides compatibility with Amazon Web Services’ Elastic
Compute Cloud (EC2), the world's most popular public cloud.
While OpenStack, supports public clouds built by its major
vendors. OpenStack is backed by Dell, IBM, RackSpace the
second leading IaaS provider after Amazon, NASA, HP the
supplier of ARM cloud servers, Canonical the supplier of
ubuntu which is tightly integrated with OpenStack in every
release and the main operating system for ARM cloud servers
[8]. The simple implementation and support of OpenStack for
ARM cloud servers favored its choice for our private cloud
implementation as it increases the possibility for a lesser cost
and an ever growing performance [9, 10].

OpenStack refers to a collection of open-source software
packages designed for building public and private clouds.
OpenStack is implemented as a set of Python services that
communicate with each other via message queue and database.

Vol. 4, No. 9, 2013

4
http
¥

EC2/OpenStack APT

EDﬂShh oard }

EG2/Admin APL

. =)
nova-api

)
§ nova-compute

)
Anova-network

® ©

5 Gh
en.peppie.info

'®

volume
storage

)
nova-volume
Z (iscsI, etc)

Fig. 3. OpenStack Architecture.

Figure 3 shows a conceptual overview of the OpenStack
architecture, with the OpenStack Compute components (which
provides an IaaS) bolded and OpenStack Glance components
(which stores the virtual machine images) shown in a lighter
color. The nova-api service is responsible for fielding resource
requests from users. Currently, OpenStack implements two
APIs: the Amazon Elastic Compute Cloud (EC2) API, as well
as its own OpenStack API [11]. The nova-schedule service is
responsible for scheduling compute resource requests on the
available compute nodes. The nova-compute service is
responsible for starting and stopping virtual machine (VM)
instances on a compute node. The nova-network service is
responsible for managing IP addresses and virtual LANs for the
VM instances. The nova-volume service is responsible for
managing network drives that can be mounted to running VM
instances. The queue is a message queue implemented on top
of RabbitMQ [12] which is used to implement remote
procedure calls as a communication mechanism among the
services. The database is a traditional relational database such
as MySQL used to store persistent data shared across the
components. While, the dashboard implements a web-based
user interface.

B. The hypervisor

A hypervisor, also called a virtual machine manager, is a
program that allows multiple operating systems to share a
single hardware host. Each operating system appears to have
the host's processor, memory, and other resources all to itself.
However, the hypervisor is actually controlling the host
processor and resources, allocating what are needed to each
operating system in turn and making sure that the guest
operating systems (virtual machines) cannot disrupt each other.
Most OpenStack development is done with the KVM and XEN
hypervisors. KVM however is free and easier to deploy than
free XEN, well supported by every major distribution and is
adequate for most cloud deployment scenarios (for example,
EC2-like cloud with ephemeral storage) while storage support
is improving for KVM. 1t is also simpler and more stable to use
with OpenStack and is fully packed by ubuntu 12 Linux that is
why KVM was chosen over XEN for our private cloud [13].
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C. Legacy migration

Legacy physical server could be migrated into OpenStack
cloud using a persistent volume so that the migrated VM is
backed by persistent storage. The function provided by the
legacy server was the same afterwards and had the
manageability benefits from running on an infrastructure
platform.

Two things were created: a volume that would contain the
data from legacy server and a 'working' VM as a way to work
with that volume throughout the migration process. Horizon
dashboard has been used to create volumes. The volume size
had to be large enough to store all the file systems from legacy
system, with appropriate growth, and included any swap-space
that might be needed. The 'working' instance was then launched
to set up the new volume. This instance had port 22 open under
access and security, and ssh key pair was placed onto the
system. Then, under 'volumes' the volume was attached to the
working instance. The rsync was used to synchronize files
between the legacy system and the new VM. The rsync tool
was perfect for this for a few reasons: If interrupted, it can
resume where it left off. Further, it can be throttled so that data
can trickle over to the new volume without impacting the
performance of the legacy server. For minimal downtime two
separate rsyncs were done. The first one would sync over the
vast majority of the data from the legacy server to the volume.
The second one was done while both servers were down in
order to sync the final changes from the legacy server right
before the replacement VM was booted.

The next step was to make the volume bootable by adding a
bootloader at the beginning of the volume. OpenStack provides
firewalling, so we needed to set up a special security-group for
VM that allowed all expected traffic to reach the server. This
was done under "Access & Security" in horizon. Before
committing to the change-over we had to verify that newly-
created bootable volume did indeed work as expected. Once
VM was setup correctly, the volume was unmount from the
working VM, and legacy server was powered down. New VM
system was finally launched.

D. Private cloud security measures

Dome9 secures OpenStack cloud servers and makes them
virtually invisible to hackers. That automation closes firewall
ports like RDP and SSH, and enables on-demand secure access
with just one click. With Dome9, OpenStack Security Groups,
centralizing policy management were automated within Dome9
Central. It has as well an SaaS management console for the
entire cloud infrastructure. In addition, inter- and intra-group
security rules gave ultimate flexibility and granularity. With
Dome9 Cloud Connect, setting up Dome9 with OpenStack
took less than a minute. Using Dome9 Account, we could add
OpenStack supported region, and enter credentials. It was then
connected to the private via APl to manage all of Security
Groups.

III.  HYBRID CLOUD IMPLEMENTATION

Public clouds involve the use of third party servers where
the user is typically charged on the usage basis. It helps cut the
user's capital expenditure significantly, while providing the
user with greater flexibility and scalability. However, the
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advantages of the public cloud come at the cost of poorer
performance and increased risks to data and applications.
Private clouds attempt to solve the problem by providing cloud
installation on-site with better performance and security,
coming at increased capital expenditure and reduced flexibility.
Therefore, hybrid clouds attempt to bridge the gap by providing
the best of both worlds. Enterprises that use the hybrid cloud
typically have a private cloud that handles the performance-
sensitive core applications, while using the public cloud for
scaling and non-core applications. For instance, the mail server
and collaboration related components can be kept on the public
cloud, while keeping the patient's database and large files in the
private cloud. Another reason is that some applications are
highly suited for public cloud, while some other legacy
applications might not. Private clouds could be less robust than
a public cloud managed by a reputed service provider. If the
designer have a natural or manmade disaster attacking his
hospital site, his private cloud infrastructure might become
crippled. The designer can use the public cloud as a fail-over in
that case. Thus, the designer might want to have a hybrid
approach [14].

Although OpenStack integrates well with almost all IaaS
providers, that doesn't stop our implementation from taking full
advantages from those IaaS provider that don't support
OpenStack. The key was to use a PaaS that could communicate
with many different laaS through a cloud interface. The cloud
interface is the holygrail of cloud computing as it bridges the
gap between different IaaS suppliers. On the higher level there
is a unified API that could be called from a PaaS while on the
lower level there are drivers specific to each laaS and
implemented with the vendor without compromising their
codes. That cloud interface and the closely integrated PaaS are
now reality with deltacloud and openshift thanks to the ever
growing competition between cloud services providers to
control the cloud computing market [15].

PaaS was initially conceived as a hosted solution for web
applications. However the conceptual design forces the Cloud-
compliant applications to accept several restrictions: (1) use the
APIs exposed by PaaS owners; (2) use the specific
programming paradigm that is adequate for the type of
applications allowed by the PaaS; and (3) use the programming
languages supported by the PaaS owner. These constraints are
still wvalid for most current PaaS offers (e.g., Google
AppEngine, Azure, Heroku, Duostack, XAP, Cast, CloudBees,
and Stackato). A first step towards the developer freedom in
building new PaaS independent applications was done by
DotCloud which lets developers build their own software stack
for a certain application. This solution is unfortunately not free
and is currently based only on EC2 [16].

On the other hand, Deltacloud is an API developed by Red
Hat and the Apache Software Foundation that abstracts
differences between clouds. So, Deltacloud provides one
unified REST-based API that can be used to manage services
on any cloud. While each IaaS cloud is controlled through an
adapter called "driver" and provides its own API. Drivers exist
for the following cloud platforms: Amazon EC2, Fuyjitsu Global
Cloud Platform, GoGrid, OpenNebula, Rackspace, OpenStack,
RHEV-M, RimuHosting, Terremark and VMware vCloud.
Next to the 'classic' front-end, it also offers CIMI and EC2
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front-ends. Deltacloud is used in applications such as Aeolus to
prevent the need to implement cloud-specific logic [17].

Deltacloud has some dependencies that need to be installed
before its installation as Deltacloud server relies on a number
of external rubygems and other libraries. However, once all the
dependencies have been installed the Deltacloud server
installation is done in one step [18].

OpenShift takes care of all the infrastructure, middleware,
and management and allows the developer to focus on what
they do best: designing and coding applications. It takes a No-
Lock-In approach to PaaS by providing built-in support for
Node.js, Ruby, Python, PHP, Perl, and Java. In addition,
OpenShift is extensible with a customizable cartridge
functionality that allows enterprising developers to add any
other language they wish such as Clojure and Cobol. In
addition to this flexible, no-lock-in, language approach,
OpenShift supports many of the popular frameworks that make
development easier including frameworks ranging from Spring,
to Rails, to Play. OpenShift is designed to allow Developers to
work the way they want to work by giving them the languages,
frameworks and tools they need for fast and easy application
development [19].

IV. THE MEDICAL IMAGE WEB APPLICATION

Fig. 4. Web application interface.

Healthcare generates a tremendous amount of data each day
(CT, MRI, US, PET, SPECT, Mammography, X-Ray ... etc)
and consumes quickly the hospitals storage space. For the
reason of combining private and public cloud resources, a web
application has been designed to store medical images on the
private cloud using Mongodb which automatically migrate
images older than one month to the public cloud. The subjects
information were removed by stripping out the PHI (Protected
Health Information) to conform to HIPAA standard and a
sharding key was selected for our database that combines exam
date and exam id. Compression, upload, delete, retrieval, and
viewing were all integrated into the web application. Hibernate
OGM; java and SWING were used to manage the backend on
OpenShift with the ability to detect which device is trying to
access the database. That allows smart phones as well as
desktops to access the data for consultation purposes as shown
in figure 4. We now detail the design of the Medical Image
Web Application (MIWA) to guarantee the Atomicity,
Consistency, Isolation, and Durability properties. Each of the
properties is discussed individually [20].
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A. Atomicity

The Atomicity property requires that either all operations of
a transaction complete successfully, or none of them does. To
ensure Atomicity, for each transaction issued, MIWA is using
shards for actually storing data, mongos processes for routing
requests to the correct data, and config servers, for keeping
track of the cluster’s state. As soon as an agreement to
“COMMIT” is reached, the mongos processes can
simultaneously return the result to the web application and
complete the second phase.

B. Consistency

The consistency property requires that a transaction, which
executes on a database that is internally consistent, will leave
the database in an internally consistent state. Consistency is
typically expressed as a set of declarative integrity constraints.
We assume that the consistency rule is applied within the logic
of transactions. Therefore, the consistency property is satisfied
as long as all transactions are executed correctly.

C. Isolation

The Isolation property requires that the behavior of a
transaction is not disturbed by the presence of other
transactions that may be accessing the same data items
concurrently. The MIWA decomposes a transaction into a
number of sub-transactions, each accessing a single data item.
Thus, the isolation property requires that if two transactions
conflict on any number of data items, all their conflicting sub-
transactions must be executed sequentially, even though the
sub-transactions are executed in multiple mongos processes.

D. Durability

The Durability property requires that the effects of
committed transactions cannot be undone and would survive
server failures. In our case, it means that all the data updates of
committed transactions must be successfully written back to the
back-end cloud storage service. The main issue here is to
support mongos processes failures without losing data. For
performance reasons, the commit of a transaction does not
directly update data in the cloud storage service but only
updates the in-memory copy of data items in the shards.
Instead, each mongos process issues periodic updates to the
cloud storage service. During the time between a transaction
commit and the next checkpoint, durability is ensured by the
replication of data items across several shards. After
checkpoint, we can rely on the high availability and eventual
consistency properties of the cloud storage service for
durability.

E. Security

Cryptographic modules supplied by HP Atalla were used in
the medical image web application to encrypt healthcare data
and reduce the risk of data encryption and reputation damage
without sacrificing performance using high-performance
hardware security modules. Those Data Security solutions meet
the highest government and financial industry standards-
including NIST, PCI-DSS and HIPAA/HITECH-protect
sensitive data and prevent fraud. HP Enterprise Secure Key
Manager (ESKM) and Atalla Network Security Processors
(NSP) provided robust security, high performance and
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transparency while end-to-end

network security.

ensuring comprehensive,

V. SIMULATION

Evaluation of alternative designs or solutions for Cloud
computing on real test-beds is not easy due to several reasons.
Firstly, public Clouds exhibit varying demands, supply
patterns, system sizes, and resources (hardware, software,
network) [19]. Due to such unstable nature of Cloud resources,
it is difficult to repeat the experiments and compare different
solutions. Secondly, there are several factors which are
involved in determining performance of Cloud systems or
applications such as wuser's Quality of Service (QoS)
requirements, varying workload, and complex interaction of
several network and computing elements. Thirdly, the real
experiments on such large-scale distributed platforms are
considerably time consuming and sometimes impossible due to
multiple test runs in different conditions. Therefore, a more
viable solution is to use simulation frameworks which will
enable controlled experimentation, reproducible results and
comparison of different solutions in similar environments.
Despite the obvious advantages of simulation in prototyping
applications and developing new scheduling algorithms for
Cloud computing, there are a few simulators for modeling real
Cloud environments. For evaluating a scheduling algorithm in
a Cloud computing environment, a simulator should allow
users to define two key elements: (i) an application model
specifying the structure of the target applications in Clouds,
typically in terms of computational tasks and data
communication between tasks; (ii) a platform model of Cloud
computing data centers specifying the nature of the available
resources and the network by which they are interconnected.
Clouds currently deploy wide variety of applications both from
industrial enterprises and scientific community [21]. In terms
of the platform, Cloud computing is quite different from
traditional distributed computing platforms defined by service-
oriented features such as resource elasticity, multiple-level of
services and multi-tenancy of resources.
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Fig. 5. The main parts and relations of CloudSim.

The experiments in this research were performed on the
CloudSim cloud simulator which is a framework for modeling
and simulating the cloud computing infrastructures and
services [22]. The CloudSim simulator has many advantages: it
can simulate many cloud entities, such as datacenter, host and
broker. It can also offer a repeatable and controllable
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environment. And we do not need to take too much attention
about the hardware details and can concentrate on the
algorithm design. The simulated datacenter and its components
can be built by coding and the simulator is very convenient in
algorithm design [23]. The main parts which relate to the
experiments in this research and the relationship between them
are shown in Figure 5 while the functions of those components
are explained in table 2.

TABLE IL CLOUDSIM COMPONENTS AND THEIR FUNCTIONS [24]
CloudSim Function
Component

Cloud Information
Service

It is an entity that registers, indexes and
discovers the resource.

Datacenter It models the core hardware infrastructure,

which is offered by Cloud providers.

Datacenter Broker It models a broker, which is responsible for

mediating negotiations between SaaS and Cloud

providers.
Host It models a physical server.
Vm It models a virtual machine which is run on

Cloud host to deal with the cloudlet.

Cloudlet It models the Cloud-based application services.
VmAllocation A provisioning policy which is run in datacenter
level helps to allocate VMs to hosts.
VmScheduler The policies required for allocating process
cores to VMs. It is run on every Host in
Datacenter.
CloudletScheduler It determines how to share the processing

power among Cloudlets on a virtual machine. It
is run on VMs.

The application simulates an IaaS provider with an arbitrary
number of datacenters. Each datacenter is entirely
customizable. The wuser can easily set the amount of
computational nodes (hosts) and their resource configuration,
which includes processing capacity, amount of RAM, available
bandwidth, power consumption and scheduling algorithms. The
customers of the IaaS provider are also simulated and entirely
customizable. The user can set the number of virtual machines
each customer owns, a broker responsible for allocating these
virtual machines and resource consumption algorithms. Each
virtual machine has its own configuration that consists of its
hypervisor, image size, scheduling algorithms for tasks (here
known as cloudlets) and required processing capacity, RAM
and bandwidth.

The simulation scenario models a network of a private and
a public cloud (HP's cloud). The public and the private clouds
were modeled to have two distinct data centers. A
CloudCoordinator in the private data center received the user’s
applications and processed (queue, execute) them in a FCFS
basis. To evaluate the effectiveness of a hybrid cloud in
speeding up tasks execution, two test scenarios were simulated:
in the first scenario, all the workload was processed locally
within the private cloud. In the second scenario, the workload
(tasks) could be migrated to public clouds in case private cloud
resources (hosts, VMs) were busy or unavailable. In other
words, second scenario simulated a CloudBurst by integrating
the local private cloud with public cloud for handing peak in
service demands. Before a task could be submitted to a public
cloud (HP), the first requirement was to load and instantiate the
VM images at the destination. The number of images
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instantiated in the public cloud was varied from 10% to 100%
of the number of hosts available in the private cloud. Task units
were allocated to the VMs in the space-shared mode. Every
time a task finished, the freed VM was allocated to the next
waiting task. Once the waiting queue ran out of tasks or once
all tasks had been processed, all the VMs in the public cloud
were destroyed by the CloudCoordinator. The private cloud
hosted 20 machines. Each machine had 2 GB of RAM, 10TB
of storage and one CPU run 1000 MIPS. The virtual machines
created in the public cloud were based on an HP's small
instance (2 GB of memory, 2 virtual cores, and 60 GB of
instance storage). We considered in this evaluation that two
virtual cores of a small instance has the same processing power
as the local machine. The workload sent to the private cloud
was composed of 2,000 tasks. Each task required between 20
and 22 minutes of processor time. The distributions for
processing time were randomly generated based on the normal
distribution. Each of the 2,000 tasks was submitted at the same
time to the private cloud.
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Fig. 6. The relation between cost in USD and the public cloud percentage
(up). The relation between makespan in seconds and public cloud percentage
(down).

Figure 6 shows the makespan of the tasks that were
achieved for different combination of private and public cloud
resources. The pricing policy was designed based on the HP’s
small instances (U$ 0.042 per instance per hour) business
model. It means that the cost per instance is charged hourly.
Thus, if an instance runs during 1 hour and 1 second, the
amount for 2 hours (U$ 0.084) will be charged [25].
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This experiment showed that the adoption of a hybrid
public/private Cloud computing environments could improve
productivity of the healthcare organization. With this model,
organizations can dynamically expand their system capacity by
leasing resources from public clouds at a reasonable cost.

VI. DISCUSSION AND CONCLUSION

Cloud computing is quickly becoming a dominant model
for end-users to access centrally managed computational
resources. Through this work in extending OpenStack, we have
demonstrated the feasibility of providing healthcare users with
access to heterogeneous computing resources using a hybrid
cloud computing model.

Open cloud computing is not only a low cost choice for
implementation but also provides the designer with a vast
number of choices. That low cost solution for resources
allocation can solve both the limited storage space and the lack
of full utilization of computer infrastructure that healthcare
always suffered from. We have to be aware that users'
requirements may be very different and so the optimal
infrastructure will vary. The ability to select suitable resources
from different cloud providers can increase performance and
lower cost considerably. That was achieved using Deltacloud
and OpenShift which offers a communication layer between
web applications, mobile applications and the different cloud
providers. Simulation was an important step to measure the
feasibility of our design and showed better makespan when
public cloud took a higher workload share.
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Abstract—one of the human-computation techniques is games
with a purpose (GWAP) and microtask crowdsourcing. These
techniques can help in making the image retrieval (IR) be more
accurate and helpful. It provides the IR system’s database with a
rich of information by adding more descriptions and annotations
to images. One of the systems of human-computation is ESP
Game. ESP Game is a type of games with a purpose. In the ESP
game there has been a lot of work was proposed to solve many of
the problems in it and make the most benefit of the game. One of
these problems is that the ESP game neglects player's answers for
the same image that don't match. This paper presents a new
algorithm to use neglected data to generate new labels for the
images. We deploy our algorithm at the University of Menoufia
for evaluation. In this trial, we first focused on measuring the
total number of labels generated by our Recycle Unused Answers
For Images algorithm (RUAI). In our evaluation of the RUAI
algorithm we present a new evaluation measure we called it
quality of labels measure. This measure identifies the quality of
the labels in compared to the pre-qualified labels. The results
reveal that the proposed algorithm improved the results in
compared to the ESP game in all cases.

Keywords—ESP game;
computation; crowdsourcing

Games with a purpose; Human

I. INTRODUCTION

There are problems which are difficult to be processed by
computers such as those related to artificial intelligence. These
problems are easy to be solved by the human brain power.
Human computation is the idea of solving difficult problems
using human intelligence. Some of these problems are related
to artificial intelligence (AI) or image recognition.

Games with a purpose (GWAP) are one of the human
computation [1,2]. GWAP are a way to make useful of the
human desire to be entertained. Several GWAP systems have
been proposed for image annotation and commonsense
reasoning. Von Ahn and Dabbish [3] classified GWAP into
three game-structure templates that generalize successful
instances of human computation games: output-agreement
games, inversion-problem games, and input-agreement games.
Yuen et al. [4] added output-optimization game to these three
templates.

ESP game is one of the GWAP systems. ESP game was the
first systems to clarify the advantages of using human
computation and GWAP systems. It is example of output-
agreement games and is a two player’s game for labeling
images [5]. Barnard et al. [6] reported that labeling images has
proven to be a hard problem for computer vision, but it is
something that humans can do easily. It has been shown that
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Arabi Keshk
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the image labels collected through the ESP game are usually of
good quality. Moreover, the game results allow more accurate
image retrieval, help users block inappropriate images (e.g.,
pornographic content), and improve web accessibility (e.g., the
labels can help visually impaired people surf web pages [7]). In
order to humans to label images there must be some sort of
motivation. One type of motivation is entertainment, which is
achieved in the ESP game. In the ESP game the players are
chosen randomly and are assigned the same image. Each player
doesn’t know the other player and the two players can’t
communicate with each other. The only thing they have in
common is the image that they play with. Each player is asked
to give description to that image and has to guess what the
other player is typing for each image to win the game and go to
the next image. Once the two players have entered the same
word, this word becomes the label for the image. The easiest
way for both players to type the same string is by typing
something related to the common image. The round lasts for
2.5 minutes.

During the round the players try to describe as many
images as they can. The players get number of points for each
image they label. If the players agree on 15 images they get a
large number of bonus in points. Once there is a difficult image
that the players can’t agree on they both can press the Pass
button. The game is attached with a scoreboard, with the names
of players with the highest scores. Empirical studies of other
peer-production systems have shown that points are a key
feature in motivating users [8].

One type of GWAP systems and output-agreement games is
ESP game. During the play in the ESP game it appears
anecdotally that people coordinate on the same words, but the
other words are neglected. In this work we are concentrating on
ESP game and on solving one problem of the ESP Game that
the player’s answers for the same image that don’t match in the
same game are neglected. This paper presents a new algorithm
to use these neglected data to generate new labels for the
images.

The rest of this paper is organized as follows. Section II
presents a review of related works on problems of the ESP
game. Section III presents our algorithm to solve the problems
of neglected data in ESP game. The results and simulation
analysis of our proposed algorithm are presented in section IV.
Section V provides conclusions and future work.

II.  RELATED WORK

ESP game is one of the successful applications of the
games that harvest human intelligence and time to solve tasks,
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which is difficult by computer. In this work we will show that,
although the idea underlying the game is an extremely
powerful one, more care needs to be taken in the design as the
game uses only the answers of the players that match and
neglects the other answers.

After analyzing the ESP game we notice the following
problems:

e Informative labels: many of the labels from the ESP
game are redundant and not very informative (“man”
and “guy”). Many labels are generic and not descriptive
(“building” and “terraced house™). Many labels can be
expected and generated automatically (“water”, “blue”,
“sky” and “clouds” are all related)

e How to measure the system’s productivity: Test if the
system is productive and give informative labels with
good quality and acceptable quantity.

e How to select the next puzzle to play with: How to
select the next puzzle (next image to play with) select
one with most descriptions or with least descriptions

In the ESP game there has been a lot of work was proposed
to solve many of the previous problems in it and make the most
benefit of the game. In the next paragraph we try to present
some of the previous work that is proposed to solve the
problems of the ESP game.

Weber et al. [9] notice that the ESP game failed to collect
informative labels so they proposed a language model to
generate probabilities to the next labels to be added given the
pre-added labels as training data. Chen et al. [10] proposed
anew metric called system gain, use analysis to study the
properties GWAP systems and implemented a new puzzle
selection strategy to improve the GWAP systems. Jain and
Parkes [11] presented game theoretic analysis for the ESP
game, and they investigated the equilibrium behavior under
different incentive mechanisms and provided guidelines to
design incentive mechanisms. Von Ahn and Dabbish [3]
suggested a set of evaluation metrics, such as throughput,
lifetime play, and expected contribution, to determine whether
ESP-like GWAP systems are successful. Ho et al. [12] also
notice that the set of labels determined from the ESP game for
an image, are not very diverse, and develop a three-player
version of the ESP game that involves the addition of a
“blocker” to type in words that the other two players cannot use
to match. In this work we address the informative labels
problem and how to generate new labels with no need to extra
un-useful game rounds between players.

III. RECYCLE UNUSED ANSWERS FOR IMAGES ALGORITHM
(RUAT)

After analyzing the ESP game, the previous problems and
there solutions, we found that in some time when the players
play the game they enter informative labels and these labels
when they are not agreed upon they are neglected and trashed.
So the ESP game throws away the unused answers. In this
section, we present the (RUAI) algorithm which recycles the
player’s answers to make use of these informative answers in
the situations where they are neglected as shown in Fig.1 and
Fig.2.

Vol. 4, No. 9, 2013

RUALI Algorithm

Input: images (E), labels (L), answers (A)
Output: labels with new words (L)
For i =1 to count (E) Do
g = count (distinct A for E;)
Forn=1toqDo
C= Ai;
If( count(C) >= threshold ) Do
isExist = false;
For a=0 to count(L;) Do
If(C =L,
isExist = true;
Break;
ENDIF,
at+t;
ENDFOR
If( isExist == false)
Do add Cto L;
END IF
END IF
n++;
ENDFOR
i++;
ENDFOR
Stop

Fig. 1. The RUAI Algorithm.

There are two types of algorithms offline and online.
Online algorithm runs during the game while the players are
playing. Offline algorithm runs after the players finish playing
the game. The RUAI algorithm is categorized as offline
algorithm as it runs on the data from the players after they play
the game not during the game (the algorithm starts to run after
the players finish playing). Also, the algorithm runs on all the
players and their data not only on the two players of the game.
The scenario of algorithm work is done as follow:

Step 1: get all the images, its corresponding answers and its
labels from the database.

Step 2: for each image get all the distinct answers.

Step 3: for each answer calculate the count of its occurrence
and test it against a given number which represent
the number of players that agree on that answer.
This number ranges from 2 to m (threshold).
Threshold is decided by the user when searching for
a given query in the database. When the threshold is
increased it means that the resulted images will be
more relevant to the search query (give me the
images related to the query Q with accuracy X
where Q is the query that the user entered and X is
the threshold).

Step 4: if the count is bigger or equal than the threshold we
will check if the answer is in the labels for that
images if no we will insert the answer as a new label
for that image. If yes go to the next answer.

Step 5: if the count is smaller than the threshold we will go
to the next answers.

Step 6: after iterating between all the answers for this image
we will go to the next image and redo the steps from
2to 5.
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@4—% get all images and data

select image

\ select distinct answers for the image \
e

select answer

select count of occurance of selected answer|

NO

count > threshold

YES

NO

answer exists in

save answer as image ]
ave answer as image label image labels?

NO
end of
answers?

YES

NO
end of
images?

YES

STOP

Fig. 2. Flowchart of the RUAI algorithm.

First we will get all the images E, all it’s corresponding
answers and all its labels from the database. Second, for each
image E; we will get all distinct answers A. For each answer A,
we will calculate the count of its occurrence. After that, we will
test the count if it is bigger or equal the threshold or not. If yes
we will look through the labels L for the image E; to check if
that answer is exist or not. If it doesn’t exist it will be inserted
to the labels L of image E; then go to the next answer, repeat
the previous steps and so on until the end of all image’s E;
answers. BUT if it exists it will go to the next answer for image
E,;, repeat the previous steps and so on until the end of all

Vol. 4, No. 9, 2013

image’s E; answers After the end of all image’s E; answers it
will go to the next image, repeat the steps and so on until the
end of images E.

A. Case study of the RUAI algorithm

This case study illustrates the work of the (RUAI)
algorithm. Suppose there are four players P1, P2, P3 and P4
that are playing the game as shown in Fig.3. P1 plays with P2
and P3 play with P4. The four players are playing on the same
image I1. P1 entered the words B and D. P2 entered the words
A, B and C. As the ESP game the label for the image will be B
and the answers A, C and D will be neglected. The other game
is between P3 and P4. P3 enters the words Z and D. P4 enters
the words A and Z. As the ESP game the label for the image
will be Z and the answers A and D will be neglected. From the
ESP Game the labels for the image I1 will be B and Z as shown
in Fig.4 (a). Now we will perform our algorithm which will
iterate on every image as shown in Fig.4.

In this case study the RUAI algorithm would be performed
on I1. For each distinct answers on that image which will be
(A, B, C, D and Z) test count of occurrence of each distinct
answer against the threshold for now it will be 2. Count of A,
B, C, D and Z will be 2, 2, 1, 2 and 2 as shown in Fig.4 (b).
The labels A, B, D and Z all their counts are bigger than or
equal threshold 2 so all will be labels for the image. But B and
Z are already inserted as labels by the ESP game so the new
labels A and D will be inserting into the database as shown in

Fig.4(c) (d).

P1 P2
Img 1

A
D B

C
new label B

P3 P4
Img 1

S—%

new label Z

Fig. 3. Case study Game scenario

IV. RESULTS AND SIMULATION ANALY SIS

At the beginning we start to get a data-set of images and
labels to work on. A number of crowdsourcing data-sets are
available for research. For example, von Ahn et al. contributed
a list of 100,000 images with English labels from their ESP
Game [13]. We used von Ahn et al. data-set. First, we integrate
only the images to our system and not the labels.
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Image labels

11 B.Z

(a) Theimage and its labels from the ESP game

Distinct answer  count

NODO®>
NNRER NN

(b) Distinct answers for the image I1 and the count of
each answer.

Distinct answer  count
A 2
D 2

(c) Distinct answers for the image I1 with count
>=2(threshold) and not in fig.4(a)

Image labels

11 B,Z,A,D

(d) image and new labels after run RUAI algorithm

Fig. 4. RUALI data table

We deploy our system at the University of Menoufia for
evaluation using Java 1.6 as programming language, Mysql
[14] server as database management server and run the server
over Intel core i7 with 4 GB Ram PC on windows 7-64
operating system.

In this trial, we first focused on measuring the total number
of labels generated by our RUAI algorithm. We sent emails to
the staff of the University. We advertised the system as a free
game and provided a link to the system. Sixteen users signed
up initially (many of them were research students and
demonstrators). The results of the proposed algorithm and the
ESP game are presented in Table 1.

The results show that the total number of images that were
described is 56 images. Total number of answers users entered
was 736 answers. Total number of labels that our prototype of
the ESP Game generated was 155 labels. Total numbers of
labels that our proposed algorithm generated were 198 labels.
So our algorithm generated new 43 labels of the images.

TABLE 1. THE RESULTS OF THE RUAT ALGORITHM AND THE ESP GAME
FOR SIXTEEN USERS.
Method Total Images Total Answers Total Labels
ESP Game 56 736 155
RUAI algorithm 56 736 198

Vol. 4, No. 9, 2013

In our evaluation of the RUAI algorithm we present a new
evaluation measure we called it quality of labels measure. This
measure identifies the quality of the labels compared to pre-
qualified labels.

To compute the quality of labels measure we first compare
the labels results from our RUAI algorithm with the labels in
von Ahn et al. data-set and compute the total number of labels
resulted from the RUAI algorithm which is exists in von Ahn et
al. data-set then calculate the percentage of them. This
computation is done for each image then at the end we compute
the average. The mathematical formula of the quality of labels
measure is illustrated as in (1)

N Iength(LiRUN N Lidata—set)
=1

|ength ( LidatefSEt) (1)
N

Quality of labels measure — |

|_. : Set of labels for image i from von Ahn et al. data-
idata—set

set
Lian :Setoflabels for image I from RUAI algorithm

N : Total number of images
Length: is a function to calculate the length of a given set

The algorithm result’s shows that about 78% of labels in
von Ahn et al. data-set were generated by our RAUI algorithm.
We noticed that in the previous work of evaluating the quality
of the labels is done manually by asking group of people to
describe images and compare the results or by giving them
questions for a given image to know if the labels for that image
are correct. In this paper the evaluation of the label’s quality is
done automatically by using the quality of labels measure
formula. The advantages of using this formula is to reduce the
time and cost.

Due to the time limitation, we did not observe the users for
longer period to give more answers. However, we believe if we
deploy the system to a larger demographic, our algorithm
would produces even more promising results fuelled by the
network effect.

V. CONCLUSION

This paper presents a new algorithm to generate new labels
for the images with no need to extra game rounds. The
algorithm overcame some of the problems in the ESP game by
using neglected player’s answers for the same image that don't
match. Also we present a new evaluation measure which called
quality of labels measure. This measure identifies the quality of
the labels compared to pre-qualified labels. The using of this
measure improved the time and saved the cost. The results of
comparing RUAI algorithm and the ESP game reveal that the
RUALI algorithm is much better than the ESP game in all cases.

In the future work we intend to generate new labels for the
images using the data mining techniques. Furthermore we
intend to evaluate the performance of our algorithm in terms of
its efficiency and scalability.

95|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

REFERENCES

C. Harris and P. Srinivasan , “Comparing Crowd-Based, Game-Based,
and Machine-Based Approaches in Initial Query and Query Refinement
Tasks,” Lecture Notes in Computer Science, vol. 7814, pp. 495-506,
2013.

S. Thaler, E. Simperl and S. Wolger , “An Experiment in Comparing
Human-Computation Techniques,” Internet Computing, IEEE, vol.
16(5), pp. 52-58, October 2012.

L. Ahn and L. Dabbish, “Designing games with a purpose,”
Communications of the ACM, vol. 51(8), pp. 58-67, August 2008.

M. Yuen, L. Chen and I. King, “A Survey of Human Computation
Systems,” Proceeding CSE '09 Proceedings of the 2009 International
Conference on Computational Science and Engineering, vol. 4, pp. 723-
728, August 2009.

L. Ahn and L. Dabbish, “Labeling images with a computer game,”
Proceeding CHI '04 Proceedings of the SIGCHI Conference on Human
Factors in Computing Systems, pp. 319-326, 2004.

K. Barnard, P. Duygulu, D. Forsyth, N. Freitas, D. Blei and M. Jordan,
“Matching Words and Pictures,” Journal Of Machine Learning
Research, vol.3, pp. 1107-1135, 2003.

J. Bigham, R. Kaminsky, R. Ladner, O. Danielsson and G. Hempton,
“WeblInSight : Making Web Images Accessible,” Proceeding Assets '06

(8]

]

[10]

(1]

[12]

[13]

[14]

Vol. 4, No. 9, 2013

Proceedings of the 8th international ACM SIGACCESS conference on
Computers and accessibility, pp. 181 - 188, 2006.

K. Nam, M. Ackerman and L. Adamic, “Questions in , Knowledge iN ?
A Study of Naver ’ s Question Answering Community,” Conference on
Human Factors in Computing Systems, CHI 09, ACM, April 2009.

S. Robertson, M. Vojnovic and I. Weber, “Rethinking the ESP Game,”
Proceeding CHI EA '09 CHI '09 Extended Abstracts on Human Factors
in Computing Systems, pp. 3937-3942, September 2009.

L. Chen, B. Wang and K. Chen, “The Design of Puzzle Selection
Strategies for GWAP Systems,” Journal Concurrency and Computation:
Practice & Experience, vol. 22(7), pp. 890-908, May 2010.

S. Jain and D. Parkes, “A Game-Theoretic Analysis of Games with a
Purpose,” Proceeding WINE '08 Proceedings of the 4th International
Workshop on Internet and Network Economics, pp. 342-350, 2008.

C. Ho, T. Chang, J. Lee, J. Hsu and K. Chen, “KissKissBan: a
competitive human computation game for image annotation,”
Proceeding HCOMP '09 Proceedings of the ACM SIGKDD Workshop
on Human Computation, pp. 11-14, 2009.

ESP Game dataset:
http://server251.theory.cs.cmu.edu/ESPGame100k.tar.gz
MySQL Server http://dev.mysql.com/downloads/mysql/

9% |Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 4, No. 9, 2013

A quadratic convergence method for the management
equilibrium model
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Abstract—in this paper, we study a class of methods for
solving the management equilibrium model. We first give an
estimate of the error bound for the model, and then, based on the
estimate of the error bound, propose a method for solving the
model. We prove that our algorithm is quadratically convergent
without the requirement of existence of a non-degenerate
solution.

Keywords—Management equilibrium model; estimation of
error bound; algorithm; quadratic convergence

I. INTRODUCTION

The management equilibrium model seeks a vector
(x,y") € R™ such that

X 20,y >0,(x)'y =0,Mx' =Ny =Qz" +q, ()

Where M,N e R™", QeR™, geR"™, and there

exists 2 €R'. The model originated from equilibrium
problems in economic management, engineering, etc.
Applications of complementarity problems from the field of
economics include general Walrasian equilibrium, spatial
price equilibria, invariant capital stock, market equilibrium,
optimal stopping, and game-theoretic models, In engineering,
the complementarity problems also plays a significant role in
contact mechanics problems, structural mechanics problems,
obstacle problems mathematical physics, Elastohydrodynamic
lubrication problems, traffic equilibrium problems(such as a
pathbased  formulation problem, a multicommodity

formulation problem, network design problems),etc. 121 For
example, the equilibrium of supply and demand in an
economic system is often depicted as a complementary model
between two decision variables. As another example, the
typical Walras’ Law of competition equilibrium in economic
transactions can also be converted to complementary model

between price and excess demand .

Recently, many effective methods have been proposed to

solve (1)[476]. The basic idea of these methods is to convert
(1) into an unconstrained or a simply constrained optimization
problem. As we known, if the Jacobian matrix at a solution to
(1) is non-singular, then it is guaranteed that the Levenberg-

Marquardt (L-M) algorithm is quadratically convergent (el

Lately, Yamashita and Fukushima have proved that the
condition for the local error bound to hold is weaker than the

non-singularity of the Jacobian matrix "', This motivates the
establishment of an error bound for (1). The establishment of
LCP error bound has been extensively studied (see literature
review [8] ) . For example, Mangasarian and Ren have given
an error bound under the R - matrix condition o1, Clearly, (1)

is a generalization of LCP, which prompts whether or not the
LCP error bound can be generalized to (1). For this reason, we
focus on the establishment of an error bound for (1), design a
smooth algorithm for solving (1) using the error bound, and
analyze the convergence of the algorithm as well as the rate of
convergence.

In section 2, we give primarily an equivalent conversion of
(1). In section 3, using a new residual function, we establish an
error bound for (1) under more general conditions. In section
4, based on the established error bound, we propose a smooth
algorithm for solving (1), and prove that the given algorithm is
quadratically convergent without the requirement of existence
of a non-degenerate solution. Compared with the convergence
of algorithms in [5,6], the condition is weaker.

Now we give some notations. The inner product of vectors
X,y € R"is written asX" Y . Let || - || be the Euclidean norm.

For ease of presentation, we write (X, Y, Z) for column vector
(x",y",2")", and use dist(&, ") for the shortest distance

.
from vector & to a closed convex set @ .

II.  EQUIVALENT CONVERSION OF THE MANAGEMENT
EQUILIBRIUM MODEL

We give in this section an equivalent conversion of (1).
For convenience, let f* 0X,y.,z)e R™™  Then, (1)
can be converted equivalently to the following problem :
Find & such that

AZ">0,BE >0,
(A" (BE) =0, (2)
(M 9_N5_Q)é:* —q :0,

Where A=(1,0,0),B=(0,1,0). Let @ be the set of
solutions of (2) and assume that it is nonempty.
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We have the following conclusion.

Theorem 1.1 Vector (X ,Y ) € R*"is a solution to (1
) if and only if there exists z" = R such that
E =(X',y,2") isa solution to (2).
III.  ESTIMATION OF THE ERROR BOUND OF THE
MANAGEMENT EQUILIBRIUM MODEL

This section mainly establishes the error bound for the
management equilibrium model. First, we give some related
results, the definition of projection operator and it related
properties.

Theorem 2.1 For a given positive constant p , there

exists a constant 77, > O such that

dist(&,0) < nré),véew,
where (&) =| min{AS,BE ||,
w={eR™|(M,-N,-Q)¢ =q}.

Proof. Assume that the theorem does not hold. Then there

&l <p,

exists a sequence {£*}, such that for any positive integer k

, we have
dist(&, ") > kr(&) >0.
That is,
k
Lk)* —> O, K— o0, 3
dist(*, @)

where ék €D and kau < p . Since sequence {ék} is

bounded, and re) is continuous, together with (3) , we

r(&)—0,k >

&
have . In addition, sequence has a

k _
convergent subsequence (3 . Let §k' — &(k; = ),

where gew . We have the following conclusion.

&)
165 =&

Where, [ is a positive constant.

- pk >x). @

On the other hand, from (3) we have
rE) o rE
&5 =& dist(&, @)

This contradicts with (4), hence the theorem is proved. L

— 0(k; = ).

We give in the following the error bound established by
Hoffman """

Vol. 4, No. 9, 2013

Lemma 2.1 For a polyhedral cone
P={xeR"|Dx=d,D,x<d,}
, where D, € R™", D,eR™", d e R', d, eR"™, there

exists a constant C > 0, such that
dist(x, P) <[]l Dyx—d, | +]|(D,x=d,). |[}, ¥x € R".

Now, we also give the definition of projection operator and
its related properties U1 For a nonempty closed convex set
S < R", the orthogonal projection from vector X € R" onto
Sis

P (X) =argmin{|| y—X|[| y €S},
and it has the following property.

Lemma 2.2 For any vectorsU,V € R", we have

IRW-FM<u=v].
Using Theorem 2.1, Lemma 2.1 and Lemma 2.2, we have
the main result.

Theorem 2.2 For any positive constant © , there exists a

constant 77, > Osuch that

dist(&, ") <7, (| (M,-N,-Q)&—q || +r (&), ||€]|< o,

Where (&) =f| min{AS, B& ||.

Proof. For any vector & € R*™' | there exists & € o,

such that | 5_%2”: dist($,®) . From Lemma 2.1, there

exists a constantC, > 0, such that

dist(&,w) <¢, | (M,-N,-Q)¢—q].
Furthermore,

Ir(&)-r@&)ll

= min{A, BE} —min{AZ,BE} |

=[| (A& - P, (A£-B&)-[AE-P, (AE-BE)]|
< AE=E) ||+l (P (AE=BE) - P, (AE-BE))|
< AE-E) [+ (AE-BE)—(AE-BE) ||

<2 AE-&) ||+ BE-BE|
< (2| All+]Bpdist(, w),

Where the second inequality is based on Lemma 2.2.
Combined with the above formula, we have

IT@ IO 1+21 All+] BIDdist(&, @) ()

From (5) and Theorem 2.1, we have
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dist(&, )

< dist(&, )+ dist(&, ") < dist(&, @) +7,r (£)

<dist(§, @)+, [r($) + 2| Al + || BIDdist($, w)]

<[m I Al +]B)+1]dist(&, @) + 17,1 (S)
<[mCIIAl+]B[)+1cd/(M,-N,-Q)&—ql) +mr(&)
<l (M,=N,-Q)¢—q [ +r(S)],

Where 77, = max{[7,(2|| Al| +|| BID+1]c,.7,}. -

In the following we using Fischer function ([12]) to
establish another error bound. Define ¢: R* — R' and

#(a,b)=+/a’ +b* —a—b,Va,beR.

It has the following property:
#(a,b)=0<=a>0,b>0,ab=0,

In addition, Tseng [13) gives the following conclusion.

Lemma 2.3

[2-+/2)]| min(a,b) |< ¢(a,b) |
<2 +2)|min(a,b)|.

For any vectors a,b € R", define a vector-valued function
Y(a,b)=(4(a,,b),d(a,,h,),...4@,,b,)) . Based on this
mapping, (2) can be converted into the following equation

W(AZ BO) j »

(M a_Na_Q)é_q

Clearly, using Lemma 2.3 and Theorem 2.2, it is easy to
have the following result.

D(5) 1=(

Theorem 2.3 For any given positive constant © , there

exists a constant 77, > 0 such that

dist(&,@) <n, | D) || < p-

As function @(X) is not smooth, let ¥, : R — R denote
smooth Fisher-Burmeister function

¥, (a,b)=+a’>+b*+2t> —a-b,

Where 1>0 is a smooth parameter. For ease of
presentation, let

L%, Y, 0 =y (%, Y1)s - P (X, yn))T ’
Where X = (X5, X,) 5 Y = (Y5 ¥i)'»
And p(a,b,t) ='¥,(a,b). We define mapping

F : R*™ % (0,400) = R™™ x (0, 400)

Vol. 4, No. 9, 2013

That is,

['(AZ,BS,1)
F(&,O = (M,-N,-Q)¢-q|.
t

Let F (&) = F(EDTF(ED =[F(ED .

Obviously, & e < (£7,0) is a
F(,t)=0.

Therefore we construct a smooth method to solve
F(&,t)=0, and assume that the set of solutions to

F(ED=0is o .

solution to

First we give the following properties of p(a,b,t) (1]

Lemma 2.4 Function p(a,b,t) has the following
properties:

a)on R*x(0,+00) . function p(a,b,t) is
continuously differentiable, and strongly semi-smooth, that is,
p(a+Aa,b+Ab,t+At)- p(a,b,t)

-V (Aa,Ab, At) = O(Aa, Ab, At),
V(a,b,t) € R* x[0, +0),

Where V € dp(a+Aa,b+Ab,t+At), and Op is the
Clarke generalized gradient of P .

b) V(a,b,t) € R* x(0,+0) )
| 'W(a,b)—p(a,b,t)|
= ¥(a,b)-¥,(a,b) <2 t.

we have

Based on Lemma 2.4, we have the following result.
Theorem 2.4 Function F(&,t) has the following

properties:

a)on R*™ ' x(0,400) . function F(&,t) is
continuously differentiable, locally Lipschitz continuous, and
strongly semi-smooth, that is, there exist constants L, >0,

L, >0, b, > Osuch that
IF(E+ASt+A)—F(E D <L, (A, Ab)

»  (6)

[F(E+ASt+AD)-F(&,1)—H (A, A ||
<L, [(A&AD[, V(& 1) e R™ x(0,40),  (7)
H e OF (£ + A& t+At),
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V(AE,At) e N(0,b))

— (A&, AD) [ (A, A <yt + AL0),
Where OF(&,t) is the Clarke generalized gradient of
F(S.D.

b) For (£°,0) € m,”, there exists a neighbourhood
N((£"0),b,) = {(,D)[|(£,D—(£ 0)|<b,,t >0},
And a constant C, >0, for any

(&0 eN(&,0),b),

We have
dist((&,0), @) <c [|F(&D]. ®)

Proof. The result of (i) follows from Lemma 2.1
directly.

(ii) For any| & [< p, there exists a constant b, >0, such
that

dist(£, @) <7, | () I,
VEeN(Eb)={II£-¢ b},

Let dist(&, ")) =| E—E |, whereE e .
From Lemma 2.4(ii), we have
I[P | =[P () ll[<]| D) - D (S) ]
<{2nt,

(A, BS)

ere O = , for an
Wh t(‘f) ((M’_N’_Q)éj_qj f y

(&0 eN(&,0).,b) = {(EDII(E D (.0 [<b,}

>

We have
dist((£,0),0) <[(&,0) - (£,0) < [¢ -]+t
<, [ D(E) ||+t <7, [| D (&) || +(~/2n7, + Dt
< (N2, + (|| @(&) || +)
<220, + DI D) IF +8)
<\2(2n7, +D|F (D)
where ¢, =+/2(\2n7, +1). LU

2
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IV. ALGORITHM AND CONVERGENCE

In this section, we give a smooth and convergent
algorithm for solving (1), and using the error bound
established in section 2, prove the quadratic convergence of
the given smooth algorithm without the condition of existence
of a non-degenerate solution.

Algorithm 3.1

Step 1: Choose parameters o € (0,1), p>0ande >0
, initial value (&,1)° € R*™™ | and [(&,1)° < p . Let
k=0.

Step 2: Stop if || VF(E*,t“)|[< & otherwise, turn to
Step 3.

Step 3: Choose the Jacobian matrix H* of F(&¥t%),
and let d* = (A", At*) be the solution to the following
strict quadratic programming

min  6%(d)

i )

st. &0 +d| <p, jaf< o

Where
6" (d) 5| F(& 1)+ H'd " +4" [|d II",
K=o || FEEI.
Step 4: Let &' =& + AL¥,

t“=t“ + At*, k:=k+1, tunto Step2.

In the following convergence analysis, assume that
Algorithm 3.1 generates an infinite sequence. We have the
following result.

Theorem 3.1 Assume that Algorithm 3.1 generates a
sequence {(£¥,t*)} . If the initial value is close sufficiently to

{(£°,0)} , which is a solution to F(&t)=0 , then
{dist((fk,tk),a)*)} converges quadratically to 0, i.e.,

sequence {& : } converges quadratically to & € o .

Proof. Let 7:=(&,t) , 7 =(&,0) . For any tiny
0 >0, define

B () (£,1) € R*" x(0,+00),
o0 <s

In the following we prove the theorem in three steps.

2

First we prove the following result.

If 7“ € B, (z) , then
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|d¥| < c.distz*.@”). 0y
[Fe)+ H d| <edist(, o)) (11
Where C, >0,C; >0 are constants.
. —k
Let the closest point in @, to 7" be 7, thatis,
_k . *
| ¢~z ||=dist(z", @) (12)
—k —K
Let d =7%—7 . As d"is the globally optimal solution
to (9) , we have

—k —k
0 (d*)<o"(d =6 -1). (13)
Since ¥ € B,,,(z'), wehave
—k * —k *
Iz =7 [z ="+ =
S||rk—r*||+||rk—r*||é5.

—K N
Hence, 7 € B,(z"). From the definition of £, (8) and (

12) , we have

= o | F() P2 ot dist(e" @)
—k a4
— -2 k 2
=oC " ||z =7 |
Using (12) - (14) and (7) , together with the
definition of 6" (d), we know that

1d* < [1/u 10(d") <[1/u 10 —7)
—[/UNIL F )+ HE (=) P+ 25 =7 ]
/U F( Y+ F @)+ H (=2
Tl LA [ P e P
< {1/[@(2 =7 H} L2 =7 4l =7 |
<{ry /o P = et -7

<{1, /[ o6 |+1} 1" — 7 P<cdist(r*, ")’
WhereC2:{LZZ/I:O'Cl_z:|+l}.Then (10) holds.

From the definition of 8*(d) , we know

| F()+ H*d" |P<6"(d"). (15)
In addition, from (13) , (7) and the definition of

0"(d), we have

Vol. 4, No. 9, 2013

0 (d“) < 6 (" — T ) | F()+F(@)+H (7 =7 |

k kK K2 2 kK K4 k Kk —k oo
tu o -t Sy lle -7 [T+u |l —7 |
(16)

From (6) , we alsohave
—K
p=c||FE@YIP=c||FE)-F@)|’

<ol |77 |
Together with (15) and (16) , we have
| F(r)+Hd" |’<6"(d")
e 7 Eara
<=7 | roll |7 =7

—k
2 k
<, +ol)|z -7 |

—k . *
=cl || -7 |'=cidist(c",®,")*

WhereC, Zafﬁz +ol’, .

Next , for
e B,,,(z), thereexists C, >0, such that

k

any natural number K , if 7",

dist(z*, @) <c,dist(" ", @) an

: k k-1 *
In fact , since 7, 7 €Bj,(r) ., and

* =77 +d*", together with (8) , we have

IFGE " +d) | =[IFE ) +H"d ]
< -FE T +d )+ FEH)+H A
<L fld P
That is,
IFE ™ +d <Ly [[d P
+IFE ) +H )

(18

Using (18) , (8) , (10) and (11D , we know
dist(z*, X)) <c, || F(e9) ||
=¢ |FE T +d“ ]
<L [[d P +¢ [[FGE ) +H |
<c¢, L2 dist(z", @) +ccdist(c, )’
<(cL,c?, +ccydist(z", )

= c,dist(r*, ")’

2
Where €y = C1L2C 2 +Clc3.
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Last, we prove that the condition of (17) holds. That is,
for a positive constant

A=min {5/[2(1 +2¢,)],1 /(204)} , when initial value
r°e€B,(r") , for any natural number K , we have
7 eB,, (7).

We prove the above result by mathematical induction.

When K=0, from the way A is chosen, we know
A<5/2, and then 7° € By, (') . Now assume that

k>0, z" EB&Z(T*), for m=0,1,2,---,K, We prove
in the following 7" € B, , (7).
|7 =" = 7 +d =7
Ko k Kl gkl k
et =7 |+ d < e d T =T ] dE

k— * k k—
e = A+ d

k k
I’ = |+ d™ || <A+¢, ) dist(z", @)
m=0 m=0

where, from (10), the last inequality holds. In addition, since
e 85/2(7*) , m=0,1,2,--- K, together with (17) ,
we have

dist(z", ) <c,dist(z"", @, )’,m=0,1,2,---,k

Hence

dist(z", @) <c,dist(z" ", @)’

< C4C24diSt(Tm_2 , a)t*)zz .........

<c,c?, ¢ dist(z°, @)

< C42m71 I 0 Hzm < C42m7%2m

From the above formula, and the way A is chosen, we

know that A < 1/(204) , AL 5/[2(1+202)] ,
And

k
|7 =77 I A+¢, ) dist(z", @)
m=0

k k
<A+c, . <A+cAdy e A
m=0 m=0
Kk 1 2M—1 0 1 m
SA+CAY | = | <A+6A) | =
o\ 2 moo\ 2
<(14+2C,)A<65/2

Vol. 4, No. 9, 2013

Now Theorem 3.1 is proved. U

NOTE: Theorem 3.1shows that the given smooth
algorithm has the property of quadratic convergence without
the condition of existence of a non-degenerate solution. This is
a new result.

V. CONCLUSIONS

In this paper, we propose an algorithm for solving the
management equilibrium model. Under without the
requirement of nondegenerate solution, we also show that the
algorithm is quadratic convergence based on error bound
estimation instead of the nonsingular assumption just as was
done in [5,6]. This conclusion can be viewed as extension of
previously known result in [5, 6]. How to use the algorithm to
solve the practical management based on the computer, this is
a topic for future research.
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Abstract—in the work we discuss the benefit of using bitwise
operations in programming. Some interesting examples in this
respect have been shown. What is described in detail is an
algorithm for sorting an integer array with the substantial use of
the bitwise operations. Besides its correctness we strictly prove
that the described algorithm works in time O(n). In the work
during the realization of each of the examined algorithms we use
the apparatus of the object-oriented programming with the
syntax and the semantics of the programming language C++

Keywords—bitwise operations; programming languages C/C++
and Java; sorting algorithm

I. INTRODUCTION

The use of bitwise operations is a powerful means during
programming with the languages C/C++ and Java. Some of the
strong sides of these programming languages are the
possibilities of low level programming. Some of the means for
this possibility are the introduced standard bitwise operations,
with the help of which it is possible to directly operate with
every bit of an arbitrary variable situated in the random access
memory of the computer. In the current article we are going to
describe some methodical aspects for work with the bitwise
operations.

As an interesting example of application of the bitwise
operations comes the realised by us algorithm for sorting an
integer array, for which we strictly prove its correctness and the
fact that this algorithm will use operations included in the
standard of the programming language C++. A main role in the
realisation of the algorithm plays the bitwise operations.

II.  BITWISE OPERATIONS

The bitwise operations can be applied for integer data type
only. For the definition of the bitwise operations and some of
their elementary applications could be seen, for example, in [2],
[5] for C/C++ programming languages and in [4], [7] for Java
programming language.

We assume, as usual that bits numbering in variables starts
from right to left, and that the number of the very right one is 0.

Let x and y be integer variables or constants and let z be
integer variables of one type, for which W bits are needed. Let
x and y be initialized (if they are variables) and let the
assignment z = x & y; (bitwise AND), or z = x | y; (bitwise
inclusive OR), or z = x " y; (bitwise exclusive OR), or z = ~x;
(bitwise NOT) be made. For each 1=0,1,2,...,W—1, the

new contents of the 1 -th bit in z will be as it is presented in the
Table L.

TABLE L. BITWISE OPERATIONS IN PROGRAMMING LANGUAGES C/C++
AND JAVA
I -th bit of
X y z=x&y; z=x|y; z=x"y; 7=r~X;
0 0 0 0 0 1
0 1 0 1 1 1
1 0 0 1 1 0
1 1 1 1 0 0

In case that K is a nonnegative integer, then the statement
z = x<<k; (bitwise shift left) will write in the (i +K) bit of z
the value of the K bit of x, where 1 =0,1,...,w—k —1, and
the very right K bits of x will be filled by zeroes. This
operation is equivalent to a multiplication of x by 2k,

The statement z=x>>k (bitwise shift right) works the
similar way. But we must be careful if we use the programming
language C or C++, as in various programming environments

this operation has different interpretations: somewhere K bits
of z from the very left place are compulsory filled by 0 (logical

displacement), and elsewhere the very left K bits of z are filled
with the value from the very left (sign) bit; i.e. if the number is
negative, then the filling will be with 1 (arithmetic
displacement). Therefore it is recommended to use unsigned
type of variables (if the opposite is not necessary) while
working with bitwise operations (see also Example 3). In the
Java programming language, this problem is solved by
introducing the two different operators: z=x>>k and z=x>>>k

(4], [7].

Bitwise operations are left associative.

The priority of operations in descending order is as follows:
~ (bitwise NOT); the arithmetic operations * (multiply), /
(divide), % (remainder or modulus); the arithmetic operations +
(addition) - (subtraction); the bitwise operations << and >>; the
relational operations <, >, <= >= == I=; the bitwise
operations &, and [; the logical operations && and ||.

III. SOME ELEMENTARY EXAMPLES OF USING THE BITWISE
OPERATIONS

Example 1:1 To compute the value of the i-th bit (0 or 1) of
an integer variable x we can use the function:
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int BitValue(int X, unsigned int 1) {
intb=(x& 1<<i)==0)?0:1;
return b;

}

Example 2: 2 Directly from the definition of the operation
bitwise shift left (<<) follows the efficiency of the following

function computing 2", where N is a nonnegative integer:

unsigned int Power2(unsigned int n) {

return 1<<n;

Example 3:3 The integer function f(X)=X% 2"
implemented using operation bitwise shift right (>>).

int Div2(int x, unsigned int n) {
mnts=x<0?-1:1;

/* s =the sign of x */
X = x*s;

/* We reset the sign bit of x */
return (x>>n)*s;

H

When we work with negative numbers we must consider
that in the computer the presentation of the negative numbers is
through the so called true complement code. The following
function gives us how to code the integers in the memory of the
computer we work with. For simplicity we are going to work
with type short, but it is not a problem for the function to be
overloaded for other integer types, too.

Example 4:4 A function showing the presentation of the
numbers of type short in the memory of the computer.
void BinRepl(short n) {
int b;
int d = sizeof(short)*8 - 1;
while (d>=0) {
b=1<<d &n?1:0;
cout<<b;

d--;

}

Some experiments with the function BinRepl are given in
Table II.
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TABLE II. PRESENTATION OF SOME NUMBERS OF TYPE SHORT IN THE
MEMORY OF THE COMPUTER
An integer of type short Presentation in memory
0 0000000000000000
1 0000000000000001
-1 1111111111111111
2 0000000000000010
2 1111111111111110
16=2* 0000000000010000
-16=-2* 1111111111110000
26=242°+2 0000000000011010
26=-2*42°+2) 1111111111100110
41 =2%42%+1 0000000000101001
41 = «(2°4+2°+1) 1111111111010111
32767=2"-1 O111111111111111
32767=-2" 1) 1000000000000001
32768 =2" 1000000000000000
32768 =21 1000000000000000

Compare the function presented in Example 4 to the next
function presented in Example 5.

Example 5:5 A function that prints a given integer in
binary notation.
void DecToBin(int n) {
if (n<0) cout<<'-';
/* Prints the sign - , if n<0: */
n = abs(n);
int b;
int d = sizeof(int)*8 - 1;
while (>0 && (n & 1<<d )=10) d--;
/* Skips the insignificant zeroes at the beginning: */
while (d>=0) {
b=1<<d &n?1:0;
cout<<b;

d--;

}

Example 6:6 The following function calculates the number
of 1 in a given integer N written in a binary notation. Here
again we ignore the sign of the number (if it is negative) and
we work with its absolute value.

int NumbOf 1(intn) {

n = abs(n);
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int temp=0;
int d = sizeof(int)*8 - 1;
for (int i=0; i<d; i++)
if (n & 1<<i) tempt++;

return temp,

IV. BITWISE SORTING

In this section we are going to suggest a fast algorithm for
sorting an arbitrary integer array. And since during its
realisation we are substantially going to use bitwise operations,
we will call it "Bitwise sorting". We will prove that the bitwise

sorting works in time O(N), where N is the size of the array.

This is an excellent evaluation regarding the criterion time. For
comparison below we give some of the most famous sorting
algorithms and their evaluations by criterion time [1], [6], [8].

e Selection sort — works in time O(N?);

e Bubble sort— works in time O(n*) ;

¢ Bidirectional bubble sort (Cocktail sort) — works in

timeO(N%);
e Insertion sort — works in time O(n*) ;
e Merge sort — works in time O(n log n) ;
e Tree sort — works in time O(n log n) ;
e Timsort — works in time O(n log n) ;

e Counting sort — works in time O(N+ M), where m

is a second parameter, giving the number of the unique
keys;

e Bucket sort — works in time O(N).

Notes:

1) Timsort has been developed for
programming language Python[?7].

2) For Counting sort O(N+m) additional memory is
necessary.

3) For Bucket sort O(m) additional memory is
necessary, where m is another parameter, giving the number
of the unique keys, and it is also necessary to have knowledge
of the nature of the sorted data which goes beyond the
functions "swap" and "compare".

use with the

V. PROGRAMME CODE OF THE ALGORITHM

The algorithm created by us, described with the help of
programming language C++, is shown below (algorithm 1).
Due to some obvious reasons, first we create a function which
sorts an array whose elements are either only nonnegative, or
only negative. The second function divides the given array into

Vol. 4, No. 9, 2013

two disjoint subarrays respectively only with negative and only
with nonnegative elements. After sorting each one of these
subarrays, we merge them so that we obtain one finally sorted
array.

Algorithm 1:7 Bitwise sorting.
/* The first function sorts integer elements with the same
signs: */
template <class T>
void BitwiseSort1(T A[],int n){
int t;
/* t - size of the type T in bits */
t = sizeof(T)*8;
T AO[n], Al[n];
/* AQ remembers the elements for which the k-th bit is 0 */
/* Al remembers the elements for which the k-th bit is 1 */
int n0; // size of AO
intnl; // size of Al
for (int k=0; k<t-1; k++) {

/* k - number of the bit. The numeration starts from 0.
Does not check the sign bit */

n0=0;

nl=0;

for (int i=0; i<n; i++){

/* checks the k-th bit of the i-th element of the array: */

if (A[i] & 1<<k) {
Al[nl] = A[i];
nl++;
§

else {
AO0[n0] = A[i];
n0++;
}

}

/* We merge the two arrays. As a result we obtain an array
whose elements if the k-th bit is equal to 0 are at the beginning,
and if it is equal to 1 at the end. */

for (int i=0; i<n0; i++)
Ali] = AO[i];
for (int i=0; i<nl; i++)

A[n0+] = AT[i];
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}

/* The second function sorts the whole array */

template <class T>
void BitwiseSort(T A[],int n){

T Aminus[n], Aplus[n];
/* Aminus[n] - An array with the negative values of A */
/* Aplus[n] - An array with the nonnegative values of A */

int Nm = 0, Np=0;
/* Nm -- number of elements written in Aminus */
/* Np -- number of elements written in Aplus */

for (int i=0; i<n; i++)

if (A[i]<0) {
Aminus[Nm] = A[i];

Nm++;

}

else {
Aplus[Np] = A[i];
Np++;

}

/* Sorts the negative elements: */
BitwiseSortl (Aminus,Nm);

/* Sorts the nonnegative elements */
BitwiseSort1(Aplus,Np);
/* We merge the two arrays: */
for (int i=0; i<Nm; i++)
A[i] = AminusJi];
for (int i=Nm; i<n; it+)

Ali] = Aplus[i-Nm];

VI. EVALUATION OF THE ALGORITHM

As a main disadvantage of the algorithm described by us
comes the fact that it is applicable only to arrays of integers or
symbols (type char). This is because for it we substantially use
bitwise operations, which are applicable only over integer types
of data. But this disadvantage is compensated by its high speed.

As we will see below, algorithm 1 works in time O(N), where
N is the number of the elements which are subjected to sorting.
Except through the multiple experiments which we have

made, with the help of the following theorem we will prove the
correctness of the algorithm created by us.
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Theorem 1:8 During every execution of algorithm 1:7 with
an arbitrary input array of integers, as a result a sorted array is
obtained.

Proof. It is enough to prove that function BitwiseSortl
works so as to fulfill the conditions of the theorem.

Let A={a,,a,,...,a, ,} be an arbitrary integer array

with length N and let A% = {agk’,afk),a,ﬁ'i}} be the array
which is obtained after iteration with number K , where
k=0,1,...,t =2, t =sizeof(T)*8, ie. { is equal to the
number of the bits which every element of A occupies in the
memory of the computer.

Let X be an integer. For every natural number
k=0,1,2,... we define the functions:

1 (X) =X % 2%,

where just like in programming languages C/C++ and Java
the operator % denotes the remainder during integer division.

Apparently £, ,(X) = X if the absolute value of the integer X

can be written with no more than S digits 0 or 1 in a binary
notation. Therefore in order to prove that as a result of the work

of the algorithm the array A"

prove that the array

is sorted, it is enough to

I VAN C e SR C S

is sorted. Applying inductive reasoning, we will prove that
for every S, such that 0 <s <t —1, the array

AD = (1,8, 11,@),... 1,8}

is sorted.

When S = 0 the assertion follows from the fact that during

iteration with number 0 (K =0), A is ordered so that first
come all elements of the array which in their binary notation
end in 0, followed by all elements of the array which in their
binary notation end in 1.

We assume that for a certain natural number S ,
0<s<t—2 thearray

A =t (37, (@), 11, (8)7)}

is sorted. But then analysing the work of the algorithm in
(S+1) -th iteration, it is easy to see that the array A0, which is

obtained from A® taking in the same row only these

clements of A having 0 in bit with number S+1, is a sorted
array. Analogously we prove that the array Al is sorted and in
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bit with number S+1 on each of its elements stands 1. Then
the array

A(SH) = {Ius+l (a(()SH))’ :us+1 (al(s+1))’ ° ’Ius+1 (arES—Jlrl))} ’

which is obtained from the merger of the arrays A0 and Al
where the elements of AO precede the elements of Al, is
sorted. And with this we have proven the theorem.

Theorem 2:9 Algorithm 1 described with the help of
programming language C++ works in time O(N).

Proof. The assertion of the theorem follows from the fact
that in function BitwiseSort] we have only two nested loops. In
the inner loop exactly N iterations are performed, and in every
iteration once the operation & (bitwise conjunction), once the
operation << (bitwise shift left), once the if statement, once the
assignment statement and once the increment statement are
performed. Each of the aforesaid operations is performed in
constant time. The outer loop does t — 2 iterations, where t is
a constant, and in every iteration besides the inner loops there
are also two assignment operations.

Vol. 4, No. 9, 2013

In function BitwiseSort the division of the array into two
disjoing subarrays is performed apparently in time O(N). The

newly obtained two arrays are sorted in total time O(N). The
following merger of the two sorted arrays with total length n
is apparently also performed in time O(N) .
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Abstract—a wireless mesh network (WMN) is cost-effective
access network architecture. The performance of multi-hop
communication quickly reduces as the number of hops becomes
larger. Nassiri et al. proposed a Molecular MAC protocol for
autonomic assignment and use of multiple channels to improve
network performance. In the Molecular MAC protocol, each
node forms a shortest path-spanning tree to a gateway node
linked to a wired Internet. After a tree is formed, the nodes with
an even-numbered depth and an odd-numbered depth are
assigned with the roles of a nucleus and an electron, respectively.
After such roles are assigned, each nucleus selects an idle
channel. However, this protocol has the following drawback;
since the nodes with an even-numbered depth are assigned with
the role of a nucleus, there are many nuclei in the topology. The
number of assigned channels tends to increase, since each nucleus
selects an idle channel that is not currently being occupied by its
neighboring nuclei. In wireless communications networks,
channels are very important resources. Thus, it is necessary to
assign the minimum number of channels as little as possible. To
do so, this paper proposes an efficient role assignment scheme,
which can reduce the number of assigned channels by reducing
the number of nodes assigned as nuclei and preventing nodes
within the transmission range of each other from becoming
nuclei. Based on various simulation results, the proposed scheme
was verified.

Keywords—role assignment; multichannel; mesh network

I. INTRODUCTION

A wireless mesh network (WMN) is a cost-effective access
network architecture. It is a promising wireless technology for
numerous applications. It is gaining significant attention as a
possible way for Internet service providers (ISPs) and carriers
in order to provide wireless broadband service. In WMNs,
nodes are consisted of mesh routers and mesh clients [1]. Mesh
routers have minimal mobility and form the backbone of
WMNs. When a node is within the transmission range of
another node, they are considered as neighbors, and there is a
wireless link between them. Some nodes, called gateways, are
connected to the wired network, which connects the WMNSs to
rest of the Internet.

The packets sent by end users travel through wireless mesh
networks over multiple hops. And gateway nodes relay traffic
to and from the wired Internet. The performance of multi-hop
communication quickly reduces as the number of hops
becomes larger due to intra-flow and inter-flow interferences
[2-4]. This is because a wireless link is shared among
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Hyun Ah Lee
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neighboring nodes.

With a single channel, nodes operate on the same channel.
Therefore, network performance decreases. Nodes can be
equipped with multiple radios and channels. This means there
is a unique frequency used for each wireless hop, and thus
enables separation of wireless collision domain and reduces the
interference and contention. This can significantly improve
network performance without bandwidth degradation.

The design of the MAC protocol is the most likely
challenge in WMNSs. An interesting problem in WMNSs is how
to efficiently utilize multiple channels. Several MAC protocols
for handling multiple channels have been proposed in the
literature [5-17].

The algorithms proposed in [5] select channels for the mesh
radios to minimize interference within the mesh network and
between the mesh network and co-located wireless networks. A
new method for the interference estimation is suggested. All
available channels are periodically monitored by each mesh
node and measured information of internal channel usage and
external interference is shared with mesh nodes within
interference range. Duarte et al. use game theory to design a
systematic approach to utilize partially overlapped channels in
WMNs while minimizing the adverse effect of adjacent
channel interference [6]. In [7], both centralized and distributed
algorithms are presented, which aim to minimize the number of
pairs of links that are interfering. The Molecular MAC protocol
was proposed to organize the mesh network according to the
molecular analogy [8-12]. It divides the network into atoms
with nucleus nodes operating on fixed channels and electrons
that dynamically switch channels between neighbor nuclei.
Electrons can be shared by numerous atoms.

In the Molecular MAC protocol, each node forms a shortest
path-spanning tree to a gateway node linked to a wired Internet.
After a tree is formed, the nodes with an even-numbered depth
and an odd-numbered depth are assigned with the roles of a
nucleus and an electron, respectively. After such roles are
assigned, each nucleus selects an idle channel that is not
currently being occupied by its neighboring atoms with the
assistance from electrons in the same atom.

Since a node with an even-numbered depth is a nucleus in a
spanning tree, the Molecular MAC protocol can support many
nuclei, in which nodes within the transmission range of each
other can be nuclei. The number of assigned channels in the
Molecular MAC protocol tends to increase, since each nucleus
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selects an idle channel that is not currently being occupied by
its neighboring nuclei. In wireless communications networks,
channels are very important resources. Thus, it is necessary to
assign the minimum number of channels as little as possible.
To do so, this paper proposes an efficient role assignment
scheme, which can reduce the number of assigned channels by
reducing the number of nodes assigned as nuclei and
preventing nodes within the transmission range of each other
from becoming nuclei. The proposed scheme adopts the basic
operating principles of the Molecular MAC protocol, though
the role assignment scheme is revised. For role assignment, the
Molecular MAC protocol uses the shortest path-spanning tree,
but the proposed scheme introduces a new metric by
considering three components affecting network performance,
and assigns the role of each node based on it. After the role
assignment in the proposed scheme, nodes assigned as nuclei
select channels with the help of electrons as in the Molecular
MAC protocol.

The paper is organized as follows. We give a brief
introduction of the Molecular MAC protocol and its role
assignment problem in Section II. In Section III, the proposed
scheme is presented in detail. In Section IV, performance
studies are carried out through simulation results. Finally, we
draw a conclusion in Section V.

II. RELATED WORK

This Section is designed to briefly specify the Molecular
MAC protocol and then touch on certain problem relating to
the role assignment.

A. Molecular MAC Protocol

The IEEE 802.11 wireless network functions well in the
infrastructure mode. In addition, it can provide a fair bandwidth
to all users by slightly modifying a channel access method.
Nevertheless, the IEEE 802.11 network may incur numerous
problems on a multi-hop network. The Molecular MAC
protocol expands the IEEE 802.11 network in order to transmit
data packets on the multi-hop network effectively.

Since the IEEE 802.11 access method works well on a
single-hop network, the Molecular MAC protocol divides a
wireless mesh network into different spatially distributed
atoms. Each atom uses a channel not used by other neighboring
atoms. An atom is composed of one nucleus and several
electrons, and a nucleus selects a channel to be used by its own
atom. Any node within an atom“s boundary plays a role as an
electron and belongs to a neighboring atom. An electron
directly communicates with its nuclei; however, since there is
no direct link between electrons, a direct communication
among them cannot be implemented. In addition, due to no
direct link among nuclei, direct communications among them
are also not possible. Therefore, the communication among
neighboring electrons can be handled by nuclei while the
communication among nuclei can be executed by neighboring
electrons.

In the Molecular MAC protocol, each node is assigned with
the role as a nucleus or an electron while each nucleus selects a
channel to be used by its own atom. Accordingly, each node
forms a shortest path-spanning tree to a gateway node linked to
a wired Internet. After a tree is formed, the nodes with an even-
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numbered depth and an odd-numbered depth are assigned with
the roles of a nucleus and an electron, respectively. After such
roles are assigned, each nucleus requests its own electrons for
channel information. Channel information includes a list of
active channels and their activities. A list of active channels
includes the numbers of active channels in the corresponding
electrons” parent atoms. A channel activity is a parameter that
is designed to indicate how many data packets are transmitted
on each channel in the active channel list, which is expressed in
the number of packets transmitted. Requested by a nucleus,
each electron makes up a list of active channels, measures each
channels activities, and accordingly responds to the nuclei.
Then, a nucleus receives certain responses from all neighboring
electrons and accordingly selects a channel according to a
subsequent rule. 1) After a list of active channels is received
from all neighboring electrons, a channel is randomly chosen
out of those non-active channels. 2) If every channel is
currently occupied, a channel with the least activity is selected.
Once a nucleus allocates a channel, its neighboring electrons
use the channel. The corresponding electrons use all channels
allocated by their atoms*nuclei.

Fig. 1 illustrates a fundamental structure of the Molecular
MAC protocol. As shown in the figure, there are 2 atoms, 2
nuclei and 6 electrons. The atom 1 includes the nucleus N1 and
the electrons (E1, E2, E3 and E4), and uses the channel 1. The
atom 2 includes the nucleus N2 and the electrons (E3, E4, ES
and E6), and uses the channel 2. The electrons E3 and E4,
shared by the two atoms, use both channel 1 and channel 2. If a
neighboring atom™s nucleus requests information for the
allocation of a channel, the corresponding electrons transmit
their channel activity information. Furthermore, the electrons
E1/E2, E3/E4 and E5/E6 also transmit the active channel lists
including the channel 1, the channels 1 & 2 and the channel 2,
respectively, to the nucleus. Once all channels are allocated,
communications are processed as follows: As shown in the
figure, when certain data are to be transmitted from E1 to E6,
E1l transmits the data to N1 using the channel 1 while N1
transmits the date back to E3 or E4. Then, E3 or E4 transmits
the data to N2 using the channel 2 while N2 transmits the data
back to E6. The neighboring electrons, E1 and E2, do not
directly communicate with each other but communicate via the
nucleus NI1.

Atom 1

Atom 2

@ Nucleus @ Electron

Fig. 1. Basic architecture of the Molecular MAC protocol

B. Role Assignment Problem

There is a problem in role assignment scheme of the
Molecular MAC protocol. First of all, each node forms a
shortest path-spanning tree to a gateway node connected to the
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wired Internet. After forming the tree, a node of which depth is
an even number is assigned as a nucleus, and a node of which
depth is an odd number as an electron. Since this scheme
prefers the shortest path to the gateway node, the number of
nuclei tends to increase, and that of assigned channels also
increases. In addition, it only takes the even-numbered depth
into account in role assignment. Nodes within the transmission
range of each other can become nuclei, so the channel reuse
ratio is low. Consequently, the number of assigned channels is
increased.

@ Nucleus

Fig. 2. Role assignment problem

@ Electron

@ Nucleus @ Electron

Fig. 3. Example of role assignment with the proposed scheme

Fig. 2 shows a problem of role assignment in the Molecular
MAC protocol. There are 10 nodes in the figure, and node 1 is
a gateway node connected to the wired Internet. Remaining
nodes form a shortest path-spanning tree from node 1 and are
assigned roles. Since the depth of nodes 3, 4, 7 and 8 is an even
number, the role of a nucleus is assigned to each of these
nodes. As the depth of remaining nodes is an odd number, the
role of an electron is assigned to each of them. As shown in the
figure, nodes 3 and 4, and nodes 7 and 8 are assigned as nuclei,
even though they are located within the transmission range of
each other. Thus, this scheme causes the waste of channels.

To solve this problem, this paper introduces a new metric,
and proposes a new scheme of assigning roles to nodes. With
this scheme, it is possible to prevent nodes located within the
transmission range of each other from becoming nuclei, and
allow the number of electrons supported by a nucleus approach
the number which optimizes the network performance. Fig. 3
shows an example of role assignment with the proposed
scheme. It shows that the number of nuclei is reduced from 5 to
3 compare to Fig. 2. Accordingly, the number of assigned
channels is also reduced. More details are described in Section
1.
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III.  PROPOSED ROLE ASSIGNMENT SCHEME

In this paper, we propose a new scheme to solve the
problem of assigning roles to nodes in the Molecular MAC
protocol. The proposed scheme adopts the basic operating
principle of the Molecular MAC protocol without any
modifications, though some parts related to the role assignment
of nodes are modified. In the proposed scheme, a node which
fully meets the following conditions is assigned as a nucleus:
that is, a node with the optimal number of electrons and a node
which can send data of electrons linked to it to a gateway node
in a timely way. And then, to avoid selecting nodes within the
transmission range of each other as nuclei, all nodes located
within the transmission range of the node selected as a nucleus
are assigned as electrons. To do that, we introduce a new
metric, which is called as Expected Transmission Performance
(ETP).

A. Overall Flow of Tree-Forming Process

In the proposed scheme, a node forms a tree to a gateway
node by using the ETP metric. Each node is assigned one of the
following roles: nucleus, electron, unassigned, or candidate
nucleus. When the role assignment is completed, every node is
assigned the role of a nucleus or an electron. An unassigned
node is a node to which the role of nucleus or electron is not
assigned in the tree-forming process. A candidate nucleus
means a node, which has potential of being a nucleus among
unassigned nodes in the role assignment process. Thus, it is
also an unassigned node. In the first stage of making a tree, the
role of every node is unassigned. A gateway node is assigned
as a nucleus in default. The tree-forming process is as follows:

1) Every unassigned node within the transmission range of
the gateway node is assigned as an electron, and forms a tree
to connect to the gateway node.

2) Each electron node assigns every unassigned node
within its transmission range as a candidate nucleus node.

3) For candidate nucleus nodes, ETP metric table as
shown in Table I is made.

TABLE 1. ETP METRIC TABLE

Electron ID Metric Value

In the table, an electron ID is the identity of an electron
which assigns a node as a candidate nucleus node in Step 2.
How to calculate metric values is described in subsection I11.B
in detail.

4) After making an ETP metric table for all candidate
nucleus nodes, a candidate nucleus node with the largest
metric value is assigned as a nucleus.

5) A nucleus node newly assigned in Step 4 assigns every
unassigned node within its transmission range as an electron
and forms a tree by connecting them to itself.

6) The newly assigned nucleus node forms a tree by
connecting to a node with electron ID of the largest metric
value in Table 1.

7) It resets every candidate nucleus node to unassigned
status, and initializes its ETP metric table.
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8) Until the role of nucleus or electron is assigned to all
unassigned nodes, Step 2 to 7 is repeated.

B. Calculation of ETP Metric Value

As a nucleus, the proposed scheme selects a node that has
optimal number of electrons and sends data of electrons to the
gateway node at the maximum data rate. For this end, the
following three conditions shall be met to apply the proposed
scheme. First, a nucleus shall have optimal number of
electrons, because the network performance is deteriorated if
the number of electrons connected to the nucleus is too many
or too few. Second, a nucleus shall be able to send data at high
data rate to connected electrons. Finally, data transmission time
from the nucleus to the gateway node shall be short. To satisfy
the above conditions, the proposed ETP metric is made of the
following three components: NO,,..» DATA... > and TX e -
Each metric component has a value of [0, 1], where ,,1*is the
best and ,0* is the worst. Thus, a candidate nucleus node with
the largest ETP metric value is selected as a nucleus.

ETP metric component NOy,4 is obtained as the number of

unassigned nodes within the transmission range of a candidate
nucleus node. Wireless mesh networks can be implemented
with various wireless technology including 802.11, 802.15,
802.16, cellular technologies or combinations of more than one
type. With the WLAN popularizing, IEEE 802.11 MAC
protocol has been adopted as the de-facto medium access
control of wireless mesh networks. In IEEE 802.11 MAC
protocol, network performance is enhanced following the
growth of the number of nodes with access points, but the
performance is deteriorated if the number exceeds a certain
value. Thus, the number of nodes, which shows the maximum
network performance, is defined as the optimal number of
nodes. When the number of unassigned nodes within the
transmission range of a candidate nucleus node approaches the
optimal number of nodes, NO,,, approaches 1. On the

contrary, if there is a large discrepancy with the optimal
number of nodes, then it approaches ,0“ NO,.is calculated as

follows:

Opt, —n
Opty,

NOy,,=1- ()

where, n is the number of unassigned nodes within the
transmission range of a candidate nucleus node, and Opt, is

the optimal number of nodes. ‘ x\ is the absolute value of x.
When n is two times or more than Opt,, » this metric component
may have a negative value. To avoid this, n is set to2. Opt,, -

When a candidate nucleus node is assigned as a nucleus,
ETP metric component DATA... is calculated by considering

data rates with connecting electrons. The candidate nucleus
node measures the distances to unassigned nodes within its
transmission range and checks the data rate with each node
with the data rate table based on the measured distances. Table
IT shows the relationship between the rate and the distance.
This table is from a reference [18]. Although the reference
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showed the rate based on distance between two nodes, this
paper is expressed the distance between two nodes after
normalizing it. That is, a normalized distance is a value
dividing the distance between two nodes by the transmission
range of a node. Thus, it is expressed as [0, 1].

TABLE 1I. DATA RATE ACCORDING TO THE DISTANCE BETWEEN TWO
NODES IN OPEN ENVIRONMENT IN 802.11B/G
Normalized Distance Data Rate(Mbps)

0.125 54
0.213 36
0.300 18
0.498 11
0.649 6

1.000 1

With Table II, data rates between the candidate nucleus
node and all unassigned node within its transmission range are
checked and average data rate ( Avg,,, ) is calculated as follows:

AVY,... = > Rate, / n ©)

i=1

where, n is the number of unassigned nodes within the
transmission range of a candidate nucleus node, and Rate, is

the data rate between the candidate nucleus node and an
unassigned node i.

ETP metric component DATA,... is calculated by dividing

average data rate by the maximum rate (MAX ) supported by

)
rate
the network as follows. For example, the maximum rate in
Table II is 54 Mbps.

3)

Let us define a gateway transmission time and neighbor
transmission time as the length of time required to send a data
packet from a node to the gateway node and between neighbor
nodes, respectively.

ETP metric component TX,, = is obtained by using the
gateway transmission time and neighbor transmission time.

In Step 5 in subsection III.A, after assigning a candidate
nucleus node as a nucleus, the nucleus node assigns unassigned
nodes within its transmission range as its electrons, and then
connects as a tree. At this time, the nucleus node sends the
gateway transmission time to each electron node. In addition,
each electron node adds the gateway transmission time
received from its nucleus and the neighbor transmission time
between itself and its nucleus. In Step 2 in subsection IILA, it
sends the sum to the candidate nucleus node.

When forming a tree with unassigned nodes, each node
sends the unassigned nodes the gateway transmission time
from itself to the gateway node. When receiving the gateway
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transmission time, an unassigned node sends another
unassigned node the sum of the received gateway transmission
time and the neighbor transmission time from itself to the
previous node.

Let us denote data rate and neighbor transmission time of
two neighboring nodes i and j as Rate, ; and TxTime, = The

relationship between the two is expressed as follows:

TXxTime, i :L 4)
”  Rate,

Now, let us denote TxTime,_, the gateway transmission

time from an arbitrary node n to the gateway node 1. The
gateway transmission time is expressed as the sum of neighbor
transmission times between neighboring nodes, through which
data is passed when sending a data packet from a node to the
gateway node through the formed tree, as shown in the
following expression:

TxTime,_,, =TxTime__, ,, +TXTime,

n-1-l

2
= TxTime,;, 5)

i=n

where, n is an arbitrary node and 1 is the gateway node. n-1, n-
2,..., and 2 are nodes placed on a path from the arbitrary node
to the gateway node in the tree.

2

1 3 4
Fig. 4. Example of calculating TxTimen_)1

Fig. 4 shows an example of the process of calculating
TxTime,_,- There are 4 nodes in the figure, and node 1 is the

gateway node. The gateway node is assigned as a nucleus,
which assigns node 2 located within its transmission range as
an electron and connects to the tree. And then it sends the
gateway transmission time of TxTime, , (= 0) to node 2. Node

2 assigns node 3 within its transmission range as a candidate
nucleus node, and calculates the gateway transmission time (
TXTimez_,l) from itself to the gateway node 1 and sends the

result to node 3. TxTime, .1is 0+TxTime, - Node 3 is assigned

21
as a nucleus, and then assigns node 4 within its transmission
range as an electron and connects it as a tree. It then calculates
the gateway transmission time (
TxTime, ,, =TxTime,_,, + TxTime,,) from itself to the gateway

31
node 1, and sends the result to node 4. In addition, node 4 also
calculates the gateway transmission time (

TxTime, ,, =TxTime,_, + TxTime, 3) and sends the result to the

41 31

next node.
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After every candidate nucleus node calculates the gateway
transmission time, the largest value (TXTimemax) is selected. N

is a set of candidate nucleus nodes.

TxTime,,,, = max TxTime,_,, (6)

ETP metric component TXqime of an arbitrary node n is

calculated by using TxTime,,, s follows:

TXTime =1- % (7)
TxTime,,,,

After calculating three metric components NOyqe >

DATA,...» and TX e the ETP metric value (ETP) is obtained
as follows:

ETP=c- NC)Node + ﬂ : DATARate ty 'TxTime (®)

where, o, g, and y are weighting factors for each metric
component (¢ + 8+ y=1). ETP has a value of [0, 1], where ,]1*
is the best.

IV. SIMULATION RESULTS

In this Section, we discuss the simulation results of the
proposed scheme. To study the performance of the proposed
scheme, we have implemented it. We compare them to the
results of the Molecular MAC protocol. We simulated an IEEE
802.11 network with transmission rates of 54 Mbps for data
packets and of 6 Mbps for control packets such as RTS, CTS
and ACK, respectively. Opt, is 5. «, 3, and y are set to 0.3,

0.3, and 0.4 respectively.

The spanning tree construction proceeds as follows. First,
the network elects a gateway node, which is connected to the
wired Internet. Then, the other nodes construct a spanning tree
rooted at the gateway node. We place the gateway node on the
top-left corner and randomly the other nodes in a simulation

topology.

Main performance metrics of interest are the number of
nuclei, the number of assigned channels, the number of
electrons per nucleus and the number of nuclei per electron.
The number of nuclei is the number of nodes assigned as nuclei
in the simulation topology. The number of assigned channels is
the number of channels assigned to nuclei in the simulation
topology. T

hat is, it is the number of channels required to serve all the
nodes in the simulation topology. The number of electrons per
nucleus is the average number of electrons connected to a
nucleus. The number of nuclei per electron is the average
number of nuclei connected to an electron. All simulation
results are averaged over ten simulations. In the simulation
result, the proposed scheme is expressed as ETP.
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Number of Nuclei

—A—ETP
—*— Molecular MAC

6 N 1 N 1 N 1 N
40 50 60 70 80

Number of Nodes
Fig. 5. Number of nuclei according to the number of nodes

Figs. 5, 6, 7, and 8 show change of network performance
following the increase of the number of nodes used in the
simulation topology. Fig. 5 shows that the number of nodes
assigned as nuclei is increasing linearly in proportion to the
number of nodes. When the number of nodes is 40, about 22%
of the nodes are nuclei in both schemes. As the number of
nodes is increasing, the proportion is decreasing progressively.
Thus, when the number of nodes is 80, about 14.7% of the
nodes are assigned as nuclei in the proposed scheme, while
about 16.9% are in the Molecular MAC protocol. Fig. 5 shows
that the number of nodes in the proposed ETP scheme is
increasing slowly compared to that in the Molecular MAC
protocol, and its proportion is also low.

Fig. 6 shows the number of channels assigned to serve all
the nodes in the simulation topology. In the Molecular MAC
protocol, the number of assigned channels is slowly increasing
following the growth of the number of nodes. When the
number of nodes is 40, about 3.7 channels are assigned; when it
is 80 nodes, 4.8 channels are assigned. However, in the
proposed ETP scheme, it is maintained constantly regardless of
the number of nodes. As explained in subsection II.B, in the
Molecular MAC protocol, each node forms the shortest path-
spanning tree to the gateway node, and a node of which depth
is even numbered is assigned as a nucleus. Thus, as shown in
Fig. 6, the number of nodes assigned as nuclei increases. In
addition, only even-numbered depth is considered in role
assignment, neighboring nodes within the transmission range
of each other become nuclei and use different channels from
each other, the channel reuse ratio is lowered. As a result, the
number of assigned channels increases. However, the proposed
ETP scheme takes the transmission range into account, only a
node separated at an appropriate distance is assigned as a
nucleus. Thus, there is no possibility that a neighboring node
within the transmission range is a nucleus. If two nuclei are
separated at a certain distance, then both of them operate
without a hitch when they are using the same channel. Thus,
the channel reuse ratio increases, and the number of assigned
channels is also grown slowly.
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Fig. 6. Number of assigned channels according to the number of nodes
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Fig. 7. Number of electrons per nucleus according to the number of nodes

Fig. 7 shows the number of electrons connected to each
nucleus following the increase of nodes. As shown in Fig. 5,
when the number of nodes is 40, that of nuclei in the proposed
ETP scheme is 8.6, while that of the Molecular MAC protocol
is 8.7. And the number of electrons is 31.4 and 31.3,
respectively. In average, the number of electrons connected to a
nucleus can be obtained by dividing the number of electrons by
that of nuclei. In theory, the average number of electrons is 3.7
(=31.4/8.6) and 3.6 (=31.3/8.7), respectively. However, Fig. 7
shows somewhat different results: 4.4 and 3.2, respectively.
The cause of such discrepancy is as follows: As shown in Figs.
2 and 3, a leaf node in the tree graph is connected to a nucleus,
though an electron in the middle is connected more than two
nuclei. In this way, an electron in the middle is connected to
several nuclei, so the number of electrons per nucleus counts
some redundant nodes, which makes such discrepancy. As
shown in Fig. 5, the number of nuclei is increasing more slowly
in the proposed ETP scheme than in the Molecular MAC
protocol; thus, the number of linked electrons is increasing
relatively faster.
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Fig. 8 shows the number of nuclei connected to an electron
following the increasing number of nodes. As shown in Figs. 2
and 3, all the electrons are connected to more than one nucleus
to communicate. Therefore, the result value shall be more than
1 in both schemes, though the Molecular MAC protocol shows
a value of less than 1. The cause is as follows: In the Molecular
MAC protocol, a node with even-numbered depth is assigned
as a nucleus. However, exceptionally, a leaf node is assigned as
an electron not as a nucleus, even if it has even-numbered
depth, and then connected to electrons.

That is, the last node with even-numbered depth does not
communicate with the nucleus. When such nodes are
increasing, there is intra-flow interference, which may
deteriorate the network performance. The proposed ETP
scheme follows the operating principle of the Molecular MAC
protocol basically. However, since the proposed scheme
minimizes such nodes, it is able to ameliorate the deterioration
of network performance.

2.0
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sk Y |

Number of Nuclei per Electron

041 —&—ETP
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0.0 . 1 . 1 . 1 .
40 50 60 70 80

Number of Nodes

Fig. 8. Number of nuclei per electron according to the number of nodes

V. CONCLUSION

A wireless mesh network (WMN) is a promising wireless
technology for numerous applications. The Molecular MAC
protocol was proposed by adopting a molecular analogy. In the
Molecular MAC protocol, the nodes with an even-numbered
depth are assigned with the role of a nucleus, it supports many
nuclei. Also, nodes within the transmission range of each other
can become nuclei, so the channel reuse ratio is low.
Consequently, the number of assigned channels increases. This
paper proposes an efficient role assignment scheme, which can
reduce the number of assigned channels by reducing the
number of nodes assigned as nuclei and preventing nodes
within the transmission range of each other from becoming
nuclei.

The proposed scheme introduces a new metric by
considering three components affecting network performance,
and assigns the role of each node based on it. Simulation results
show that the proposed scheme has better performance than the
Molecular MAC protocol.
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A DIY Approach to Uni-Temporal Database
Implementation *
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Abstract—when historical versions of data are concerned for a
MIS (Management Information System) we naturally might
resort to temporal database products. These bi-temporal
products, however, are often extravagant and not easily mastered
to most of MIS practitioners. Hence we present a plain DIY (do it
yourself) solution, the Audit & Change Logs Mechanism-based
approach--ACLM, to meet the uni-temporal requirement from
restoring historical versions of data. With ACLM programmers
can code SQL scripts on demand to trace and replay any
snapshot of historical data version via RDBMS built-in functions,
they need not to shift away from their usual way of coding stored
procedures for data maintenance. Besides, the ACLM approach
is compatible with meta-data change, and its additive overhead
was instantiated imperceptible for throughputs of routine access
with a typical scenario.

Keywords—DIY solution; recurrence; historical snapshot; uni-
temporal database; MIS

L INTRODUCTION

Recent years’ practices in developing web creditable MIS
for numerous users made us all realized that maintaining
enormous records of users-oriented data are an unbearable task
to anybody (individuals or organs). Regarding that it is users or
clients’ own right and responsibility to keep their delivered data
valid and complete, we were looking forward to an interactive
and sharing pattern that all users involved should honestly
maintain their information themselves, which is perhaps the
only workable approach. Then, there comes the risk of abuse of
self-maintenance right. To prevent such a risk we have no
feasible solutions of instant response but can build a final line
of defense by an ex post facto measure that is, logging all
behaviors of maintaining data and offering a facility to restore
or reveal any historical version of concerned data and the
responsible manipulators. Herewith we get to the field of uni-
temporal database application, and might assume products of
temporal DBMS (in short, tDBMS) as a matter of course.
tDBMS products, however, are bi-temporally-oriented, and not
familiar to most of practitioners in ordinary MISs. Even worse,
such products often offer extra functions well beyond need and
bring with much greater complexity and higher cost than
expected. Upon these considerations, we turned to explore an
exercisable and methodological approach (that why we refer to
it as DIY -- do it yourself).

II.  RELATED WORK AND OUR DIRECTION

In realistic applications, data recorded in databases all have
certain time properties either explicit or implicit, at least those
indicate when the data are valid and when they are recorded [6]

* This work is sponsored by Guang-Dong Construction Information Center.

— the former is a time property with data semantics, classified
as the valid-time property, and the latter is a time property with
data operation, categorized into the transaction-time (time of
manipulating data) property. Contemporary RDBMS products
have granted us the ability to straightly store and manage all
relational data including temporal data in the same database,
notice that data’s time property is also a datum. To certain
extent, temporal data is an issue of data versions that concerns
with data recordation at different times. It is not feasible for all
time versions of data are treated in equivalence, since
eventually the ever-increasing amount of historical versions
will become overwhelming on all aspects of data storage and
usage. Approaching such a problem and its related, a study of
temporal DBMS has been developed for decades [1]. Despite
lots of research on tDBMS, practical tDBMS products are rare,
and even more, most of them are in fact an extension of
traditional RDBMS [11], in general developing a tDBMS
application is still a tough and often individualized task for a
MIS (Management Information System) developer team.

In usual practices of developing MIS, we normally design
and develop a database application around usage of the newest
data version, because in default, people much concern with the
current status rather than those historical. If no requirement of
recalling a historical “snapshot” (we use this term to refer to a
picture of data at a historical time), historical statuses of data
will be updated or overlaid by the newest one, and everything
is just simple as usual. But if the responsibilities of conducting
data change is of the concern, e.g., they must be audited or
traced afterwards (a lot of crucial MIS applications have this
requirement), in which historical statuses of data need to be
carefully and explicitly addressed, we actually step in the scope
of tDBMS. Up to now, tDBMS approaches in mainstream, such
as the famous ATSQL2 proposal are conducted in a direction of
treating time properties of data as an abstract or super attribute
with special disposal [10], and they are based on relational data
processing, of which the most concerned are often associated
with their special temporal data type, temporal manipulation on
table or column-level, and dedicated temporal relation
constraints etc. In these practices, accordingly, special time
attribute-oriented extensions to SQL must be introduced to and
well supported by tDBMS. Despite temporal SQL-compliant
research has been very comprehensive these days, however, the
related SQL-level support mechanism, temporal database
model theories, etc., are sophisticated and too much for most of
applications just involved with some plain temporal
requirements as in ordinary MIS. Most of MIS practitioners
would rather treat temporal parts of MIS applications in a
similar way as in ordinary DBMS programming practice, e.g.,
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assigning each intended time property of data into a concrete
data attribute, and so on. Thereby, we prefer a system mode of
“traditional RDBMS” + “software”. Here ,the “software” could
be programs as a part of the hosting application itself, or in an
embedded type as a third-product software product (often as a
middleware), e.g., the well-known TimeDB [12] is a RDBMS-
based embedded middleware for temporal data applications,
TimeDB runs as a frontend to the hosting RDBMS (e.g.,
Oracle) and supports the temporal query language ATSQL2,
where finally ATSQL2 statements are compiled by TimeDB
into (sequences of) SQL-92 statements which are executed by
the underlying RDBMS backend. The pure temporal disposal
part (software) of TimeDB is to interface between the temporal
usages (delivered in ATSQL?2 statements by users) and SQL-92
executions.

As we know, tDBMS products such as TimeDB often store
the transaction-time of data in the same data tuple. Such a
device is inefficient for OLTP (On-Line Transaction
Processing), considering that if data items are frequently
updated, the data table where these items reside will soon be
overwhelmed by historical versions of data, which we figured
as a so-called 99 to 1 % phenomenon, i.e., 99% (symbolizing
most) data records are for past statuses while 1% (symbolizing
a little proportion) for the current or latest status, while most of
accesses to the data table are just for the 1% records. On this
aspect, we believe that many MIS practitioners like us would
rather try an on-hand and less costly scheme than take an
abstruse academic approach or purchase an often too costly or
heavy tDBMS product.

For generality and practicability, basing on the above
consideration and rules of engineering we believe that a good
approach for the issue discussed should be a methodological
one with ease of use or duplication, in the other word, a DIY
(Do It Yourself) type, and which should adopt an outline
pattern of separating historical versions of data from the current
one, and provide guidelines for designing fundamental
maintenance, management and utility services of data. Along
this direction, we start our approach by introducing several key
concepts in a simple but typical example about temporal data
recordation:

P1 = (“John”, 2000, interval 1) | a data record with its valid
time indicating John has a salary of two thousands dollar.

P2 = (P1, 11/5/2012 4:44 PM) | the above data record P1
was created or updated at 11/5/2012 4:44 PM.

The statement from P1 is true only for its valid time period
interval 1, but what from P2 that recorded a fact is always true.
The valid period interval I can be definite as [timel, time2], or
indefinite as [timel, unknown] that spans from timel until
something happens (e.g., John’s salary is changed or he is
dismissed, etc.) when the unknown becomes a certain value.
Generally we are not likely to maintain valid time properties
via an automatic mechanism since they are associated with
concrete semantics of the data they modify, as in the above
simple example, when and how to make the unknown time
known is up to the intelligence of realizing the corresponding
event and its relevancy; but it is different with transaction time
properties since they simply denote a data manipulation event
that can be monitored via certain DBMS built-in mechanisms.
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We doubt in nature there is any universal automatic scheme to
cope well with storage, management and usage of valid time
property of data, despite lots of techniques on related issues. In
the other side, for a real relation object its valid time attribute
and its other attributes are all in an equal position with respect
to relational data theory and application semantics, thus they
could be and should be treated equally if convenient.

Further, we clarify three key facts which are often ignored:
1) the valid-time property of data virtually can only be
actively determined by who understanding the data meaning,
perhaps an intelligent software can do this, but developing an
intelligent software is far beyond the scope of applied tDBMS
research; 2) for web data applications, the responsibility audit
about data manipulation could not be done within DBMS since
conventionally different web users share a common DBMS
account; 3) data structure changes cannot be excluded in real
applications, for instance, adding or retiring a field in a data
table (in practices, a relation is often instantiated as a table of
records, an attribute as a field of record in the table) for one or
other reason is allowable.

Accordingly, we have three keynotes for a feasible tDBMS
implementation: (1) the valid-time property of data should be
considered in the context of data application; (2) the
responsibility audit of data manipulation needs participation
from higher layers of application outside DBMS; (3) a good
implementation mechanism for tDBMS should be compatible
with ordinary structure change of data tables. Following these
guidelines, towards a generic design scheme for tDBMS-
related MIS applications we focus on the transaction-time
property of data (so we call this approach as of the umi-
temporal database implementation) and treat it as a common
attribute [9], this is contrasted with the nowadays so-called
“bitemporal database” [11], i.e., a general temporal database.

III.  V+A FRAME FOR TDBMS APPLICATIONS

Along the above decided direction of investigation, the
underlying thing is to set up a software frame for tDBMS
applications.

Firstly, concerning temporal evolvement of data content we
noticed two main disposals of transaction-time of data: (1)
using self-contained temporal recordation of data manipulation,
often in a vitae form, i.e., each maintenance manipulation on a
data item should append its execution time to all data records
changed, there is no need for additional logging mechanism;
(2) devising dedicated temporal logging mechanism for
recording data manipulation activities, which notes down the
transaction-time in a log separate from the data table.

Secondly, for the sake of practicability we shall take into
account a common phenomenon of meta-data change —
change to the composition of data table’s PK (primary key),
such as using different component fields or altering the data
type of some component fields — which was often ignored by
most of tDBMS approaches.

Thirdly, Application requirements on storing, managing,
and hereby using time properties of data are versatile, but for
usual cases of MIS they can be classified into two types: the
time property that is used frequently or routinely should be
accessed easily, whereas the others without routine usage can
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do with less convenience of access for a much lower cost of
implementation.

Accordingly, we proposed the Vita + Audit (in short, V+A)
frame. The kernel of V+A frame consists of DRB (direct-
retrieval base) + ACLM (audit & change logging mechanism).
DRB is used to store usual data content, i.e., current-status data
and temporal recordation in a vita form for direct accesses of
routine transactions. Contrasting with DRB ordinary services
for direct content access, ACLM is for dedicated audit accesses
regarding data manipulations with transaction time — it keeps
trace of each activity of data manipulation, memorizes into the
change log the data snapshot of the data version just before the
data manipulation exerts on DRB each time, and at the same
time inserts into the audit log a record about what kind of data
manipulation and who makes that manipulation. Under ACLM
we should not miss any historical version of data being audited
though we could not view directly its content in a single SQL
manipulation.

In general, data query operations need not being logged in
the audit log except for applications with extremely high safety
demand since they do not create any new version of data,
neither content of an insert operation needs recordation since it
has no previous version. But the insert operation itself shall be
recorded in the audit log in order to restore historical versions
of data table before the operation timestamp. One main usage
of the audit log is to record the responsible subjects of data
maintenance — the actual operators from client end (terminal
users) instead of those common DBMS accounts on the web
data layer. In convention of software industries, user identity
certification for web applications is fulfilled before calling
functions of web data layer, and normal accesses to a web
DBMS are requested via some shared DBMS account. To log
the identity of a user (who instructed DBMS to execute a data
manipulation) into a record of the audit log, the web user
certification information should be passed into a corresponding
inner procedure of the web DBMS. Manipulation of changing
data content (Update, Delete, or iNsert) and its recordation in
the audit and change logs should be treated within a single
DBMS transaction as an atomic action (either both succeeded
or anything they did will be withdrawn completely afterwards).
Such transactions shall be coherently fulfilled through a stored
procedure of DBMS script on the intermediate layer.

A. Audit Log

For each application the audit log is unitary, it is used in a
way similar to keeping accounts of any change or comment on
any data record of DRB: (1) recording any SQL-update, delete,
and insert manipulation; and (2) logging any responsible
comment on a data snapshot. The former is oriented to generic
syntactic audit while the latter is about important semantic
audit. The audit log in ACLM is application-oriented, i.e., all
data tables from the same application share a unitary audit log.
The structure of the audit log is defined as relation Adt log
described in Table I (data type in this paper are all given as in
Oracle DBMS). Complementarily, a PK specification defined
as relation PK spec in Table II is introduced for all involved
versions of PK structure of each data table from the same
application, where one row of specification is for a member
attribute of a PK.
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TABLE L AUDIT LOG (RELATION ADT _LOG)
Seq. Attribute name Data type Remark
1 Audit ID Varchar(32) The PK attribute
2 D table name Varchar(32)
3 D key value  Varchar2(128) Convert to String
4 timestamp date Time and day
5 comments Varchar2(512)
6  Operation_type Char(1) C/D/U/N
7 Operator_id Varchar(20)
8 signature Varchar(172) ShalRSA
TABLE 1L PK SPECIFICATION (RELATION PK_SPEC)

Seq.  Attribute name Description Data type
1 D table name Be referred in Table I ~ Varchar(30)
2 PK attribute_name PK member attribute ~ Varchar(512)

. Sequence number of _
3 PK_attribute_seq this member attribute Integer>=0
4 Struct Valid S time When this PK structure Date

became valid

Further explanation of the audit log’s definition and related
usage are detailed as follows:

1) The basic design of the audit log is applied directly to
data tables with a single attribute PK (unitary PK). In relation
Adt log, attributes D_table_name is used to store the name of
the data table being audited, D _key value is used to store the
PK value of the data record being audited. As to data tables
without a unitary PK, more additive disposal is needed, see
later in section IV. In relation PK_spec, PK_attribute_seq=0 is
corresponding for unitary PK cases, while PK_attribute_seq>0
for non-unitary PK cases.

2) In fact, all MISs should know the PK composition of
their data tables via something like PK spec in advance of
executing data maintenance. With PK spec we need not
include PK_attribute name in Adt log, which can prevent a
transition dependency <D _table name, PK attribute name>
occurs in Adt _log.

3) To cope with meta-data changes, Struct Valid S time
attribute of relation PK_spec is set to indicate the start time
that a version of PK composition became valid. The expired
time of a valid PK composition is given subsequently by a next
value of Struct Valid S time in sequences for the same data
table.

4) Attribute Operation_type has a set of basic values {D
(Delete), U (Update), N (iNsert)} and an extended value C
(Comment). Attribute Comment is used to record any
responsible literal comment (including endorsement) on the
data record being audited, it is left empty (assigned a null
value) when Operation_type<>C. Value usages of attribute
Comment can be extended and further categorized if needed in
applications, e.g., classified into Censor and Verification, etc.

5) Attribute Timestamp is used to note down the time when
the current audit record was created. To avoid ambiguity it is
stipulated that the time of a web server’s clock be adopted, and
relevantly-logged data changes take effect just after the instant
of Timestamp.
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6) Signature is for storing the result of RSA calculation of
Hash value of objects being signed by terminal users with their
private key [8, 3]. A signed object consists of all content
attributes (except maintenance and auxiliary attributes) of the
data record under audit, and attributes from seq. 1 to 7 in
Adt log. The Hash value of a signed object is computed on the
concatenated contents (all converted into the string type) of
each involved attribute.

7) Any Update manipulation to alter a PK’s value shall be
equivalently decomposed into a Delete manipulation on the
data record with the present PK value, and a subsequent iNsert
manipulation of the updated data record with a new PK value.

Locking a data table during submitting a comment on its
data record could lower the risk of mismatching the comment
with a newer data version that was being created in the same
time. Of course, freezing the data table for the whole process of
comment action can exclude such a risk completely, but which
will bring along with a more serious problem that normal data
maintenance might be blocked for an uncertain (at worse often
rather long) time by some comment activity, and the situation
probably become even worst if the comment right is abused.
Thus we in practice shall set a threshold of time limit for
locking (e.g., 10 minutes) to avoid involving sophisticated
lock/unlock mechanism. Conclusively, we have several more
principles of using audit log:

e Applicable to record verification results in a generalized
form of literal comment.

e To log each behavior of deleting, inserting, updating or
verifying a data record, and the manipulator’s digital
signature about the essential content of the audit record
in the same audit record.

e Separating historical data’s storage, i.e., they are kept
elsewhere (in the change log).

B. Change Log

The direct usage of change log is to record any data version
just before it become outdated, which enables the occurrence of
any historical data snapshots later. We shall record in the
change log the current value of each data attribute bound for a
content change just before the change operation is carried out,
and the change operation being taken shall be noted down in
the audit log at the same time. The data structure of change log
is as defined in Table III, where attribute valbfchg stores the
value-before-change for attribute chgfldname that stores the
name of an attribute undergoing a value change, while the
expiration time of content of valbfchg is indicated by attribute
timestamp from a correlated record (being correlated through
the value of Audit ID) in the audit log Adt log. For example,
Adt log.timestamp="timel", Chg log.chgfldname="name" and
Chg log.valbfchg="John smith" specified that data attribute
name had a value of "John smith" just before time "timel".

The value-before-change of each data attribute (indicated
with the content of chgfldname) that underwent a value change,
except of lob type (Clob/Blob) shall be consistently converted
into the string type and then put in attribute valbfchg. If a
changed attribute is of lob type, its value-before-change shall
be deposited in attribute lob_value while valbfchg is left empty.
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For data attributes of binary lob type, we shall use an additive
attribute ContentType [4] to further specify their content type to
facilitate web applications for presenting such content.

TABLE IIL CHANGE LOG (RELATION CHG_LOG)

Attribute name Description

Audit_ID a PK attribute
Chgfldname a PK attribute
valbfchg Direct value before change
datatype String/clob/blob
Lob_value If dataype=C/Blob
ContentType For lob type data
Hash For lob type data

Chg_act u/D

C. ACLM Operation
The procedure of ACLM operation is outlined as follows:

1) A web service of data maintenance calls a DBMS stored
procedure [7] to execute a dedicated data manipulation (iNsert
| Update | Delete | Comment), noticing that C type operation is
writing to the comment attribute of the audit record;

2) The DBMS stored procedure fulfills the data change on
each target data table and correspondingly inserts a new audit
record into the audit log with the matched type assigned to the
attribute Operation_type within a single transaction,

3) Triggers of each target data table are ignited [7] to
insert corresponding log records into the change log.

This software mechanism is illustrated as Fig.1.

service of data

maintenance a
\3“1.\6« ﬂ
DBMS stored 2 . §
procedure [ Data table &‘L o
S
5

trigger

TOSU | n—

\Q« N .
SO , Hlstor;lcal
\??s @.3\"’ u@} snapshot

Audit log

Change log

Fig. 1. Diagram of tDBMS software operation

Under ACLM, whenever calling a DBMS stored procedure
to fulfill a process of data change (Update, Delete, iNsert) or
data inspection (Comment) it is requested to specify whether to
simultaneously write the audit and change logs, if yes (ACLM
function enabled normally) then the calling program shall also
ascertain the timestamp of logging a record into the audit log
through an interface of the invoked DBMS stored procedure,
regarding that a web server’s clock is adopted, see paragraph 5)
of subsection III.A. Since digital signature can only be made in
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client ends where user private keys are available, and attribute
timestamp in relation Adt log is one of digital signature
objects, thus the client end must get the time of web server just
before user making digital signature. An individual ACLM
operation involves two basic actions: Al — exerting data
changes, and A2 — logging such actions in both the audit and
change logs. We propose not to execute Al and A2 in separate
web services, since combining two web services as a
transaction (all done or nothing) will involve very sophisticated
disposal, e.g., if Al is successful but A2 is not, Al has to be
rolled back, then we have to pay off the cost of rolling back Al
due to A2; and what is more, sometimes (due to poor
communication qualities) we cannot judge if A2 is successful
or not (it might succeed but its reply was lost or simply
delayed), unless we decide according to a time limit, but
specifying a time limit is a trade-off issue, often very subtle.

Thus, we shall request a DBMS to conduct both A1 and A2
via a single web service call, which means whenever
submitting a data change call we should have the companying
signature value prepared for the audit record at the same time
(must in advance obtain the values of timestamp and Audit ID
as parts of content to sign).

The above description implies a sequence of steps for
carrying out a data change manipulation under ACLM: (1) pre-
read content of a target data record to prepare the change
action, (2) get the web server’s time for digital signature, (3)
submit the manipulation request to the hosting DBMS via a
web service, (4) log the manipulation into the audit and change
logs. Here, we have an order of timestamps: timestamp (pre-
read) < timestamp(sign) < timestamp(submit) < timestamp(log).
For better uniform simplicity, timestamp (pre-read) is adopted
to substitute the rest of timestamps. This is because:

(1) it wouldn’t influence consistency of retrospecting
historical snapshots; (2) be competent for re-showing historical
snapshots for cases without demand of extremely precise
accuracy; (3) it is impossible within a one-off web calling to
include into the digital signature a precise time of writing data
table. Regarding that the web server functions as the centrum
of ACLM, it is proper to grant attribute timestamp with the
reading of the web server’s clock.

Note:

1) Triggers of data table need to read contents of attribute
Audit_ID and timestamp from the corresponding record of the
audit log. Each record of the change log correlates to a unique
record of the audit log, whereas each record of the audit log
correlates to a group of records of the change log except those
audit records of non-change type (no changing any existent
data, e.g., insert or comment type), records from both logs are
correlated via values of a common attribute Audit _ID.

2) If a round of data change process begins at a halfway
phase (one or several rounds of data change were executed
before, but none of them are regarded complete, i.e., all of their
execution results are halfway, and saved into their DRB data
table temporarily), then we strongly suggest that only enabling
ACLM logging function for the first round of operation process
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since all midway versions of data change in the same process
transaction need not logging.

3) We shall not enforce ACLM function indiscriminately
for all data tables without considering the additive overhead.
For example, when all historical data versions of a data table
are in fact presented as direct content, there is no need to log
data changes anyway. In developing ACLM for MIS, we
suggest to set up a configuration table of data change audit
individually per application to specify together all involved
data tables and their involved fields whose value’s change need
to be logged.

D. Typical Applications of Audit & Change Logs

1) Restore a record’s snapshot at an audit timestamp

Let’s take a scenario of reverting to a historical snapshot of
data record at an audit timestamp. For data table T, let Ax be
the audit log record with the timestamp s, Kx be the PK value
of Tx’s data record Rx that was audited by 4x at £s. If Ax is of C
type, we have to track down along the time axis to the point (if
any) when Rx underwent a change (update or deletion) after s,
see Fig. 2.

A: 1st deletion of the record
l ﬂ{_, Time axis
No change |

B: 1st update (if any) before A (if any)

ts

Fig. 2. Snapshot Recurrence Scene concerning a Specific Attribute

Create table snapshot(fieldname string not null, value string null, audit/D
string null, chgtime timestamp null);

snapshot_D obj=new snapshot_D(ts, Tx, Kx);

Class snapshot_D {

Var timestamp D_time=null;

Public snanpshot D(timestamp tstamp, string tname, string keyval) {

Insert into snapshot (fieldname) select column_name from cols where
table_name=tname;

Var string audilD=null;

Select min(a.timestamp) into D_time From adt _log a Where
a.timestamp>=tstamp and a.D_table_name=tname and
a.D_key value=keyval and Operation_type="D",

If D_time=null then exit; /* after tstamp Rx was not ever deleted */

Select a.Audit ID into auditID From Adt log a Where a.timestamp=D_time
and a.D_table_name=tname and a.D_key value=keyval and
a.Operation_type="D",

Update snapshot s Set s.value = (Select b.valbfchg from chg log b Where
b.Audit_ID=auditID and b.Chgfldname=s.fieldname);}}

Fig. 3. Recurence of Rx snapshot just before Rx’s first deletion after s

Regarding that Ax’s existence implies Rx existed at s, so
we can restore the snapshot of Rx at zs through the following
processes (be succinct, no datum of lob type is involved here):

Step 1: We shall check if Rx underwent a D type change or
a PK value change after #s — the later is equal to a D type
change being followed by a N type one, since in ACLM it is
implemented by deleting the current record and subsequently
inserting a record with the new PK value — if yes, then we
shall firstly restore the snapshot of Rx just before Rx’s first
deletion after s, e.g., just before point A as in Fig.2.
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snapshot_rollback roll_obj=new snapshot_rollback(ts, obj.D_time, Tx, Kx);

Class snapshot_rollback{

Public snanpshot_rollback(timestamp tstamp, timestamp Dtime, string

tname, string keyval) {

SET ANSI_NULLS OFF;

Create view aud _chg v AS /* (var >= null) == false */

Select a.Audit _ID, a.D_table_name, a.D_key value, a.timestamp,
b.Chgfldname, b.valbfchg From adt log a, chg log b Where
a.D_table_name=tname and a.D_key value=keyval and
a.timestamp>=tstamp and not(a.timestamp>=Dtime) and
a.Operation_type="U" and a.audit_ID=b.audit ID

Update snapshot s Set s.chgtime = (Select min(c.timestamp) From
aud_chg_v ¢ Where c.chgfldname=s.fieldname);

Update snapshot s Set s.auditID = (Select c.Audit_ID From aud chg v c
Where c.timestamp=s.chgtime and c.chgfldname=s.fieldname);

Update snapshot s Set s.value = Coalesce((Select b.valbfchg From chg log
b Where b.Audit ID=s.auditID and b.chgfldname=s.fieldname),
s.value);}}

Fig. 4. Reverting to Rx’s snapshot at time s

The process of this step is illustrated by a procedure as
coded in a pseudo-java+SQL language in Fig.3, where it is
fulfilled by creating a class instance obj=snapshot D(ts, Tx,Kx)
regarding that obj.D_time!=null indicates yes.

Step 2: We shall search the earliest U type change during
[ts, obj.D time) for each attribute of Rx, and roll back
together such a change (if any, e.g., at point B as showed in
Fig.2) for any attribute whose value was changed during [zs,
0obj.D_time) to get the snapshot for Rx at time fs. The task of
this step is illustrated by a procedure as coded in a pseudo-
java+SQL language in Fig.4, where it is carried out by setting
roll_obj=snapshot_rollback(ts,obj.D_time,Tx,Kx),  regarding
that obj.D_time=null means no change of D type was on Rx
after #s, and then nof(a.timestamp>=Dtime) becomes true
accordingly due to Dtime=null.

Notice: different fields of a data record might undergo a
content change at different times. The correctness of executing
SQL scripts in Fig. 3 and 4 (where the procedure of opening
database is omitted) rests with that all audits on the same object
are sequential, i.e., no more than one audit action exerting on
the same object is allowed at the same time.

2) Recuring to a table’s snapshot at arbitrary time

To recur to the snapshot of table Tx at a given time s is to
restore exactly all data records that appeared at £s. Supposed
ACLM has been functioning since zs, and then the recurring
procedure can be outlined as follows:

a) To retrieve those Tx’s records that have not
undergone any change since ts, we have

Si={select * from Tx where (Tx’s PK) not in (select D_key value
from adt log where D_table_name="Tx" and operation_type<>"C" and
timestamp>=ts)}.

b) To restore S,={those Tx’s records that existed at ts
and underwent a change afier ts}, we shall collect the set S, of
any audit record that logged the first change data operation on
the same data record after ts:

Sc={select Audit ID,operation_type from adt log where timestamp in
(select min(timestamp) from adt log where D_table name="Tx" and
operation_type<>"C" and timestamp>=ts group by D_key value)};

and then we exclude those audit IDs whose audit records
logged a N type operation (As to a data record, after #s the first
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change data operation is of N type implies that the data record
didn’t exist at s otherwise it can not been inserted):

S.={select Audit ID from S. where operation_type<>"N"}.

¢) For any audit record Ax whose ID is in S, we restore
the snapshot of the corresponding data record at Ax’s
timestamp through a process described in subsection II1.D.1).
It is easy to prove that VYxeS, (JyeS,) that y logged the first U
or D change of x after ts, whereas YyeS, (Ix€S;) that the first
U or D type change of x after ts was logged by the audit
record with ID = y. As a result of the above process, we can
regain each member of S;. The S;US, is the wanted.

3) Practical simplicity for efficiency

The above applications are generally-oriented that each
time a data record underwent a U type change the ACLM
logged only those attributes that had undergone actual content
change and their values. In practice, however, it was very
clumsy to tell which field’s value of data input interface has
actually been made different from its existent value in a web
submission of data maintenance input, and if such actual value
change is judged within a trigger procedure then the execution
efficiency of the trigger and thereby the hosted DML operation
will be greatly abated. For the sake of simplicity and efficiency,
the data input submitted (if accepted) is directly delivered to
DBMS for an update operation to replace the existent values of
the object attributes respectively without further distinguishing
the existent and new values. In addition, to make easier the
snapshot recurrence we should set ACLM to log all attributes
and their existent values into the change log at the same time
whenever a U type operation encountered though at more cost
of storage space. Such a disposal can save a lot of computation,
regarding that in this way each time an audit record closest
behind to the given time is enough for snapshot recurrence
without bothering to dig out all involved audit records for all
attributes’ snapshots that were logged at different timestamp.

IV. TESTING ACLM’S INFLUENCE ON DBMS OPERATIONS

Applying ACLM means appending certain additional audit
and log tasks to normal DML operations in exchange for the
competence of tracing versions and their responsible persons.
There comes an issue of evaluating additive overheads from
ACLM. Intuitively, we have two plain measurements for this
evaluation: (1) the perceptible performance decline, (2) the
increment in comparative execution time. In fact, as for MIS
applications featuring human-computer interaction it is the
measurement (1) much more suitable than (2) though the latter
is more precise than the former. The perceptible performance
decline can be well evaluated in terms of success ratios of
maintenance operation per unit time for a normal range of
request throughput into the hosting DBMS. On this aspect we
made a succinct test to checkout if the ACLM influence is
acceptable or not: per one minute how many percentage of
update or delete operations succeeded for a large scope of
operations throughput. The data table for test is defined in
Table 1V, its content attributes (Citizen ID num, Reg name,
Reg_text) were under audit of ACLM. For comparison, during
the test twin instances of relation Cer Reg were created such
that one instance is ACLM-enabled while the other is non-
ACLM, and both were exerted hundreds of thousands Update
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and Delete operations. The test results were depicted in Fig. 5

and 6.
TABLE IV. CER_REG
Seq. Attribute name Data type ACLM
1 Citizen ID num Number(18) X
2 Reg name Varchar(32) X
3 Reg text Varchar(1024) X
4 timestamp timestamp
5 Process_Status Char(1)
6 Lock_Person Varchar(32)
7 Operator_id Varchar(20)
8 signature Varchar(172)

For a widely comparison of significance, we simulated a
broad range of data maintenance frequencies covering and well
beyond the statistic scope of page view (PV) of our web site (a
well known industry website in our province) whose home
page was accessed about 350 times per minute (on average the
frequency of home page access corresponds to that of the web
underlying DBMS inner DML request in the case of data
maintenance) at its all time peak -- in Fig.5 and 6 the peak PV
value was indicated by the vertical green line. Both Fig.5 and
Fig 6. actually recorded how many operations were
successfully fulfilled within one minute.
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Fig. 5. Test results on Update (U) operations
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Fig. 6. Test results on Delete (D) operations

As in Fig. 5, both the ACLM-enabled (labeled ACLM) and
ACLM-disabled (labeled non-ACLM) cases had similar
performance lines (all in values of logarithm to base 10) for
Update operations. Their success ratios hold 100% from the
start at lower throughput of data operations up to some
thresholds well above the site peak PV frequency, and then
dropped rapidly as the impact of access throughput became
very heavy. Although the success ratio of the ACLM-enabled
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system dropped relatively earlier, its abrupt decrease point only
came about as the access frequency reached an extremely high
level, say 150,000 times of inner update operations requested
per minute in the test, which is pretty rare for a normal website
and can be referred to as an ultra situation. Fig.6 told the same
thing about Delete operations, where, the ACLM-enabled one
encountered a threshold of success-ratio drop at 70,000 times
of inner delete operations per minute, and the test case should
be referred to as covering ultra situations too. Moreover, the
higher the computing power of server and client ends became,
the less the MIS performance loss from ACLM would be,
regarding that the hardware configuration of the test is quite
low (the hosting Oracle 91 DBMS was mounted on a Dell
PowerEdge2950 PC server -- Xeon E5430 CPU with a 2.66
GHz frequency and 1G memory), all these showed that the
performance decline of routine DBMS operation due to ACLM
is normally acceptable or even neglectable.

V. FURTHER CONCERNS ABOUT ATTRIBUTES OF LOGS

A. Log Attributes’ Minimization

First, relation Adt log cannot be more simple, the reasons
are: (1) attributes other than Audit ID are semantic and all
indispensable to specify a data manipulation; 2) the auxiliary
attribute Audit ID serves as a foreign key in Chg log to
correlate together all data attributes being logged there for the
same data manipulation. Next, it is easy to verify that Adt log
is in the third normal form (3NF), while Chg log is nearly of
3NF except a functional dependency <Lob value—>Hash>.
Although <Lob_value—> Hash> brings some redundancy (a list
of Hash result), it in return offers a well-balanced performance
or efficiency in the value comparison of judging if the content
of lob type attribute underwent an actual change, regarding that
a lob type attribute could have an unlimited variety of content
data sequence length, but it can be stood for by its fixed length
Hash value in comparison computing.

B. Logs Construction’s Completeness

The proposed audit & change logs enable restoring any data
record’s value (if existed) at an arbitrary given time ts for data
tables under ACLM governing: at first with them we can check
if the data record underwent a change manipulation after zs; if
no, the current status of the data record is the wanted, otherwise
we can take steps as described in subsection II1.D.1) to restore
the data record’s value at ts.

C. Compatibility with data structure change

First, adding or retiring a non-PK attribute would make no
difference on restoring historical snapshots since the name and
value of newly added or historical attributes had been recorded
in attribute chgfldname of chg log if they underwent a value
change. Secondly, altering data type of a non-PK attribute
would not mislead comprehension of the relevant record
content (if any) logged by the change log, since the attribute’s
previous content was always recorded in a uniform type of
character string (via toString translation) each time the attribute
content underwent a value change. Besides, an alteration of
data type without change content is of application-specific
disposal which is none of the business of ACLM. Notice:
normally retiring a data table field means that the field is no
longer maintained but its previous values are still kept there.
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Similarly we can elucidate that ACLM still performs its
normal functions when data tables undergo a structure
alteration in their PK attributes (attributes were added or
retired, or their data type were changed) with the
complementary PK structure specification from relation
PK spec (see Table II). So, ACLM is compatible with data
structure or meta-data change.

VI. HANDLE PRIMARY KEY OF MULTI-ATTRIBUTES

The above ACLM solution has a precondition: all data
tables governed must have a unitary-attribute PK. In practices,
it is the INF [2] instead of a unitary-attribute PK that shall be
the minimal requirement for relational schema designs, i.c.,
there is a PK (probably with multiple attributes) to exclude
duplicate rows -- under INF at least all attributes together can
uniquely fix on an instance of tuple. As to a data table without a
unitary-attribute PK we shall introduce an artificial attribute to
stand in as a unitary-attribute PK — named the Stand-In
Unitary key, in short SIU key. Here, we propose two ways to
set up an SIU key:

A. Map Multi-attributes into a unitary one

Let PK=(F,F,
of all attributes from the PK, where the subscript numbers are
defined by the PK attribute seq in relation PK spec regarding
the PK_attribute_name (see Table II). If Vj (chr(d) ¢ str(F,))

and Vj (F; <>str(F,)) we have

,-+-,F,), which is an ordered tuple of names

(F,E, - E) <> str(F) + i(chr(d)mr(l:,)) =SIU .

J=2

Where, chr(d) denotes the character whose decimal ASCII
code is d providing that chr(d) shall not appear in content of
any involved relation attributes on high level MIS applications,
“+” is the concatenating operator of character string, str(X) is
the function that converts the value of variable X into a
character string, “ «<» ” stands for a one-to-one mapping
relation. Normally we choose d=24 for chr(24) is a non-
printable character for a cancel signal in hardware control.
Further, we recommend to turn SIU into a fixed length by Hash
(SIU) for a better space efficiency and well balanced
performance of comparative computation. Often a hash
algorithm named SHA/ is adopted to map different SIU values
into distinct strings of 40 hexadecimal characters.

B. Create a DBMS self-maintained field as SIU key

Such built SIU key is normally self-incremental, it can label
distinctly data records existed, and grant each newly inserted
data record with a unique identity. In semantics, a SIU key is
equal to its original PK for all Update manipulations except
those altering any existent PK value. Whenever a data record
underwent first a Delete and subsequently an iNsert operation
(an equivalence of the Update operation altering an existent PK
value), it will be assigned a new SIU key value different from
its previous ones.

In this sense, any audit record of N type does not link to a
historical snapshot of the data record it audited with respect to
the PK value of that data record, because the PK value of the
newly-inserted data record should not appeared before (the
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audit timestamp). As usual, the audit records of N type are used
to exclude data records that are inserted after a given historical
time in restoring the historical snapshot of a whole data table
from its current status. But for restoring a specific data record
with a given PK value (each member attribute value is given) at
a given time it turns to be rather clumsy: we need to search the
change log thoroughly for any Audit ID value that is with each
member attribute of the PK in change log records, and each
member attribute from these records at least matched one time
with their given value, this is because we don’t know directly
the SIU value at that given moment. But, if ACLM is merely
oriented to the time property of data maintenance and historical
snapshots of data table, this SIU key approach is to some extent
simple and feasible.

VII. DISCUSSION AND CONCLUSION

The ACLM function is based on two basic conditions: 1)
accurately logging all timestamps of maintenance operations
that should be governed by ACLM and values of each involved
attribute of the object data record just before each operation of
change data; 2) being able to correlate together the values of all
member attributes in the data tuple of snapshot. As illustrated
in section III, the design and application of audit and change
logs themselves have directly satisfy the second condition, and
such a condition would be hold met ever since it was satisfied
since both the audit and change logs permit only Insert-SQL
maintenance manipulations; while the first condition is met by
enabling DBMS trigger mechanism [5] that surely captures any
event of maintenance operation.

Under ACLM we can flexibly program SQL scripts to
recall any historical snapshot without difficulty. Compared with
those powerful but extravagant tDBMS products, our ACLM-
based solution is eco