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Editorial Preface 

From the Desk  of Managing Editor… 

It is our pleasure to present to you the October 2014 Issue of International Journal of Advanced Computer Science and 

Applications.  

Today, it is incredible to consider that in 1969 men landed on the moon using a computer with a 32-kilobyte memory 

that was only programmable by the use of punch cards. In 1973, Astronaut Alan Shepherd participated in the first 

computer "hack" while orbiting the moon in his landing vehicle, as two programmers back on Earth attempted to "hack" 

into the duplicate computer, to find a way for Shepherd to convince his computer that a catastrophe requiring a 

mission abort was not happening; the successful hack took 45 minutes to accomplish, and Shepherd went on to hit his 

golf ball on the moon. Today, the average computer sitting on the desk of a suburban home office has more 

computing power than the entire U.S. space program that put humans on another world!! 

Computer science has affected the human condition in many radical ways. Throughout its history, its developers have 

striven to make calculation and computation easier, as well as to offer new means by which the other sciences can be 

advanced. Modern massively-paralleled super-computers help scientists with previously unfeasible problems such as 

fluid dynamics, complex function convergence, finite element analysis and real-time weather dynamics. 

At IJACSA we believe in spreading the subject knowledge with effectiveness in all classes of audience. Nevertheless, 

the promise of increased engagement requires that we consider how this might be accomplished, delivering up-to-

date and authoritative coverage of advanced computer science and applications. 

Throughout our archives, new ideas and technologies have been welcomed, carefully critiqued, and discarded or 

accepted by qualified reviewers and associate editors. Our efforts to improve the quality of the articles published and 

expand their reach to the interested audience will continue, and these efforts will require critical minds and careful 

consideration to assess the quality, relevance, and readability of individual articles. 

To summarise, the journal has offered its readership thought provoking theoretical, philosophical, and empirical ideas 

from some of the finest minds worldwide. We thank all our readers for their continued support and goodwill for IJACSA.  

We will keep you posted on updates about the new programmes launched in collaboration. 

Lastly, we would like to express our gratitude to all authors, whose research results have been published in our journal, as 

well as our referees for their in-depth evaluations. 

We hope that materials contained in this volume will satisfy your expectations and entice you to submit your own 

contributions in upcoming issues of IJACSA 

Thank you for Sharing Wisdom! 
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 Abstract—Data Grid is an infrastructure that manages huge 

amount of data files, and provides intensive computational 

resources across geographically distributed collaboration. To 

increase resource availability and to ease resource sharing in 

such environment, there is a need for replication services. Data 

replication is one of the methods used to improve the 

performance of data access in distributed systems by replicating 

multiple copies of data files in the distributed sites. Replica 

placement mechanism is the process of identifying where to place 

copies of replicated data files in a Grid system. Choosing the best 

location is not an easy task. Current works find the best location 

based on number of requests and read cost of a certain file. As a 

result, a large bandwidth is consumed and increases the 

computational time. Authors proposed a GA-Based Replica 

Placement Mechanism (DBRPM) that finds the best locations to 

store replicas based on five criteria, namely, 1) Read Cost, 2) 

Storage Cost, 3) Sites’ Workload, and 4) Replication Site. 

Keywords—Data Grid; Data replication; distributed systems; 

Replica placement mechanism; GA-Based Replica Placement 

Mechanism 

I. INTRODUCTION 

Data Grids [1, 2] is an infrastructure that deals with huge 
amount of data to enable grid applications to share data files in 
a coordinated manner. Such an approach is seen to provide fast, 
reliable and transparent data access. Nevertheless, the approach 
is considered as a challenging problem in grid environment 
because the volume of data to be shared is large despite of 
limited storage space and network bandwidth.  Furthermore, 
resources involved are heterogeneous as they belong to 
different administrative domains in a distributed environment. 

However, it is unfeasible for all users to access a single 
instance of data (e.g. a data file) from one single organization 
(e.g. site).  This would lead to the increase of data access 
latency. Furthermore, one single organization may not be able 
to handle such a huge volume of data by itself. Motivated by 
these considerations, a common strategy is used in data grids as 
well as in distributed systems, and is known as replication. 
Replication vouches the efficient access without large 
bandwidth consumption and access latency [3-9]. Replication 
technique is one of the major factors affecting the performance 
of data grids [10]. Creating replicas can reroute a client 
requests to certain replica sites and offer a higher access speed 
[11]. 

Replication is also bounded by two factors: the size of 
storage available at different sites within the Data Grid and the 

bandwidth between these sites [12].  Furthermore, the files in 
Data Grid are mostly large [13, 14]; so, replication to every site 
is infeasible. Therefore deciding on the optimal locations to 
host a certain popular files is needed, in order to reduce the 
bandwidth consumption of the network. In this paper a GA-
Based Replica Placement Mechanism (GARPM) propose by 
which the process of placing files in grid sites can be done in 
optimal or near-optimal manner. Authors  present an adaptive 
genetic algorithm that solves the replica placement problem in 
data grid. The proposed mechanism considered as a long-term 
optimization technique that has two direct improvements on the 
performance of data grid. One is to optimize data access which 
leads to shorter execution time by considering the read cost of 
files; and the other one is to optimize the network bandwidth, 
which can avoid network congestion with the sudden 
frequently required data by considering workload of grid sites 
and distribution of current replicas. 

The GARPM addresses the problems of current replication 
mechanisms which could be epitomized in two points: 

A large amount of network bandwidth is consumed 
resulting from a bad utilization of the network by the existing 
systems [11, 15-22] . As a result of bad utilization of network 
bandwidth will lead to increasing of the job execution time [17, 
23-27].  The proposed work is expected to minimize network 
bandwidth consumption and reduce job execution time. The 
rest of this paper is structured as follows. Section 2 provides a 
brief description on existing work in replica placement 
mechanisms. Authors include details of our proposed 
replication mechanism in Section 3 and provide a numerical 
example that explains how the proposed mechanism works in 
Section 4. Finally, conclude the paper in Section 5. 

II. RELATED WORKS 

There are many studies in the literature that concern replica 
placements issues. Chin-Min Wan et al. [19] proposed a replica 
placement scheme that tries to overcome the bottleneck caused 
by increasing the downlinks, which are occurring at the same 
time. The proposed strategy chooses the best site to host the 
replica according to the evaluation result based on the number 
of user request and transmission cost.  

The purpose of the strategy is to replicate the file to a site 
that provides minimum average transmission cost. 
Transmission cost is defined to be inversely proportional to 
bandwidth, and the site that provides the minimum average 
transmission cost is selected. 
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Following the bandwidth aspect, [28] proposed a dynamic 
replication strategy, called Bandwidth Hierarchy based 
Replication (BHR) to reduce access time by avoiding network 
congestion. BHR reduces the time taken to access and transfer 
the file. It places a replica at a high bandwidth location. 
However, such an approach only considers transmission cost 
and does not guarantee to minimize the overall cost. 

A load balancing replication strategy has been proposed by 
[21], where the most frequently accessed file is placed closed 
to the users and the decision of replica placement is made 
based on the access load and the storage load of the candidate 
replica servers and their sibling nodes. In relation to this, [29] 
discussed various replication strategies namely; 
MinimizeExpectedUtil, MaximizeTimeDiffUtil, 
MinimizeMaxRisk, and MinimizeMaxAvgRisk while 
considering the utility and risk indexes, and making the replica 
placement decision by optimizing the average response time. 
They concluded that considering both current network state and 
file requests are better than considering the file requests alone. 

Meanwhile, the work on dynamic replication algorithm by 
[22] had resulted in a Popularity Based Replica Placement 
(PBRP) algorithm for hierarchical Data Grids. The idea behind 
PBRP is to place replicas as close as possible to those clients 
that frequently request data files. Further work by [30] 
presented a dynamic replica placement in multi-tier Data Grid 
that categorized the files based on their access frequency into 
two groups: 1) Most Frequent Files (MFF) that are replicated 
and placed at the parent node of their respective best clients, 
where the best client for a file is a client which generates the 
maximum request for that file, and 2) Least Frequent Files 
(LFF) that are placed at one tier below the root of the Data Grid 
along the path of their best client. In [31], a dynamic placement 
algorithm was proposed that takes into account the dynamicity 
of sites in the Data Grid, since a site can at any time leave the 
grid and possibly join again later. Thus, two parameters were 
investigated: the request number for each file by each site, and 
utility of each site that involves the number of times the site did 
not answer to a file request due to its absence from the grid. 

On the other hand, the authors in [23] suggested a model 
that provides a function that evaluates the placement of replica. 
The objective of this function is to maximize the difference 
between the replication benefits and replication cost (storage 
cost and transfer time). The benefit is the reduction in transfer 
time to the potential users, the storage cost is the storage cost at 
the remote site, and the transfer time is the duration from the 
current location to the new location. Yet, site workload is not 
considered, thus the system will not guarantee to perform well 
with increasing of running jobs. 

Ruay-Shing et al. [17] proposed a dynamic replication 
mechanism that replicates a popular file to suitable site 
according to the access frequencies for each file that has been 
requested. Access frequency is an essential parameter that 
should be taken into account when determining replica 
placement. However, some important parameters such as 
overall cost (i.e. storage cost and read cost), distance and 
availability should not be neglected; otherwise the overall 
system performance is degraded. 

III. REPLICA PLACEMENT STRATEGY 

In previous work [32], authors proposed a replica creation 
model that evaluates the files based on the exponential and 
dependency level of files in grid system. Each file in the 
system is evaluated and given a File Value (FV). The main 
goal of our previous work [32] was to identify  file that need to 
be replicated (also known as popular files). Details on such 
approach can be seen in [32]. In this work, we are pursuing to 
identify sites that best to host the newly created replicas.  Thus 
assume that the popular file already determined and authors use 
their values in this work 

The GA-Based Replica Placement Mechanism (GARPM) 
finds location sites to place the newly created replicas, such 
that the total Read Cost (RC) is minimized, which is defined as 
[26] the cost of transferring data file from the underlying site to 
the remote sites. The best locations are the sites that provide 
the best service to all other sites and users in the grid system.  
In users’ perspective, the best sites are located as close as 
possible to the sites that most potentially request the underlying 
replicas. This improves the geographical locality of the sites, 
which consider files that requested by the sites are likely to be 
requested by nearby sites [33]. However, in sites’ perspective 
the best sites are located as far as possible from the replication 
sites that never request the underlying replicas. Hence, 
choosing the best location sites depends on four parameters: 1) 
Storage cost, 2) Read cost, 3) Sites’ Workload, and 4) 
Replication Sites. 

1) Storage Cost (SC): RC is the cost of storing a file at a 

certain site [23-26, 34]. The storage cost might reflect the size 

of the file, the throughput of the site, or the fact that a copy of 

the file is residing at a specific site. In this context the storage 

cost is the storage space used to store data, and can be 

computed as following equation [33]: 

𝑆𝐶 =
𝐹𝑖𝑙𝑒 𝑆𝑖𝑧𝑒

𝐹𝑟𝑒𝑒 𝑆𝑝𝑎𝑐𝑒
                             (1) 

Where, 
Free Space: is the current available space of the underlying 

storage site 

2) Read Cost (RC): RC is the cost of transferring data file 

from the underlying site to the remote sites [26], and can be 

computed as: 

𝑅𝐶 =
∑ 𝐹𝑉𝑠𝑖

×𝐹𝑇𝑇 𝑛
1

𝑚
                (2) 

     

Where, 

𝑛: The total number of the sites in the grid. 

𝑚:Number of sites that request the replica from the underlying 

site. 

𝐹𝑉𝑠𝑖
: The file value with respect to the specific site si, which 

could be computed as: 

𝐹𝑉𝑠𝑖
=

𝑁𝑂𝑅𝑠𝑖

𝐹𝑖𝑙𝑒 𝑉𝑎𝑙𝑢𝑒
                  (3) 

Where, 

𝑁𝑂𝑅𝑠𝑖
: Number of request for a file from a specific site si  

𝐹𝑇𝑇: is the data transmission time, and depends on the size 
of the file and the current network bandwidth of the link 
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between the two underlying sites. FTT is computed as in the 
following equation [26]: 

𝐹𝑇𝑇 =
𝐹𝑖𝑙𝑒 𝑆𝑖𝑧𝑒

𝐵𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ
                               (4) 

3) Sites’ Workload: The workload of the site is defined as 

the number of request that can be satisfied by the underlying 

site  [24, 35]. The candidate site should not exceed a specific 

amount of workload that is assigned to it. 

4) Replication Sites: Replication site is the site that is 

hosting the replica of the underlying file. Replication site 

influence the candidate sites. The candidate site should be 

located as far as possible from the replication sites, because of 

two main reasons: 1) the replication sites itself never request a 

replica that is already stored on it, 2) the load need to be 

distributed. 
The proposed strategy, namely GARPM, combines the four 

parameters together in order to make the decision on the 
placement of replicas, according to the following steps: 

1) Calculate the storage cost of the popular file by 

applying equation 1; 

2) Calculate the transfer time of the popular file by 

applying equation 4; 

3) Identify the sites that could be excluded from being 

candidates sites to hold the replicas, and those sites have the 

following characteristics: 

a) already stored the replicas in their storage elements 

(Replication Sites), 

b) already exceeded their maximum workload, and 

c) have a direct connection to replication sites; 

4) Calculate the RC of each candidate site by applying 

equation 2; 

5) Up to this step, we are given the number of copies to be 

created of a popular file, and a set of candidate sites with 

associated read cost. Our goal then to fine the best sites to host 

the certain number of copies, so as to optimize the total read 

cost.  

IV. GA-BASED ALGORITHM 

Genetic algorithms (GA) are an evolutionary optimization 
approach which is an alternative to traditional optimization 
methods [36]. The effectiveness or quality  of a GA (for a 
particular problem) can be judged by its performance against 
other known techniques – in terms of solutions found, and time 
and resources used to find the  solutions [37]. moreover, GA 
has shown itself to be extremely effective in problems ranging 
from optimizations to machine learning [38]. An important 
advantage of GA is that they search for the optimal solution by 
examining only the overall all valuation of a solution; they 
require no specific problem related information for their search. 
i.e. it is a blind search [39]. 

In general GA search strategy consists of the following steps: 

1) Generate initial population (Initialization): generate 

random population of n chromosomes 

2) Evaluate fitness: evaluate the fitness of each 

chromosome in population 

3) Create new population: create a new population by 

repeating the following steps until the new population is 

complete: 

a) Select two parent chromosomes from the population 

according to their fitness ( the better fitness the bigger chance 

to be selected) 

b) Crossover the parents to form a new offspring 

(children) 

c) Mutate new offspring at each locus 

d) Place the new offspring in the new population 

4) Replace: use the new generated population for further 

run of algorithm 

5) Test: if the end condition is satisfied, stop and return the 

best solution in the current population 

6) Loop: go to step 2. 
GA begins with an initial population represented by 

chromosomes. Chromosome is a set of solutions from one 
population. It can be taken and In general when apply the GA 
replica placement problem, the algorithm will works as 
following: at the first we start with a random initial population 
𝑃0.  𝑃0 = [𝑘1, 𝑘2, 𝑘3, … 𝑘𝑛] 

The size of initial population is n chromosomes. Each 
chromosome si of this population consists of n binary bits or 
(sites). 

𝑘𝑖 = [𝑠1, 𝑠2, 𝑠3, … 𝑠𝑛] 𝑤ℎ𝑒𝑟𝑒 𝑠𝑖 ∈ {0,1} 
Therefore each bit (site) of a chromosome can be either 

included (si = 1) or excluded (si = 0) from being a candidate 
to host one replica. Number of bits in each chromosome has to 
be same as number of sites in the grid system, as each bit 
represent one site. Moreover, number of ones in each 
chromosome must be equals to number of copies that are 
created of the popular file. Example of possible initial 
population is as follows.  

[
 
 
 
 
 
𝑘1 = [1 1 0 0 0 0 0 0 1 1 0 0 0 0 1]

𝑘2 = [0 0 0 1 0 1 0 0 0 0 1 0 1 1 0]

𝑘3 = [1 0 1 1 0 0 1 1 0 0 0 0 0 0 0]
⋮
⋮

𝑘𝑛 = [0 0 0 1 0 0 0 1 1 1 0 1 0 0 0]]
 
 
 
 
 

 

From the above example, by looking at the chromosomes it 
clearly seen that the total number of sites is 15, and number of 
copies to be hosted is five copies. For instance, the first 
chromosome (k1) indicates that  

𝑠𝑖𝑡𝑒1, 𝑠𝑖𝑡𝑒2, 𝑠𝑖𝑡𝑒9, 𝑠𝑖𝑡𝑒10, 𝑎𝑛𝑑 𝑠𝑖𝑡𝑒15  

have been selected to host the five replicas of the popular file. 
After the initial population is generated randomly, the 

fitness value of each chromosome is evaluated by using 
objective function or cost function. In our case the cost 
function represented by the Overall Cost (OC) of sites, 
therefore the objective is to minimize the total OC. So, the 
lower the total OC, the fitter the solution represented by that 
chromosome is. 

The value of fitness function is given by the following 
equation: 
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∑ 𝑅𝐶(𝑠𝑖𝑡𝑒𝑖) + 𝑆𝐶(𝑠𝑖𝑡𝑒𝑖)
𝑛
𝑖=1                                     (5) 

Where, 𝑛 is the total number of sites. 
For example, the fitness value of the first chromosome 

could be calculated by summing the total OC of candidate sites 
that represented by 1 in the chromosome. In other words, 
𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑘1) = 𝑂𝐶(𝑠1) + 𝑂𝐶(𝑠2) + 𝑂𝐶(𝑠9) + 𝑂𝐶(𝑠10) + 
𝑂𝐶(𝑠15) 

Assume that OC of 𝑠𝑖𝑡𝑒1, 𝑠𝑖𝑡𝑒2, 𝑠𝑖𝑡𝑒9, 𝑠𝑖𝑡𝑒10, 𝑎𝑛𝑑 𝑠𝑖𝑡𝑒15 
are 20, 50, 44, 32, and 60 respectively, so the𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑘1) =
20 + 50 + 44 + 32 + 60 = 206. The same goes for the rest 
of chromosomes. 

Having calculated the fitness value of the population, the 
next generation can be determined. Select chromosomes for 
reproduction, more fit chromosomes are more likely to be 
selected for reproduction. For selection, the Roulette Wheel 
selection used, where fitness level is used to associate a 
probability of selection with each chromosome. The roulette 
wheel selection scheme can be implemented as follows: 

 Evaluate the fitness, fitness(ki), of each chromosome 
in population 

 Compute the probability, (Pi), of selection each 

member of the population: Pi =
fitness(ki)

∑ fitness(kj)
n
j=1

 , where n 

is the population size 

 Calculate the cumulative probability, (qi), for each 

chromosome: qi = ∑ Pi
n
j=1  

 Generate a random number, r ∈ (0, 1]. 

 If r < q1 then select the first chromosome, x1, else 
select the chromosome xi such that qi−1 < r ≤ qi. 

 Repeat steps 4-5 n times. 

Having selected the parents for reproduction, crossover is 
performed by taking two parts of two chromosomes to create 
new chromosomes. Crossover process is illustrated in the 
example below as shown in Figure 1. Suppose that there two 
parents namely 𝑃1 and 𝑃2, to create the children let say 𝐶ℎ1 and 
𝐶ℎ2 do the following steps: 

 Go through 𝑃1from the left side and take the first 𝑛 2⁄  
number of ones, then write them down in the same 
position in 𝐶ℎ1. 

 Go through right side of 𝑃2 and take the first (𝑛 −
𝑛

2
) 

number of ones, then write them down in the same 
position as 𝑃2 in 𝐶ℎ1. 

 Fill in the rest of positions of 𝐶ℎ1 by zeros. 

 To create 𝐶ℎ2 follow the steps above by replacing 𝑃1 
with 𝑃2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Example of crossover process between two parents 

Mutation performed by a little modifying a chromosome. In 
this case it can be achieved by randomly picking a one attribute 
of a chromosome and convert it. Figure 2 below lists an 
example in which the bit (site) number two and five of a 
chromosome mutated and converted from 0 to 1 and from 1 to 
0 respectively.  

 

 

 

 

Fig. 2. Example of mutation process 

Parents have been selected and children chromosomes 
created via crossover and an occasional mutation. After that, it 
is the time to insert the newly created children in to the 
population and begin the selection, crossover, and mutation 
process again until some stopping criterion is met. three criteria 
used as stopping conditions. (1)  The  evolution  stops  if  the  
total number  of  iterations  reaches  a  predefined  number  of 
iterations, (2) if the fittest chromosome of each generation has 
not changed much, that is, the difference is less than 10-3 over 
a predefined number, or (3) if all chromosomes have the same 
fitness values, i.e., when the algorithm has converged. below 
shows the algorithm described above. 

1: Begin 

2: Initialize the population, 𝑷 

3: Evaluate 𝑷 

4: While stopping conditions not true do 

5: Apply Roulette Wheel Selection for Reproduction 

(create 𝑷𝑚𝑎𝑡𝑖𝑛𝑔) 

6: Crossover 𝑷𝑚𝑎𝑡𝑖𝑛𝑔  

7: Mutate 𝑷𝑚𝑎𝑡𝑖𝑛𝑔 

8: Replace 𝑷 with 𝑷𝑚𝑎𝑡𝑖𝑛𝑔 

9: Evaluate 𝑷 

10: End 

GA-based Algorithm 

  

0 0 0 0 1 0 1 1 0 0 1 0 1 0 1P1

1 0 1 0 0 1 0 0 0 1 1 0 0 1 0P2

1 1 1

1. Write down the first 6/2 left ones from the first parent in the same 
position

2. Write down the first 6 - (6/2) right ones from the second parent in 
the same position

1 1 1 1 1 1

3. Fill in the rest of positions 

0 0 0 0 1 0 1 1 0 1 1 0 0 1 0Ch1

1 0 1 0 0 1 0 0 0 0 1 0 1 0 1Ch2

0 1 0 0 0 0 1 1 0 1 1 0 0 1 0

0 0 0 0 1 0 1 1 0 1 1 0 0 1 0
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V. CONCLUSION AND FUTURE WORK 

This study describes the replica placement services as a part 
of replication management in Data Grid. The GA-Based 
Replica Placement Mechanism (GARPM) finds the best 
location sites to place the newly created replicas. From the 
users’ perspective, the best sites are located as close as possible 
to the sites that most potentially will request the underlying 
replicas to improve the geographical locality of the sites, while 
considering that the files that are requested by the sites are 
likely to be requested by nearby sites [33]. However, from the 
sites’ perspective, the best sites are the ones that are located the 
farthest from the replication sites that never request the 
underlying replicas. The proposed strategy can make good 
decision on which replicas each site should store, such that 
comply with users’ satisfaction and resource’s satisfaction. 

As a future work, it is our intention to implement the 
presented replication mechanism in a grid environment, for 
example by using OptorSim, a grid simulator. Furthermore, the 
strategy can be tested on a larger of number of sites and of 
different topologies.  
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Abstract—Web applications are used in academic institutions, 

such as universities, for variety of purposes. Since these web 

pages contain critical information, securing educational systems 

is as important as securing any banking system. It has been 

found that many academic institutions have not fully secured 

their web pages against some class of vulnerabilities. In this 

empirical study, these vulnerabilities are focused and their 

existences in the web sites of the academic institutions are shown.  

The degree of securing web pages in education systems is 

measured.  The differences among academic institutions on 

protecting their web applications are discussed.  

Recommendation on ways of protecting websites is addressed. 

Keywords—Web applications; Security; Education systems 

I. INTRODUCTION 

A web application is an application that is accessed with a 
web browser over a network such as the Internet or an 
intranet. Web applications are popular due to the ubiquity of 
the browser as a client. The ability to update and maintain web 
applications without distributing and installing software on 
potentially thousands of client computers is a key reason for 
their popularity. Web applications are used to implement 
various sort of applications including E-commerce, online 
banking, webmail, business applications and many other 
functions [15]. 

Since the Internet is open systems and the web 
applications are increasingly used to deliver critical services, 
they become a valuable target for security attacks. The 
security of the web applications become a main concern to 
many users of the web applications, especially when the web 
application is interactive and requires the exchange of 
sensitive information such as financial, health, or credit cards 
numbers. If these web applications were not secured, then the 
entire database of sensitive information is at serious risk. 
Therefore, there was great effort in both the research and 
industry community to provide secure communication services 
to web applications. A great deal of attention has been given 
to network-level security, such as port scanning, and great 
achievements have been accomplished at this level as well. 
However, it was found that about 75% of attacks were 
targeted to application-level, such as web servers [8]. 

One of the important sectors that exploit the web 
technology in their services is the education sector such as 
research institutions, universities, training organizations …etc. 
Web application and web sites are heavily used in education 
for information dissemination, lectures, assignments, 

collaborations, discussions, conferences, grading, training, 
distance learning, research activities and many others. Web 
applications in education sector usually hold sensitive 
information, such as faculty-members researches, student 
grades, staffs accounts ...etc. These data or information need 
to be secured from non-authorized users. Unfortunately, the 
sense and awareness of securing these data have not received 
great attention from academicians. While securing enterprise 
data is usually focused on financial, military or demographic 
organizations, it is often neglected in education organizations. 

Goals and Contributions: 

The main goals behind this research paper are twofold. 
First, is raising the digital security awareness among 
academicians in education, scientific, or research centers. 
Second, is to identify the main security vulnerabilities in web 
applications in education system.  Also, to measure the 
variation of security level of the education organization from 
the standard levels of security set by known organizations. 
Further, to study why education institutions differ in terms of 
securing their web pages, i.e. what are the factors (budget, 
specialists, technology,…, etc) that affect implementing 
security procedures. 

The methods includes auditing web application security 
for the interactive web site of several academic institutions in 
State of Kuwait during the years 2013 and 2014, including 
universities, colleges, and research institutes.  The results 
reveal a set of vulnerabilities in web applications that are 
commonly found in educational systems. It also exposes the 
degree of using security technologies in protecting the web 
application against a set of known threats. 

We suggested some defend techniques as counterattack. 
We also list a number of recommendations as security policy. 
The methodology and tools described later in this paper could 
be used as guideline for similar studies. The main lesson to 
address is that educational systems have to revise their web-
based applications against sort of vulnerabilities. 

Paper Structure: 
The paper is organized as follow. Section II provides a 

brief technical background on the security of web technology 
as well as a literature review on research papers in web 
security.  Section III describes the methodology and tools used 
in data gathering. Section IV present the results obtained and 
analyzed the outcomes.  Section V discusses the factors the 
affect applying security in institutions. Finally, Section VI 
concludes with recommendations. 
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II. BACKGROUND 

It is important at this stage to start defining some security 
terminologies used frequently in this paper. First, a threat is a 
danger that could affect the security (confidentiality, integrity, 
availability) of assets in an organization, leading to a potential 
loss or damage.  Vulnerability is the existence of a weakness 
in design or implementation error that can lead to an 
unexpected, undesirable event compromising the security of 
the system. While an Exploit is a software bug, or feature, that 
allows access to a computer system beyond what was 
originally intended by the operator or programmer. Last, 
attack is an action that violates security carried out by an 
adversary, or an unauthorized entity, trying to carry out a 
hostile action against a system in a way that may compromise 
the system security. The Web platform is a complex 
ecosystem composed of a large number of components and 
technologies, including HTTP protocol, web browser (e.g., 
Explorer, Chrome), server applications (e.g., PHP,ASP) and 
client technologies (e.g., Javascript, Flash). 

A. Why the need to secure web applications? 

Website security is today's most overlooked aspect of 
securing the enterprise and should be a priority in any 
organization. Increasingly, hackers are concentrating their 
efforts on web-based applications – shopping carts, forms, 
login pages, dynamic content, etc. Accessible twenty-four 
hours a day, seven days a week from anywhere in the world, 
insecure web applications provide easy access to backend 
corporate databases and also allow hackers to perform illegal 
activities using the attacked sites. According to a report 
conducted by Web Application Security Consortium WASC 
[13] reveals that about 49% of the web applications being 
reviewed contain vulnerabilities of high risk level and more 
than 13% of the website can be compromised.  A victim’s 
website can be used to launch criminal activities such as 
hosting phishing sites or to transfer illicit content, while 
abusing the website’s bandwidth and making its owner liable 
for these unlawful acts.  Another study by Gartner Group [5] 
reveals that 75% of cyber-attacks are launched at the web 
application level.  Website security is today's most overlooked 
aspect of securing the enterprise and should be a priority in 
any organization. Increasingly, hackers are concentrating their 
efforts on web-based applications – shopping carts, forms, 
login pages, dynamic content …etc. 

On the other hand, hackers already have a wide repertoire 
of attacks that they regularly launch against organizations 
including SQL Injection, Cross Site Scripting, Directory 
Traversal Attacks, Parameter Manipulation (e.g., URL, 
Cookie, HTTP headers, web forms), Authentication Attacks, 
Directory Enumeration and other exploits. Moreover, the 
hacker community is very close-knit; newly discovered web 
application intrusions, known as Zero Day exploits, are posted 
on a number of forums and websites known only to members 
of that exclusive group. Postings are updated daily and are 
used to propagate and facilitate further hacking. 

B. Why are web applications vulnerable? 

Although most of the originations try to protect their 
intranet system by firewalls and SSL, firewalls and SSL 
provide no protection against web application hacking, simply 

because access to the website has to be made public. Web 
applications often have direct access to backend data such as 
customer databases. Most web applications are custom-made 
and, therefore, involve a lesser degree of testing than off-the-
shelf software. If web applications are compromised, hackers 
will have complete access to backend data of the institution 
even though its firewall is configured correctly and its 
operating system and applications are patched repeatedly. 
Also, network security defense provides no protection against 
web application attacks since these are launched on port 80 
which has to remain open to allow regular operation of the 
business. It is therefore imperative that the institution 
regularly and consistently audit its web applications for 
exploitable vulnerabilities. 

C. Web Application Security Organizations 

Due to the increase number of incidents of security attacks 
to web applications, many software vendors had fair efforts to 
clarify the web application security awareness, and type of 
vulnerabilities on the web sites to customers. Nevertheless, 
special, non-profit, charitable organizations have established 
solely to promote to the concept of web application security. 
The most two important organizations in this area are the 
Open Web Application Security Project OWASP [9], and the 
Web Application Security Consortium, WASC [13]. OWASP 
is dedicated to finding and fighting the causes of insecure 
software. Everything in OWASP is free and open source. 
OWASP provides an awareness document that describes the 
top ten web application security vulnerabilities. The OWASP 
Top-Ten represents a broad consensus about what the most 
critical web application security flaws are. Also, they provide 
OWASP Guide Project, a massive document covering all 
aspects of web application and web service security. Among 
other documentation and video presentations, a complete list 
of their projects can be found in their project home page 
OWASP. 

D. Literatre Review 

In the last few years, application-level vulnerabilities have 
been exploited with serious consequences: Hackers have 
tricked e-commerce sites into shipping goods for no charge, 
usernames and passwords have been harvested, and 
confidential information (such as addresses and credit-card 
numbers) has been leaked. Researchers start to investigate 
new tools and techniques which address the problem of 
application-level web security from multiple directions: pre, 
within, and post. Glisson,and Welland in [6] argue that 
security should be started first before the application 
development process upfront through an independent flexible 
methodology that contains customizable security components. 
Scott and Sharp in [10] described a scalable structuring 
mechanism when developing an application facilitating the 
abstraction of security policies from large web-applications 
developed in heterogeneous multiplatform environments; and 
presented a set of tools which assist programmers in 
developing secure applications which are resilient to a wide 
range of common attacks.  Seo,  Kim, Cho and Cha in [11] 
developed web Intrusion Detection System (IDS) that uses 
anomaly-based intrusion detection and application-level IDS 
tailored to web services to detect any security anomalies in 
web application.  On the other hand, Grier, Tang and King in 

http://www.owasp.org/index.php/Category:OWASP_Guide_Project
http://www.informatik.uni-trier.de/~ley/db/indices/a-tree/k/Kim:Han=Sung.html
http://www.informatik.uni-trier.de/~ley/db/indices/a-tree/c/Cha:Sung_Deok.html
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[7] noticed that web browsers itself are not secure enough, so 
they focused on building a new secure web browser that 
prevent various vulnerabilities that exist in current browsers. 
Other papers presented different ideas (e.g., [2]; [3];[4]. Later 
a substantial amount of research effort have been devoted to 
hardening web applications and mitigating the attacks. Many 
of these techniques make assumptions on the web 
technologies used.   Li and Xue [14] argued that a secure web 
application should preserve three security properties: Input 
validity means the user input should be validated before it can 
be utilized by the web application; state integrity, means the 
application state should be kept untampered; and logic 
correctness means the application logic should be executed 
correctly as intended by the developer. 

III. METHODOLOGY 

A. Target Destinations. 

We targeted twelve higher-education, academic and 
research institutes in State of Kuwait who are involved under 
the umbrella of Ministry of Higher Education (MOHE). These 
are divided into two categories: governmental & private 
institutes.  The governmental institutes are those non-profit 
organizations which their budgets are funded directly from the 
government as well there policies. These institutions three in 
total including Kuwait University (KU), Public Authority for 
Applied Education and Training (PAAET) and Kuwait 
Institute for Scientific Research (KISR).  The private institutes 
are profit-based organizations and partially directed to 
government regulations include nine authorized private 
universities licensed from the Private Universities Council 
(PUC) which belongs to (MOHE). These colleges or 
universities includes (in abbreviations without extension) : 
ACK, ACM, AUM, AUK, AOU, KILAW,BHCK, GUST, and 
KBMS. 

The targeted destinations of both categories are basically 
the application software's that provide services in shape of 
web-application. The main services in academia are student 
Information System (SIS). Campus-solution-systems such as 
PeopleSoft, Campus Vue, River Vue, Banner, 
Academia,…,etc are examples for on-shelf SIS software's. 
Due to system limitations in these applications, some colleges 
or universities prefer developing in-house applications for SIS 
using web technologies, such as ASP, PHP, .Net. to build 
dynamic and interactive websites applications and storing 
their data in databases. 

B. Tools 

The software specialist in finding security holes or 
vulnerability in websites is called Scanner. Web Scanners 
launches an automatic security audit of a website. It consists 
of two phases: first is Crawling, the process of building the 
site's structure. It enumerates all files and is vital to ensure that 
all the files on the website are scanned. Second is Scanning, 
the process of inspection intensely to find security 
vulnerabilities. By default, scanning process involves 
crawling. 

Scanners are used to find crackers and possible problems 
in the applications. First it collects essential information about 
the web application such as web-server, Operating-System 

type, their version and any patches were installed; this 
information usually appears in system banner and is helpful to 
discover well-known vulnerabilities on the server [12]. 
Therefore, it is wise to hide such information from non-
authorized. We used a web vulnerability scanner tools named 
Acunetix [1]. This software is used to check a wide range of 
vulnerabilities in a web site, and it includes many innovative 
features such as:  

1) Automatic JavaScript analyzer  

2) Industry’s most advanced and in-depth SQL injection 

and Cross-site scripting testing  

3) Visual macro recorder makes testing web forms and 

password protected areas easy  

4) Extensive reporting facilities including OWASP Top 10 

vulnerabilities 

5) Multi-threaded and lightning fast scanner crawls 

hundreds of thousands of pages  

6) Intelligent crawler detects web server and application 

language types  

7) Crawls,  analyzes web sites including flash content 

C. Process 

The followed methodology, in this research, to determine 
the degree of security in web application servers involved the 
following steps.  First, scanning through the websites of each 
targeted destination and list all found vulnerabilities. Then, 
segregate the found vulnerabilities into four types according to 
their degree of severity, namely: High, Medium, Low and 
Informational.  Later, we identified the vulnerabilities of each 
type and list them in separate groups according to their 
severity, and a table for each type was built. Fig.1 is snapshot 
of a session in a scanning process. Tables 2 through 5 list all 
vulnerabilities that were found of each type of vulnerability. 
Finally, each type of vulnerability was cross-checked with the 
list of top-ten vulnerabilities of OWASP [9] and if any of the 
vulnerabilities were matched, then a 10 percent number was 
added. 

 

Fig. 1. Snapshot of scanning process 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 5, No. 10, 2014 

10 | P a g e  
www.ijacsa.thesai.org 

 

0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5

H1H2H3H4H5H6H7H8H9H1
0

H1
1

H1
2

H1
3

H1
4

Total 55513112101111

IV. ANALYSIS 

The scanning tool of Acunetix reveals abundant 
information on the targeted destination under examination that 
may discloses valuable information useful for tactician the 
method of attack. Examples of basic exposed information are 
the following: the used web technology in the host, the 
operating system running the web server, the versions of 
system software's … etc. Other advanced diagnosing 
information includes: distribution of the total alerts for each 
type of threat levels (namely High, Medium, Low, and 
Informational), a list of file extensions found and the number 
of files per extension (file extensions can provide information 
on what technologies are being used on attacked websites), a 
distribution of top ten files that has lowest response times 
measured during the crawling process (the average response 
time for each host is computed in milliseconds and these files 
could be targeted in denial of service attacks), a distribution of 
the list of client scripts that contain Javascript code referenced 
from the website (Javascript is potential threat for many types 
of attacks),  list of the external hosts that are linked from the 
organization websites, and finally, a list of email addresses 
found on the targeted host. 

TABLE I.  DISTRIBUTION OF VULNERABILITIES IN INSTITUTIONS   

After scanning tool analyzed target destinations, huge 
amount of data was accumulated.  The total number of 
different threats found in all target destinations for each level 
of severity was as the following: High 14, Medium 15, Low 8, 
and 9 threats for informational. Table 1 provides statistical 
summary on the number of vulnerabilities found for each type 
in the websites of each institution of target destination. 

Information revealed from figures Fig. 2 through Fig. 5 
illustrate the frequencies of attacks of each type. It is easy to 
note from the graphs the common vulnerabilities that mostly 
appeared in the scanned website and their percentages of 
appearance according to the total number of found 
vulnerabilities of each type. We can figure out several remarks 
of each type of severity as we detail their discussion in the 
following subsections. 

A. HIGH 

The vulnerabilities of this type of severity are the most 
dangerous sort of threats which put a site at maximum risk for 
hacking and data theft. It has direct effect on the security, 
integrity, privacy of the information of the websites. A 
malicious user can exploit these vulnerabilities and 
compromise the backend database and/or deface the website. 
The total number of vulnerabilities of all websites that 
scanned destinations were limited to fourteen threats. Table 2 
lists these vulnerabilities. From the table, we can define a 
shortlist of the most serious attacks that commonly found in 
education sector are H1 (ASP.NET Padding Oracle 
Vulnerability), H2 (Slow HTTP DOS attack) and H3 (Cross 
Site Scripting) with 18% appearance each. These three 
vulnerabilities occupy more than 50% of the most potential 
serious attacks. To analyze these three attacks in particular, as 
a sample for type 'High' of severity, a brief description of the 
attack and its direct implication as well as quick remedy for 
this threat are shortly described. Fig.2 below presents its 
appearance frequency.  

Fig. 2. High risk vulnerabilities 

First, H1, ASP.Net uses encryption to hide sensitive data 
and protect it from tampering by the client. However, a 
vulnerability in the ASP.Net encryption implementation can 
allow an attacker to decrypt and tamper with this data. This 
vulnerability exists in all versions of ASP.Net. A direct result 
of this attack that an attacker who exploited this vulnerability 
could view data, such as the View State, which was encrypted 
by the target server, or read data on the server, such as 
web.config. This would allow the attacker to tamper with the 
contents of the data. By sending back the altered contents to 
an affected server, the attacker could observe the error codes 
returned by the server. One of the recommendations to stop 
this threat is to apply Microsoft patches solely for this 
problem. 

Second, Slow HTTP POST DoS attacks rely on the fact 
that the HTTP protocol, by design, requires requests to be 
completely received by the server before they are processed. If 
an HTTP request is not complete, or if the transfer rate is very 
low, the server keeps its resources busy waiting for the rest of 
the data. If the server keeps too many resources busy, this 
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creates a denial of service. The impact is that a single machine 
can take down another machine's web server with minimal 
bandwidth and side effects on unrelated services and ports. 
One of possible solutions to this problem is that web server 
administrators can isolate or abort the traffic from the source 
of the attack.  

Third, Cross site scripting (also referred to as XSS) is a 
vulnerability that allows an attacker to send malicious code 
(usually in the form of Javascript) to another user. It is a cause 
of the lack of input validity property to web applications. This 
is because a browser cannot know if the script should be 
trusted or not, it will execute the script in the user context 
allowing the attacker to access any cookies or session tokens 
retained by the browser. The implication is an attacker can 
steal the session cookie and take over the account, 
impersonating the user, and it is also possible to modify the 
content of the page presented to the user. The remedy to this 
threat is that scripts sent from a user as input should filter the 
metacharacters, i.e. a character that has a special meaning 
(instead of a literal meaning) to a computer program such as \ 
or  ; or . (dot) or $ or ? ..etc. 

TABLE II.  HIGH RISK VULNERABILITIES 

% Total High No 

18 5 ASP.NET Padding Oracle Vulnerability H1 

18 5 Slow HTTP  DOS attack H2 

18 5 Cross Site Scripting H3 

4 1 Apache Tomcat version older than 6.0.35 H4 

11 3 Microsoft IIS tilde directory enumeration H5 

4 1 WebDAV Directory with Write 

Permissions 
H6 

4 1 WebDAV Remote Code Execution H7 

7 2 Blind SQL Injection H8 

4 1 FCKeditor spellchecker.php Cross Site 

Scripting 
H9 

0 0 jQuery Cross Site Scripting H10 

4 1 Spellchecker.php Cross Site Scripting H11 

4 1 HTTP Parameter Pollution H12 

4 1 HTML form without CSRF protection H13 

4 1 CRLF injection/HTTP response splitting H14 

It is possible to detect short names of files and directories 
which have MS 8.3 file naming scheme equivalent in 
Windows by using some vectors in several versions of 
Microsoft IIS. For instance, it is possible to detect all short-
names of ".aspx" files as they have 4 letters in their 
extensions. This can be a major issue especially for the .Net 
websites which are vulnerable to direct URL access as an 
attacker can find important files and folders that they are not 
normally visible. The severity of this threat stem from the 
potential for possible disclosure of sensitive information. 

One interesting observation can be concluded from the 

result is that SQL Injection threat was appeared only 8%, 
although it was the top threat for many years according to 
OWASP statistics. This gives an indication of spread of web-
security awareness among web developers against this threat.    

B. MEDIUM 

Vulnerabilities of this type are caused by server 
misconfiguration and site-coding flaws which facilitate server 
disruption and intrusion. The error messages of this type may 
disclose sensitive information. These information can be used 
to launch further attacks. Table 3 list the found vulnerabilities. 

TABLE III.  MEDIUM RISK VULNERABILITIES 

% Total Medium No 

19.4 6 Application error message M1 

12.9 4 Error message on page M2 

9.7 3  HTML form without CSRF protection M3 

16.1 5 User credentials sent in clear text M4 

3.2 1 Web Application Firewall detected M5 

3.2 1 OPTIONS method is enabled M6 

3.2 1 Possible Virtual Host found M7 

3.2 1 
Session Cookie without Http only flag 

set 
M8 

3.2 1 Session Cookie without Secure flag set M9 

3.2 1 Apache http  Remote Denial of Service  M10 

3.2 1 Apache httpOnly Cookie Disclosure M11 

3.2 1 FCKeditor Arbitrary File Upload M12 

9.7 3 HTML form without CSRF protection M13 

3.2 1 
Unencrypted __VIEWSTATE 

parameter 
M14 

3.2 1 SSL weak ciphers M15 

The highest three threats of this type are M1, M2 and M4 
are interestingly common in similarity. The three threats share 
the vitality of system messages for malicious users. First, M1 
represent the problem that error/warning message may 
disclose sensitive information that could lead the adversary to 
some facts about the system application. It is usually 
originated to guide the system administrator to solve the 
problem, such as the location of the file that produced the 
unhandled exception, but it may used by adversary to better 
plan for an attack. Second, M4 reveals the problem of not 
encrypting user credentials such as input text data such as 
usernames or passwords that make it easy for malicious users 
to launch further attacks.  This piece of information should 
always be transferred via an encrypted channel (HTTPS) to 
avoid being intercepted by adversaries. Third, M2 has similar 
cause and impact as M4.  Fortunately, these the three threats 
despite its spread are easy to deal with by applying encryption 
on captured text and directing error messages to a designated 
log console. Fig. 3 shows a distribution of this type.  
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Fig. 3. Medium risk vulnerabilities 

C. LOW 

These vulnerabilities are derived from lack of encryption 
of data traffic, or directory path disclosures. In this type of  
attacks, the set of highest three appearance of attacks are L4, 
L3 and L1. First,  L4 reflects the security status for an online 
session that is connected to the web in which its cookie does 
not have the Secure flag set. When a cookie is set with the 
Secure flag, it instructs the browser that the cookie can only be 
accessed over secure SSL channels. This is an important 
security protection for session cookies but does not have 
serious impact. Second, L3 represent a threat of a slow 
response time of a webpage when its response time is below 
the average response time of its site. This types of files can be 
targeted in denial of service attacks. An attacker can request 
this page repeatedly from multiple computers until the server 
becomes overloaded. Third, L1 threat indicates that the 
OPTIONS method is enabled on this web server and it 
provides a list of  methods that are supported by the web 
server, it represents a request for information about the 
communication options available on the request/response 
chain identified by the Request-URI. The OPTIONS method 
may expose sensitive information that may help an malicious 
user to prepare more advanced attacks. Therefore, it's 
recommended to disable OPTIONS method on the web server. 
Fig. 4 presents distribution of low vulnerabilities 

TABLE IV.   LOW RISK VULNERABILITIES 

% Total Low No  

18.8 6 OPTIONS method is enabled L1 

15.6 5 Possible sensitive directories L2 

18.8 6 Slow response time L3 

21.9 7 Session Cookie without Secure flag set L4 

6.3 2 
Session Cookie without HttpOnly flag 

set 
L5 

9.4 3 Login page password-guessing attack L6 

6.3 2 File upload L7 

3.1 1 TRACE method is enabled L8 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Low risk vulnerabilities 

D. INFORMATIONAL 

This type of threats reveal information through Google 
hacking search strings, or email address disclosure. Threat I1, 
Broken Links, alone form 30% of this type of attacks. It refers 
to any link that should take user to a document, image or 
webpage, that actually results in an error. It indicates that a 
page was linked from the website but it is inaccessible 
anymore. It may cause problems navigating the site. Second, 
I2 represent the threat of exposure of email addresses that may 
not be needed to be exposed and it is the source of the 
majority of spam problems. Third, I6 represent a threat when a 
new name and password is entered in a form and the form is 
submitted, the browser asks if the password should be saved. 
Thereafter, when the form is displayed, the name and 
password are filled-in automatically or are completed as the 
name is entered. An attacker with local access could obtain the 
clear-text password from the browser cache. The set of threats 
I1, I2 and I6 represent 60% of threats of this type, but 
fortunately they are easy to solve or prevent. It seems that the 
systems administrator do not have enough tools to discover 
these threats. Fig. 5 presents the distribution of this type of 
threats. 

TABLE V.  INFORMATIONAL RISK VULNERABILITIES 

% Total Informational   No 

30 9 Broken links I1 

16 5 Email address found I2 

10 3 
Microsoft Frontpage Configuration 

Information 
I3 

10 3 GHDB: Frontpage extensions for Unix I4 

10 3 Possible username or password disclosure I5 

13 4 
Password type input with auto-complete 

enabled 
I6 

3 1 Files listed in robots.txt but not linked I7 

3 1 Content type is not specified I8 

3 1 Error page web server version disclosure I9 
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Fig. 5. Informational risk vulnerabilities 

V. DISCUSSION 

It was obvious from the analysis section early presented in 
Table I regarding the distribution of vulnerabilities in the 
targeted institutions that most institutions have some weakness 
in their web security.  There is also big disparity among the 
four levels of vulnerabilities, i.e. some have big number of 
High-level vulnerabilities while having small number of 
Informational-level vulnerabilities, and vise versa. This raises 
some questions: why this phenomenon occurs? What are the 
factors that affect enforcement of security in these 
institutions? To answer these questions, a survey was prepared 
and distributed to the I.T. managers in the institutions. The 
main affecting factors raised in the survey are: budget, 
expertise, tools, policies, management support, equipments, 
and awareness. Statistical outcome of each factor is as follow: 

A. Budget 

This factor reflects the fact that the lack of enough budgets 
may affect possessing cutting-edge technology. This 
hypothesis is important to investigate since there is difference 
in budgets between private and governmental institutions. All 
governmental institutes in the survey indicated that the budget 
supported for I.T. is generous, but among the private 
universities 30% declared that they don’t have enough budgets 
dedicated to apply security techniques. On the other hand,   
governmental institutes has slower routine process due to the 
long documentary cycle in the government for purchasing 
makes the ordered technology sometimes become obsolete by 
the time it arrive, but it is faster in private universities which 
don’t follow this routine.    

B. Expertise 

This hypothesis reflects the fact whether the lack of 
expertise specialist in network security form a deficiency.  
Almost all organizations have I.T. department, but few has a 
section, unit, or at least specialists in information security. 
With the diversity and complexity of security problems from 
application layer to physical layer, it becomes essential to 
have specialists with profound experience in digital security to 
manage and solve diverse and emerging security issues. Thus, 
the existing of threats or vulnerability in a system may give a 
clue of non-awareness in dealing with it. In private 
universities, 40% indicated not having security specialist, 
while 50% in governmental institutes indicated not having 
security specialist.            

C. Awareness 

In case the institution does not have specialist or experts in 
information security, the I.T. specialist must have the basic 
knowledge in web security in particular. Web application 
developer should educate themselves with latest threats in web 
technology. Several online resources and organizations exist 
nowadays that frequently update their websites with the recent 
knowledge or statistics of threats, attacks, or vulnerabilities in 
web technology. OWASP, WASP are examples for such non-
profit organizations. 56% of total responses were not aware of 
embedding security methods in coding in-house applications. 
This high figure reflects the fact of obscurity of security 
principles among many programmers and system analysts 
when coding software. This has to be thought in early stages 
of computer curriculums of programming subjects in colleges 
and institutes.    

1) Equipments 
Special security devices such as firewalls and anti-virus 

form the first defense line of security. Establishing DMZ 
within network equipment also plays crucial role in guarding 
and saving the enterprise assets. 90 % of response indicated 
having sophisticated security technology and tools such as 
firewalls and anti -virus, only 30 % indicated having 
penetration tools for self diagnosing and testing such as 
Sniffer (networking tool) or Acunetix (security tool).   

D. Management  Support 

The hypothesis in this item states that the upper 
management in institutions may not give security of 
information a priority when the decision reaches to allocate 
budget for devices or training in security technology. The case 
is opposite in financial organizations, such as banks, where the 
upper management appreciates the safety of their monetary 
assets. This awareness related to upper management should be 
shifted to scholars and managers in education sector to protect 
their records and files that may hold vital information such as 
students grade, ongoing researches, or classified data. This 
hypothesis found to be true 57% of total responses indicated 
that upper management is not aware the importance of this 
issue.               

E. Policies 

Deploying security policies enhance overall security in any 
organization. 78% of total participants indicate deploying 
security policies. With further investigation, it was found that 
many of security policies were concentrated only on forcing 
password changes. In fact, the concept of security policies is 
more than this portion. The document in [16] details major 
security policy standards for information systems technology. 

VI. RECOMMENDATIONS 

The methods and techniques to protect the web 
applications can vary from administrational to technical, from 
prevention to protection, from coding-level to monitoring-
level. In this section, suggested ideas are presented to make 
deploying web technology in education more secure: 

A. Administrational 

We propose establishing a central authority for the higher 
education institutions to ensure the safety of digital 
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information that has the authority and power to impose 
security standards on web technology and its applications 
among higher education institutes and research centers. Since 
the information held by these destinations are critical and its 
integrity is para important, such as the academic level of 
students (marks, grades, GPA), or could be of nation security 
interest (military and intelligence research), or technology 
competence (between companies or research centers) …etc, 
therefore, it is very important that this authority monitors the 
web security of their affiliated organizations. This authority is 
supposed to have the right not to provide license to institutions 
without passing the security standards of its digital 
information. Also, it has the right to revoke the accreditation 
of a university that found to have security breaches in their 
digital systems.  This principle is actually very much adopted 
in the financial sector. For example, we can notice how the 
central banks in many countries monitor the monetary and 
interest rates in banks to preserve the stability of economy of 
the country.  In state of Kuwait, as in this research took place, 
the potential organization to take this role is the PUC, which 
has the authority to give the licenses to open new private 
colleges and universities in the country, while MOHE can take 
same role for governmental and research institutes that their 
budgets are directly funded by the government. Other 
countries also have similar organizational authorities with this 
regard.   Assuring quality and accreditation organizations such 
as Accreditation Board for Engineering and Technology 
(ABET) could put digital security assurance among its 
evaluation factors to grant accreditation to its evaluated 
institutions. 

B. Technical 

Among important issues for any system administrator is to 
perform the following tests that are solely related to security 
of their web technology: 

1) Test Web Messages or regular basis  

2) Test for Web Storage SQL injection. 

3) Check SSL versions, Algorithms, Key length. 

4) Check for Digital Certificate Validity (Duration, 

Signature). 

5) Test for user enumeration. 

6) Test for authentication bypass. 

7) Check if data which should be encrypted. 

8) Check for wrong algorithms usage depending on 

context. 

C. Prevention 

System administrators can do some precaution methods to 
prevent possible attacks by closing points of potential exploits. 
One of the primitive and essential tasks for any system 
administrator is to update their system software's on regular 
basis. This includes updating the operating system for 
advanced editions or any patches and service-pack provided 
by the vendor, also, updating their servers and application 
software's, drivers. Yet, the administrator has the 
responsibility to gather information about the site under 
control to manually explore the sites to find any holes or bugs 
especially for special kind of spider or crawl for missed 
content or hidden source of threat.  There are many tools that 

can do this task even built by some operating systems. 
Moreover, system administrator has to make regular 
configuration management test to check for commonly used 
application and administrative URLs, and to check for old, 
backup or unreferenced files. System administrator has also to 
perform regular session management by establishing how 
sessions are handled in the application, check session tokens 
for cookies flags ...etc. 

D. Protection 

If an attack launched and discovered, it is possible to take 
some actions to stop the impact of it. The Denial of Service 
attack, for example, can be stopped by testing for anti-
automation and test for account lockout.  Also, system 
administrator should test the proper authorization are done in 
proper way. It is important to test for path traversal, test for 
bypassing authorization schema. 

E. Construction  

Many threats can be eliminated in early stages when 
developing the application. SQL injection, for example, is a 
threat that caused by improper coding which allows taking 
input from user that can later be exploited to masquerade in 
the database. Also, test for stored Cross Site Scripting (XSS). 
Many of security problems can be solved from the root if 
proper security mechanism were embedded in web 
applications to ensure that no potential vulnerabilities exist 
within the application. Robust program verification in early 
stage against a vector of security vulnerabilities that can 
expose them can dramatically reduce potential attacks. 

VII. CONCLUSION 

Testing web applications for security vulnerabilities 
something that needs be taken seriously. There are neat tools 
and interesting ways to take Web application hiccup, crash or 
otherwise give out information one should not be able to see. 
On the other hand, there are tools and ways to expose these 
vulnerabilities. The results of this study reveal a set of 
vulnerabilities in web applications that are commonly found in 
educational systems. These vulnerabilities range in risk from 
high, medium, low to informational threats. It also exposes the 
degree of security technologies in protecting the web 
applications against a set of known threats. We studied the 
possible reasons behind weakness of security in academic 
organizations. We suggested some defend techniques as 
counterattack. The main lesson to address is that educational 
systems holds sensitive digital data and information that is 
seductive for intruders, and therefore, have to revise their 
web-based applications against certain vulnerabilities and 
potential risks. 
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Abstract—This survey paper examines the issue of female 

under-representation in computing education and industry, 

which has been shown from empirical studies to be a problem for 

over two decades. While various measures and intervention 

strategies have been implemented to increase the interest of girls 

in computing education and industry, the level of success has 

been discouraging.  

The primary contribution of this paper is to provide an 

analysis of the extensive research work in this area. It outlines 

the progressive decline in female representation in computing 

education. It also presents the key arguments that attempt to 

explain the decline and intervention strategies.  We conclude that 

there is a need to further explore strategies that will encourage 

young female learners to interact more with computer 

educational games. 

Keywords—Female under-representation; Structural factors; 

Biological factors; Socio-cultural factors; User Interaction 

I. INTRODUCTION 

Female under-representation in computing education and 
industry is a well-known issue. A colossal amount of literature 
exists on this topical issue and solutions have been proposed 
to solve this problem. A number of these proposals have been 
implemented over the years in an attempt to address this 
problem. 

This paper focuses on the under-representation of females 
in computing education and industry. It does not include 
related subjects and careers such as Information Technology 
and Science. Denning et al. [20] define the discipline of 
computing as ―the systematic study of algorithmic processes 
that describe and transform information: their theory, analysis, 
design, efficiency, implementation and application‖. The 
discipline fundamentally investigates systems and how they 
can be automated. This discipline includes professions in 
artificial intelligence, computer engineering, human-computer 
interaction, robotics etc. Information technology is the 
convergence of computing, information content and 
telecommunications. The term ―computing education and 
industry‖ in this paper refers to computer science as a subject 
and computer science careers. 

The first section of this paper presents the evidence of the 
problem in education and industry including a comparison of 
trends in other Science, Technology, Engineering and 

Mathematics (STEM) subjects. The second section reviews 
the key factors which have been proffered as potential causes 
for the under-representation of females in computing 
education and industry. This section will further review the 
key arguments and associated theories. 

The key intervention strategies implemented which have 
been employed in an attempt to reverse this trend are 
discussed in the third section of the article. A review of these 
strategies provides an opportunity to explore the breadth of 
current solutions and identify areas for further investigation. 

II. EVIDENCE OF THE PROBLEM 

A. Computing Education and Industry 

The evidence of the problem will be reviewed from both 
the education and industry perspective. This will provide a 
contextual insight into the nature of the problem. An analysis 
of research work on the participation rates of females in 
computing education and careers indicate that the level is low 
in many parts of the world [33], [72].This trend has a history 
dating back to the early 1980s. Prior to this time there was a 
healthy level of female representation in both computing 
education and industry. In 1960, 65% of computer 
programmers in the United States of America (USA) were 
women and historically women have been highly influential in 
the field of computing [36]. 

Empirical studies have shown that the numbers of females 
in computer science education and careers decrease 
progressively from the early stages of secondary education 
until later stages of education [21], [57]. The key factors that 
have been forwarded as potential explanations for this trend 
will be explored further in this paper. The progressive decline 
of females in computing education from secondary education 
stage leading to tertiary education is described by Gurer and 
Camp as ―the pipeline shrinkage problem‖ [36]. This pipeline 
effect has been identified as a worldwide issue as data 
collected from many parts of the world presents a broadly 
similar picture although there are some exceptions in countries 
such as Malaysia, Singapore and Thailand, where the female 
representation in computing education is 50% and above [33]. 

In the United Kingdom (UK) statistics from the Higher 
Education Statistics Agency, indicates that the proportion of 
female computer science undergraduates was 18% as at 2011 
[40]. This percentage has reduced significantly from 28% in 
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1990 as indicated by [78]. This demonstrates the progressive 
decline in the representation of females in computing 
education over the years. 

A similar picture is presented in the USA in a related study 
by [72], where it was shown that the share of bachelors‘ 
degrees awarded in the USA to females in the past two 
decades increased in almost all major science and engineering 
fields except in computing. Historically, science and 
engineering has suffered from female under-representation 
and specific measures have been implemented to reduce the 
effect. 

In another extensive study of the participation level of 
females in computing education by Galpin, it was shown that 
this trend pervades Western Europe, Southern Europe, 
Scandinavia and Africa [33]. Galpin summarized the findings 
in 36 countries at tertiary education level as ―generally, 
participation is low – most countries fall in the 10-40% range 
with a few below 10% and a few above 40%‖. 

The under-representation of females in computing 
education contrasts with the level of their representation and 
achievement in other subject areas as shown by the European 
Key Data on Education in 2009. It clearly presents a trend of a 
generally higher level of female achievement in education. 
The number of women who gained upper secondary 
qualifications was greater than the corresponding number of 
men in all European countries, the only exception being 
Turkey. 

Furthermore, empirical data on all countries of the EU-27 
shows that 60% of tertiary education graduates are women. In 
some member states (Estonia, Latvia, Lithuania, Hungary and 
Portugal), the number of women undergraduates outnumber 
men by the ratio 2:1. During the period 2002-2006, there were 
approximately three women tertiary education graduates for 
every two men and this proportion was relatively stable in 
most member states [46]. A similar picture is presented by the 
UK Royal Society [66] and in the US where the number of 
female tertiary education graduates increased generally except 
in computing education; where there has been a consistent 
decrease in the awards of Bachelor‘s degrees from 18% in 
1993/1994 to 12% in 2006/2007.  

There is data to suggest that females that do participate in 
computer science, mathematics and computing related 
subjects such as information communications technology 
(ICT) outperform the males. In the UK, the achievement 
performance data from the Joint Council of Qualifications 
board between 2004 and 2011 indicates that females between 
the ages of 16 and 18 have consistently outperformed the 
males in ICT and Computing Science at both Advanced Level 
and General Certificate of Secondary Education (GCSE) 
qualification stages. Between 2001 and 2008, the females 
outperformed the males in GCSE Mathematics with the males 
outperforming the females between 2009 and 2011. For 
Advanced Level Mathematics, the females outperformed the 
males between 2001 and 2011 and in Additional Mathematics 
between 2003 and 2011[44]. Irrespective of this academic 
capability and higher attainment levels the percentage of 
females taking up computing at Advanced Level is on a 

progressive decline from 12% in 2004 to 8% in 2011 
[28],[29]. 

Unsurprisingly, the decline in education correlates with the 
female under-representation in the computing industry in spite 
of the improving employment opportunities in this field. 
Employment statistics indicate increased employment 
opportunities in the industry. Lazowska [48] commented 
―among all occupations in all fields of science and 
engineering, computing occupations are projected to account 
for nearly 60% of all job growth between now and 2018‖.  
This projection of opportunities is also echoed by the UK 
department for Business Innovation and Skills. The 
department forecasts that the computing industry is set to 
grow at four times the rate of other professions [8]. However, 
The UK Resource Centre (UKRC) indicated that as at 2008, 
the representation of women in the computing industry was 
only 14.4% [70]. 

Computer science as a subject is a fundamental source of 
talent for the technology sector and it is equally of immense 
economic value [28]. The progressive drop-off in the uptake 
of computing degrees especially amongst females has been 
identified as a great concern for education and industry.  

B. Comparative trend with other STEM subjects and jobs 

Education and employment in the STEM subjects has been 
plagued by female under-representation for decades and the 
statistical evidence presents a grim picture of the situation. 
Over the years, the representation of females in STEM careers 
and subjects such as Mathematics, Physics, Chemistry, 
Computer Science and Technology has been poor. The USA 
Economic and Statistics Administration (ESA) indicated that 
40% of men with STEM degrees work in STEM jobs 
compared to 26% of women. Consequently, the male 
workforce in STEM is more than twice the number of females, 
with a large number of female STEM graduates working in 
education or healthcare. Within the STEM jobs, computing 
and mathematics jobs account for close to 47% of all STEM 
employment. Women representation has varied over time 
across the STEM occupations, with the female share in 
computing and mathematics declining over the years as their 
share has risen in other STEM occupations [27]. A similar 
situation to that in the US exists in the UK, with only 13% of 
the STEM workforce being women between 2011 and 2012 
[71].  

 Furthermore, a historical review of the trends in UK 
STEM education indicates that the percentage of females 
entered for STEM subjects at GCSE and Advanced Level was 
on the decline until 2011. Intervention strategies implemented 
with the aim of improving female representation include: the 
use of role models, development of gender specific content, 
improved teaching, use of real world scenarios in learning 
exercises and addressing misconceptions [37]. In recent years 
there have been improvements in the numbers of females 
engaging with almost all STEM subjects. The percentage of 
girls entered for Physics and Chemistry GCSE increased by 
82% and 79% respectively between 2009 and 2012.  

Furthermore, Advanced Level Chemistry and Physics rose 
in 2012 by13% compared to 2009. A comparative trend in 
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Mathematics also indicates that the numbers of females 
entered increased by 17% compared to 2009. However, the 
number of entries for Advanced Level Computing has fallen 
progressively for ten years with the subject accounting for just 
0.4% of all Advanced Level subjects. Only 6.5% of entrants 
were females in 2013, which is 1.3% points lower than 2012 
[29]. 

 In higher education there was an increase of 21% in the 
number of females obtaining Engineering and Technology 
degrees between 2008 and 2011. A similar increase of 27% in 
Mathematical Sciences was shown in the same period. In 
contrast, a progressively decreasing number of females in 
Computer Science are shown for higher education [71]. There 
is a progressive decline in the numbers of females engaging 
with Computer Science at degree level. Statistics published in 
two reports  by the Higher Education Statistics Authority         
(UK) indicate that between 2004 and 2011 female 
undergraduates studying computing decreased from 24% to 
18% [39], [40]. 

III. POSSIBLE CAUSES OF FEMALE UNDER-

REPRESENTATION IN COMPUTING 

A number of theories have been proposed to explain 
female under-representation in computing education and 
industry. The theories can fundamentally be divided into 
causes which are based on inherent or biological differences 
(essentialist theory) [31], social-cultural [26]; [67] and 
structural factors [2]. 

The essentialist theories in relation to imbalance of gender 
representation in computer science are founded on the view 
that the disparity is caused by inherent differences between 
males and females such as mathematical competence and 
computational thinking ability. According to Strevens [65] this 
assumption based on differences in natural ability means that 
males will dominate computing education and industry as they 
are naturally more suited to it than females. This would further 
suggest that intervention strategies will not lead to an 
improvement in female representation in computing due to 
inherent factors which favour males and disadvantage females. 

In contrast, the socio-cultural viewpoint holds that the 
differences are caused by external (e.g. stereotyping) and 
internal (e.g. self-expectation) factors which influence the 
development of males and females [26]; [67]. These factors 
originate from societal and cultural perceptions. They translate 
into accepted ―norms‖ and ―beliefs‖ in our society leading to 
low confidence levels and poor motivation of females to 
engage with the subject and consequently the industry.  

Closely linked to socio-cultural factors are the structural 
factors which translate into the nature of institutions (home, 
education and industry) such that they limit opportunities for 
certain groups to increase in representation without structured 
intervention [2].  

In the educational environment, the uninspiring nature of 
the Information Technology and Communications (ICT) 
curriculum has often been identified as a structural constraint 
decreasing the interest in computers and computer science 
especially amongst females [3], [69].  Furthermore, it is 
suggested that a lack of inspirational and skilled teachers to 

deliver the computer science curriculum is another factor that 
has a negative impact on engagement with computer science 
in primary and secondary education levels [69].  

Structural constraints can be found in: home and family 
life, the learning environment, computer attitudes and anxiety, 
lack of role models, perception of computer science and 
educational computer software [1]. Combinations of both 
socio-cultural and structural factors have been shown to 
consequently affect career choice, career persistence and 
advancement in computing [2]. 

An exposition of these key factors will be explored further 
in order to grasp the complexity of the nature of these 
viewpoints. 

A. Inherent gender characteristics linked to computer science 

capability 

This argument postulates that there are a number of 
inherent gender characteristics that influence the decision to 
study computer science and subsequently engage in the 
workforce. This essentialist argument promotes the view that 
there is a male superiority in arithmetical computation, 
reasoning and spatial cognition [34]. Baron-Cohen [4] further 
indicated that an underpinning viewpoint in support of this 
argument is the empathizing-systemizing (E-S) theory. This 
theory hypothesizes that the female brain is predominantly 
wired for empathy and the male brain wired for building 
systems. On this premise, males are naturally drawn to 
subjects and careers that are linked with problem solving 
through designing and building of systems such as engineering 
and computing. Similarly, females are drawn towards subjects 
and careers such as health care and socially demanding 
environments.  

The concept of computing as an area of study emerged 
from the principles of traditional mathematics. Initial 
emphasis was on numerical computation, then numerical 
analysis [73], [75] and then symbolic computation [53]. 

Consequently Computer Science could be referred to as a 
branch of applied mathematics relying heavily on abstraction. 
Although there is no study to support the hypothesis that 
computing professionals and students are proficient in 
mathematics, studies have however shown that mathematics is 
an important tool for problem solving and conceptual 
understanding of computing [11], [32]. Wing [77] defines 
computational thinking as ―a problem solving approach 
concerned with conceptualization, developing abstractions and 
designing systems (automations)‖.This element of problem 
solving as a key requirement for computer science correlates 
with skills required in mathematics, designing systems and 
spatial ability. On this basis, the Essentialists and E-S theorists 
would argue that this accounts for the lack of females in 
computing education and industry. 

B. Socio-cultural factors 

Studies into factors that determine success in computing 
indicate that self-efficacy and intrinsic motivation, which are 
socially constructed, are key factors as opposed to the innate 
intelligence or ability of the students. This argument provides 
strong evidence that innate human qualities (or intelligence) 
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are not a pre-requisite for success in computing education [7]. 
Also a growing body of research challenges the inherent 
characteristics arguments linked to gender differences on the 
basis that the differences are socially constructed [26], [31]. 
Empirical studies carried out to determine the effect of sex 
differences on mathematical ability and spatial visualization 
indicate that there are no significant gender differences in 
performance [50], [52].  

Furthermore, the socio-cultural argument suggests that the 
differences with computer science linked abilities are socially 
engineered as there are no identified cognitive variations. 
However there are significant differences in self-confidence. 
This is higher in the boys as they believe that mathematics and 
computing is an exclusive domain for males [50], [52]. 

1) Confidence and motivation: There are significant 

differences in self–confidence exhibited by males and females 

in the computing environment. Studies suggest that females 

exhibit low self-confidence in the computing environment 

comparative to the males who are very confident [22],[61]. In 

an academic setting females often become more motivated by 

striving for  favorable judgments from colleagues of their 

competence as opposed to actually enhancing their 

competence.  This is based on a common understanding 

between the genders that mathematics and computing are male 

domains [23], [68].  
The psychological effects of both biological and socially 

engineered gender differences [31] create a stereotypic 
environment in both work and education. This consequently 
impacts female confidence and motivation to study the subject 
and career access. Behm-Morawitz and Mastro [6] further 
indicate that these stereotypic beliefs tend to be presented in 
popular media, thereby subconsciously affecting social 
perception of gender differences thus leading to implicit bias 
in computing education and workforce. 

2) Perception of the Computer Scientist: Makoff [51] 

indicates that society has a profound impact on young girls‘ 

image of themselves in relation to computer science. Makoff 

argued that most of the images of computer scientist are 

negative and imply that computing is for ―Nerds‖ or men only. 

A similar study of eighth grade pupils‘ (13-14 years old) 

expectations of what a knowledgeable computer user would 

look like by [55] illustrated that the majority expect a male 

user with glasses. However, the picture created by the sixth 

grade pupils (11-12 years old) presented less stereotypic 

characteristics and a reasonable number of female 

representations. This emphasises the increasing impact of 

socially engineered gender differences with age. This gender-

specific view of computer science begins to develop from 

early stages of secondary education and becomes entrenched 

towards the end of secondary education [21]. 

C. Structural factors 

Structural factors have been shown from empirical studies 
to impact on education and career access, choice and 
advancement [9]. The key structural factors include: 

1) Home and family life: In academia and industry, men 

and women face challenges in pursuing demanding careers 

like computing while meeting family responsibilities. 

However, research indicates that women and men are affected 

differently by the ―family penalty‖ [62]. Women tend to 

forego marriage or children and may delay having children in 

order to pursue demanding careers such as computing [41]. 

Although marriage does not appear to impact on a career in 

computing, having children in the home may affect work 

related productivity due to the fact that traditionally women 

are the primary care givers in the home setting [63]. 

2) The learning environment (classroom and virtual): The 

computer science learning environment has been referred to as 

being ―Hostile‖ [76] and ―Nerdy‖ [55]. Research literature on 

the computer science learning environment has also indicated 

that there is a cultural difference in the values of men and 

women. It has been argued that women are motivated by tasks 

and careers that encourage social interactions which directly 

contribute to society. Males have been shown to be less 

motivated by these values [24]. On this basis, a learning 

environment that does not encourage social interaction, or 

where the skills being learnt do not clearly contribute to 

society, will appeal less to females.  

3) Attitudes towards computers and computer anxiety: 

Chen [17] and Durndell and Haag [22] reported that men held 

more positive attitudes towards computers and had lower 

computer anxiety than women.  In  a study on computerpobia 

(computer  anxiety, computer attitudes and computer 

cognitions/ feelings) with a focus on male and female learners 

in 1987, Rosen, Sears and Weil [60] indicated that there is no 

difference in gender with regards to computer anxiety. 

However, there was a significant gender issue with regard to 

attitudes towards computers, with females having more 

negative attitudes. This was supported by Levin and Gordon 

[49] and Shashaani and Khalili [61], suggesting that boys have 

significantly more positive attitudes towards computers than 

girls.  
According to Busch [12], the process of socialization 

provides an explanation for the gender differences in attitudes 
towards computers. Busch argued that sex-role identity is 
formed initially within the family where norms are 
internalized, attitudes learned and self-image acquired. These 
behaviors are later reinforced or shaped in school and work 
settings where society‘s basic culture is transmitted on to its 
inhabitants. Consequently, according to [12], gender 
differences in attitudes towards computers may be a reflection 
of social experiences. 

IV. INTERVENTION STRATEGIES AND INITIATIVES 

A number of strategies and interventions have been 
explored to address the issue of female under-representation in 
computing education and industry. The solution(s) applied in 
any given instance depend on the nature of the problem 
identified [33]. The key intervention strategies that have been 
implemented will be further reviewed. 
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A. Gender grouping, collaborative working, role models and 

mentoring  

A study carried out by [21] indicates that: gender 
grouping, role models/mentors, school curriculum and 
organization policies are important socio-cultural determinants 
for motivating females into computing. In a review of the 
importance of mentoring in higher education [41] stated that 
―it helps address the feelings of isolation and 
marginalization‖. Inkpen, Booth, Klawe and Upitis [43] 
showed that gender grouping improved performance and 
attitudes in the computing education environment more 
significantly in females than males. Other studies [13] and 
[74] have indicated that the implementation of pair-
programming is beneficial for all computer science students, 
especially female students at post-secondary levels. Werner, 
Hanks and McDowell [74] further demonstrated that it 
particularly improves the confidence of females and 
consequently reduces attrition levels. 

B. Working parties and initiatives 

As a result of the disproportionately low numbers of 
women in computing education and the workforce, working 
parties and initiatives have been instigated to improve the 
awareness of this problem and provide various support 
measures for females. In the USA, a number of initiatives 
(Women in Computing Committee, The Kindergarten to 12th 
Grade, MentorNet etc.) have been set up to encourage women 
into computing at both pre-tertiary and tertiary education 
levels. These groups also seek to ensure that role models are 
provided, computing career myths are dispelled and accurate 
information is provided to key influencers of girls [47]. In the 
UK many groups have been inaugurated with the aim of 
recruiting and retaining girls and women in IT. The BCS 
(Chartered Institute for IT) Women is an example of such a 
group. The Computer Club for Girls (CC4G) which 
encourages girls between ages 10 - 14 to engage with IT and 
take up the study of the subject at a higher level is another 
example [16]. 

C. Educational policies 

A number of research studies have supported the review of 
educational policies and structure in order to improve the 
accessibility of computer science study. In the UK, computer 
science has been introduced in the national curriculum and 
will be mandatory for delivery in 2014 at Key Stage 2-Key 
Stage 4 – age 11-16 [69], [14]. It is hoped that this will 
improve the female representation in computing education and 
subsequently the computing industry due to improved 
accessibility of the subject from an early age. Furthermore, in 
the UK there is a proactive measure to develop teaching 
excellence in computing for new and existing teachers. This 
strategy aims to ensure that confident and effective 
professionals can further advance the course of motivating 
learners to engage with the subject [10]. 

D. Educational games as a motivating tool and its 

implications 

Games have become an integral part of our social and 
cultural environment and have a particular appeal to both 
children and adolescents [56]. Research shows that the 

intrinsic motivation demonstrated towards games provides the 
opportunity for their use as a learning tool [54], [45]. This has 
been combined effectively with academic content to create 
―Digital Game-Based Learning‖ [59]. This has been used 
extensively in computer science education for both 
instructional content and skills acquisition aspects of the 
subject. The use of games in this context is due to the ―game 
cycle‖ effect which should encourage players or learners to 
return to the gaming environment due to the immersive and 
engaging experience [35].  

The numbers of females playing entertainment games are 
on the increase with a good number becoming ardent gamers 
relative to the males [27], [79]. However, this increase has not 
been replicated with educational games. Some researchers 
have linked this to the presence of gender stereotypic scripts 
embedded in educational games [38], [42].  

Empirical studies on the use of games for educational 
purposes indicate that boys develop greater familiarity, 
confidence and ability due to the gender stereotypic scripts 
which tend to present the computer learning environment as a 
male domain [15], [58]. Research indicates that stereotypic 
scripts found in educational software result in more girls and 
women suffering from computer anxiety in comparison to men 
or boys [42]. A reaction against this has been the development 
and use of gender neutral software which explores the 
reduction or removal of ―male type‖ representations from the 
software design. 

These ―male type‖ representations include software 
features such as: violence, competition, explosions, war scenes 
etc. Gender neutral software has been shown to provide girls 
and women with better opportunities to explore systems and 
arrive at solutions [18]. However, there are arguments about 
the most appropriate representations of gender neutral 
elements as the use of non-gendered characters such as cute 
animals could be considered condescending and unrealistic by 
both genders [30]. 

In contrast to the use of gender-neutral software, gender-
specific software is software where different versions are 
created for boys and girls. Some studies suggest that gender-
specific software is often based on gender stereotypes leading 
to undesirable outcomes for both genders [6]. A typical 
example of an undesirable and possibly stereotypic 
representation includes the exaggeration of feminine features, 
gender–linked roles and goal oriented learning models which 
have been identified to reduce self-efficacy and development 
of competence [23]. According to [5], high self-efficacy is 
critical in problem solving because it influences the use of 
cognitive strategies. Considering that computer science 
educational materials are predominantly software-based, the 
proliferation of stereotypic scripts and their effects are far 
reaching to learners of all ages. 

V. DISCUSSION, CONCLUSION AND FUTURE DIRECTION 

This survey paper has analyzed the literature on the under-
representation of females in computing education and 
industry. A comparative review of the STEM subjects 
indicates that increases in representation for all other subjects 
have occurred in recent years with the exception of computer 
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science at both secondary and higher educational levels. A 
comparative analysis of female performance educationally 
was reviewed to identify if there is a correlation with the 
computer science trend. The statistical data and literature 
indicated good achievement levels of females relative to the 
males. This further prompted a review of the causes of under-
representation of females in computing education and 
industry. 

The literature suggests that there are arguments for all 
three factors (biological differences, social – cultural and 
structural) as possible causes for under-representation of 
females in computing education and industry. Although there 
is scientific evidence to support biological differences in 
compositions of male and female organs such as the brain, 
there is no experimental evidence to support the essence of 
superiority [65]. The under-representation of females in 
computing education and industry appears to be influenced by 
socio-cultural and structural factors. There are empirical data 
on achievement and historical contributions of females to 
computer science which supports this conclusion. It suggests 
that the influences of socio-cultural and structural factors 
contribute to the current under-representation of females in 
computing education and industry. 

The perception of gender and gender-linked social values 
is progressively disseminated in our society and all forms of 
media including educational media and resources. These 
gendered values are widely accepted in society as a norm, 
thereby having a tremendous impact on self-efficacy and 
cognitive resilience of the under-represented population. This 
position inhibits learners especially in computer science as 
self-efficacy and cognitive strategies have been shown to be 
vital for success in problem-solving subjects and careers.  

Furthermore, structural factors which have been identified 
to exist in various institutions such as the home, educational 
environment and the workplace have immense effect on 
educational and career choices. This has been shown to create 
a barrier in young learners accessing subjects such as 
computing and leading to elevated attrition levels in higher 
education. The effect of structural factors has further reduced 
advancement options in careers linked to computing for 
females. 

The solutions reviewed based on the literature have been 
implemented by various groups and policy makers. Given the 
history and the multiple approaches which have been taken, 
there has been little effect in the overall representation of 
females in computing education and industry. Hence the 
position continues to decline. It is unclear that a single 
solution will solve the problem, making it imperative to 
further explore a range of possible solutions.  

There is a continuous drive to ensure that educational 
policies and structure is more inclusive for both genders. 
Furthermore, the introduction of computer science early on in 
the school curriculum would benefit both genders and help 
dispel gender-role identity in computing education. Other 
intervention strategies such as mentoring programmes, 
awareness campaigns and initiatives should further encourage 
more females to engage with the subject and consequently the 
occupations within the discipline. 

Gender-role identity has been identified as being 
embedded in educational resources such as books, educational 
media and software.  

There is need for further investigation of the role of 
educational computer games in the under-representation of 
females in computing education and industry. Unresolved 
issues include limitations of gendered software such as 
stereotypic scripts with and the dilemma with the 
representation of gender neutral features in non-gendered 
software. Furthermore, whilst games have shown themselves 
to be educationally effective tools, their use as currently 
designed has not had a positive impact on the interest shown 
by females in the subject of computing. The question ‗how 
can the learner interaction with educational games be used to 
inspire more females to study the discipline of computing?‘ is 
clearly a key question worthy of further investigation.   

Our future work will investigate how young learners of 
age 11-14 interact with digital games and the game features 
that are significant and appealing to this age group. The 
information collected will be used to design prototype 
educational computer games that will be tested and used to 
inform the creation of a framework for the design of 
educational computer games. 
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Abstract—Near Field Communication (NFC) is one the most 

recent technologies in the area of application development and 

service delivery via mobile phone. NFC enables the mobile phone 

to act as identification and a credit card for customers. Dynamic 

relationships of NFC ecosystem players in an NFC transaction 

process make them partners in a way that sometimes they should 

share their access permissions on the applications that are 

running in the service environment.  One of the technologies that 

can be used to ensure secure NFC transactions is cloud 

computing which offers wide range advantages compare to the 

use of a Secure Element (SE) as a single entity in an NFC enabled 

mobile phone. In this paper, we propose a protocol based on the 

concept of NFC mobile payments. Accordingly, we present an 

extended version of the NFC cloud Wallet model [14], in which, 

the Secure Element in the mobile device is used for customer 

authentication whereas the customer's banking credentials are 

stored in a cloud under the control of the Mobile Network 

Operator (MNO). In this circumstance, Mobile Network 

Operator plays the role of network carrier which is responsible 

for controlling all the credentials transferred to the end user. The 

proposed protocol eliminates the requirement of a shared secret 

between the Point-of-Sale (POS) and the Mobile Network 

Operator before execution of the protocol, a mandatory 

requirement in the earlier version of this protocol [16]. This 

makes it more practicable and user friendly. At the end, we 

provide a detailed analysis of the protocol where we discuss 

multiple attack scenarios. 

Keywords—Near Field Communication; Security; Mobile 

transaction; Cloud 

I. INTRODUCTION  

Technical standards and fundamental interoperability are 
essential to be achieved for industries working with NFC 
technology in order to establish a positive cooperation in the 
service environment. Indeed, lack of interoperability in the 
complex application level of the service environment [1] has 
resulted in the slow adoption of NFC technology within 
societies. Moreover, the current service applications do not 
provide a unique solution for the ecosystem, therefore the 
service environment does not meet the right conditions [8]. 
The current situation is that many independent business 
players are making decisions based on their own benefits 
which may not be acceptable by other business players.  
Reorganizing and describing what is required for the success 
of this technology have motivated us to extend the current 
NFC ecosystem models to accelerate the development of this 
business area. 

Our goal is to provide a concept for an NFC ecosystem 
that is technically feasible, is accepted by all parties involved 
and thus provides a business case for each player in this 

ecosystem. Our proposed work is based on the conjecture that 
the MNO is a key player in the NFC ecosystem. The main 
advantage of the MNO over other parties is that it owns an SE 
(Subscriber Identity Module (SIM) card) that fulfils about all 
the security parameters. Unlike other forms of SEs, the SIM 
card can be easily managed by the MNO, Over-the-Air 
(OTA). Thus we foresee that the MNO will play a major role 
in future in the NFC ecosystem. 

A. Our contribution 

We extend the earlier proposed mobile transaction 
mechanisms mentioned in [14, 16, 5]. The key contribution of 
our work is the elimination of the requirement of shared secret 
between the shop and the MNO, a prerequisite in the initially 
proposed protocols. This makes our work more practicable as 
the shop does not need to get itself registered with the MNO to 
perform mobile transaction. 

We partitioned the SE into two sections: one stored in the 
SIM for authentication of a customer and the other stored in 
the cloud to store the credit/debit card details of the customer. 
This helps in managing multiple cards against a single 
customer. The authentication of the customer to the MNO is 
based on GSM authenticating mechanism with improved 
security features. The customer selects one of the already 
registered accounts to be used for transaction.  Our protocol 
works on a similar pattern to 'PayPal': the MNO acts as the 
PayPal and a user registers multiple banking cards for 
monetary transactions with the MNO. The user then selects a 
single card for monetary transactions at the time of the 
payment. 

This paper is organized as follows: Section II includes an 
introduction to SEs and a brief consideration of their 
functionalities. Also, a discussion is provided regarding 
management issues in SEs and advantages of having cloud 
environment for mobile payment transactions are highlighted. 
Section III describes the related work which has been carried 
out in this area. Subsequently, section IV discusses GSM 
authentication which is used in our extended model. Section V 
then introduces our proposed transaction protocol in detail. 
Section VI provides the analysis of our proposed protocol 
from multiple security aspects.  This analysis encompasses the 
authentication and security of the messages among customer, 
shop POS terminal and the MNO. Finally, Section VII 
presents our conclusion. 

II. SE MANAGEMENT 

The security of NFC is supposed to be provided by a 
component called security controller, in which takes the form 
of a SE. The SE is an attack resistant microcontroller more or 
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less like a chip that can be found in a smart card [15]. The SE 
provides storage within the mobile phone and it contains 
hardware, software, protocols and interfaces. The SE provides 
a secure area for the protection of the payment assets (e.g. 
keys, payment application code, and payment data) and the 
execution of other applications. In addition, the SE can be 
used to store other applications which require security 
mechanisms and it can also be involved in authentication 
processes. 

To be able to handle all these, the installed operating 
system has to have the capability of personalizing and 
managing multiple applications that are provided by multiple 
Service Providers (SPs) preferably OTA. Still, the ownership 
and control of the SE within the NFC ecosystem may result in 
a commercial and strategic advantage but some solutions are 
already in place [15] and researchers are developing new 
models to overcome the complexity of interactions among 
ecosystem’s stakeholders. 

A. Advantages of cloud-based approach 

The NFC cloud-based approach introduces a new method 
of storing, managing and accessing sensitive transaction data 
by storing data in the cloud rather than the mobile phone [20]. 
When a transaction is carried out, the required data is pulled 
out from a remote virtual SE which is stored within the cloud 
environment and pushed into the mobile phone’s SE in an 
encrypted format. The mobile phone’s SE provides temporary 
storage and authentication assets for the transaction to take 
place.  After reaching the SE in an NFC phone, data are again 
pulled out from the handset and reach the vendor’s terminal. 
In general, the communication between the cloud provider and 
the vendor’s terminal is established through the NFC phone. 

The storage capacity of the SE should be large enough in 
order to store user applications with unknown sizes. As the 
user may wish to add more applications to his NFC phone, this 
issue brings a limitation for existing solution as each SE 
supports certain storage capacity. 

The other issue with the SE is that companies have to meet 
the requirements of organisations such as EMVco [13] to 
provide high level security in order to store a card's data. This 
approach makes the SE expensive for the companies, while 
the cloud-based approach reduces this cost. In the NFC cloud-
based approach, the SE which is stored in the NFC phone can 
only be responsible for user/device authentication and not for 
storing data. This solution increases the cost efficiency 
compared to the current costs that SE makes for a company. 
Also, the NFC controller chips will be smaller and cheaper as 
they would not have to support all functionalities. 

The NFC cloud-based approach also makes the business 
simpler for companies in terms of the integration of SE card 
provisioning. It would be much easier for businesses to 
implement NFC services without having to perform card 
provisioning for every single SE. An NFC phone user will be 
able to access an unlimited number of applications as they are 
stored within a cloud secure server and not in a physical SE.  
In terms of flexibility, all users would be able to access all 
their applications from all their devices (e.g. phones, tablets or 
laptops) since the applications are stored in a cloud 

environment that provides a secure storage space. Moreover, 
fraud detection would be instant as the system fully runs in an 
online mode. 

III. RELATED WORKS 

A. Google Wallet 

One of the major companies which operate the concept of 
Mobile Wallet is Google. They named this service as "Google 
Wallet" [7, 18]. The communication between the mobile 
phone and the POS is carried out through NFC technology that 
transmits the payment details to merchant's POS. Customer 
credentials are not stored in the mobile phone; rather, they are 
stored online. Google Wallet takes the form of an application 
stored on the customer's mobile phone. The customer will 
have an account with Google Wallet which includes the 
relevant registered credit/debit cards. Accordingly, the Google 
Wallet device has a chip /SE which stores encrypted payment 
card information. Linked credit or debit card credentials are 
not stored on the SE; rather, the virtual prepaid credit/debit 
card which is created during the setup is stored on the SE. The 
transaction then operates through the virtual prepaid 
credit/debit card that transfers funds from Google Wallet into 
the merchant's POS when customer taps his phone on POS. 

B. MasterPass 

"MasterPass" [10, 3] is a service which has been 
developed by MasterCard as an extended version of PayPass 
Wallet Services [12] and provides digital wallet service for 
secure and convenient online shopping. In MasterPass, 
delivery information and transaction data are stored in a 
central and secure location. The latest MasterPass provides the 
following services [12]: 

 MasterPass checkout services: This service enables the 
vendor’s payment acceptance in a consistent way 
irrespective of the client’s location. This means 
vendors have the ability to accept a payment without 
having to know where the client is. For instance, when 
the client is in store, he can use this service since it 
supports NFC, QR codes, tags, and mobile devices to 
pay for products at a vendor’s POS. Thus, in online 
shopping scenarios, the client can use this service to 
pay for a product without having to enter the card and 
delivery details every time he intends to make a 
purchase. 

 MasterPass-connected wallets: Vendors, financial 
institutions, and partners are able to provide their own 
wallets using this service. The client’s card 
information, address books, etc. can be saved in a 
secure cloud provided by a party they trust. Thus, 
clients can use other credit and debit cards in addition 
to their Mastercard cards. 

 MasterPass value added services: the purpose of this 
service is to improve the client’s shopping experience 
before, during and after checkout. Value added 
services include account balances, offers, loyalty 
programs, and real-time alerts. 
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C. Our approach 

The general overview of the cloud-based NFC payments is 
described in [14] where the NFC Cloud Wallet model is also 
proposed. We then proposed an extension to the previously 
proposed NFC Cloud Wallet model and designed an NFC 
payment protocol which was based on a Global System for 
Mobile Communications (GSM) network [16]. This protocol 
was the improved version of Chen's protocol [5] where user 
interaction with the system was improved, making it more 
user friendly. An additional layer of security was added by 
introducing Personal Identification Number (PIN) 
authentication by the user [4, 17]. Mutual authentication was 
improved by adding freshness by the mobile device in order to 
resist replay attack.  

We also added digital signatures with the transaction 
messages for data integrity and non-repudiation [16, 9]. Since 
there were multiple options applicable to this model, we 
designed our protocol based on the following assumptions: 

 The SE is part of SIM 

 The cloud is part of the MNO  

 The MNO manages the SE/SIM 

 Banks, etc. are linked to the MNO 

The key issue in this payment model was the connection 
between POS and MNO which makes it different from the 
protocol that we have designed in this paper.  In this paper, we 
designed our protocol based on the following assumptions: 

 The SE is part of the SIM 

 The cloud is part of the MNO  

 The MNO manages the SE/SIM 

 Financial institutions are linked to the MNO 

 The POS has no connection with the MNO 

 The communication is carried over a single channel: 
MNO, mobile device and POS 

IV. GSM AUTHENTICATION 

When a mobile device signs into a network, the MNO first 
authenticates the device (specifically the SIM). The 
authentication stage verifies the identity and validity of the 
SIM and ensures that the subscriber has authorized access to 
the network. The Authentication Centre (AuC) of the MNO is 
responsible for authenticating each SIM that attempts to 
connect to the GSM core network through the Mobile 
Switching Centre (MSC).  

The AuC stores two encryption algorithms A3 and A8, as 
well as a list of all subscribers’ identity along with 
corresponding secret key Ki. This key is also stored in the 
SIM. The AuC first generates a random number known as R. 
This R is used to generate two responses, signed response S 
and key Kc as shown in figure 1, where  

S = EKi (R) using A3 algorithm and Kc = EKi (R) using A8 
algorithm [6]. 

 
Fig. 1. Generation of Kc and S from R 

The triplet (R, S, Kc) is known as Authentication triplet 
generated by the AuC. The AuC sends this triplet to MSC. On 
receiving a triplet from the AuC, the MSC sends R (first part 
of the triplet) to the mobile device. The SIM of the mobile 
device computes the response S from R, as Ki is already stored 
in the SIM. Mobile device transmits S to MSC. If this S 
matches the S in the triplet (which it should in case of a valid 
SIM) then the mobile is authenticated. Kc is used for 
communication encryption between the mobile station and the 
MNO. Table 1 describes the abbreviations used in the 
proposed protocol. 

TABLE I.  ABBREVIATIONS 

AuC Authentication Centre (subsystem of MNO) 

AppID Approval ID. Generated after credit approval 

AccID Account ID of the customer 

Cr_req Credit Request Message 

Cr_app Credit Approved Message 

IMSI Internet Mobile Subscriber Identity 

Ki SIM specific key. Stored at a secure location in SIM and at AuC 

Kc Eki (R) using A8 algorithm 

K1 Encryption key generated by shop 

K2 MAC key generated by shop 

Kpub Public key of MNO 

Kpr Private key of MNO 

Ksign Signing key of MNO 

Kver Verification key of MNO 

LAI Local Area Identifier 

MNO Mobile Network Operator 

R Random Number (128 bits) generated by MNO  

Rs Random number generated by SIM (128 bits)  

SE Secure Element  

TMm Transaction Message for mobile 

TMs Transaction Message for shop 

TMSI Temporary Mobile Subscriber Identity 

TP Total Price 

TSID Temporary Shop ID 

TSs Shop Time Stamp  

TSt Transaction Time Stamp  

V. PROPOSED PROTOCOL 

The proposed protocol is based on a cloud architecture, in 
which the cloud is managed by the MNO. The SE used in this 
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protocol is divided into two sections: one, being a part of SIM, 
is used for authentication of a customer, whereas the other 
section, being a part of cloud, is used to store sensitive 
banking information of the customer. The customer has 
registered his credit/debit card details with the respective 
MNO. Since our protocol supports multiple accounts against a 
single customer, a customer can register more than one 
credit/debit card with the MNO. Each account of a customer is 
identified by a unique account ID, AccID. The AccID is 
intimated to a customer when he registers his debit/credit card 
with the MNO. MNO stores these details in a cloud. The 
mobile device has a valid SIM and is connected to respective 
MNO through GSM network. The communication over the 
GSM network is encrypted as specified in GSM standard. The 
mobile device is connected to the shop terminal over an NFC 
link. The NFC link is not secure and can be eavesdropped. 

Although the shop has no link with the MNO, the shop 
trusts the MNO. A message digitally signed by the MNO is 
considered authentic and its contents are trusted by the shop. 
When dealing with the signed data, one has to distinguish 
between data authenticity and trust in the message contents. 
An authentic data may not be true [20]. For example, a valid 
signature with the message ‘Sun revolves around the earth’ 
will prove the message as authentic but its contents are not 
true. We assume that the messages signed by the MNO are not 
only authentic but the contents are also considered trustworthy 
by the shop. For simplicity, we refer to the mobile device and 
SIM as a single unit ‘mobile device’. Ksign, Kver are the 
signing and verification keys respectively of MNO. Kpr, Kpub 
are the private and public keys respectively of the MNO. The 
proposed protocol executes in three different phases as shown 
in figure 2: 

A. Phase 1: Authentication 

Step 1: The mobile device sends TMSI, LAI as its ID to the 
shop terminal. The shop terminal determines the user’s mobile 
network from this information. The network code is available 
in LAI in the form of Mobile Country Code (MCC) and 
Mobile Network Code (MNC). An MNC is used in 
combination with MCC (also known as a ‘MCC/MNC tuple’) 
to uniquely identify a mobile phone operator/carrier [19]. 

Step 2: Shop terminal sends a message to the mobile 
device containing Total Price (TP), a temporary shop ID 
(TSID), and Time Stamp (TSs) of current time. The TSID acts as 
one time ID of the shop and gets updated after each 
transaction. 

Step 3: The mobile device initiates a mutual authentication 
protocol with the MNO. It sends TMSI, LAI as its identifier. 
The MNO identifies its customer and generates an 
authentication triplet (R, S, Kc). 

Steps 4-5: The MNO sends R, a part of the authentication 
triplet, to the mobile device. The mobile device computes Kc 
from R as explained in Section IV. The mobile device 
generates a random number Rs and concatenates with R, 
encrypts with key Kc and sends it to the MNO. The MNO 
decrypts the message using Kc, the key it already has in the 
authentication triplet. The MNO compares R in the 
authentication triplet with the R in the response. If both Rs are 
same, then the mobile is authenticated for a valid SIM. 

Step 6: After successful SIM (or mobile device) 
authentication, the MNO swaps R and Rs, encrypts with Kc and 
sends it to mobile device. This step authenticates the MNO to 
the mobile device. The mobile device receives the response 
EKc (Rs||R) and decrypts it with the key Kc already computed 
in Step 4.1. The mobile device compares both R and Rs. If 
both are same, then the MNO is authenticated. After 
successful authentication, the user is asked by the mobile 
device to enter the PIN. The PIN is stored in the SIM at a 
secure location. The SIM compares both PINs and if both are 
same, the user is authenticated as the legitimate user of the 
mobile device. 

B. Phase 2: Financial Approval 

Step 7: After successful authentication, the customer 
selects the account AccID for payment. The mobile device 
forms a credit request message Cr-req for credit approval from 
the MNO as: 

Cr-req = TP||TSID||TSs||TMSI||AccID 
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Fig. 2. The proposed transaction authentication protocol  

The mobile device encrypts Cr-req with the key Kc (the 
encryption key used in GSM communication) and sends it to 
the MNO. The MNO receives the message, decrypts and 
communicates with the cloud for a credit check against the 
account ID AccID of the customer. 

Step 8: Once the credit is approved from the financial 
entities through cloud, an approval ID (AppID) is generated by 
the approving authority. AppID acts as in index to a table 
storing information about the amount to be credited, 
destination Shop ID, the time stamp and the customer ID 
(TMSI). This helps in resolving any disputes in future. The 
MNO forms a new string Cr-app indicating credit approval as: 

Cr-app = TP||TSID||TSs||TMSI||AppID 
The MNO encrypts the string Cr-app with the key Kc and 

computes signature with the signing key Ksign over the 
plaintext. The encrypted Cr-app along with its signature is 
transmitted to the mobile device. 

The mobile device decrypts the message to get Cr-app. It 
compares the contents of Cr-app with the contents of Cr-req, as  

 

 

 

the only difference between both messages is that the 
AccID is the former is replaced by the AppID in the latter. It 
provides an assurance the Cr-app is generated by a legitimate 
authority. Mobile device, then, verifies the signature as the 
signature was computed over the plaintext. The signature 
provides data integrity, data origin authentication and non-
repudiation of the Cr-app message. After successful verification, 
the mobile device forwards Cr-app to the shop along with the 
corresponding signature. 

Step 9: The shop terminal verifies the signature by the 
verification key Kver to detect any alteration. In case of an 
invalid signature, the shop discards the message. A valid 
signature provides data integrity and data origin 
authentication. In this case, the shop believes that the message 
is authentic and the MNO has agreed to pay for the customer. 
This is like a three party contract where a middle party, trusted 
by both other parties, provides an assurance that the other 
party is willing to pay the price. 

C. Phase 3: Transaction Execution 

Step 10: After successful authentication and message 
contents verification, the shop generates two keys K1 and K2 
for data encryption and MAC calculation respectively. It 
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forms a string (K1||K2) ⊕  AppID and encrypts it with the 

public key, Kpub, of the MNO. The shop encrypts its banking 
details with the key K1 and computes its MAC with the key 
K2. The banking details may include bank account title, 
account number, bank code, branch code etc. The MNO needs 
banking details in order to transfer amount from the customer 
account to the shop account. This detail is transmitted to the 
MNO through the mobile device but the latter cannot decrypt 
this information. This forms a virtual tunnel between the shop 
and the MNO through the mobile device. 

Once the MNO receives this message, it decrypts first part 
to extract the K1 and K2. The role of AppID in this step is to 
bridge the authentication phase to the transaction execution 
phase. The MNO checks the validity of the MAC and if 
successful, it decrypts the banking details. It forwards the 
banking details to the cloud for the monetary transaction. 

Steps 11-12: After a successful transaction, the MNO 
generates a transaction number TSN and corresponding time 
stamp TSt and forms Transaction Message for mobile device 
TMm and Transaction Message for shop TMs as: 

TMm = TSN||TP||TSID||TMSI||TSt 

TMs = TMm || [Banking Details] 
The MNO encrypts TMm with the key Kc and computes the 

signature over the ciphertext. It sends encrypted TMm and the 
corresponding signature to the mobile device. The mobile 
device first verifies the signature. In case of an invalid 
signature, the mobile device discards the message without 
decrypting it. Otherwise, it decrypts the message and verifies 
the contents. 

The MNO forms the Transaction Message for the shop 
TMs by appending Shop Banking Details to the earlier formed 
TMm. It encrypts TMs with the key K1 and computes signature 
over the ciphertext. The MNO sends the encrypted message 
along with its signature to the mobile device to further relay it 
to the shop. The mobile device can neither decrypt this 
message as it does not possess K1, nor alter any contents as 
they are protected by the signature. The shop verifies the 
signature and if invalid, discards the message without 
decrypting the message. Otherwise, the shop decrypts the 
message and verifies its contents. The contents consist of 
important transaction information exchanged during the 
transaction. If the shop wants any clarification, it can approach 
the MNO quoting the Transaction Number TSN and Approval 
ID AppID received in step 9. 

VI. PROTOCOL ANALYSIS 

In this section, we analyse this protocol from multiple 
perspectives. This analysis encompasses the authentication 
and security of the messages. We assume that the MNO is 
trust worthy, whereas the customer or the shop can be 
dishonest. We analyse multiple attack scenarios to ascertain 
the strength of our protocol. 

A. Dishonest Customer 

Scenario 1: A dishonest customer plans to buy some 
products with payment from someone else account. So, he 
sends a fake but valid ID (for example TMSI, LAI of a mobile 
of a target customer) in step 1 to shop. Shop replies with step 

2 providing information about the total price, its temporary ID 
and the time stamp. In step 3, the dishonest customer has two 
options in the authentication phase. Either he communicates 
with his legitimate MNO for authentication or with the target 
customer’s MNO. In the former case, the amount will be 
deducted from his account (which is what he is not willing to 
do) whereas, the amount will be deducted from the target 
customer’s account in the latter case. If he goes for the latter 
option, however, he fails the authentication process in step 5 
as he lacks the legitimate Kc. Thus, someone else’s ID cannot 
be successfully used in this protocol. 

Scenario 2: A dishonest customer plans buy goods without 
any payment. So, he provides his own banking details, rather 
than the shop banking details, to the MNO in step 10. If case 
of a successful transaction, the MNO deducts amount from the 
customer account and pays back in the customer amount (both 
accounts may be different to avoid detection). The transaction 
receipt is then transmitted to the shop as a proof of payment. 
To accomplish this attack, the dishonest customer blocks step 
10, in which the shop banking details are transmitted to the 
MNO through the mobile device. The customer cannot alter 
this message as it is encrypted with keys K1 and K2. Both these 
keys are encrypted with the public key Kpub of the MNO, so no 
other than the MNO can get these keys. Therefore, rather than 
altering this information, the dishonest customer discards this 
message and designs his own message as: 

Ekpub [(K´1 || K´2) ⊕ AppID], E K´1 [Banking Details], 

MAC K´2 [Banking Details] 
Where the banking details are customer’s banking details 

rather than the shop’s, the MNO has to rely on the information 
provided by the mobile device as the former does not share 
any secret with the shop prior to the execution of the protocol.  

The MNO performs transaction against the information 
provided by the mobile device. After the transaction 
execution, the MNO sends ‘receipts’ in messages 11 and 12. 
The mobile device blocks message 12 as this message 
contains the information of the bank that was used during the 
transaction. 

Since the customer’s banking details were used during 
transaction, the dishonest customer needs to replace the 
banking details in this massage with the shop banking details. 
The customer can decrypt message in step 12 as it is now 
encrypted with the customer’s malicious key K´1.  He needs to 
change the banking details and encrypt with the shop 
generated key K1 in step 9.2. Since the customer lacks this 
key, he cannot generate a valid ciphertext. Moreover, the 
original message is protected by the digital signature. If the 
customer makes any alteration to change the banking details, it 
will void the signature. If the customer does not alter the 
message to maintain the validity of the signature, the shop can 
verify the signature but cannot decrypt the message (as it is 
encrypted with the customer’s malicious key K´1). In both 
cases, the shop cannot verify the transaction and a failure 
message is sent at the end. Hence, a dishonest customer is 
again unsuccessful. 

There may be another approach to accomplish the above 
attack where the dishonest customer plans to buy some goods 
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without payment. The dishonest customer does not 
communicate with the MNO since it is not successful as 
described above; rather the customer impersonates the MNO 
to the shop in this scenario. The target of the customer is to 
send fake but acceptable receipts to the shop at the end of the 
protocol by replaying old legitimates messages or fabricating 
new messages. Since the customer is not communicating with 
the MNO, his account cannot be debited. In the original 
protocol, the shop receives three messages from the mobile 
device, message 1, 9 and 12. Message 1 is originated by the 
mobile device, whereas message 9 and 12 are actually 
originated by the MNO but are relayed by the mobile device 
to the shop. A dishonest customer needs to design or replay 
the latter two messages in such a way that they are acceptable 
to the shop. Both messages are digitally signed by the MNO. 
These messages contain a Temporary Shop ID (TSID) and a 
Time Stamp (TSs). TSID is a random value generated by the 
shop every time in the start of the protocol. This value does 
not only serve as a shop ID during protocol, but also it adds 
freshness to the protocol messages. TSs is updated too in every 
protocol round, but it may be predictable to some extent. A 
combination of these two values, along with the digital 
signatures of the MNO, does not allow either replay or 
alteration of the messages. Hence the dishonest is again 
unsuccessful. 

Scenario 3: A dishonest customer plans to pay less than the 
required amount but intimates to shop of full payment. To 
accomplish this attack, the mobile device sends TP´ in Credit 
Request message, Cr-req, in step 7 to MNO, where TP´ < TP. 
The mobile device receives Credit Approve message, Cr-app, in 
step 8 from the MNO confirming that the initially requested 
amount TP´ has been approved for transaction. However, the 
mobile device needs to intimate the shop in step 9 that the 
original amount, TP, is approved for transaction. Since the 
approved price is digitally signed, it cannot be amended by the 
mobile device. So the actual price that is approved by the 
MNO is transmitted to the shop. Hence, this attack fails on 
proposed protocol. 

B. Dishonest Shop 

Scenario 4: The shop is dishonest and plans to draw more 
than the required amount without intimation to the customer. 
The information about the amount to be transferred is 
intimated to the MNO by the mobile device in Credit Request 
message,  

Cr-req, in step 8. A mobile device cannot send more than 
the required price unless the device itself is compromised. 
Therefore, a shop cannot get more than the required amount in 
this protocol. 

Scenario 5: The shop is dishonest and repudiates the 
receipt of transaction execution message in step 12. In this 
way, the shop does not deliver goods despite receiving the 
required amount. In such scenario, the mobile device has the 
signed receipt from the MNO indicating a Transaction Serial 
Number TSN in step 11. The TSN is linked to the Approval ID 
AppID generated in step 8. Since both the values are digitally 
signed by the MNO, the mobile device can approach MNO 
regarding any dispute. 

C. Messages Security 

Apart from the above-mentioned scenarios, we also 
analysed our protocols from various other angles. The data 
over the GSM network is encrypted according to GSM 
specification. The key Kc used for the data encryption is fresh 
in each round of transaction. The data over NFC link in 
Authentication and Approval phase (Step 1, 2 and 9) is sent in 
clear. This data does not contain any sensitive information. 
Total Price may be considered sensitive information but it is 
also displayed on the shop terminal for visual information of 
the customer. The read range of the displayed price is much 
more than the range of the NFC link. Therefore, we graded TP 
as not so sensitive information to be protected over NFC link. 
However, once the TP is transmitted over GSM network, it is 
encrypted with the key Kc. 

Information that is sent in clear over the NFC link is the 
Credit Approval ID (AppID) in the (Cr-app) message (step 9). 
The AppID is a random string generated by the credit approval 
authority. From an attacker’s perspective, its only significance 
is its assurance that the customer has, at least, TP amount in 
his account. This assurance can also be achieved if a customer 
successfully pays for some goods. Therefore, AppID is also not 
sensitive information in this scenario. 

Role of Approval ID in Message 10: AppID acts as a bridge 
between the Financial Approval phase and the Transaction 
phase. It adds freshness to message 10, so it cannot be 
replayed in the future. AppID is XORed to avoid increase in the 
message length. Any alternation in the first part of the 

message 10 (Ekpub [(K1||K2) ⊕ AppID) results in invalid keys 

K´1 and K´2. This invalidates the MAC and hence detection. 

Non-repudiation of Transaction Messages: Transaction 
Execution messages (Step 11, 12) are digitally signed by the 
MNO. In case of any dispute about payment, the MNO has to 
honour both messages. So both the customer and the shop are 
completely secured about the transaction. 

Disclosure of Relevant Information: Shop banking details 
represent sensitive information as they contains the bank 
account number etc. It is encrypted not only on the GSM link 
but also on the NFC link. This information is transmitted after 
the credit approval information is received by the shop. The 
banking detail is transmitted through the mobile device to the 
MNO, yet the former cannot decrypt this information. Since 
the mobile device does not need this information, it is not 
disclosed to the mobile device. Similarly, the account 
information of the customer is not communicated to the shop 
in Cr-app message. 

New set of Keys for every transaction: The encryption key 
over GSM network, Kc, is generated from R. Since R is 
changed in each round of transaction protocol, the Kc is also 
fresh. The encryption keys K1 and K2 are generated by the 
shop in each round. So both these keys are also fresh. 

Encryption and MAC Keys: Separate keys are used for 
encryption and MAC calculation making the protocol more 
secure. Encrypt-then-MAC is an approach where the 
ciphertext is generated by encrypting the plaintext and then 
appending a MAC of the encrypted plaintext. This approach is 
cryptographically more secure than other approaches [2]. 
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Apart from cryptographic advantage, the MAC can be verified 
without performing decryption. So, if the MAC is invalid for a 
message, the message is discarded without decryption. This 
results in computational efficiency. 

VII. CONCLUSION 

In this paper we have proposed a transaction protocol that 
provides a secure and trusted communication channel to the 
communication parties. The proposed protocol was based on 
the NFC Cloud Wallet model [14][22][23][24], NFC payment 
application [16] and W. Chen et al [5] for secure cloud-based 
NFC transactions. 

We considered a cloud-based approach for managing 
sensitive data to ensure the security of NFC transactions over 
the use of a SE within the cloud environment as well as 
considering the role of SE within the NFC phone architecture. 
The operations performed by the vendor's reader, an NFC 
enabled phone and the cloud provider (in this paper MNO) are 
provided and such operations are possible by the current state 
of the technology as most of these measures are already 
implemented to support other mechanisms. 

We considered the detailed execution of the protocol and 
we showed our protocol performs reliably in cloud-based NFC 
transaction architecture. The main advantage of this paper is to 
demonstrate another way of payment for all those people who 
do not have bank accounts. This way of making payments 
eases the process of purchasing for ordinary people as they 
only have to top up with their MNO without having to follow 
all the banking procedures. 

As a part of future work, a proof of concept prototype can 
be implemented in order to determine the reliability of the 
proposed protocol in terms of number of factors such as 
timing issues. This implementation refers to the performance 
domain of the proposed protocol which can be taken into the 
account to consider the performance of the protocol rather 
than its security, which is discussed in this paper. The idea of 
the proposed protocol can also be extended to a multi-party 
protocol. Furthermore, other possible architectures in this area 
should be explored and defined in order to finalize the most 
reliable architecture for cloud-based NFC payment 
applications. 
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Abstract—Most of opinion mining works need lexical 

resources for opinion which recognize the polarity of words 

(positive/ negative) regardless their contexts which called prior 

polarity. The word prior polarity may be changed when it is 

considered in its contexts, for example, positive words may be 

used in phrases expressing negative sentiments, or vice versa. In 

this paper, we aim at generating sentiment Arabic lexical 

semantic database having the word prior coupled with its 

contextual polarities and the related phrases. To do that, we 

study first the prior polarity effects of each word using our 

Sentiment Arabic Lexical Semantic Database on the sentence-

level subjectivity and Support Vector Machine classifier. We 

then use the seminal English two-step contextual polarity phrase-

level recognition approach to enhance word polarities within its 

contexts. Our results achieve significant improvement over 

baselines. 

Keywords—Sentiment Arabic Lexical Semantic Database; 

Support Vector Machine; Contextual Polarity 

I. INTRODUCTION 

Opinion mining is the task to distinguish between 
subjective and objective sentiments in the text. Most work of 
opinion mining has been extensively explored at document-
level while there has been few researches investigating feature 
design at the sentence-level. Any sentence may have positive, 
negative and neutral opinions, for example, [ ظللت  أعمل بجد و "

ه"كانت سیئ  النتائج أجتھاد طیلة الأشھر الماضیة لكن ] ["I have been 
working hard and over the past few months but the results were 
bad" ] and it is difficult to accurately mark subjective phrase 
boundaries such that the  polarity classification may differ 
substantially from the sentence-level and the document-level in 
that resulting bag-of-words feature vectors tend to be very 
sparse resulting in lower classification accuracy [1].  

General approach of opinion mining is to start with 
database having positive and negative word with their prior 
polarities, i.e. the initial word polarities regardless their 
contexts. For example, [ "رائع","سعادة","جید" ] ["good", 
"happiness"," wonderful"] have positive prior polarities and 
[" حزن","بغیض,""سئ "] ["bad","hateful","sadness"] have negative 
prior polarities. 

However, contextual polarity of the phrase in which a word 
appears may be different from the word's prior polarity. As In 
the following example:-  

الاعضاء في  55لم یوافق سفراء منظمة الأمن و التعاون من الدول ال "[
على ھا المنظمة على إرسال مراقبین إضافیین بعد أن رفعت روسیا اعتراضات

من الضروري ان تتقید الدول  هوجود معززین وقال السفیر ستودمان ان
في الحرب بالتزاماتھا الدولیة بالحفاظ على حقوق الإنسان و الحریات الأساسیة 

 ]"ضد الارھاب.

["Ambassadors of the Organization for Security and 
Cooperation of the 55 member states of the organization did 
not agree to send additional observers after Russia lifted its 
objections to the presence of reinforcing Stoudmann. The 
ambassador said that it is necessary to comply with 
International obligations of states to preserve human rights and 
fundamental freedoms in the war against terrorism".] 

 ","حقوق "," بالحفاظ","المنظمة "," التعاون","الأمن ","منظمة ","یوافق[ "

 ]ت"الحریا
["agree", "organization", "security", "cooperation", 

"organization", "maintain", "rights", "freedom"]  

The above words have positive prior polarities, but they are 
not all being used to express positive sentiments. For example, 
 ["not"] [" لم"] is preceded by a negative tool ["agree"] ["یوافق"]
so it has a negative contextual polarity. Also, the words [" 
 ,"organization", "security"] ["المنظمة"," التعاون","الأمن ","منظمة
"cooperation", "organization"] have neutral contextual 
polarities because they are organization names. But the words 
 ,"preservation", "rights"] ["الحریات ","حقوق "," بالحفاظ"]
"freedom"] have similar prior and contextual polarities. Also 
these words [ تتقید "," اعتراضتھا "," الحرب "," الارھاب"  "] 
["terrorism", "war", "objection", "comply"] have negative prior 
polarities but they are not all being used to express negative 
sentiments. For example, the expression ["  الارھابالحرب ضد "] 
["war against terrorism "] gives positive sentiment and the rest 
of words have similar prior and contextual polarities.  

There are many things should be taken into consideration in 
the phrase-level contextual recognition. Negation may reverse 
the prior polarity of the term. It may precede the term directly 
 or it may involve long distance ["not good"] ["لیس جیدا"]
dependency such as [" الحضارة الغربیة لا تستطیع تكوین نظام أكثر
 Western civilization can't configure a global system"] ["سعاده
happier"]. Intensifiers influence the force of the term 
[..." جدا","بعمق","بالغة","قلیل","كثیر "] ["a lot", "a little", "very", 
"deeply", "too" ...] . Shifter words precede or follow the polar 
term and influence its polarity, for example, ["فاز ظلما"] ["Won 
unfairly"], ["تمنع العقوبة"] ["prevent punishment"].   Connectors 
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also may influence the contextual polarity; there are some 
connectors give similar polarities for all connected words ["  ","و
 and some connectors express different ["and", "or"] ["أو
polarities [ النقیض"," لكن", "بالرغم من"... ى"على العكس", "عل ] ["On 
the contrary", "contrast", "but", "in spite of" ...]. 

We used SentiRDI [2] which is a large set of subjective 
clues coupled with their prior polarities; subjective clues are 
words with polar (positive/negative) prior polarities. We 
considered each phrase having one of these clues to classify its 
contextual polarity. To classify the contextual polarities, we 
used the seminal English work approach [3] that first 
determines if the phrases are polar or neutral and then it takes 
the polar phrases for additional classification to determine the 
polarity for each polar phrase. In our research, all annotations 
and classification results were manually revised and assessed. 
For the classification assessment, we used F-measure (F), 
Precision (P), and Recall (R). 

This paper is organized as follow: Section II describes in 
brief some main contextual polarity related works. Section III 
gives the overview of prior polarity subjectivity Arabic 
database (SentiRDI). Section IV describes the corpus that is 
used in sentence subjectivity classifier and contextual polarity. 
Section V describes the sentence subjectivity classification 
using Support Vector Machine (SVM) .Section VI explains the 
contextual polarity influencers and proposed features that are 
used in the two-step phrase-level classification approach [3]. 
Section VII shows the experimental results of contextual 
polarity. Section VIII shows the analysis of the experimental 
results. Finally, Section IX draws our conclusions and future 
work. 

II. CONTEXTUAL POLARITY RELATED WORK 

Nowadays, many researches have been contributing to the 
contextual polarity recognition task at various textual levels 
such as [1, 3, 4, 5]. They mainly classified expressions related 
to some subjective clues. Also, they often used manual 
developed lexicons to help in classifying polarities. Per to our 
knowledge, there is no robust and tested phrase-level 
contextual polarity study in Arabic. 

III. PRIOR POLARITY SUBJECTIVITY DATABASE  

Our approach uses an Arabic lexical Resource for opinion 
mining (SentiRDI) [2] which has the subjectivity and the 
orientation of more than 18,400 semantic fields covering over 
150,000 words in Arabic. Subjective semantic fields in the 
database are the subjective clues [1, 3] which are words used to 
express private states [6] mainly an opinion, emotion, 
evaluation, stance, speculation etc.  

IV. RESEARCH CORPUS  

We translated MPQA opinion corpus
1
 in Arabic which 

consists of 535 English-language news articles from a variety 
of sources, manually annotated  [7] for subjectivity analysis. 
The corpus consists of 9700 sentences, 55% of them are 
labeled as subjective, while the rest are objective. We consider 
only 3578 sentences with 18,678 subjective phrases. Subjective 
phrase is the expression which contains subjective clue (term 

                                                           
1
 http://mpqa.cs.pitt.edu/  

that has subjective prior polarity).  The translated annotations 
were manually revised and corrected by all authors.  

V. SUBJECTIVITY CLASSIFICATION  

Simple text preprocessing was executed in order to remove 
special characters and non-Arabic characters in corpus. More 
advanced text preprocessing was executed in order to prepare it 
for SVM algorithm input such as extracting named entities 
using [8], assigning Part Of Speech tags (POS) using the 
Research and Development International (RDI)

2
 and assigning 

the prior polarity of each word by using SentiRDI. The features 
that were extracted from the sentence are:-  

   The word Part of Speech (POS): RDI-ArabMorphoPOS 
tagger was used [9].  

We used our prior polarity semantic database (SentiRDI) to 
determine the polarity of each word to acquire the following 
four features: Number of positive noun; Number of positive 

verb; Number of negative noun; Number of negative verb.  

     Average Polarity of sentence = 
𝟏

𝐧
∑ 𝐏𝐰𝐢

𝐧
𝐢=𝟏                     (1)    

Where n is number of words in sentence, Pwi polarity of 
word i in sentence that is specified before from prior polarity 
database (SentiRDI) such that  

𝑝𝑤𝑖 = {

−1 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 
0 𝑜𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒
1  𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

                        (2) 

Average Term Frequency: Inverse Sentence Frequency 
(TF-ISF) for sentence (Si) can be computed by the following 
equation:-  

             𝐴𝑣𝑔 𝑇𝐹_𝐼𝑆𝐹𝑠𝑖
1

||𝑆𝑖||
 ∑ (𝑇𝐹𝑡,𝑠𝑖 ∗ 𝐼𝑆𝐹𝑡  )       (3) 

||𝑠𝑖||
𝑡=1   

Where TF presents the number of occurrences of each term 
within the sentence and can be normalized by dividing it by 
size of sentence.  

𝑇𝐹𝑡,𝑠 =
𝑁𝑡,𝑠

||𝑆||
                           (4) 

Where Nt,s is the number of occurrences of term t in 
sentence S. ||S|| is the number of words in sentence S. ISF is 
used for terms that appear in the small number of sentences. 
This factor is useful because numbers of subjective terms are 
small compared with neutral (objective) ones.  

ISF =  log 
𝑆

𝑆𝑖

                             (5) 

 Where S is the number of all sentences in the corpus and Si 
is the number of sentences containing term i. 

The results of SVM are 77.7%, 75.01%, and 80.6% for F-
measure, Precision, and Recall respectively.  

VI. CONTEXTUAL POLARITY  

A. Contextual polarity influencers 

There are a lot of factors [3] that influence the prior polarity 
of term:-  

                                                           
2
 http://www.rdieg.com/  

http://mpqa.cs.pitt.edu/
http://www.rdieg.com/
http://www.rdieg.com/
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Negation: it is considered one of the most factors that 
influence the contextual polarities of subjective clues. Negation 
reverses the prior polarities of the subjective clues which may 
be local. For example, one of the Arabic negation tool may 
precede the subjective clue directly [" فرنسا لن توافق على ھذه
 or it may have ["France will not agree to this formula"] ["الصیغة
long distance dependency of the clue as [" یات بدون مساعدة الولا 
المتحدة عبر صندوق النقد الدولي فان الدولة لن تكون قادرة على تحقیق الاستقرار 
 Without the help of the United"] [" الاقتصادي والاجتماعي والسیاسي
States through the International Monetary Fund, the state will 
not be able to achieve economic and social stability and 
political"]. We consider the Arabic language negation tools 
namely  ["لم","لیس","لن","ما","لما","إن","لا","لات]  transliterated in 
English as ["lam", "lays","ln","maa","lamaa","en","laa","lat"]. 

Intensifiers: a word that has little meaning itself but 
provides force, intensity or emphasis to another word. 
Intensifier may be before or after the subjective clues. Arabic 
intensifiers examples are [" ","بالغة","بعمق","جدایل","قلیركث "] [" a 
lot”, “a little”, “very”, “deeply”, “too"]. We collected a set of 
intensifiers found in the used corpus and the others translated 
from Grammar of English Language [6].   

Presupposition items: the words shift the valence of 
evaluative terms through their presuppositions [10]. These 
words are collected during exploration of the contextual 
polarity annotations in our development data. Here we divide it 
into four categories:- 

General shifters: the shifters invert the polarity of 
subjective clue such as ["منع", "عدم" ,"وقف","ضد"]["prevention”, 
“not”, “stop”, “against”].  

Positive shifters:  the shifters change polarity always to 
positive such as ["نفي" ,"صد" ,"مكافحة","تخطي"] [“deny”, 
“bodice”, “combat”, “skip”].  

Negative shifters: these shifters  change polarity always to 
negative such as [" یحظر","یفتقر" ,"یحرم"," ینقص "] ["decrease”, 
“deprive”, “lack”, “prohibit”].  

Objective shifters: these shifters help to extract Named 
Entity (NE) from the text such as   [" "جماعة","صحیفة", "وكالة
 ,”Group”,” newspaper”, “agency”, “party"] [","حزب" ,"ولي العھد
“the Crown Prince”].  

The above contextual polarity influencers are extracted 
from our corpus and used in our classifiers as features as 
described below. In order to classify the contextual polarities of 
the subjective expressions, first we determine whether the clue 
instances are neutral or polar in their contexts. While neutral 
clues are words which have non-neutral prior polarities with 
neutral contextual polarities, polar clues are words which have 
non-neutral prior polarities with non-neutral contextual 
polarities. Second, all polar clues that result from the first-step 
are taken for more classification to determine whether the polar 
clue instance has positive contextual polarity or negative polar 
polarity.  

B. Baseline (prior polarity classifier) 

We created a simple prior polarity classifier (TABLE I) 
assuming that the contextual polarity of a clue instance equals 
to the clue’s prior polarity. We apply this classifier on all 

extracted subjective expression (18,678) from translated 
MPQA corpus. The classifier has accuracy of 48.45% and the 
following table describes the results of this classifier. 

TABLE I.  BASELINE CLASSIFIER RESULTS 

 
Positive 

expression 

Negative 

Expression 
all 

F 67.6 42.6 52.4 

P 76.6 35 48.45 

R 60.1 54.4 57.1 

C. Features of Neutral-polar classification  

The neutral-polar classifier is to recognize the neutral clues 
from the polar ones. The features set used in this classifier are:  

Word: it is the word which has non-neutral prior polarity 
subjective clue (SC).  

Semantic ID of SC: it is the feature presents the 
RDIArabSemanticDB word semantic field identification. This 
feature is designed to help in recognizing the meaning of SC 
decreasing the ambiguity of the word sense.   

POS of SC: it is the part of speech of the subjective clue. 
We used Stanford Log-Linear Part of Speech Tagger to extract 
POS.   

POS of previous word: it is the POS that presents POS tag 
of the SC previous word.   

POS of next word: it is the POS that presents POS tag of 
the SC next word.   

Prior polarity of SC: it is the prior polarity of the 
subjective clue from SentiRDI. This feature has a binary value 
of (0) if it is positive or (1) if it is negative.  

NER_SC: it is the binary feature to present if the subjective 
clue is a named entity.   

SC_before: it is the binary feature to present if the 
subjective clue is preceded by another one.   

SC_After: it is the binary feature to present if the 
subjective clue is followed by another one.  

Self_intensifier: it is the binary feature to present if 
subjective clue is one of intensifiers or not.  

Intensifier_before_after: it is the binary feature to present 
if there is intensifier before or after the subjective clue.  

Connector: it is the binary feature to present if there is 
connector ["و" , "أو" ] ["and”, “or"] between two subjective 
clues (in this case they have the same polarity ) .  

Shift_conn: it is the binary feature to present if there is a 
connector ["لكن" ,"بالرغم من" ] ["but"," in spite of"] between two 
subjective clues (in this case they have opposite  polarity ) .  

Obj_shifter:  it is the binary feature to present if there is 
one of objective shifters before a subjective clue.  

Self_obj_shifter: it is the binary feature to present if the 
subjective clue is one of objective shifters or not.  
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D. Features of Polarity classification  

This is the second-step classifier that takes all polar 
expressions are produced from the first-step neutral-polar 
classifier to determine whether the contextual polarity is 
positive or negative. The features set used in this classifier are  

Word:  it is the word which has non-neutral prior polarity 
subjective clue (SC).  

Semantic ID of SC: it presents the RDIArabSemanticDB 
semantic field identification which  helps in recognizing the 
meaning of the subjective clue decreasing the ambiguity of 
word sense.   

Prior polarity of SC: it is the prior polarity of subjective 
clue extracted from SentiRDI. This feature has a binary value 
that takes value (0) if it is positive or (1) if it is negative.  

Prior polarity of next word:  it presents the prior polarity 
of the SC next word.  

Prior polarity of previous word: it presents the prior 
polarity of the SC previous word  

Self_intensifier: it is the binary feature to present if the SC 
is one of intensifiers or not.  

Intensifier-before-after: it is the binary feature to present 
if there is an intensifier before or after the subjective clue.  

Connector: it is the binary feature to present if there is 
connector ["و" , "أو" ] ["and”, “or"] between two subjective 
clues (in this case they have similar polarities) .  

Shift_conn: it is the binary feature to present if there is a 
connector ["لكن" ,"بالرغم من" ] ["but"," in spite of"] between two 
subjective clues (in this case they have opposite  polarities) .  

Negation: it is the binary feature to present if the subjective 
clue is preceded by one of the negative tools. Here, we 
consider a 4–word window before the subjective clue to deal 
with longer-distance dependencies.  

General polarity shifter:  it is the binary feature to present 
if the subjective clue is preceded by one of the shifters; these 
shifters alter the polarity to its opposite.  

Negative polarity shifter: is the binary feature to present 
if the subjective clue is preceded by one of the shifters; these 
shifters alter the polarity to its negation.  

Positive polarity shifter:  it is the binary feature to present 
if the subjective clue is preceded by one of the shifters; these 
shifters change polarity to its affirmative. 

VII. EXPERIMENTAL RESULTS OF CONTEXTUAL POLARITY  

The objective of the experiments is to classify the 
contextual polarities of the expressions that contain instances 
of the subjectivity clues from SentiRDI. Support vector 
machine (SVM) is used for the classification task. In order to 
classify the contextual polarities of subjective expressions, first 
we determine whether clue instances are neutral or polar in 
context (the results of this classifier shown in Table II). 
Second, all the polar clues that result from the first-step are 
considered for more classification to determine whether the 

polar clue instance is positive or negative polar polarity (the 
results of this classifier shown in Table III). 

TABLE II.  STEP 1 SVM CLASSIFIER RESULTS  

 WT 

WT 

+ 

PP 

All WT 
WT+  

PP 
All 

 Polar Neutral 

F 78.4 87.6 91.5 72 81.8 84.3 

P 77 80 86.7 60.5 69.4 88.2 

R 80 96.8 96.8 89 99.8 80.7 

 Table II presents the results of neutral-polar classifier for 
the 15-feature classifier and two baseline classifiers. Table III 
presents the results of polarity classifier for the 13-feature 
classifier and two baseline classifiers.  The two baseline 
classifiers are the word token (WT) classifier and the word 
token with prior polarity (WT + PP) classifier.  

TABLE III.  STEP 2  SVM CLASSIFIER RESULTS 

 WT 

WT 

+ 

PP 

All WT 
WT+  

PP 
All 

 Positive Negative 

F 79.2 81.2 81.3 76.2 81 82.4 

P 75.7 80.7 80. 8 80.2 80.7 83.1 

R 83 81.8 81.9 72.6 81.4 81.6 

VIII. ANALYSIS OF EXPERIMENTAL RESULTS  

As shown above, contextual polarity recognition task 
(Table II polar results) enhances the classification of prior 
polarities of expressions in Table I. As well, the selected 
features surpasses both baseline classifiers (Table II and Table 
III). The final output of this research is that SentiRDI 
augmented with contextual polarities and the related phrases or 
examples; APPENDEX A shows some samples of our output.  

From our experiments, we found that the quality of the 
prior polarity and the contextual polarity depend on many pre-
required Natural Language Processing (NLP) tasks. These 
tasks are very useful to acquire prior and contextual polarities 
of the subjective clues, unfortunately, they add as well, at the 
same time, incremental error ratios to our target mission. The 
pre-required NLP tasks are:- 

Normalization of writing Arabic: in Arabic language 
there are some letters have different forms.  For example, 
["Alif"] [“a”] has four forms ["ا","أ","إ","آ"], ["Yaa"] has two 
forms ["ى" , "ي" ] and ["Taa el marpouta” and el haa el 
marpouta "]  ["ة","ه" ].  

Arabic parser:  unfortunately, until now there exists no 
highly accurate public parser for Arabic language due to its 
high ineffectual nature, complexity, and variant sources of 
ambiguities (lexical, structural, and semantic).   

Named Entity Recognition:  we used only the named 
entities extracted by [8] so we were dramatically affected by its 
performance. 
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IX. CONCLUSION AND FUTURE WORK 

In this paper, we study the seminal English two-step 
contextual polarity phrase-level recognition approach [3] to 
enhance word polarities within its contexts in Arabic language. 
Using this approach, we are able to automatically identify the 
contextual polarities for our Arabic large set of sentiment 
expressions, achieving results that are significantly better than 
baselines. Our main contribution is to acquire the sentiment 
Arabic lexical semantic database (SentiRDI) having the word 
prior polarities coupled with its contextual polarities and the 
related phrases (APPENDIX A).  

In the future, we are going to extend the database 
depending on further analysis of exiting opinion mining 
English corpora. We intend to build our own examples and 
sentences to enrich the classifier performance with Arabic 
polar and neutral examples.    
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APPENDIX A 

Word 
Prior 

polarity 

Context 

Polarity 
Phrase 

"الحرب "  "War" Negative Positive 

"الحرب ضد الأرھاب " 

 "War against terrorism 
" 

"الحرب "  "War" Negative Negative 

"الإنسانیةالحرب ضد  " 

 "War against humanity 
" 

"فاز  "  "Won" Positive Negative 
"ظلما  موجابى فاز " 

"Mugabe won unfairly " 

"السلام  "  

"Peace" 
Positive Negative 

"شلل عملیة السلام " 

"Paralysis of the peace 
process" 

"یوافق"    
"Agree" 

Positive Negative 

"لم یوافق سفراء " 

"Ambassadors did not 

agree " 

"الارتیاح "  

"comfortable" 
Positive Negative 

"یشعرون بعدم الارتیاح " 

"Feel uncomfortable " 

" الاحتلال   " 

"occupation " 
Negative Positive 

"ضد الاحتلال  ,  " انھاء الاحتلال

"Against the occupation, 

end the occupation " 

" الأمن   " 

"Security "   
Positive Objective 

"منظمة الأمن والتعاون " 

" Organization for 

Security and 
Cooperation " 

" التعاون   " 
"Cooperation " 

Positive Objective 

 منظمة الأمن والتعاون

" Organization for 
Security and 

Cooperation " 

 Pollution"  

 التلوث
Negative Positive 

"مكافحة التلوث " 

" Combating Pollution " 

" الاصلاح   " 
"Reform"  

Positive Objective 
"حزب الاصلاح اللیبرالي"  

" Liberal Reform Party" 

 hate"   Negative Objective"  "كره"
"اتحاد كره القدم " 

" Football Association " 

" الاستقرار   " 
"stability"  

Positive Negative 

تزعزع الاستقرار في العالم "

"الإسلامي  

" Instability in the 

Muslim world " 
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Abstract—Recommender systems are software applications 

that provide or suggest items to intended users. These systems 

use filtering techniques to provide recommendations. The major 

ones of these techniques are collaborative-based filtering 

technique, content-based technique, and hybrid algorithm. The 

motivation came as a result of the need to integrate 

recommendation feature in digital libraries in order to reduce 

information overload. Content-based technique is adopted 

because of its suitability in domains or situations where items are 

more than the users. TF-IDF (Term Frequency Inverse 

Document Frequency) and cosine similarity were used to 

determine how relevant or similar a research paper is to a user's 

query or profile of interest. Research papers and user's query 

were represented as vectors of weights using Keyword-based 

Vector Space model. The weights indicate the degree of 

association between a research paper and a user's query. This 

paper also presents an algorithm to provide or suggest 

recommendations based on users' query. The algorithm employs 

both TF-IDF weighing scheme and cosine similarity measure. 

Based on the result or output of the system, integrating 

recommendation feature in digital libraries will help library 

users to find most relevant research papers to their needs. 

Keywords—Recommender Systems; Content-Based Filtering; 

Digital Library; TF-IDF; Cosine Similarity; Vector Space Model 

I. INTRODUCTION 

Library users do experience difficulties in getting or finding 
favorite digital objects (e.g. research papers) from a large 
collection of digital objects in digital libraries. The increasing 
volume of information available on the internet has made it 
even more difficult for internet users to find exact information 
of interest. So, a recommender system becomes an important 
requirement in the design of digital libraries. This would assist 
library users in getting favorite digital objects (e.g. research 
papers) from the large collection of digital objects in general 
[1]. 

Recommender systems are software applications that 
suggest or recommend items or products (in the case of e-
commerce) to users. These systems use users' preferences or 
interests (supplied as inputs) and an appropriate algorithm in 
finding the relevant or desired items or products. 
Recommender systems deal with information overload 
problems by filtering items that potentially may match the 
users' preferences or interests. These systems aid users to 
efficiently overcome the problem by filtering irrelevant 
information when users search for desired information [2]. 

Recommender systems use filtering algorithms to provide 
recommendations to users. These algorithms are classified or 
categorized majorly into collaborative-based filtering, content-
based filtering, and hybrid algorithms [3]. 

Collaborative Filtering (CF) refers to an algorithm or 
technique that recommends items or products (in the case of e-
commerce) to users based on the past ratings of other users 
(with similar interest or preferences) on the items or products 
collectively. It works by collecting users' feedback in the form 
of ratings for items in a given domain and exploring 
similarities in rating behavior amongst several users in 
determining how to recommend an item. This technique is 
subdivided into neighborhood-based and model-based 
techniques [4]. 

Content-based recommenders provide recommendations by 
comparing representation of contents describing an item or a 
product to the representation of the content describing the 
interest of the user (User's profile of interest). They are 
sometimes referred to as content-based filtering [1]. 

Hybrid algorithm combines both content-based and 
collaborative-based techniques to produce separate ranked lists 
of recommendations and then merge their results to produce a 
final list of recommendations [5], [6]. 

The content-based technique is adopted or considered here 
for the design of the recommender system for digital libraries. 
Content-based technique is suitable in situations or domains 
where items are more than users. 

II. PROBLEM STATEMENT 

Digital libraries offer a wide variety of digital objects 
(research papers, publications, journals, research projects, 
newspapers, magazines, and past questions). Some digital 
libraries even offer millions of digital objects. Therefore, 
getting or finding favorite digital objects (e.g. research papers) 
from a large collection of available digital objects in the digital 
library is one of the major problems library users encounter 
while using the library. The users need help in finding items 
(e.g. research papers) that are in accordance with their interests. 
Recommender systems offer a solution to this problem as 
library users will get recommendations using a form of smart 
search (users spend less time searching for digital objects). The 
problem considered here is then to develop or produce a 
software or system that users can use to locate quickly items of 
interest in a digital library containing a large collection of 
items. 
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III. RELATED WORK 

Reference [7] worked on a restaurant recommender system 
that was based on case-based recommendation technique. The 
adopted technique was used to select and rank restaurants. It 
was implemented to serve as a guide to attendees of the 1996 
democratic national convention in Chicago and operated as a 
web utility. 

Reference [8] applied content-based technique in paper 
recommendation system. The author used Jaccard similarity 
coefficient or jaccard index to compute similarity between 
users' query (users' attributes) and the attributes of the papers. 
The recommendations suggested by the system were sent via 
emails to the intended users. 

Reference [9] designed a group recommender system for 
Facebook. He used hierarchical clustering and decision 
techniques to suggest or recommend the most suitable 
Facebook group (s) to Facebook users. He extracted profile 
information of the Facebook members at University of North 
Texas and used it as a test data. 

Facebook recommendation system provides friends 
recommendations or suggests friends as "people you may 
know". These suggestions or recommendations are based on 
mutual friends, work and educational information, groups you 
are part of, contacts you have imported using friends finder and 
many other factors. This recommendation system uses 
facebook users' profile [10]. 

Amazon's customers who bought, CDNOW.com's Album 
Advisor, MovieFinder.com's Match Maker, and Reel.com's 
Match Maker use item to item correlation as recommendation 
technology to provide recommendations to their customers. 
Amazon's customers who bought feature recommend products 
to its customers. CDNOW.com's Album Advisor suggests 
music to its customers. MovieFinder.com's Match Maker, and 
Reel.com's  Match Maker recommend Videos to their 
customers [11], [12], [13], [14]. 

IV. METHODOLOGY 

The use of collaborative-filtering technique in 
recommending research papers has been criticized by some 
authors. Authors like [15] suggest that collaborative-filtering 
technique is ineffective in domains where items (e.g. research 
papers) are more than users. [16] Said; "Users are not willing 
to spend time to rate items explicitly". Hence, content-based 
approach is adopted for the design and implementation of 
research paper recommender system. This approach does not 
depend on the ratings of other users but uses the contents 
describing the items and the users' taste or needs. The 
researchers used the following data collection procedure and 
methods in representing the research papers, users' profile of 
interest, and also in providing recommendations to the users. 

 Dataset for the system: Sources of the research papers 
are the research papers published by the academic staff 
of federal university kashere, and also the ones from 
open sources obtained on the internet. Information 
about users' profile of interest is collected from the 
users during their transactional behaviors or the usage 

of the system. For instance, information about the users' 
profile can be collected when a user downloads, opens 
or likes a research paper. 

 Keyword-Based Vector-Space Model: The researchers 
used this model with basic TF-IDF weighing technique 
to represent a research paper as a vector of weights, 
where each weight indicates the degree of association 
between a research paper and a term or keyword. 

 Item Representation: The items (research papers) are 
represented by a set of features (also called attributes or 
properties). These attributes are: title of the paper, 
abstract, keywords, research area, ID of the paper, and 
the authors. The abstract represents the research paper 
when the frequency of a term in the research paper is 
being determined. 

 TF-IDF and Cosine Similarity: The researchers used 
TF-IDF and cosine similarity to determine how relevant 
or important a research paper is to a user's query. The 
importance increases proportionally to the number of 
times a term (in the user's query) appears in the research 
paper. TF-IDF is given by: 

𝑡𝑓 − 𝑖𝑑𝑓(𝑡, 𝑑, 𝐷) = 𝑡𝑓(𝑡, 𝑑) × 𝑖𝑑𝑓(𝑡, 𝐷)                  (1) 
Where t=term in the user's query 

d= a document in the collection, D= a collection of 
documents 

TF=Term Frequency given by: 

  𝑡𝑓(𝑡, 𝑑) =
𝑁𝑡,𝑑

𝑁𝑑
                                                           (2) 

IDF= Inverse Document Frequency which is given by: 

  𝑖𝑑𝑓(𝑡, 𝐷) = 𝑙𝑜𝑔 
𝑁

|𝑑 ∈ 𝐷:𝑡 ∈ 𝑑|
                                         (3) 

Where 

N = number of documents in the collection 

𝑁𝑑= Number of terms in the document d 

𝑁𝑡,𝑑 = Number of times term t appears in document d 

The Cosine similarity is a measure of similarity between 
two vectors of an inner product space that measures the cosine 
of the angle between them. The researchers used this method to 
determine how similar a research paper is to a user's query or 
paper that a user has liked in the past. The research papers are 
represented as vectors of weights, where each weight indicates 
the degree of association between the research papers and the 
tern. 

Given two research papers or documents dj, dk represented 
as vectors of weights, their similarity is measured by: 

 Sim(𝑑𝑗 , 𝑑𝑘) =
 𝑑𝑗̅̅ ̅̅ .𝑑𝑘̅̅ ̅̅

|𝑑𝑗̅̅̅̅ |.|𝑑𝑘̅̅ ̅̅ |
=  

∑ 𝑤𝑖,𝑗.𝑤𝑖,𝑘
𝑛
𝑖=1

√∑ 𝑤𝑖,𝑗
2𝑛

𝑖=1  √∑ 𝑤𝑖,𝑘
2𝑛

𝑖=1

                     (4) 

Where Wi, j    =   Weight of term i in document j 

Wi, k  =  Weight of term i in document k 
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Note: Stemming was not applied because of the following 
reasons: Losing context of search, may reduce precision, and 
cannot be applied to proper nouns [17]. 

V. RECOMMENDATION ALGORITHM BASED ON USERS' 

QUERY 

The proposed algorithm for generating recommendations 
for an active user based on the user's query is shown below: 

1) START 

2) Enter a search query Q 

3) Process the user's query Q 

a) Extract tokens from the user's query e.g if the query 

is "What are the data mining techniques", the system will 

explode the query into the following tokens: What, are, the,  

data, Mining, Techniques 

b) Remove stop words e.g. using the query above, the 

system will remove the following tokens (stop words): what, 

are, the 

c) Store the remaining tokens in an array after stop 

words removal 

4) Retrieve relevant or similar research papers to the 

user's query Q which forms a collection "C". 
5) Determine the weight (Using TF-IDF) of each token in 

the user's query Q and store the weights in an associative 
array say Q_weights 

Note: Query Q is now represented as a vector of tf-idf 
weights 

6) FOR k=1 to N 

Sim(𝑑𝑘 , 𝑄) =  
∑ 𝑤𝑖,𝑘. 𝑤𝑖,𝑄

𝑛
𝑖=1

√∑ 𝑤𝑖,𝑘
2𝑛

𝑖=1  √∑ 𝑤𝑖,𝑄
2𝑛

𝑖=1

 

Sim_Values[dk]= Sim(𝑑𝑘 , 𝑄) 
NEXT 

7) Sort the associative array Sim_Values in descending 

order with respect to similarity value 

8) FOR d=1 TO N 
IF Similarity_value of "d" >=0.3 THEN 

Retrieve the details of Document 'd', and display it 

END 

NEXT 

Note: Sim_Values is an associative array containing the 
similarity values of all relevant documents to Query Q. 

Q = query supplied by an active user. 

N= number of documents or research papers in the 
      collection "C". 

Wi,k = Weight of term i in document k 

Wi,Q = Weight of term i in Query Q   Sim_Values= An 
associative array containing the similar papers in order of their 
similarity values to query Q. 

VI. RESULTS AND DISCUSION 

The results obtained from the developed system were 
compared with the results of a digital library without 
recommendation feature and found to be correct and with even 
additional features that are not available in the digital library. 
The results therefore, are in conformity with most of the 
literatures reviewed.  Thus, the research paper recommendation 
system integrated in the digital library has numerous 
advantages over the ones without recommendation feature. 

A. The Library Users' Search Page 

Figure 1 allows library users to search for research papers 
in the digital library. The papers displayed were based on the 
user's supplied query. The display is done in the order of their 
importance or relevance (computed using TF-IDF technique 
and cosine similarity) to the user's query. 

 

Fig. 1. Library users' search page 

B. The Library Users Recommendation Page Based On the 

Users' Taste Supplied As a Query 

Figure 2 shows the research papers recommended based on 
the users' taste supplied as a query. 

 

Fig. 2. Library users' recommendation page based on the user's taste supplied 

as a query. 
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VII. CONCLUSION 

Research paper recommender systems help library users in 
finding or getting most relevant research papers over a large 
volume of research papers in a digital library. This paper 
adopted content-based filtering technique to provide 
recommendations to the intended users. 

Based on the results of the system, integrating 
recommendation features in digital libraries would be useful to 
library users. The solution to this problem came as a result of 
the availability of the contents describing the items and users' 
profile of interest. Content-based techniques are independent of 
the users ratings but depend on these contents. 

This paper also presents an algorithm to provide or suggest 
recommendations based on the users' query. The algorithm 
employs both TF-IDF weighing and cosine similarity measure. 

VIII. FUTURE WORK 

The next step of our future work is to adopt hybrid 
algorithm to see how the combination of collaborative and 
content-based filtering techniques can gives us a better 
recommendation compared to the adopted technique in this 
paper. 
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Abstract—Pedestrian detection is one of the important topics 

in computer vision with key applications in various fields of 

human life such as intelligent vehicles, surveillance and advanced 

robotics. In recent years, research related to pedestrian detection 

commonplace. This paper aims to review the papers related to 

pedestrian detection in order to provide an overview of the recent 

research. Main contribution of this paper is to provide a general 

overview of pedestrian detection process that is viewed from 

different sides of the discussion. We divide the discussion into 

three stages: input, process and output. This paper does not make 

a selection or technique best method and optimal because the best 

technique depends on the needs, concerns and existing 

environment. However, this paper is useful for future researchers 

who want to know the current researches related to pedestrian 

detection. 

Keywords—pedestrian detection; video; paper review 

I. INTRODUCTION 

Pedestrian is one of the important objects in computer 
vision. Machine must be able to detect and recognize 
pedestrians properly so that it can interact with it. Research 
related to pedestrian detection the last four years this is a topic 
that is pretty much done and have increased every year. If seen 
from the results of studies that have been published in the 
IEEE from 2010 to 2013, more than 822 journals and 
proceedings. The amount of studies related to pedestrian 
detection is quite reasonable because the results of these 
studies are widely used in various applications. Some 
examples of applications that take advantage of the research 
results related to pedestrian detection such as video 
surveillance, traffic safety, optimization of the navigation 
system, robotics and its application to the special needs. 

The objectives of this paper are to review the research 
papers related to pedestrian detection in order to provide an 
overview of the recent developments related to research 
pedestrian detection. Contribution of this paper is to provide a 
general overview of pedestrian detection process is viewed 
from different sides of the discussion. However, this paper 
does not make a selection or technique best method and 
optimal because the best technique depends heavily on the 
needs, concerns and existing environment. Papers were 
included in this paper review have been selected from the 
papers that have been published within the period of 4 (four) 
years, from 2010 to 2013. Figure 1 shows an increase in the 
number of papers related to pedestrian detection that have 
been published in the IEEE. 

We divide this paper into three stages: input, process and 
output, to facilitate discussion and understanding of the 

process of pedestrian detection. Figure 2 illustrates the process 
of pedestrian detection. In the input process, we discuss the 
shape of the data and the input device used in the study. The 
form of the input data and devices will greatly affect the 
proper method in the detection of pedestrians. For example, in 
the study [1]–[4] using a smartphone mobile devices as input 
devices. Given the limited capabilities of mobile devices in the 
computing process, of course, fast pedestrian detector need to 
be selected, and it does not necessarily require large memory 
resources. 

 

Fig. 1. The Number of Publications Related to Pedestrian Detection in IEEE 

Once the data are received from the input device, then 
processed using techniques and specific algorithm. In general, 
preprocessing will be done in advance to ensure the quality of 
incoming data and the same format. Besides that, the process 
of determining the region of interest (ROI) and object 
segmentation are two processes that plays an important role in 
the detection process. A number of techniques and algorithms 
widely researched to optimize this process. Object 
classification techniques on pedestrian detection processes 
also play an important role. Some object classification 
algorithms currently used algorithms, from the simple to the 
complex. Examples of object classification algorithm that is 
widely used is the Support Vector Machine (SVM) [5]–[7] and 
neural networks [2], [8]. 

Meanwhile, at the end of the process resulting conclusion 
or result of the detection process in the form of pedestrian 
annotations. Detection results can be used for decision-making 
and response to the situation, according to the research 
objectives. In addition to the three main processes, the paper 
will also discuss various datasets that frequently used in the 
various researches. 

The organization of this paper is as follows. First, in 
section II we discuss each stage in the process of pedestrian 
detection, including input devices, the detection process, 
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datasets and also methods to detect pedestrians. In section III, 
we discuss some open research issues for pedestrian detection. 
And in section IV, we provide concluding remarks. 

 

Fig. 2. Pedestrian Detection Process 

II. DISCUSSIONS 

This section will discuss each stage in the process of 
pedestrian detection. In each sub-section will discuss a number 
of things that have been done in various researches. In 
addition, an analysis of the things that have not been done or 
needs to be improved as input for future researches. 

A. Input Devices 

When viewed from the type of input device used in 
pedestrian detection process, there are some devices that had 
been tried such as laser scanner sensors, thermal sensors, 
video cameras, PTZ cameras and infrared cameras. Several 
researches using single laser scanner sensors [9], [10] and 
some others using multiple laser sensors [11], [12]. 
Meanwhile, the research of [8] used far infrared sensors that 
can detect objects in low resolution (long distance) as well as 
color and texture are less clear. For an environment with poor 
lighting, such as at night, often used stereo cameras that have 
night vision features [13]. 

Another input device is pan-tilt-zoom (PTZ) camera that 
widely used in the object detection process with the dynamic 
direction, position and size [14], [15]. The video camera is a 
type of camera that is most widely used in pedestrian detection 
researches, as in [16]–[18]. Video cameras are cheaper and 
easier to find than other types of camera. Meanwhile, several 
other studies using smartphone built-in camera [1]–[3]. Some 
recent researches have tried to combine several types of input 
devices as well as to improve the accuracy of detection results, 
such as the research by Weimer et al. [19]. He combines laser 
scanner sensors and infrared cameras. The study by Gang and 
Sun [17] tried to combine IP-cameras and infrared cameras. In 
addition to using the camera, Oliveira and Nunes [20] uses 
sensor technology that can estimate the distance of an object. 
The sensor technology is called by LIDAR (Light Detection 
And Ranging). 

In relation to the input devices, there are still a few 
researchers are trying to optimize the use of cameras in large 
quantities systematically organized. Some researchers have 
tried to do research in a way makes the camera network as in 

[15], [21], [22] ⁠⁠. However, still a little research that considers 
the limitations of the data transfer capability in the network 
given the data in the video format require large bandwidth if it 
should transfer over the network. Opportunities to conduct 
research in this domain is still potential. 

B. Datasets 

In some pedestrian detection methods, training and testing 
data are needed to test the perform of a method or algorithm. 
Nowadays, many people provide training and testing data 
(often called a dataset) and can be downloaded for free. Dollar 

et al. [23]⁠ summarizes some of the datasets are freely available 
and at the same time publish a more comprehensive datasets, 
Caltech Pedestrian dataset. Ahad in [24], [25] also summarizes 
the various datasets associated with action recognition on 
video. Ahad divides  the datasets into tree categories: person 
dataset as a single object, movement of body parts and social 
interaction between objects. 

Table 1 provide some datasets that we summarized based 

on the results of Dollar et al. [23] ⁠ research, Ahad et al. [24], 
[25] and some other papers. 

TABLE I.  PEDESTRIAN DATASETS 

Datasets #pedes 

trian 

#neg 

images 

#pos 

images 

Year Papers 

INRIA [26] 1208 1218 614 2005 [16], [27]–[37] 

ETH [38] 2388 - 499 2007 [33], [38], [39] 

TUD-det 
[40] 

400 - 400 2008 [41], [42] 

TUD-

Brussels 
[43] 

1776 218 1092 2009 [39], [44] 

Daimler DB 

[45] 

15.6k 6.7k - 2009 [44], [46] 

Caltech 

[23]⁠ 

192k 61k 67k 2009 [33], [39], [44], 

[47], [48] 

CVC [49]–

[52] 

2534 7650 1016 2007-

2010 

[49]–[54] 

Based on papers are included in this paper review, some 
paper are using the above datasets. When viewed from the 
amount of usage, INRIA is the most widely used datasets. 
INRIA a fairly complete datasets and varied. It published in 
2005. Because the Caltech datasets and CVC Pedestrian are 
more complete than INRIA dataset, in future research both of 
them will be more widely used. In Table 1 are also presented 
some papers that use each dataset. 

C. Detection Process 

Once the video data captured from the camera, then 
performed a pre-processing. It is mainly aimed to normalize 
and calibrate the input, so the next process can take place 
properly. We divide pedestrian detection process into two 
groups, offline detection process and real-time detection 
process. Offline detection process uses  the data input in the 
form of video or a set of images that obtained from a separate 
input device. The input data is processed manually, such as 
standardizing the format, size and so on. Meanwhile, in real-
time detection process, the video data is captured directly and 
in real-time through input devices such as cameras, CCTV or 
other sensors. Challenges in the process of real-time 
pedestrian detection is all to be done automatically by the 
system, so it required detection method that relies on speed. 
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Several studies in real-time pedestrian detection as in [7], [12], 

[55], [56] ⁠. 

After the pre-processing stage, the further stage is object 
segmentation or segmenting the ROI (region of interest). 
Segmentation of the objects from the background or other 
objects is a significant step in the process of pedestrian 
detection. The better object segmentation process will result  
in a better level of accuracy as well. The simplest and fast 
segmentation process is background subtraction techniques as 

in the study [57]–[61]. However, the background subtraction 
techniques have weakness when applied to dynamic 
environments. In a dynamic environment, the background can 
change suddenly and unpredictable. But it weakness can be 
overcome by adaptive background subtraction techniques 
[62]–[64]. In adaptive method, the background is determined 
adaptively and adjust environmental conditions. This 
technique has resulted in the detection process becomes slower 
than the static background subtraction because computation 
performed continuously for every frame in the video.

TABLE II.  PEDESTRIAN DETECTION METHODS 

Method Feature Dataset Classifier Results Year 

FPDW [86] HOG Caltech VJ detector FPPI 37.5% 2010 

Gaussian-PSO [29] HOG INRIA Linear SVM Detection rate 70.3%, 12 

fps 

2011 

Non-background HOG [16] HOG INRIA, CAVIAR Linear SVM Better and faster 2012 

Improved Shape Context [76]  ISC OSU Infrared Image DB Hough Voting Accuracy 90.54% 2012 

Blob Motion Statistic [69], [70] Motion of tracked-blob PETS Bayess & SVM 

classifier 

False-Negative 22% 2013 

HOG-SVMLight [78] HOG Daimler DB SVM MR 70% 2013 

LBP-HOG [77] HOG, LBP Daimler DB SVM FPPI 78% 2013 

WSPD [79] HOG Caltech SVM 25-480 FPS 2013 

DPM [80] HOG - Latent SVM More accurate 2013 

MB-BLP & WCRM [81] MB-BLP; WCRM TUD-B; INRIA; Caltech EFLDA Classifier Accuracy 90-95% 2013 

HOG+B/F [82] HOG ETHZ; CVLAB; PETS Linear SVM Speed 0.31 s/frame 2013 

APD+HLBD [72] Shape INRIA; CAVIAR; Munich 
Airport DB 

Multiclass-SVM Promising  2013 

LRMPD [83] Haar-like, HOG INRIA SVM Accuracy 95% 2013 

HOG+ViBe [83] HOG INRIA SVM Accuracy 92.3% 2013 

ABM-HOG [42] HOG, ABM INRIA; TUD SVM Accuracy 90.2% 2013 

Improved Codebook [73] Shape  Caltech; INRIA K-means Accuracy 78.7% 2013 

Edgelet-LBP [71] Edgelet & LBP TrecVid SED; ETH; 

CAVIAR; INRIA 

AdaBoost Precision 78-94% 2013 

Multifeature Covariance [84] HOG, FDF INRIA LogitBoost TPR 84.5%-90.9% 2013 

Gradient Distribution [85] Gradient distribution INRIA SVM Accuracy 93.81% 2013 

2-stage SVM [7] HOG Daimler Linear SVM Detection rate 73% of 
10-4 FPPW 

2013 

Scene dependant classifier [74] Shape, texture Daimler Classifier map Detection rate 80% 2013 

CHOG-DOD [67] Cell-based HOG INRIA Linier SVM 21.24 time/frame (PC) 2014 

VDPM-MP [44] Mixture of DPM Daimler; TUD; Caltech; 
CVC 

Part-based classifier FPPI 50.4% (Caltech) 2014 

Fast Feature Pyramid [35] Multi-scale HOG INRIA; Caltech; TUD-B; 

ETH 

AdaBoost MR(missed-rate) : 40% 2014 

Cascaded two layer [46] Part-based HOG Daimler DB Linier SVM More better than full-
body-based 

2014 

DTM [54] Part-based HOG CVC-02 Coarse-to-Fine 

(CtF) –SVM 

FPPI 74% 2014 

It facts, not all object segmentation method requires the 
separation of background first. Several studies to segment and 
classify objects by extracting certain features in the image. 
Examples of features used are HOG [26] and optical flow 
[65], [66]. 

Table 2 provides the various methods of pedestrian 
detection. Of papers that discuss pedestrian detection, 
Histograms of Oriented Gradient (HOG) is the most widely 
used features. HOG-based technique proved quite accurate for 
pedestrian detection process both in image and video. HOG 
method originally proposed by Dalal and Triggs [26]. 
Furthermore, many researchers do modifications HOG method 
to improve the level of accuracy and speed. Table 2 presents 
some pedestrian detection methods that utilizes the HOG 

method. Qu and Liu in [16] ⁠, proposed modifications to the  

 

method to be Non-background HOG that improves the ability 
in terms of noise reduction of the image background. Other 
studies have suggested a new method of Gaussian Particle 
Swarm Optimization (Gaussian-PSO), an HOG-based 
detection technique with the ability to more quickly and 
accurately [29]. 

One of the recent studies related to pedestrian detection 
proposed CHOG-DOD method [67]. This method override the 
previous methods were HOG features are computed based on 
the image blocks. In a cell-based HOG (CHOG) algorithm, the 
features in one cell are not shared with overlapping blocks. To 
increase the speed of the detection process, feature extraction 
through distributed to multiple frames at once. In other words, 
the process of feature extraction and classification is 
distributed in the current frame and several previous frames. 
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The method is tested by INRIA dataset and use SVM 
classification algorithm. The method has a speed of up to 
21.24 time per frame, and it only requires a 252-dimensional 
features vector. There are much smaller dimension than the 
BHOG method [68]  which requires 3780-dimensional feature 
vectors. 

If seen from the features used for the detection process, the 
pedestrian detection process can use several features, 
including primary or derivative feature. Some of the features 
are the trajectory of the object [69], [70], edge [71], shape 
[72]–[74] and HOG. Two latest features are the most widely 
used in researches. Many studies modify the features of HOG 
to improve performance and speed. Li et al. [42] combine 
HOG feature and ABM (Active Base Model) feature to 
improve the accuracy of detection results in a complex traffic. 
It tested on INRIA and TUD dataset and resulted in the 
detection accuracy rate of 90.2%. In the other study, HOG 
features applied to pedestrian detection process by cascaded 
full body and part based detectors [46]. It detection framework 
capable of efficiently classifying both un-occluded and 
partially occluded pedestrians. Dollar et al. in [35] was applied 
the HOG feature of an object at different sizes. This method 
will increase the speed and accuracy of object detection 
process. Pedestrian in any sizes can be detected very well by 
using these methods. 

Some pedestrian detection methods are utilizing the shape 
features of the object. One of them is the Shape Context 
method that perform matching and object recognition based on 

shape [75]⁠⁠. Furthermore, the method is also developed in [76] ⁠ 
for infrared images. The method is known as ISC (Improved 
Shape Context). The results showed that the method is suitable 
to be applied to the infrared image. Compared with the 
method using HOG feature, ISC method has better accuracy 
rate of 4.95%. 

Classification is part of the pedestrian detection process 
that very important. Classification algorithm will classify the 
extracted features into several classes. Of the whole paper are 
included in this paper, SVM (Support Vector Machine) 
classification is the most widely used method. Of the 26 
papers are included in Table 2; there are 17 papers that use the 
SVM classification method and its derivatives. SVM is one 
technique that can be used to perform data classification and 
prediction. This method is rooted in statistical learning theory 
that the results are quite good when compared to other 
methods. The main principle of this technique is to find the 
function of separator (classifier) that is optimal to separate the 
data in a different class. In the neural network techniques, all 
training data to be learned during the training process, and 
then the SVM is only a number of selected data are included 
in the training process. It is the excess of the SVM because not 
all training data to be included so that the process will be 
faster. The data involved in the training process is called 
support vector. 

In the study of [77], conducted a two-stage process with an 
SVM classification method to improve the accuracy and speed 
of pedestrian detection process. In the first stage of the 
classification process, SVM method is used to eliminate the 
errors in determining the ROI based on the training data. In 

the second stage, the ROI has been obtained from the first 
phase will be considered as a pedestrian. SVM method are 
more strongly applied to classify the ROI becomes a 
pedestrian or not. The results of the study showed overall 
FPPI (false positives per image) value by 78%. In terms of 
speed, the two-stage classification method increases the speed 
up to ten times. 

In addition to pedestrian detection method based on the 
shape of the object, a method based on the movement in the 
video is also quite effective and widely studied. The method is 
quite accurate and  potential because pedestrian movement has 
its specificity. Changes in sequential movements can be 
detected and predicted, although anomalous movements may 

still occur. The study of [70] using ⁠ statistics on the movement 
of objects and HOG feature selection techniques for detecting 
pedestrians. Bayes classification method is also used to 
increase the speed in the study. The results are good enough to 
perform object detection in environments where pedestrian are 
quite close to the camera. 

Research for pedestrian detection is also implemented in 
the smartphone mobile devices, such as in the paper [2], [3], 

[87]⁠⁠. Limited computing capability may be solved by the use 

of appropriate algorithms. Shin et. al. [2] ⁠ ⁠build a navigation 
systems in the room by using Pedestrian Dead Reckoning 
(PDR) method. He uses some sensors that available in a 
smartphone such as a motion sensor, accelerometer and 
gyroscope. A neural network algorithm is applied to perform 

classification.  Same method was also applied in [3] ⁠ but does 
not use GPS and WIFI function because both require high 
memory resources. Optimal algorithm is also proposed in  [87] 
in order to optimize the detection process on a smartphone 
device. 

D. Pedestrian Detection Applications 

As already stated at the beginning of this paper, the results 
of pedestrian detection are widely used in various fields. Some 
of them are robotics, surveillance systems, traffic analysis, 
advanced driver assistance systems and many other fields. 
One of the applications that take advantage of pedestrian 
detection technique is an application that calculate the 
pedestrian either in indoor or outdoor environments such as a 

shopping centers, airports and streets [55], [88]–[90]⁠⁠. Another 
area that using pedestrian detection is an industrial 
environment [91] and applications that provide driving 

navigation within an indoor or outdoor area [2], [92], [93] ⁠⁠. 

III. FUTURE RESEARCHES 

Although it has been quite a lot of papers that discussed 
the pedestrian detection, but future researches are still 
potential in this fields. There are still many issues to be 
resolved. Finding effective methods and appropriate with the 
environmental conditions also need to be done continuously. 
Based on the papers that have been reviewed, there are some 
potential research that can still be developed in the future. 

 The speed and accuracy of detection methods still need 
to be improved, especially in relation to the use of 
cheap input devices such as web camera or smartphone 
camera. Although several methods of detection have 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 5, No. 10, 2014 

45 | P a g e  

www.ijacsa.thesai.org 

reached a level of accuracy up to 90%, but it is still 
performed on a simple dataset, not complex dataset. 

 Improving the accuracy of detection by applying 
multiple cameras also still needs to be studied further. 
The handling of a single camera is easier to do when 
compared with multiple cameras because multiple 
cameras must consider communication and tasks 
management between the camera with another camera. 

 Limitations of memory and computational capabilities 
of the input device such as a camera requires a new 
breakthrough in terms of resources management and 
computational processes. One of the potential 
techniques is separate between the input device (client) 
to the server. It might be achieved more effective 
process. 

 With the need to build a detection system that can run 
in real-time, it is necessary to further study the 
optimization of data transfers from the input device 
(client) to the server over the network. Compression or 
data selection process may be done to speed up the 
process of data transfer over the limited network speed. 

IV. CONCLUSIONS 

In this paper, we survey some papers related to pedestrian 
detection in video. Through this paper, we got an overview of 
the current researches related to various techniques and 
methods of pedestrian detection. Although this paper’s study 
does not conclude the best method, but the results of 
experiments that have been conducted by previous researchers 
explained briefly. And also useful for future researchers who 
want to know the current researches related to pedestrian 
detection. In addition to discuss the process of pedestrian 
detection, we present some pedestrian datasets frequently used 
in the various studies. Future research related to pedestrian 
detection focuses on how to improve the level of accuracy of 
the method, the use of multi-cameras, the optimization of 
resources and processes that improve the speed, and 
pedestrian detection in real-time. 
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Abstract—In recent years, serious accidents in chemical 

plants frequently occurred in Japan. In order to prevent 

accidents and to mitigate process risks, to re-evaluate risks which 

consider the reliability of existed safeguards in chemical plants is 

needed. The chemical plant is obligated to provide and maintain 

a safe environment for people that live in such circumstances. 

Plant safety is provided through inherently safe design and 

various safeguards, such as instrumented systems, procedures, 

and training. HAZOP (Hazard and Operability Study) is used as 

one of effective measures to identify hazards in chemical plants. 

In this paper, a method is proposed to calculate the probability of 

occurrence of hazards in chemical plants already considering of 

existing safeguards. The developed system bases on the HAZOP 

analysis and reliability of safety equipment arrangement. The 

system can verify that the safeguards are adequate or not, and it 

will produce recommendations for further risk reduction. This 

system will become valid for risk management and present useful 

information to support for plant operation.  

Keywords—risk assessment; HAZOP analysis; safeguards 

I. INTRODUCTION 

In the past few years, serious accidents in chemical plants 
frequently occurred in Japan. After the severe accident of 
Fukushima Daiichi nuclear power plants due to the Great East 
Japan Earthquake and Tsunami, the safety management of 
large-scale and complexity industrial facilities has taken on 
increasing importance. Since then, most Japanese people feel 
anxiety about not only nuclear engineering but also chemical 
engineering. In other words, our society required building up a 
believable safety and reliability of chemical plants. As well-
known many kinds of hazardous materials are under controlled 
in facilities. If a severe accident occurs, there is a possibility of 
a serious damage to employees and also residents in the 
community. Therefore "risk assessment" is more important to 
identify the cause of the accident. Before an accident occurs, 
we should calculate the risk based on the frequency and scale 
of the damage of industrial facilities [1].  

This paper will show the risk assessment system by 
considering the reliability of existing safeguards, such as 
instrumented systems, procedures, and training. In particular a 
method is introduced the system to calculate the likelihood of 
the hazard in a chemical plant. The result of the calculation can 
use to assess the risk and show a valid location to stop the fault 
propagation. 

II. PURPOSE AND APPROACH 

In order to identify hazards in chemical plants, HAZOP 
(Hazard and Operability Study) is used as one of the effective 
measures [2]. When the risk assessment performed, there is a 
problem, whether the current measures are sufficient enough to 
evaluate the hazard. Therefore, various methods are proposed 
to solve this problem. For example, the system used in the risk 
assessment to create a statistical model based on the accident 
database [3]. In chemical plants, the safeguards are installed to 
prevent the accidents and the damage from spreading. The 
control system and the safety instrumented system perform 
safely in order to operate the existing chemical plant as 
safeguards. In this paper, a method is proposed to calculate the 
probability of occurrence of hazards in chemical plants by 
considering of existing safeguards. It‟s based on the HAZOP 
analysis and reliability of safety equipment arrangement. In 
this study, function of synthesis scenario trees is introduced 
HAZOP analysis system. Figure 1 shows overview the 
proposed system. After hazards are identified by HAZOP 
analysis system, the fault propagation scenarios are created 
automatically. 

Fig. 1. Outline of Proposed system 

In this step, the information of abnormal states with the 
safety measures in IPL (Independent Protection Layer) is 
added to fault propagation scenarios[4][5].  
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The risk evaluation system that we developed creates a 
scenario tree using fault propagation scenarios. Two or more 
cause events are shown to one hazard in the created scenario 
tree. We can calculate the probability of the hazard using the 
information from HAZOP analysis system and layout of safety 
equipment in the fault propagation scenario. The probability of 
the hazard is cut down by the suitable safety measures for the 
fault propagation scenario. The system can calculate the 
likelihood of the fault propagation scenario and evaluate of the 
risks that consider the reliability of existing safeguards in 
chemical plants. Based on this information, it is possible to 
verify and design safeguards in plants to prevent 
accidents/disasters. The results can be used to assess the risk of 
a chemical plant according to this method. When adding a 
safety measures/equipment after risk assessment, preparation 
method can determine a valid location to stop the fault 
propagation. 

III. PROPOSED SYSTEM 

HAZOP analysis is a technique to identify hazard by using 
„deviation‟ from the design intent. HAZOP used in the 
preliminary safety assessment of new plant or modification of 
existing ones. HazopNavi was developed to clarify the 
operation, behavior of the chemical plant [6]. The other 
computer system was developed to support the implementation 
of risk evaluation method [7]. The system that we proposed 
based on HAZOP analysis automatically [1]. 

A. Add function to the HAZOP system 

Deviation is expressed „guide word‟ and „process 
parameter‟. Guide word is a keyword used in the analysis. 
Process parameters are “flow, pressure, temperature,” etc.. In 
the analysis, deviation is applied the pipe that is a part of the 
process and propagated next equipment. Fault propagation is a 
process that deviation is propagated. Fault propagation is used 
to identify hazards and to assess safety measures in HAZOP 
[1]. Figure 2 shows the model expressing HAZOP analysis. 
This proposed system analysis is based on the HAZOP 
information and safeguards arrangement. Plant model is 
created using equipment models. Propagation path represented 
by SDG models is connected to the next equipment. The 
HAZOP analysis system is performed after constituting one 
propagation path from an entire plant. When hazards in plant 
are identified, at the same time, it can be recognized the 
location that safety measures work. 

Fig. 2. HAZOP analysis 

 

Fig. 3. The model of fault propagation scenario 

The instruments and equipment are arranged in the process 
for control to operate. If the deviation is propagated, the change 
and the propagation of the deviation are defined by each of the 
internal functions of the equipment. Then the fault propagation 
consist of the deviation that perform safeguards, the data are 
stored in the system database.  

The following shows these procedures. 

1)  “Deviation” is defined 

2)  “Deviation” is converted into electrical signal 

3) Control equipment performs, “Deviation” propagate 

safety measures 

4) A parameter indicating by the instrument is controlled. 

5) The information on HAZOP analysis is stored in the 

risk information data base. 
Using the result of HAZOP system, the fault propagation 

scenario is created. The information of propagation is stored to 
the database in the system. The analysis result shows the cause 
of propagating and identifies the hazards by the database. From 
this database, the system can remove the necessary information 
to create a scenario tree. The risk evaluation system creates the 
scenario tree of fault propagation automatically. This scenario 
tree system is developed to calculate automatically the accident 
frequency quantitatively. The model of the fault propagation 
scenario is created from many results in HAZOP system. It is 
indicated in Figure 3. Ei0 is the consequent event and EiN is 
the cause event in the fault propagation scenario. In this 
scenario tree system, it is possible to create a scenario tree 
indicating the cause of multiple hazards using fault propagation 
scenarios. Figure 4 shows the scenario tree created from the 
propagation scenario. First the branch conditions are 
determined. When the system is generating the scenario tree,  
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Fig. 4. Scenario tree created from fault propagation scenario 

the scenario with the same consequence event is detected 
from the database. To search information about hazards in the 
database is repeated. The risk evaluation system is retrieved in 
the same way about branch condition. A search with some 
conditions  perform on all equipment in the fault propagation 
scenario. By using the fault propagation scenarios, multiple 
causes are found for one consequence event. To visualize the 
position of the equipment that causes the fault propagation in a 
chemical plant is very important. Since the effect of fault 
propagation involved in the equipment becomes clear, plant 
workers can determine where to add new safeguards by this 
technique. The safety equipment that located in a higher place 
from a branch point in the scenario tree can reduce the 
probability of hazard to two or more scenarios.  

B. Calculating the probability of consequence event 

1) One cause event in the scenario 
There is one consequence event and one cause event in the 

fault propagation scenario. In this case, the probability of 
consequence event is as equal to the probability of cause event. 
This is the unavailability of the equipment causing failure.  

The unavailability of the cause equipment is given by A   .  

The probability of consequence event is expressed by (1) 

when the safety measure is not installed in the scenario. 

λ= Failure rate of the cause equipment,  

μ＝Repair rate of the cause equipment,   

MTTR = mean time to repair 

P = the probability of occurrence of the consequence event 

P A  

P λ μ                      (1) 

There are more than one cause event in the scenario tree. 
The probability of occurrence of consequence event is equal to 
the sum of the probability of occurrence of each cause event as 
expressed in (2).  

 
n

1

P λ μi i

i

                           (2)  

2) One cause event and one safety measure in the 

scenario  
The probability of occurrence of hazards depends on the 

allocation of the safety measures in fault propagation scenario. 
By calculating the likelihood of the fault propagation scenario, 
the proposed system conduct evaluation of the risks which 
consider the reliability of existing safeguards in chemical 
plants. In order to calculate probability safety measures, the 
PFD (Probability of Failure on Demand) is installed to 
calculate. The PFD means the probability that the equipment 
does not work properly when it is required [5].  The PFD used 
in this system reference to “Guidelines for Process Equipment 
Reliability Data with Data Tables” [8]. The Probability of 
consequence events caused by equipment failure can be 
calculated by equation (3).  

λ= Failure rate of the cause equipment,  

μ= Repair rate of the cause equipment, 

P= the probability of occurrence of the consequence event 

                    (3) 

3) One cause event and more than one safety measures in 

the scenario 
In the scenario tree, there is one consequence event and one 

cause event. Safety measures placed more than one in the fault 
propagation scenario. And they work effectively. The 
probability of occurrence of consequence event is given by 
equation (4). 

N = the number of safety equipment placed in the scenario 
tree  

When the safety equipment does not exist, i.e.,   n=0，
PFD0=1 

                      (4) 

4) More than one cause event and safety measures in the 

scenario 
The safety equipment is placed appropriately in the fault 

propagation scenario. At this time, it will be expressed in the 
same tree that the same equipment causes failure in the 
scenario. There are more than one cause event and safety 
measures. Then the formula that calculates the probability of 
consequence event is generalized by (5) 

               (5) 

C. Changes in the probability of occurrence 

Therefore the system can calculate the probability of the 
effect of reducing the hazard by arranging the safety 
equipment. When the safety equipment is installed to control 
"deviation" in fault propagation scenario, the probability of 
occurrence of hazard of that scenario is reduced. The 
probability of occurrence of hazard varies depending on the 
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placement of the safety equipment for the branch of the 
scenario tree. When safety equipment is located on the side of 
the cause event branch, it works for only one scenario to reduce 
the probability of occurrence hazard. When safety equipment is 
located on the side of the consequence event, it works for more 
than one scenario to reduce the probability of occurrence 
hazard. When safety measures are placed to work effectively to 
the fault propagation, they can reduce the risk of hazard. Figure 
5 shows the flow of reducing the risk. 

D. Evaluate the risks  

Having identified the hazards by this system, then we have 
to decide how likely it is that the hazard will occur. Risk is a 
part of everyday life and we are not expected to eliminate all 
risks. The system can calculate the probability of occurrence of 
hazards in chemical   plant. We can use this result to evaluate 
the risks. Generally, we need to do everything 'reasonably 
practicable'.  

This means balancing the level of risk against the   
safeguards needed to control the real risk in terms of money, 
time or trouble. However, we do not need to take action if it 
would be grossly disproportionate to the level of risk. When we 
need to install safeguards, this system shows guideline for 
achieving the best result. 

Fig. 5. The flow of reducing the risk 

IV. CASE STUDY 

A. Analysis range 

This method is supposed to the ethylene production plant. 
Analysis range is shown in Figure 6. Prerequisite at this time is 
as follows. 

1) Chemical plant analyzed by this system is a continuous 

operation plant. 

2) The safety measures and the control system are 

analyzed in this investigation. (For example, safety valve and 

transmitter, instrument, control cable, and control valve) 

3) All sensors are in order.  
Safety equipment is defined not to prevent hazard 

identification. Safety valve function linked parameter 
“pressure-more”. 

After the HAZOP analysis, including safety measures, the 
information about a safety measure is stored as a result. Repeat 
HAZOP analysis in the analysis range, the fault propagation 
scenario that has a top consequence event in the reaction vessel 
of "runaway reaction" is created. The scenarios created are 
shown in Figure7. 
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Fig. 6. Analysis range in the ethylene production plant 

By using the fault propagation scenario, the scenario tree, 
including the safeguards equipment is created. This system can 
calculate the probability of the consequence event. Figure 8 
shows the scenario tree. The probability of consequence event 
in the scenario tree is calculated according to equation (5). The 
probability of consequence events is obtained by summing the 
probability each scenario including the safety measures. Two 
deviations propagate in the scenario tree in Figure8. 

Fig. 7. Fault propagation scenario 

The deviations are “temperature high” and “pressure 
more”. There are seven cause events in the analysis range in 
Figure 8. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

Fig. 8. Scenario tree of the ethylene production plant 
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B. Calculate the probability of occurrence of  runaway 

reaction 

The probability of occurrence of runaway reaction in the 
reactor R-301 is calculated as follows. 

1) 1. MOV311:   

2) 2. TCV350B:   

3) 3. Compressor:   

4) 4. E-303:   

5) 5. E-303:   

6) 6. E-313:   

7) 7. E-313:   

/year 

Therefore the probability of occurrence of the top event of 
this scenario tree is 0.00072 per year. The developed system 
indicate the probability of occurrence of runaway reaction in 
the reactor R-301. The system shows the result that this event 
will occur once in about 1400year. This result can be used for 
risk evaluation in chemical plant. To avoid a severe accident, 
we should make a safety measure in consideration of the 
impact of this event. Chemical plant workers can calculate the 
likelihood of the hazard by using this system. Then the system 
shows the guideline for achieving the best result when the 
safety measure will be installed. 

V. CONCLUSION 

In this study, we have proposed „Risk assessment system 
for verifying the safeguards  based on the HAZOP analysis.‟ 
The system is developed to identify hazards and to calculate 
the probability of occurrence of consequence event. Safeguards 
are installed in the existing chemical plants in operation. The 
effect of safeguards is evaluated explicitly by using our system. 
This paper can clearly explain elucidated the linkage between 
the fault propagation and safety measures. The developed 
system can add information about the arrangement of the safety 
equipment in a fault propagation scenario without interfering 
hazard identified by them. The method included here can 
create a scenario tree based on the fault propagation scenario 

automatically. The scenario tree shows the placement of the 
equipment of the plant with safety measures. As a result of the 
analysis of the system included in this paper will become 
possible to consider the best placement of safety equipment. 
The result of the calculation of this system is the occurrence 
probability of the hazard based on the information on safety 
measures placement. This proposed method can re-evaluate the 
risk of chemical plants currently in operation. If an accident 
occurs, emergency shutdown is required rapidly. Furthermore, 
accident prevention is necessary not only for chemical plant 
and but also other industrial facilities. But still there exists the 
possibility that un-expected accident could occur in chemical 
plants. Therefore, risk management is required to recognize 
and to examine all the angles of the situation in the plant. The 
proposed system will become valid for risk assessment and 
present useful information to support for plant operation. In the 
future, this system will be expanded to other experiments and 
introduce with other technologies. 
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Abstract—A Brain-Computer-Interface (BCI) based system 

with a System on a Programmable Chip (SOPC) platform by 

using of the Steady-State Visually Evoked Potentials (SSVEP) 

through a Bluetooth interface was proposed in this paper.  The 

proposed BCI system can aid the Amyotrophic Lateral Sclerosis 

(ALS) or other paralyzed patients to easily control an electric 

wheelchair in their live. The electroencephalogram (EEG) signals 

may be detected by electrodes and extracting chip when the 

patients gazed a flickered target with a specific frequencies. Then 

these signals can be transformed by FFT into frequency domain 

and then transmitted to the hardware of electric wheelchair by 

using of Bluetooth interface. Finally, the electric wheelchair can 

be moved smoothly in accordance with commands converted by 

the frequencies of the EEG signal. The experimental results had 

shown that the proposed system can easily control electric 

wheelchairs. 

Keywords—Brain-Computer-Interface (BCI); Steady-State 

Visually Evoked Potentials (SSVEP); Electroencephalogram 

(EEG) 

I. INTRODUCTION 

People's behavior and activities will be controlled by 
signals in the brain. The signals are then delivered to the entire 
body via the nervous system. Some people can't control hands 
and body but their brains are still operating like a normal 
person such as amyotrophic lateral sclerosis (ALS), muscular 
dystrophy, and severe cerebral palsy that is also referred to as 
motor neuron disease. The electric wheelchair has been 
considered as one of important mobility aids for the elderly as 
well as the physically impaired patients. Including paralyzed 
patients, approximately 50% of patients cannot be able to 
control an electric wheelchair by conventional methods in the 
clinicians report. Especially, people can only use eyes and 
brain to exercise their willpower if they got motor neuron 
disease motor neuron disease (MND). 

In the research of signal transformation in brain science, 
BCI system is created to obtain the human EEG signals in 
order to build an interactive system, and converted them into 
commands that enable advanced algorithms, or computer 
system to identify and deal with these commands. The BCI 
provides a communication channel that allows the user by the 
strength of brain wave signals to communicate with the outside 
world through the brain activity to directly infer the subject's 
intention to transform into a computer-controlled signal. It can 
provide patients who suffer from motor neuron disease a new 
auxiliary interface and can also allow physically disabled 
patients to have basic self-control environment and making 
them look more dignified in their life. BCI is a system so that 

people can directly communicate with the external device 
through the neuromuscular pathway in references [1-3]. In 
some researches, BCI system is a promising tool which can 
help the paralyzed people such as medical assistant devices. A 
BCI system may contain acquisition of EEG signal, signal 
processing, and application interfaces. The signal processing 
includes preprocessing, feature extraction, and classification. 

In the past two decades, different EEG signal 
characteristics such as mu / beta rhythm, the P300 event-
related potentials and visual evoked potential (VEP) has been 
widely used in the field of BCI. The VEP system has its 
advantages including higher information transfer rate (ITR), a 
small amount of training samples, low users’ variable, and easy 
use. 

SSVEP signals that are natural responses to visual 
stimulation at particular frequencies ranging from 3.5 Hz to 75 
Hz [4-6]. When the eyes are excited by a visual stimulus signal 
and the brain then generates same reaction at the same 
frequency of the visual stimulation signal. The characteristic of 
SSVEP is that it can detect and measure SSVEP stimulation 
frequencies when the amplitude of the stimulation frequency is 
increased. Frequency coding method has been widely used in 
the SSVEP-based BCI systems. In such a system, visual targets 
are flickering with different frequencies. The system can 
identify the primary frequency of SSVEP when the subject 
gazes a target. To design a practical BCI system needs to 
address several issues such as ease of use, a reliable system 
performance, and low-cost hardware and software. In recent 
years, with the biomedical sciences and electronics technology, 
mobile and online BCI's development has been proposed. 
SSVEP has been widely used in EEG visual research as a task, 
because it does not require special training. It also has a very 
high information transmission rate (ITR). 

For the proposed electric wheelchairs [7-10], they did not 
use any wireless interface in their system. The authors also 
proposed EEG-based electric wheelchairs with microprocessor-
based and FPGA-based through wireless interface [11-12]. 
Although they can simplifies and downsizes the system with 
wireless and FPGA manner, the speed of electric wheelchair 
was limited since the “attention” signal attracted from forehead 
can just converted one command. In order to speed up the 
movement for an electric wheelchair and code several 
commands, an SSVEP technique was developed to extract 
brain signals on the occipital in this paper. 

This paper is organized as follows. The main system 
architecture and subsystems’ structure are introduced in 
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Section 2. Section 3 shows the experimental results. Finally, 
Section 4 is the discussion and conclusions. 

II. SYSTEM ARCHITECTURE 

The proposed SSVEP-based BCI system with an SOPC 
platform through Bluetooth interface for electric wheelchair is 
shown in Fig. 1. The architecture includes a stimulating 
platform, EEG signal acquisition unit, signal processing unit, 
and electric wheelchair with an SOPC platform.  

In the applications of SSVEP-based BCI system, several 
papers [13-15] indicated that the low frequency region has 
stronger amplitude response. They proposed SSVEP-based 
BCI systems with the low-frequency region because these 
systems occupy a high accuracy rate. For example, Cecotti13 
developed a Calibration-Less SSVEP-based BCI spelling 
system using the frequency band between 6.67 and 8.57 Hz for 
the commands. Ortner et al [14]. proposed a hand orthosis 
control system by using of an SSVEP-based BCI with two 
commands which flickered between 8 and 13Hz built on the 
orthosis. Hwang [15] et al. demonstrated a speller with 
SSVEP-based BCI system between 5 and 9.9 Hz. In the 
proposed stimulating platform, three arrows, indicating moving 
ahead, turning left, and turning right for electric wheelchair, 
were flickered with different low frequencies such as 9Hz, 
11Hz, and 13Hz on the screen of ASUS PadFone in order to 
get higher accuracy rate. Then, a patient gazes target arrow to 
generate the correspondence frequency on his/her occipital. In 
this system, electrodes are attached on point FP2 of forehead 
for eyes winking and point Oz of occipital for stimulated 
frequencies. In the EEG acquisition unit, the EEG or eye 
winking signal was extracted and processed by NeuroSky EEG 
chips. Then, these signals were transmitted through a Bluetooth 
transmitter to a Bluetooth receiver in the signal processing unit 
on the platform of ASUS PadFone. In addition to the Bluetooth 
receiver, the signal processing unit occupied FFT module to 
transform EEG signal from spatial domain to frequency 
domain for recognizing frequencies. It also detects an eye 
winking signal on point FP2 with a peak pulse on spatial 
domain. When a suitable frequency or eye-winking pulse was 
detected, they would be transformed into a correspondence 
commend and transmitted to the SOPC platform on the electric 
wheelchair through another Bluetooth interface. In the electric 
wheelchair with an SOPC platform, a Bluetooth receiver to 
receiver a command and 4-set ultrasound modules to detect 
obstacles are mounted. These ultrasound modules were 
mounted through Universal Asynchronous Receiver/ 
Transmitter (UART) interface. Then, these signals can be 
converted to amplitudes of voltage by a Digital to Analog 
Converter (DAC) and transmitted by a General Purpose Input 
Output (GPIO) interface on the SOPC to control DC motors on 
the electric wheelchair. 

A. EEG Acquisition Unit 

Fig. 2 shows the EEG acquisition unit. The brain wave is 
extracted by using of an acquisition chip produced by 
NeuroSky corporation and named TGAM1. The Bluetooth 
wireless module HL-MR08R-C2A serves as a data transmitter. 
HL-MR08R-C2A was selected because it has low-power 
consumption, supports many interface protocols (SPP, SDP, 
GAP, L2CAP, and RFCOMM), and can be designed a wireless 

interface with a simple manner. In order to effectively acquire 
the suitable EEG signals, 2-channel electrodes were bounded 
on the point FP2 of forehead, point Oz of occipital, and 
grounding electrode was tied on one’s ears. The International 
10-20 system is a reference to apply the locations of scalp 
electrodes for EEG extraction. The proposed system uses a set 
of channel for acquiring the brainwave signals. We used FP2 
and Oz as the points of interception. A1 and A2 on the earlobes 
are set as the EEG reference points. The wet electrodes are 
placed on the occipital lobe of the scalp as shown as in Fig. 3.  

In the proposed platform, two NeuroSky EEG chips that 
work in voltage 3.3V with 57600 transmission baud rate. The 
EEG are classified into five types in the TGAM1 including 
Signal quality, Attention, Meditation, Raw EEG, and Long 
EEG. The size of Raw EEG is 2 bytes. The size of Long EEG 
is 24 bytes including Delta, Theta, Low Alpha, High Alpha, 
Low Beta, High Beta, Low Gamma, and Mid Gamma. The 
Bluetooth module named HL-MD08R-C2A is also embedded 
for the wireless interface. In this paper, Raw EEG was used for 
detecting different frequencies from occipital lobe and 
extracted eyes-winking signal from forehead. It also uses two 
Bluetooth transmitters in the EEG acquisition device to 
transmit signals extracted from locations Oz and FP2. The 
transferred rate is 3 Mbit/s as well as the data transferred band 
is 2.4GHz. The operating voltage is 3.3V. In this paper the 
ASUS PadFone was also selected for the development 
platform. 

The hardware diagram of EEG Acquisition Unit is shown 
as in Fig. 4. In the NeuroSky TGAM1, EEG signals are 
extracted from EEG electrodes and sent from TXD to RX in 
Bluetooth module. Finally, these EEG signals are transmitted 
from TX to Signal Processing Unit with Bluetooth interface. 

B. Signal Processing Unit 

In this paper, the EEG signals were transformed by the Fast 
Fourier Transform (FFT) from spatial domain into frequency 
domain. The FFT and its inverse manner are defined as Eqs. (1) 
and (2), in which the signals are transformed between spatial 
domain and frequency domain.  
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FFT is an efficient processing approach to compute the 
discrete Fourier Transform (DFT) of a digital signal to convert 
spatial signal into frequency domain. FFT reduces the number 
of computations needed for N points from    to       . 
Therefore, EEG signal extracted from location Oz within 1 
second in spatial domain. We obtained N=512–point 
amplitudes during a second with a 512 Hz sampling frequency. 

C. Signal Processing Unit 

In the electric wheelchair with SOPC Platform, the 
commands were received from the Bluetooth interface and 
transmitted to the SOPC platform through an UART interface. 
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The signals, detected by the 4-set ultrasound modules to detect 
obstacles at the fronts of left, right, left front, and right, were 
also sent to the SOPC module by an UART. 

We utilize a 32-bit Redundancy Instruct Set Computer 
(RISC) SOPC platform, built in XILINX Virtex-4 
XC4VFX12-FF668-10, as a processing unit for commands and 
ultrasound signals. These signals were implemented by using 
of C language in order to transform the commands and obstacle 
signals into 4-set D/A converters by a GPIO interface. The 4-
set D/A converters convert digital signals, transmitted by GPIO, 
to analog voltages to drive DC motors on the electric 
wheelchair. The Virtex-4 FPGA occupies 64-MB DDR 
SDRAM, 32-bit interface running up to 266-MHz data rate. It 
uses eight independent I/O banks to support 32 different single-
ended and differential I/O standards and allows us easily to 
migrate different densities across multiple packages. The 
Virtex-4 SOPC platform integrates many Silicon Intellectual 
Property (SIP) modules, including RS-232, RJ-45, USB, 
expand I/O pin, etc. The processing of commands and 
ultrasound signals can be developed by the Xilinx Embedded 
Development Kit (EDK), in which the Platform Studio (XPS) 
and IP cores (including a 32-bit soft-RISC-CPU MicroBlaze) 
are supported.  

Fig. 5 shows the hardware diagram of the Bluetooth 
receiver in the electric wheelchair with SOPC platform and 
power supplies from 25V battery to 5V and 15V, respectively. 
A Bluetooth module is set in order to receive commands from 
Signal Processing Unit. Then, these commands are sent to 
Virtex-4 from ports TX through an UART. 

The 4-set D/A converters, were used to generate different 
voltages to mount on the connecter to replace the joystick 
module of the VR2 wheelchair control system (PG Drivers 
Technology). The hardware diagram of 4-set DACs, 
constructed by four D/A converters named DAC0830, are 
shown as in Fig. 6. The SOPC sent four bytes data to the four 
DACs to generate four analog signals. These four analog 
signals are then sent to the VR2 control system. The electric 
wheelchair, control by VR2, is shown as in Fig. 7. 

III. EXPERIMENTAL RESULTS 

The experimental environment is also to refer the scenario 
in reference [11].  The length of travel path for the electric 
wheelchair from start point and bypassing two tables then 
going back to the original point is about 24 meters. We also 
selected seven healthy young people. Everyone must test 3 
times. In reference [11], the EEG signals, attention and eye 
winking, was just extracted on electrode position FP2. In order 
to downsizing the size of hardware, the FPGA scheme was 
used to implement the control system in electric wheelchair 
and proposed in reference [12]. Owing to just using attention 
and eye winking signals in references [11] and [12], the speed 
of electric wheelchair was limited. Therefore, an SSVEP-based 
BCI system is proposed in this paper in order to extend control 
commands and simplify the learning process for the patients. 
The experimental results for the consuming time are shown as 
in Table 1. From Table 1, we can find that the average 
consume time of the proposed SSVEP-based electric 
wheelchair (03:34) and attention-based in the reference [11] 
(07:14). It proved that the proposed system is faster than the 

system in references [11] and [12] over two times. The 
maximum consuming time for the proposed system were less 
than 5 minutes and 20 seconds while the maximum consuming 
time is 12 minutes and 52 seconds for the references [11] and 
[12]. From the experimental results, promising results can be 
obtained by the proposed electric wheelchair.  

The Information Transmission Rate (ITR) is generally used 
to estimate the performance of the communication and control 
for brain-computer interfaces [16]. The higher value indicates 
the more performance. The proposed method is also used ITR 
to assess the performance of the system. The ITR is defined by 
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where N is the total number of commands (N=4 in our 
system), P is the probability of correct selection, and CTI, 
expressed as Command Transfer Interval, is the average time 
during a second for one command. 

In this paper, the time, shown as in Table 2, is the decision 
time of commands, which was calculated by the total 
consumed time minus running time of the wheelchair. For 
example, the subject 1 consumed 3 minutes and 38 seconds to 
complete an experiment, in which he wasted about 50 seconds 
to decide the wheelchair going ahead, turning right or turning 
left with CTI = 1.92 and ITR = 62.4 in Test 1. The average 
decision time of commands with completing an experiment is 
51.6 seconds for 7 subjects. And, the average CTI and ITR are 
1.98 and 60.78, respectively. 

IV. DISCUSSION AND CONCLUSIONS 

In this paper, an SSVEP-based EEG signal on the occipital 
lobe Oz and eye-winking signal on the forehead FP2 through a 
BCI interface for electric wheelchair with wireless scheme was 
proposed. In the proposed system, a patient just gazes a 
flickering target with low frequencies to select different 
directions to force an electric wheelchair move ahead, turn left 
or right. The eye-winking detected from FP2 was used to 
enforce wheelchair stop. 4-set ultrasound modules were to 
detect the obstacles around the wheelchair. From the approval 
of experimental results, the proposed SSVEP-based electric 
wheelchair is low cost and easier controlled by the patients. In 
the process of experiments, we can find when the flickering 
frequencies of arrow marks is lower, the good detection effect 
of frequencies was obtained. But, the subjects’ eye are 
fatigued. The flickering frequency is slightly higher that can 
relieve eye fatigue, but poor detection rate can be got. In the 
future, we can replace the frequency-based SSVEP system with 
phase-based SSVEP to relieve eye fatigue and to update the 
performance of frequency detection. 
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Fig. 1. System architecture of an SVEP-based electric wheelchair 

                    
Fig. 2. The EEG acquisition device. (A)EEG caps;  (B) Electrode pads; 

(C) NeuroSky EEG chip;  (D) Bluetooth module; and (E)power supply 

 

Fig. 3. The electrode locations on occipital lobe 
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Fig. 4. Hardware diagram of the acquisition module 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Bluetooth modules with power generators 
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Fig. 6. Hardware diagram of 4-set DACs 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. VR2-controlled electric wheelchair 
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TABLE I.  CONSUMING TIME AND SYSTEM PERFORMANCE FOR DIFFERENT SUBJECTS 

Subject # 
Test 1 

Ref.11   Proposed 

Test 2 

Ref.11   Proposed 

Test 3 

Ref.11   Proposed 

Average time 

Ref.11   Proposed 

1 04.08     03:38 03:48    03:07 04:15     03:32 04:04     03:26 

2 07:07     03:06 07:11    03:09 05:47     03:07 06:42     03:07 

3 07:59     02:58 06:31    02:50 06:42     03:00 07:04     03:00 

4 04:46     03:39 03:42    03:00 05:16     03:12 04:35     03:12 

5 07:24     05:20 06:56    05:12 07:45     05:09 07:22     05:09 

6 08:48     03:57 07:28    03:48 10:25      03:57 08:54     03:57 

7 10:34     03:20 12:52    02:58 12:22      03:06 11:56     03:06 

Average time    07:14     03:34 

Consuming time=Min:Sec 

TABLE II.  SYSTEM PERFORMANCE 

Subject # 
Test 1 

Time      CTI          ITR 

Test 2 

Time    CTI        ITR 

Test 3 

Time   CTI       ITR 

Average 

Time    CTI         ITR 

1 50 1.92 62.40 51 1.96 61.18 51 1.96 61.18 51.6 1.95 61.58 

2 47 1.81 66.38 50 1.92 62.40 51 1.96 61.18 49.3 1.90 63.32 

3 53 2.04 58.87 53 2.04 58.87 50 1.92 62.40 52.0 2.00 60.05 

4 48 1.85 65.00 57 2.19 54.74 49 1.88 63.67 51.3 1.97 61.14 

5 54 2.08 57.78 51 1.96 61.18 52 2.00 60.00 52.3 2.01 59.65 

6 49 1.88 63.67 55 2.12 52.73 48 1.85 65.00 50.6 1.95 61.80 

7 57 2.19 54.74 50 1.92 62.40 55 2.12 56.73 54.0 2.08 57.95 

Average          51.6 1.98 60.78 
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Abstract—The present paper proposes a novel approach for 

edge detection in satellite images based on cellular neural 

networks. CNN based edge detector in used conjunction with 

image enhancement and noise removal techniques, in order to 

deliver accurate edge detection results, compared with state of 

the art approaches. Thus, considering the obtained results, a 

comparison with optimal Canny edge detector is performed. The 

proposed image processing chain deliver more details regarding 

edges than canny edge detector. The proposed method aims to 

preserve salient information, due to its importance in all satellite 

image processing applications. 

Keywords—cellular neural network; liner matrix inequality; 

differential evolution; genetic algorithm; Field-programmable gate 

array; partial differential equation 

I. INTRODUCTION 

The use of satellite imagery in everyday life is no more a 
novelty. The first satellite for acquiring land areas imaging was 
placed in orbit in 1972 (Landsats) )1(. The rapid advances and 
accessibility of computer technology brought satellite images 
in millions of homes, cars, schools, and offices. Satellite 
imagery provides accurate information of observing and 
quantifying the surface of the earth. The main benefit is the 
increased knowledge about our environment. 

A. Satellite imagery 

Satellite image acquisition looks at the Earth differently. It 
has no camera, but its instruments are "sensitive" to visible 
light, but also to other parts of 'electromagnetic spectrum' as 
the infrared, ultraviolet or microwaves. These instruments 
(scanners) scan the surface of the Earth and record measures 
'light' which are then used by computer programs for create 
images. The stages of acquiring the satellite images are as 
follows. The radiation emitted by an energy source or 
illumination (A) covers a distance and interacts with the 
atmosphere (B) before reaching the target (C). The energy 
interacts with the surface of the target, depending on the 
characteristics of and radiation properties of the surface. 
Radiation is reflected or scattered to the sensor (D), which 
registers and then can transmit the energy by remote means to a 
receiving station (E) where information is transformed into 
images (digital or photographic). A visual interpretation of 
digital the image (F) is then required to extract the information 
that is desired on target.  The final step is to use the 
information extracted from the image to better understand the 
target for us to discover new aspects or to help solve a 
particular problem. 

There are many applications of satellite images in fields 
such as meteorology, agriculture, geology, forestry, landscape, 
biodiversity conservation, regional planning, education, 
intelligence and warfare. Images can be in visible colors and in 
other spectra. Satellite imagery has two main elements: 

 Spatial information, described by the pixel size of the 
imagery and, 

 Spectral information. 

We can only see a small proportion of the electromagnetic 
spectrum. Satellite sensors pick up information in a much 
wider range allowing us to look at the infrared, thermal and 
microwave signatures being returned from the earth’s surface. 
Looking at information from these bands allows us to pick up 
patterns and relationships we would previously not have seen. 
This is the real power of remote sensing imagery. The satellite 
senses electromagnetic energy at different wavelengths. 
Examples of imagery from three wavelengths most commonly 
shown on weather broadcasts are mentioned: visible images, 
infrared imagery and water vapor imagery.   

Regarding satellite images in remote sensing, there are four 
types of resolutions: spatial, spectral, temporal, and 
radiometric. Campbell (3) defines these as follows: spatial 
resolution represents the pixel size of an image of the surface 
area measured on the ground, determined by the sensor’s 
instantaneous field of view, spectral resolution is defined by 
the wavelength interval size within a segment of the 
Electromagnetic Spectrum and number intervals that the sensor 
is measuring, temporal resolution is defined by the amount of 
time between two consequent image acquisitions for a given 
surface location, radiometric resolution is defined as the ability 
of an imaging system to record many levels of brightness 
(contrast for example). This actually defines the bit-depth of 
the sensor (number of grayscale levels) and is typically 
expressed as 8-bit (0-255), 11-bit (0-2047), 12-bit 
(0-4095) or 16-bit (0-65,535) 

1) Application of satellite imagery 
Thus, within satellite images, salient information describes 

different areas, also objects within images, which are of high 
importance in applications in fields like meteorology, 
agriculture, geology, forestry and many others. Satellite and 
aerial images on the Internet have many useful commercial 
applications.  Farmers use it to monitor crops for blight and 
other problems and to deploy localized remedies when needed.  
Land use managers use it to assess and plan city growth.  
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Insurance companies use before-and-after imagery to verify 
damage claims after floods, hurricanes, and other disasters.  
The media routinely adds satellite imagery to news reports to 
illustrate where important events have occurred.  Software 
developers incorporate satellite imagery into flight simulators, 
games, and even wireless handheld devices. Satellite imagery 
is most useful when combined with GPS, electronic maps, and 
localized data into a geographic information system.  Perhaps 
the most popular example of this is the Google Earth 
application, which recently made commercial satellite imagery 
freely available to almost anyone on the planet via the Internet. 
Some of the industries that can potentially benefit from Google 
Earth Pro, a premium-paid service on Google Earth, include 
commercial real estate, residential real estate, 
architecture/engineering, insurance, media, 
defense/intelligence, homeland security, public sector, and 
state and local government. 

B. Cellular Neural Networks 

There are two types of vision systems, artificial and natural 
vision systems, the latter one being characterized by 
continuous time and signal values as opposed to the first one. 
In particular for the natural vision systems, the cells of the 
natural retina combine photo transduction and collective 
parallel processing for the realization of low-level image 
processing operations (feature extraction, motion analysis, 
etc.), concurrently with the acquisition of the image. Thus, 
spatial representation of the spatial-temporal representation 
exists. The Cellular Neural Networks (CNN) are considered as 
a unifying model for spatio-temporal properties of the visual 
system. (8, 9) 

Cellular Neural Networks (CNN) and the CNN universal 
machine (CNN–UM) were introduced in 1988 and 1992, 
respectively [8, 9]. The definition of such networks is that they 
are arrays of identical dynamical systems, called cells, that are 
locally connected [9]. Each cell, the basic unit of a CNN, is a 
one-dimensional dynamic system connected only to its 
neighbor cells, i.e. adjacent cells interact directly with each 
other Figure 13. Cells within the close vicinity have indirect 
effect because of the propagation effects of the dynamics in the 
network. The cell located in the position (i,j) of a two-
dimensional M x N array is denoted by Cij, and its r-
neighborhood Nr

ij is defined by. (1) 

}1,1,},max{|{ NlMkrjlikCN klij
r    (1) 

The basic circuit unit of a CNN is called a cell. It contains 
linear and nonlinear elements, which typically act like linear 
capacitors, linear resistors, linear and nonlinear controlled 
sources, and independent sources. The main characteristic of 
each cell of the neural network are: a constant external input u, 
and an output y. The equivalent block diagram of each neural 
network cell is as shown in the figure 2. 
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Fig. 1. CNN; the cell Cij with its neighborhood for r =1; 
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Fig. 2. Block diagram of a cell; 

The first-order non-linear differential equation defining the 
dynamics of a cellular neural network can be written as 
follows: 
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Where 

 xij is the state of cell Cij; 

 C and R represent the integration time constant of the 
system; 

- I is an independent bias constant; 
- yij(t)= f(xij(t)), where f is a chosen function a commonly 

used f function is:  

}11(
2

1
)(  xxxf

 

The matrices A(.) and B(.) are known as cloning templates.  

 A(.) acts on the output of neighbouring cells and is 
referred to as the feedback operator; 

 B(.) in turn affects the input control and is referred to 
as the control operator.  
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A(.) and B(.) depend on the application. In image 
processing, were an image is a rectangular array having N and 
M are the numbers of rows and columns, respectively. Each 
cell in a CNN corresponds to an element of the array. 
Assuming that each cell is connected to its nearest neighbors 
only ("3*3-neighborhood") and that the local connections of a 
cell do not depend on the cell's position, the Template set 
contains 19 coefficients (A-Template: a1 .. a9, B-Template:  
b1 .. b9, Bias I). The behavior of the CNN is completely 
determined by this Template set. This will be the approach to 
be further on used in the CNN implementation. 

The most popular application for CNN has been in image 
processing, essentially because of their analog feature and 
sparse connections, which are conductive to real time 
processing (8), (10). A two dimensional CNN can be viewed as 
a parallel non-linear two-dimensional filter and, calibrating the 
A, B, I parameters can be used for noise removal (11), shape 
extraction, edge detection, inpainting (12). 

There are two types of CNN: continuous time (CT-CNN) 
and discrete time (DT-CNN) cellular neural networks. 
Considering the discrete nature of any kind of image 
information, the second one will be used in implementations 
involving image processing algorithms. 

Continuous CNN 

They are described by equation (3). It contains continuous 
linear and nonlinear circuit elements, which typically are linear 
capacitors, linear resistors, linear and nonlinear controlled 
sources, and independent sources. All the cells of a CNN have 
the same circuit structure and element values. A continuous 
typical circuit of a single cell is shown in the figure below (13). 

Each cell contains one independent voltage source Eu
ij 

(Input), one independent current source I (Bias), several 
voltage controlled current sources In

u ij, In
y ij, and one voltage 

controlled voltage source Ey ij (Output). The controlled current 
sources In

u ij are coupled to neighbor cells via the control input 
voltage of each neighbor cell. Similarly, the controlled current 
sources In

y ij are coupled to their neighbor cells via the feedback 
from the output voltage of each neighbor cell. 

The cell C(i,j) has direct connections to its neighbors through 
two kinds of weights: the feedback weights a(k,l;i,j) and the 
control weights b(k,l;i,j), where the index pair (k,l;i,j) 
represents the direction of signal from C(i,j) to C(k,l). The 
coefficients a(k,l;i,j) are arranged in the feedback Template or 
A-Template. The coefficients b(k,l;i,j) are arranged in the 
control-Template or B-Template. The A-Template and the B-
Template are assumed to be the same for all the cells in the 
network. The global behavior of a CNN is characterized by a 
Template Set containing the A-Template, the B-Template, and 
the Bias I.  The state voltage x(i,j) of the cell satisfies the 
differential equation described by (2). 

1) Discrete CNN 
If we consider the time dependent equation 3, the resulted 

discrete model for the CNN, equivalent with the continuous 
one, to be used in image processing is based on the following 
equation: 
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The performance of CNN is determined by the cloning 
template or the triple {A, B, I}, the triplet being application 
dependent. In general, the cloning templates do not have to be 
space invariant, they can be, but it is not a necessity. 

2) Symmetric CNN 
Thus, if A(i,j;k,l) = A(k,l;i,j), then the CNN is called 

symmetrical or reciprocal. The use of symmetric cloning 
templates guarantees the stability of the CNN. The use of 
hyperbolic periodic cloning templates guarantees the more 
stability, continuity and controllability of CNN. 

3) Asymmetric CNN 
In case A(i,j;k,l) ≠ A(k,l;i,j) we are dealing with 

Asymmetric CNN. In spite of the stability conditions, which 
are difficult to be determined, the asymmetric CNN are also 
used in different image processing application were object 
orientation is needed to be taken into account while performing 
image processing specific transformations [14]. 

C. Edge detection using CNN 

The edge detection technology is usually used to extract of 
edge feature of the image. Edge feature is one of the most 
fundamental and important feature of image. State-of-the art 
research proposes many theories, such as cellular neural 
network, genetic algorithm, wavelet transform for image 
processing. Considering infrared images, the brightness 
intensities of infrared images are representative of the 
temperature of object surface. Compared with rich and colorful 
visible images, infrared images are blurrier, have poorer 
resolution and clarity, and foreground/background contrast is 
less clear. So, in order to overcome these difficulties while 
dealing with infrared image, an infrared image edge detection 
algorithm based on the combination of the cellular neural 
networks (CNN) and distributed genetic algorithm (DGA) is 
proposed [17]. Compared with the edge detection algorithms 
based on cellular neural networks with template trained by 
particle swarm optimization, parameters search range and 
convergence speed are greatly improved. 

1) Edge detection in noisy images 
In (18), a novel a technique employing both cellular neural 

networks (CNNs) and linear matrix inequality (LMI) for edge 
detection of noisy images. The work focuses on training 
templates of noise reduction and edge detection CNNs. Based 
on the Lyapunov stability theorem, we derive a criterion for 
global asymptotical stability of a unique equilibrium of the 
noise reduction CNN. Then we design an approach to train 
edge detection templates, and this approach can detect the edge 
precisely and efficiently, i.e., by only one iteration.  
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Edge detection is one of the most important popular task in 
image processing and pattern recognition systems. Further 
tasks like image segmentation, object recognition, object 
classification or boundary detection, are easily performed if 
prior edge detection is realized. However, noise is a common 
problem in acquisition, transmission and processing of image, 
which will decrease image quality. Moreover, it will lead to 
unexpected results when we process the images with noise by 
using classical edge detection operators, such as Roberts, 
Sobel, Prewitt and LOG operators. In (11), the authors propose 
a methodology employing both CNN and LMI for edge 
detection of noisy images. In the first step, a CNN used for 
reducing the noise in image waiting to be processed is 
designed. Then, a CNN used for detecting the edge is designed 
in the second step. It is shown that the templates design 
problem (the determination of template matrix A and B) in the 
two steps can be transformed into LMIs, then it is 
straightforward to obtain the solution by recently developed 
LMI Toolbox. An overall design is presented in the next figure 
(19). 

2) Edge detection in color images using CNN 
One of the difficulties in edge detection in color image is 

the edge definition. Indeed, in gray-level images a scalar gray-
level is assigned to a pixel of image, but in color images, a 
color vector which consists of several components is assigned 
to a pixel. Another difficulty is how to integrate the contrast 
information contained in various components into one 
meaningful result. So far, monochromatic-based techniques of 
applying a gray-level algorithm to the single components of the 
image and then combining the obtained results are the most 
appealing edge detection methods. The work proposed in (20), 
focuses on using CNN for edge detection in colored images. 
Basically, CNN templates are determined in such manner that 
edge detection is performed. There are mainly two ways to 
design the templates: one way is to use training algorithms 
such as Genetic Algorithms or Linea Matrix Inequality to find 
desirable template; however, the templates have most 
possibility of over fitting the given samples and lack of 
generalization capability. The other way is directly according 
to the given task. For instance, in edge detection, we define a 
pixel as edge when there are more than three pixels satisfying 
such condition as the distance of central pixel and 
neighborhood greater than a threshold. However, because of 
complex background of color image, it is unrealistic to find a 
uniform threshold suitable for every component. In order to 
apply the aforementioned approach for edge detection, the 
main challenge is to integrate the three-dimensional data of 
color image into the CNN dynamics, because one CNN layer 
can only process one dimensional data. In (20), adaptive 
templates are employed in order to get more accurate edge in 
color detections. In order to be able to apply CNN to three-
dimensional data, a new structure of CNN is proposed inspired 
by template designing mentioned in (21), where CNN 
templates for hole-filling and shadow detection are reported 
based on gray-scale scheme. The basic control parts in CNN 
equation are considered scalar. This design makes three-
dimensional control parts in color detection be one dimensional 
data. In color detection, much more information than gray-
scale should be taken into account. Considering the change 
among neighboring pixels is the key aspect should be 

considered in edge detection, adaptive thresholds are designed 
based on the human vision achievement. These adaptive 
templates can process color image with various color and 
intensity information because every template carries special 
color and intensity character of pixel’s value.  

3) CNN optimized by differential evolution - DE 
In (22) the authors proposed an CNN based edge detector, 

where the A and B matricx templates are estimated through 
learning algorithm, namely the differential evolution - DE.  
The DE algorithm is a relatively novel optimization technique 
for efficiently solving numerical-optimization problems. The 
algorithm has successfully been applied in many different 
problems, and gained a wide acceptance and popularity 
because of its simplicity, robustness, and good convergence 
properties. Like the genetic algorithm (GA), it employs the 
crossover and mutation operators and selection mechanism in 
order to determine the most appropriate templates which 
correspond to a specific task, in our case – edge detection.  

As opposed to classic neural networks, the interactions 
within the cells in case of CNN are found only between the 
current cell and its neighbors. This leads to an important 
benefit, which is the low computational complexity, which 
makes them suitable for hardware implementations. The main 
disadvantage of satellite imagery is the need of processing 
large amount of data, represented by high resolution images. 
While benefit from their lower computational complexity, a 
new CNN architecture conceived for hardware implementation 
of complex ML-CNNs on programmable devices (19). The 
architecture is completely modular and expandable; all the 
modules share the same, properly designed, I/O interface, so 
the platform can be configured to accommodate CNNs of any 
size or structure, composed of a number of processing blocks 
that can be physically distributed over several FPGA boards. 
Taking into account advantages, they can be successfully 
applied on satellite images, having a short processing time due 
to the lower complexity of the CNN. 

II. METHODS AND SYSTEM FOR CNN BASED EDGE 

DETECTION 

Or automatic MRI image segmentation, the present After 
presenting the cellular neural networks fundamentals together 
with their applications in different fields such as CT image 
segmentation paper proposes a novel implementation for edge 
detection in satellite images. The proposed implementation 
includes a graphic user interface (GUI) and serves as a test-
bench in case CNN are used in various applications. Thus the 
CNN can be configured, while the most appropriate image 
preprocessing technique can be chosen, empirically, for the 
developed application. Moreover, the implementation offers 
the possibility to apply also the classic Canny filter based 
approach foe edge detection, which is considered to be an 
optimal algorithm. In this way, visual results for both cellular 
neural network based approach and Canny filtering can be 
compared in case of various satellite images. The image 
processing methods used within the proposed implementation 
for edge detection are presented in the next figure, figure 3. 
The proposed methods can be classified as methods for (1) 
preprocessing and (2) methods for edge detection, which are 
detailed in the subsequent paragraphs. 
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Edge detection in satellite images
choose the application

Determine the appropriate 
edge enhancement technique

- mathematical morphology

- point-wise transformations

- anisotropic difussion

Determine the appropriate 
noise removal technique

- Gaussian filtering

- median filtering

Configure the cellular neural 
networks

Compare results with the 
optimal Canny edge detector

Preprocessing

Apply CNN for acurate edge detection

 

Fig. 3. Block diagram of a cell; 

A. Preprocessing 

The preprocessing methods are used to determine the most 
appropriate techniques for edge enhancement and also for 
noise removal. The most common techniques used for image 
enhancement is the spatial point-wise logarithm 
transformation.  

In (5) a spatial logarithm transformation noted IL is 
described for a satellite image I(x,y) with s(x,y) the current 
pixel and n the number of bits for pixel representation. 
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In (2), a novel approach based on an tangent hyperbolic 
transformation denoted by IT is proposed for image 
enhancement. In the second transformation k determines the 
threshold from which the pixel intensity will be enhanced. 
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Fig. 4. a) log transformation and b) arctangent hyperbolic transformation; 

It is to be mentioned, after each point-wise transformation, 
histogram equalization is to be applied in order to fit the image 
in the full dynamic range. The main advantage of the 
arctangent hyperbolic transform is the possibility to choose the 
threshold from which the luminance information is increased. 
Under the specified threshold, k, the background is decreased 
as it can be seen in the Fig. 5.a. In this way, edge information is 
enhanced. 

 

Fig. 5. a) original image - Florida, b) logarithm – transformed image, c) 

tatangent hyperbolic transformed image 

Partial differential equations (PDEs) have various 
applications in image processing and computer vision. The 
success of these techniques is shown through their usefulness 
in areas such as physics and engineering sciences for a very 
long time. In image processing here are some of the 
advantages: 

 They allow a reinterpretation of several classical 
methods such as Gaussian convolution, median 
filtering, dilation or erosion. 

 This understanding has also led to the discovery of new 
methods for shape simplification, structure preserving 
filtering, and enhancement of different structure types. 

PDE-based image processing techniques are mainly used 
for smoothing and restoration purposes. Typical PDE 
techniques for edge enhancement regard the original image as 
initial state of a parabolic (diffusion-like) process, and extract 
filtered versions from its temporal evolution. 

The physical idea behind diffusion processes is presented 
next. The diffusion is known as a physical process that 
equilibrates concentration differences without creating or 
destroying mass. The mathematical formulation is given by the 
following equilibrium property: 

uDj 
 

(7) 

D is a diffusion tensor represented by a positive symmetric 
matrix, which establishes the relation between the 
concentration gradient ∇u and a flux j which aims to 
compensate for this gradient.  In case j and ∇u are parallel, the 
diffusion is called isotropic. The property of the diffusion of 
not to destroy mass/information is expressed by the continuity 
equation (8). 

jdivut 
 

(8) 

Considering all of the above, the diffusion equation is given 
by equation (9), which appears in case of different transport 
processes. Regarding the diffusion tensor, if it depends on the 
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evolving image in time domain, the diffusion is called non-
linear. 

)( uDdivut 
 

(9) 

If the diffusion tensor is constant over the whole image 
domain, one speaks of homogeneous or isotropic diffusion, and 
a space-dependent filtering is called inhomogeneous or 
anisotropic. 

1) Anisotropic diffusion for edge enhancement 
Perona and Malik (5) propose a nonlinear diffusion method 

for avoiding the blurring and localization problems, by 
applying an inhomogeneous process that reduces the diffusivity 
at those locations which have a larger likelihood to be edges. 
The probability for a specific area to be edge is denoted by 
|∇u|2. The Perona–Malik equation is (10). 
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The experiments of Perona and Malik were visually very 
impressive: edges remained stable over a very long time. It was 
demonstrated that edge detection based on this process clearly 
outperforms the linear Canny edge detector, even without 
applying non-maxima suppression and hysteresis thresholding. 
This is due to the fact that diffusion and edge detection interact 
in one single process instead of being treated as two 
independent processes which are to be applied subsequently. 
Considering this advantage, the user of our proposed graphic 
user interface for edge detection of satellite images will have 
the opportunity to choose this preprocessing technique before 
edge detection. 

Results of the conventional anisotropic diffusion (Perona & 
Malik) upon a gray scale image aiming edge enhancement are 
presented next. A 2D network structure of 8 neighboring nodes 
is considered for diffusion conduction. The parameters to be 
chosen for the diffusion are the number of iterations Num_Iter, 
integration constant Delta_T which is set usually to maximum 
value and the gradient modulus threshold that controls the 
conduction denoted by Kappa. 

Moreover, the conduction coefficient functions proposed 
by Perona and Malik are given by the following equation, eq. 
(12) and (13). 
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In case of eq. 12, high-contrast edges are privileged over 
low-contrast ones, while in case of eq. (13), wide regions are 
privileged over the smaller ones. 
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Further on, some examples of how the filtering is 
performed will be presented considering different parameter 
setups. First, in figure 6.a, diffusion is applied using the 
conduction coefficient from eq. 13, with different numbers of 
iteration, and different values for the Kappa threshold. 

a) b)

c) d)  

Fig. 6. Anisotropic diffusion applied for edge enhancement in case of 

original image Florida from figure 5, considering the diffusion function from 

eq. (2): a) Num_iter = 25, Kappa = 10, b) Num_iter = 15, Kappa = 30,

 c) Num_iter = 15, Kappa = 30, d) Num_iter = 25, Kappa = 30. 

As it can be observed in the previous figure, the parameter 
setup for edge enhancement can be determined empirically. In 
our case, using a gradient threshold of 30 generates an intense 
diffusion which damages the edges. The optimal parameters 
are Kappa = 10 and the number of iteration Num_iter = 15, 
which accurately preserves the edges. 

2) CNN for edge detection 
The main principle used in cellular neural networks is that 

the satellite image evolves in time, and converges to an image 
were the edges are visible. Thus, cellular neural networks are 
governed by a differential equation, which is given by eq. (3) 
and (4). The interpretation of the previous equation is as 
follows: for each step (t to t+1) in applying the cellular neural 
network, the element xij is replaced by a combination of the 
previous xij, Ibias and (akxij + bkuk) were ak and bk are called the 
control matrices. For a more detailed view on how CNN work, 
in the next figure, figure 7, a block diagram is presented. 

Integrator f(x)

-1

bk

ak

Feedback from neighborhood

Input from 

neighborhood

bias

xx’ y

 

Fig. 7. Block scheme of CNN implementation 
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The proposed image processing techniques for edge 
detection using CNN were applied on the San Francisco bridge 
satellite image only for exemplification. The effect of the 
Perona and Malik anisotropic diffusion on edge detection is 
marked in the figure 7.  

a) Cellular neural network with 

anisotropic difussion applied

b) Cellular neural network without 

preprocessing techniques 

(anisotropic difussion)  

Fig. 8. Preliminary results of the CNN and edge enhancement techniques on 

San Francisco ; 

Thus, the edges are more accurate detected if the 
preprocessing techniques are used Fig. 7.a compared with the 
situation when no preprocessing technique is used Fig 7.b. 

Further on, the implementation and the experimental results 
of CNN based edge detection used in satellite image processing 
with application in geology are presented. The nature of the 
aforementioned images demands a special parameterization of 
PDE filters (Perona and Malik) and of the preprocessing 
methods. All steps performed by our image processing systems 
and the corresponding results are described further on. 

III. EXPERIMENTAL RESULTS 

 The subsequent paragraphs present the way our proposed 
system is used to process satellite images with application in 
geophysics. A set of three satellite images of Egypt areas are 
chosen for processing: the first image is called ―El dist‖, the 
second one ―G hammad‖ and the third one is called 
―Elhoufof‖. The nature of the aforementioned images demands 
a special parameterization of PDE filters (Perona and Malik) 
and of the preprocessing methods. The images containing the 
edges resulted after applying our image processing system are 
presented. 

A. Proposed system for CNN edge detection 

The proposed system applies edge detection on grayscale 
images, thus in case of color image a conversion from RGB to 
Gray-Scale is performed.  

 

Fig. 9. Block scheme of CNN implementation 

An graphic user interface is also created in order to create 
an interactive environment for the user to process satellite 
images Different preprocessing methods can be chosen by the 
user for edge enhancement or noise removal. Arctangent 
hyperbolic transform is used to enhance the edges within the 
image. The arctangent hyperbolic is based on a threshold 
k_threshold, selected by the user from the original image. The 
threshold is equal to the pixel intensities where the edges of 
interest are found. In case of different applications, different 
edges are wanted to be detected. Thus our application is 
focused on the user needs. 

Moreover, the user has the option to apply Perona and 
Malik denoising techniques. The main advantage is the edge 
preserving feature of this filter and also edge enhancement. 

The configuration of the CNN can be specified by the 
Template A and Template B matrices and by the Bias, Time and 
dt parameters. After configuring the CNN network and 
choosing the preprocessing techniques, the edge detection can 
be performed. As ground truth for the edge detection the 
optimal Canny filter can also be applied on the satellite images. 
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Fig. 10. The input satellite images on the left column and the images with edge detected on the right column 

B. Parameters setup 

In order to process satellite images from Egypt used in 
geophysics applications, we set up our proposed system to 
match the image features.  Thus, firstly the k_threshold was 
interactively selected for each microarray image; the values 
for each image are presented in Table 1. Anisotropic 
diffusion applied for edge enhancement and noise removal is 
also parameterized. Considering the details found within the 
images, an increased number of iterations and an increased k 
factor are considered. Thus a number of 20 iterations are 
chosen, whereas a kappa factor of 15 are chosen.  

Various template matrices ak and bk can be used for edge 
detection and other various task in image processing. For 
edge detection, the content for the ak and bk template 
matrices is presented by eq. 12. The initial state is considered 
the original image, which evolves in time in such manner 

that the edge will be obtain in the end. Moreover, the Ibias is 
considered to be -1. The resulted edges are presented in 
Figure 10. 

1

111

181

111

,

000

010

000









































 biaskk Iandba  (12) 

C. Accuracy comparison 

Further on, we will define a new quality metric in order 
to estimate the number of pixels, denoted by pij, involved in 
defining the edge. Thus let us consider the set denoted by the 
set e = {number of pij / pij belonging to the edge}. The set 
eCNN will be computed for the edges determined by the CNN 
method and also the set eCanny will be computed for the edges 
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determined with the canny filtering. The difference will 
show the difference between the two methods with regards to 
the accuracy of the results. We will consider the edges 
detected in the satellite images from Table 1 using the both 
image processing methods, CNN and Canny respectively. 
The sets e will be computed for both images in case of both 
approaches for edge detection. 

TABLE I.  BENCHMARK RESULTS OF THE CASCADE OSCILLATORS 

MODEL 

Satellite image El dist G hammad Elhoufhof 

Image size 1877x1255 3129x118 1882x1400 

dpi (vertical and horizontal) 300x300 300x300 300x300 

k_threshold 180 245 210 

Number of edge pixels eCNN 185k 242k 146k 

Number of edge pixels eCanny 37k 45k 42k 

As the Table 1 presents, the edges detected by the 
proposed approach are composed of an increased number of 
pixels as compared with the Canny edge detector edges. This 
means, in case of images were a lot of details are included 
(as satellite images are) the proposed method delivers good 
results, even more detailed results than existing approaches 
for edge detection. 

IV. CONCLUSIONS 

Edge detection is an image processing task used in 
various types of image processing applications. In case of 
satellite image processing, edge detection it is of high 
importance due to the fact it detects different areas of interest 
for different applications. Thus, in the field of meteorology, 
detects areas on thermograph images which correspond to 
different temperatures or as another example, in the field of 
agriculture edge detection marks areas were different kind of 
crops are planted. Considering the importance of edge 
detection, we propose an image processing workflow which 
includes a cellular neural network based.  The proposed 
image processing workflow delivers accurate results with 
regards to the edges within the satellite images. In order to 
prove the improved results of our approach based on CNN 
used in conjunction with the appropriate image 
preprocessing technique, we compared the obtained results 
with the classic edge detection techniques as Canny edge 
detector filter. The quality measure used for comparison is 
the quantity of pixels which belong to the edges. Considering 
the quality metric mentioned before it has been proved that 
our image processing chain delivers edge detection more 
accurate. Thus the edges determined by our method are 
composed of more pixels than Canny edge detector. 

To conclude, the main benefits of our work for edge 
detection in case of satellite images are presented. An image 
processing platform was built were the user has the 
possibility to chose the image processing methods to be used 
for edge detection and their specific parameters. Thus, 
arctangent hyperbolic transform, together with anisotropic 
diffusion and cellular neural network parameters can be 
used. 

It is to be mentioned that satellite images are of high 
resolutions and contain a lot of information. Our proposed 
methods is adapted to the characteristics of satellite images 
and the detected edges are composed of an increased number 
of pixels, preserving salient information in a better way than 
classic image processing techniques as Canny edge detector. 

V. FUTURE WORK 

The proposed system for edge detection offers the user 
the possibility to choose different preprocessing techniques 
and two edge detection algorithms: CNN and Canny filter. 
Due to the fact that the image processing system is easy to 
use, it can be applied in various image processing 
applications. Thus, three main directions are distinguished as 
part of the future work to be developed using the proposed 
system for edge detection. 

First objective of our future work is to use the proposed 
edge detection algorithm in agricultural application which 
makes use of satellite imagery. Thus, the edge detection 
algorithm is used to determined different areas on earth were 
different crops are seeded. Thus, by detecting the edges and 
consequently each area, the crops can be monitored and the 
national authorities in agriculture have a report on how each 
different crop evolved. 

The second objective of future work is to use the edge 
detection system in meteorological application in order to 
detect different areas on satellite images affected by different 
meteorological phenomena. 
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Abstract—Handling uncertainty and vagueness in real world 

becomes a necessity for developing intelligent and efficient 

systems. Based on the credibility theory, a fuzzy clustering 

approach that improves the classification accuracy is targeted by 

this work. This paper introduces a design of an efficient set of 

fuzzy rules that are inferred by a hybrid model of SOFM (Self 

Organized Features Maps) and FRANTIC-SRL (Fuzzy Rules 

from ANT-Inspired Computation – Simultaneous Rule 

Learning). Self-Organized Features Maps cluster inputs using 

self-adaption techniques. They are useful in generating fuzzy 

membership functions for the subsets of the fuzzy variables. The 

generated fuzzy variables are ranked by means of the credibility 

measure wherever the weighted average of their confidence level 

is determined. FRANT IC-SRL builds the fuzzy classification 

rule set using the ranked credibility variables in a simultaneous 

process. Moreover, the whole fuzzy system is evaluated based on 

the credibility value. The details and limitations of the proposed 

model are illustrated. Also, the experimental results and a 

comparison with previous techniques in generating fuzzy 

classification rules from medical data sets are declared. 

Keywords—Fuzzy Rule; Classification; Self-Organized Feature 

Map; Credibility Measure; Ant Colony Optimization 

I. INTRODUCTION  

In the learning process, uncertainty, data labeling and 
vagueness struggle the development of any real system. Thus, 
there is a need for developing intelligent and efficient systems 
that handle these problems. Fuzzy system[7] depends on fuzzy 
input-output variables instead of crisp ones. Unlike crisp 
variables, the values of the fuzzy variables belong to fuzzy 
subsets with a degree of membership. The parameters 
involved in such kind of programming problem are fuzzy 
variables, and the resulting problem is called a fuzzy 
programming problem. One kind of these fuzzy programming 
problems is the fuzzy rule based system that determines its 
decision through a set of fuzzy rules and some inference 
mechanism (inference engine). The fuzzy programming 
problem has been widely studied in a variety of fields, which 
are all based on the fuzzy set theory [7] and the concept of 
possibility measure [14]. Over the last decades, Fuzzy (if-
then) rules were usually derived from human experts who are 
affected by the perspective of the expert. Hence, many 
approaches were proposed to automatically generate fuzzy (if-

then) rules from the training data. These approaches are 
always complex optimization problems with complicated 
feasible set. 

In a hybrid intelligent approach based on fuzzy simulation, 
UrszulaMarkowska-Kaczmar and WojciechTrelak used 
genetic algorithms in optimizing Artificial Neural Networks 
(ANN) for extracting fuzzy classification rules[18]. However, 
since the ANN suffers from the problems of proneness to over 
fitting, and the empirical nature of the model development, the 
computation cost of these hybrid intelligent algorithms is 
time-consuming. Bilal Alatas and Erhan Akin proposed Ant 
Colony Optimization to induce fuzzy classification rules 
through different Ant Miner algorithms like FCACO [2]. 
FRANT IC-SRL (Fuzzy Rules from ANT-Inspired 
Computation – Simultaneous Rule Learning) and FRANT IC-
IRL(Fuzzy Rules from ANT-Inspired Computation – Iterative 
Rule Learning) are two different fuzzy classification rules 
induction algorithms for simultaneous and iterative techniques 
respectively[12][20]. But these researches assume that fuzzy 
variables are prepared or use discrimination techniques to 
make the membership functions of the subsets of the variables. 
Gene Expression Programming method uses two populations. 
One for Fuzzy Classification Rules and the other for 
membership function [1][17]. Although this research cared 
about the good preparing of the fuzzy variables but it ignored 
the credibility ranking problem that measures the confidence 
level (calculate the weighted average of the fuzzy variables, 
credibility value) of the fuzzy attributes. Xiaxia Huang 
introduced a study of the capital budgeting problem to 
calculate the credibility measure of the capital budgeting with 
fuzzy investment outlays and fuzzy annual net cash flows[22]. 
RituparnaChutia, SupahiMahanta and D. Datta were interested 
in how the credibility distribution of triangular fuzzy variable 
leads to find a different technique for generating the triangular 
membership function for fuzzy variables[16]. The Wilcoxon 
signed rank test tries to determine whether the median of a 
population is a specified constant by treating the observations 
as imprecise values. The test procedure is developed by using 
the concepts of Credibility Theory for studying the behavior 
of fuzzy phenomena[19]. Thus, a hybrid intelligent algorithm 
should be argued and applied to the fuzzy rule based problem 
to reduce the computation cost and improve the computation 
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accuracy. By this paper the fuzzy rule based problem is 
provided under the credibility theory, which involves a 
weighted average based on the expected value of the fuzzy 
variables. 

This paper generates the fuzzy rules in four stages. The 
first stage prepares the fuzzy variables by generating the 
membership function for each fuzzy subset of the variables. 
Self Organized Feature Maps (SOFM) [4][15], unsupervised 
technique, generate the membership function for each variable 
depending on its self-adaptation concept. Hence, a cluster 
based technique is first determined. Because of the 
deficiencies of the membership function in fuzzy mathematics 
that lacking of self-dual, the credibility theory is chosen to 
overcome this problem. The second stage ranks the generated 
fuzzy variables according to the credibility inversion 
theorem[8]. The credibility values verified that the generated 
fuzzy variables meet the desired confidence level. Although 
SOFM based on the credibility measure can map efficient 
analogue membership function, it still suffers from irrelevant 
features. These problems can be solved well by evolving the 
ranked fuzzy variable subsets in the learning process in 
purpose of reducing the feature vector and discovering the 
most significant fuzzy rules. In the third stage, the result of 
ranked fuzzy variables and the training data are passed 
simultaneously to the FRANT IC-SRL (Fuzzy Rules from 
ANT-Inspired Computation – Simultaneous Rule 
Learning)[12]which randomly generate initial node graph of 
conditional terms. The initial population is evolved by Ant 
Colony optimization algorithm [3][17][20] to find the best 
fuzzy rule base with respect to the training data. Finally, the 
accuracy of the generated fuzzy rules is determined. The 
output of the system (classes attribute values and membership 
degrees) is evaluated in terms of credibility measure to 
calculate the confidentiality degree of the whole integrated 
system. The details and the limitation of the proposed 
integrated model is illustrated by this paper. Also, the 
experimental results are declared on a (medical) dataset taken 
from UCI machine learning repository [6]. The comparison 
with previous techniques in generating fuzzy classification 
rules illustrates the efficiency of the new hybrid model. 

The rest of this paper is organized as follows: Section 2 
represents the preliminaries such as the declaration of the 
fuzzy systems, credibility theory, Self Organized Feature 
Maps SOFM and Ant Colony Optimization (ACO). Section 3 
gives an over view on the whole system and its modules. It 
goes inside the system to explain in detail the generation of 
the fuzzy membership functions of the subsets of the fuzzy 
variables, ranking the generated fuzzy variables using 
credibility measure, designing the fuzzy rule set using the 
FRANT IC-SRL(Fuzzy from ANT-Inspired Computation – 
Simultaneous Rule Learning). Then the credibility value of the 
whole system is calculated. Experimental results and 
conclusion will appear in sections 4 and 5 respectively. 

II. PRELIMINARIES 

A. Fuzzy System 

Fuzzy System [7]tends to simulate human thinking in 
dealing with variables values( labels, words and linguistic 
terms). It depends on measuring vague and ambiguous terms 

(parameters and variables) instead of ordinary variables that 
have exact values. Unlike two-valued Boolean logic, fuzzy 
logic is multi-valued.Fuzzy variables (credibility variables) 
have fuzzy values which partially belong to a set of fuzzy 
subsets. The degree by which an element belongs to a fuzzy 
subset is called the fuzzy membership degree or credibility 
value. This degree of membership is characterized by a fuzzy 
membership function.  

 10 (u): U 
A

µ                              (1) 

where U is called the universe of discourse and A is a 
fuzzy subset of U. 

Zadeh-Mamdani's fuzzy rules[7] are (if –then) rules that its 
conditions and decisions both consists of fuzzy variables that 
belongs to some fuzzy sets with some degree of membership. 

IF x is A, THEN y is B 
Where (x is A) and (y is B) are two fuzzy propositions; x 

and y are fuzzy variables defined over universes of discourse 
U; and A and B are fuzzy sets defined by their fuzzy 
membership functions 

 10 (u): U 
A

µ  And  10 (u): U 
B

µ             (2) 

Fuzzy inference is an inference method that uses fuzzy 
implication relations, fuzzy composition operators, and an 
operator to link the fuzzy rules. Different reasoning strategies 
over fuzzy rules are possible. Most of them use the 
generalized modus ponens rule[7]. The generalized modus 
ponens inference law applied over a simple fuzzy rule can be 
expressed as follows: (IF x is A, THEN y is B) and (x is A'), 
then (y is B') should be inferred. The compositional rule of 
inference is one way to implement the generalized modus 
ponens law: 

abRABAAB  '''                 (3) 

Where: 

   Is a compositional operator. 

 Rab is a fuzzy relational matrix representing the 
implication relation between the fuzzy concepts A and 
B.  

𝑅𝑎𝑏 = 𝑀𝑎𝑥𝑥∈𝐴&𝑦∈𝐵{ 𝑀𝑖𝑛(𝜇𝐴𝑥, 𝜇𝐵𝑦) }   (4) 

A fuzzy inference method combines the results Bi' for the 
output fuzzy variable y inferred by all the fuzzy rules for a 
given set of input facts. In a fuzzy production system, which 
performs cycles of inference, all the fuzzy rules are fired at 
every cycle and they all contribute to the final result. Some of 
the main else-links between fuzzy rules are OR-link (max 
operator) & AND-link(min operator). Defuzzification is the 
process of calculating a single-output numerical value for a 
fuzzy output variable on the basis of the inferred resulting 
membership function for this variable. Two methods for 
defuzzification are the center-of-gravity method (COG) and 
the mean-of-maxima method (MOM).  

B. Credibility Theory 

Credibility measures the degree of confidence given to a 
specific data set. Credibility theory aims at efficiently 
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combine information from diverse sources: past and current 
data, individual risk and collective risk data, etc[11]. 
Credibility theory is used to calculate the confidence of the 
claims experience of an individual contract and the experience 
for the whole portfolio, to give a good approximation of the 
future risk resulting from holding that contract. 

The general credibility formula in the linear form 

Cr = z R + (1-z) H,           0 ≤ z ≤ 1               (5) 

where z  is the accepted level of credibility, R  the data 
event of the information credibility which is calculated for, (1-
z) represents the complement credibility, H is the complement 
of the data event R. 

Let £ be a nonempty set, and let P be the power set of £ 
(i.e., all subsets of £). Each element in P is called an event. 
The set function Cr on the power set P is called a credibility 
measure if it satisfies[10] 

 Cr(£) = 1.                                                                         
(Normality) 

 Cr(A)≤ Cr(B) whenever A is a subset of B.              
(Monotonicity) 

 Cr(A)+ Cr(A
c
) = 1 for any  A ∈  P .                            

(Self-Duality) 

 Cr (∪i Ai) = 𝑠𝑢𝑝𝑖𝑐𝑟(Ai) 

for any events (Ai) with supi Cr(Ai)< 0.5.        
(Maximality) 

Fuzzy thinking is a way of expressing variables values in 
the form of words and labels like tall, very tall, short and etc. 
Credibility theory, in first place, was thought of as a field of 
mathematics for studying the behavior of fuzzy phenomena. 
An alternate version of credibility theory to handle the fuzzy 
variables environment was defined in. This definition is called 
credibility theory in a fuzzy environment (CT-F)[8][9][11]. 
CT-F involves a weighted average of the fuzzy variables 
confidence level based on the concepts of possibility and 
necessity measures. 

According to the Product Credibility Theorem[10], there 
are some definitions that link the fuzzy variable with its 
credibility measure.  

 A fuzzy variable is a function from a credibility space 
(ξ; P; Cr) to the set of real numbers.  

Let ξ be a fuzzy variable defined on the credibility space 
(ξ; P; Cr). Then its membership function is derived from the 
credibility measure by 

𝜇(𝑥) = (2𝐶𝑟{ξ = 𝑥})˄1,        𝑥 ∈ 𝑅.            (6) 

The previous definitions help to get the membership 
function of the fuzzy variables from its credibility measure.  

Credibility Extension Theorem 
Credibility Extension Theorem[21] supposes that 𝜃  is a 

nonempty set and 𝐶𝑟{𝜃}  is a nonnegative function on 𝜃  
satisfying the credibility extension condition 

𝑠𝑢𝑝𝜃∈Θ𝐶𝑟{𝜃} ≥ 0.5,                 (7) 

𝐶𝑟{𝜃∗} + 𝑠𝑢𝑝𝜃≠𝜃∗𝐶𝑟{𝜃} = 1 𝑖𝑓𝐶𝑟{𝜃∗} ≥ 0.5.   (8) 
Then 𝐶𝑟{𝜃}  has a unique extension to a credibility 

measure on 𝑃(𝜃) as follows 

𝐶𝑟{𝐴} = {
𝑠𝑢𝑝𝜃∈𝐴𝐶𝑟{𝜃},    𝑖𝑓𝑠𝑢𝑝𝜃∈𝐴𝐶𝑟{𝜃} < 0.5 

1 − 𝑠𝑢𝑝𝜃∈𝐴𝑐𝐶𝑟{𝜃}, 𝑖𝑓𝑠𝑢𝑝𝜃∈𝐴𝐶𝑟{𝜃} ≥ 0.5 
        (9) 

Credibility extension theory defines the credibility 
measure in numerical form basing on credibility value of each 
singleton set. Because of the impossibility to measure the 
credibility value for all events, the nontrivial value for the 
credibility measure cannot be calculated. The credibility 
extension theory determines a sufficient condition for the 
credibility measure. 

Credibility Inversion Theorem 
Liu and Liu defined the credibility in a fuzzy environment 

as the average of the possibility and necessity measure [10]. 
For a fuzzy variable ξ with membership function μξ(x) and for 
any set A of real numbers, credibility measure of fuzzy event 
{ξ ∈ A} is defined as 

𝐶𝑟{ξ ∈ 𝐴} =
1

2
(𝑃𝑜𝑠{ξ ∈ 𝐴} + 𝑁𝑒𝑐{ξ ∈ 𝐴})                 (10) 

 for any event A 

𝑃𝑜𝑠{ξ ∈ 𝐴} = 𝑠𝑢𝑝𝑥∈𝐴𝜇ξ(𝑥)                                    (11) 

𝑁𝑒𝑐{ξ ∈ 𝐴} = 1 − 𝑠𝑢𝑝𝑥∈𝐴𝑐𝜇ξ(𝑥)                            (12) 

Using the credibility inversion theorem, the rank rate of 
credibility can be calculated basing on making some 
assumption that the fuzzy variable belong to event A and 
calculating the average of the supreme of the membership 
functions for that assumption and the complement of it. 
Credibility Inversion Theorem uses the membership function 
definition of the fuzzy variable to calculate its credibility 
value. 

C. Self Organized Feature Map 

The Self-Organized Feature Maps (SOFM)[4][15] is an 
unsupervised neural network that is capable of learning its 
weights from its input vector without any additional 
information such as the corresponding output vector. SOFM is 
usually a two-layered network where the neurons in the output 
layer are organized into either a one or two-dimensional lattice 
structure. The SOFM solves difficult high-dimensional and 
nonlinear problems such as feature extraction and 
classification of images and acoustic patterns, adaptive control 
of robots, and equalization, demodulation, and error-tolerant 
transmission of signals in telecommunications[15].  

As illustrated in Figure 1, a simple structure for the SOFM 
is representedwhere the d-vector is the vector of input neurons 
in the input layer for the following input data vector  xn=[xn1 
xn2 … xnd ]

T
 and The synaptic weight vector at neuron j in the 

output layer is denoted by wj = [wj1 wj2 … wjd]
T
, j = 1,2,. . . ,J, 

where J is the total number of neurons in the output layer and 
wjk, k = 1,2,. . . ,d, is the connecting weight from the j

th
 neuron 

in the output layer to the k
th

 neuron in the input layer. 
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Fig. 1. a simple structure for the SOFM 

D. Ant Colony Optimization 

Ant algorithms are heuristic search mechanisms for 
searching and optimizing solutions. The algorithms are 
inspired by the various behaviors of the ants' communications. 
These communications is enabled by causing changes to the 
environment. These changes are the pheromone-laying 
behavior of the ants. Ant Colony Optimization 
(ACO)[3][17][20] is a probabilistic technique that simulates 
real ants for solving artificial intelligence problems which can 
be formulated as finding optimal paths (solutions) between 
nest and food places. 

Ant Colony Optimization (ACO) [3][17][20] algorithms 
are efficiently implemented in various classification problems. 
There are numerous algorithms for ACO in the field of 
designing crisp or fuzzy classification rules. cAnt-Miner 
(Continuous Ant-Miner) [5], an implementation of an ACO 
algorithm for the classification problems using continuous 
attributes of data mining, are able to compete with reliable 
classification-rule designing algorithms. FC-ACO (Fuzzy 
Classification Ant Colony Optimization) [2] is a fuzzy 
classification rule mining algorithm based on the ACO. 
FRANT IC-SRL (Fuzzy Rules from ANT-Inspired 
Computation – Simultaneous Rule Learning) and FRANT IC-
IRL (Fuzzy Rules from ANT-Inspired Computation – 
Iterative Rule Learning) are two different fuzzy classification 

rules induction algorithms for simultaneous and iterative 
techniques respectively[12]. The fundamentals of ACO are 
appropriate problem representation (node graph), probabilistic 
transition rule, local heuristic value, fitness function 
determination, pheromone update rule and the constraint 
satisfaction method. Any algorithm that defined on ACO 
should satisfy these fundamentals optimally. 

III. SELF ORGANIZED FEATURE MAP AND FRANT IC-SRL 

IN DESIGNING FUZZY RULES 

The target of this paper is to suggest a novel clustering 
approach to improve the clustering task for uncertain 
knowledge with labeling data values. Clustering based on 
fuzzy relationship is usually more flexible and dynamic. Such 
a kind of fuzzy relationship is the fuzzy if-then rule. The fuzzy 
rules are simple if-then rules but with fuzzy variables. This 
paper builds these fuzzy rules in four phases wherever the 
shortcoming in any phase is covered by the other. The first 
phase generates the membership function for the subsets of the 
fuzzy variables. Thus, a cluster based technique is first 
recognized. These fuzzy clusters suffer from the lacking of 
self-dual problem. The second phase uses the credibility 
inversion theorem to calculate the credibility value of the 
generated fuzzy variables to rank only the most credible 
attributes. Since the superfluous attribute, dispensable fuzzy 
variable, causes the redundancy problem and degrades the 
classification robustness, the adaptation of two corresponding 
fuzzy rule trails during algorithm execution that take into 
account the cumulated search experience, construction 
heuristics, is needed. The third phase designs the fuzzy rule 
using a set of training data and checks for its applicability on 
the test data. Finally, the fourth phase evaluates the credibility 
value of the whole system using the classes attributes resulted 
from the system. Hence, based on the credibility measure, Self 
Organized Feature Map, FRANT IC-SRL(Fuzzy Rules from 
ANT-Inspired Computation – Simultaneous Rule Learning) 
are integrted for generating the membership functions[4] and 
designing the fuzzy rules respectively. The credibility measure 
is used to rank the fuzzy variables (phase two) and calculate 
confidence level of the whole system (phase four). The 
framework of the hybrid model that outlines the main modules 
is illustrated in Figure 2. 

Output Layer 

Input Layer 

Synaptic 

weights 
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Fig. 2. The framework of the hybrid model between the SOM & FRANT IC_SRL to design fuzzy rules Based on credibility Measure 

The main components are summarized as follows: 

Generating fuzzy membership function for features 
subsets: the SOFM capabilities of unsupervised learning and 
clustering generate the membership functions of the features 
subsets. 

Ranking the fuzzy variables using the credibility 
measure:  the weighted average of the confidence level for 
the generated fuzzy variables is measured by the credibility 
inversion theorem. 

Generating fuzzy rules: FRANT IC-SRL (Fuzzy Rules 
from ANT-Inspired Computation – Simultaneous Rule 
Learning) is used as a simultaneous technique for finding the 
best fuzzy rule base using the Ant Colony Optimization 
algorithm. 

Calculating credibility measure for the whole system: 
the credibility value of the whole system is determined 
through the classes attributes resulted from testing the system 
on the unseen instances. 

A. Generating Membership Functions Using Self Organized 

Feature Map 

The process of generating membership functions is divided 
into two phases. The first phase generates the proper clusters 
of the feature data. The other phase, fuzzy membership 
function is generated in correspondence with these 
clusters.The membership functions are generated in one phase 
by combining the variable labels with the variable values in 
the input layer of the SOFM[4]. This technique in generating 
fuzzy membership function with Self-Organizing Feature Map 
is first introduced by Chih-Chung Yang, N.K. Bose[4],[13].  

In the learning process, the input vector 𝑋𝑛  =
(𝑣 , 𝑆1, 𝑆2 … 𝑆𝑑) where 𝑣 is the value of the feature. It should 
be measured to find the membership function of its fuzzy 
subsets 𝑆1, 𝑆2 … 𝑆𝑑   that discern the corresponding fuzzy 
values. These input vectors will be the training dataset and𝑣 is 
handled by the expert through 𝑁subset. 

The SOFM determine its architecture through the learning 
phase and update its weights according to the learning 
procedure. The input layer of the SOFM is composed of one 
neuron for each fuzzy variable value and N neurons for N 
subsets of the fuzzy variable. The algorithm of the SOFM is 
declared in Figure 3.a and 3.b. 

The algorithm which is illustrated by Figure 3 go through 
four main steps 1) initialization for the weights  randomly, 2) a 
competitive step where compute its value from a 
discrimination function as represented from step 4 till step 8 in 
Figure 3.a .  

The particular neuronwith the minimum value of the 
discriminant function is chosen as the winner. 3) Cooperative 
step where the winning neuron determines its closest 
neighbors of excited neurons. Hence, cooperation among 
neurons is determined, as illustrated in Figure 3.b. 4). Finally, 
adaptation method where an adjustment for the connection 
weighs is measured. The weight vector of the winning neuron 
𝑤𝑖  is updated and its neighbor neurons toward the input 
vector 𝑥 , as declared in Figure 3.b step 2. Repeated 
presentations of thetraining data thus leads to topological 
ordering. 
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Fig. 3. a: generating membership function by SOFM Algorithm 

Fig. 3. b: update weights  process in SOFM Algorithm  

B. Ranking the generated fuzzy variables using the credibility 

measure. 

The generated membership functions of the fuzzy 
variables, resulted from the SOFM, need to be evaluated to get 
confident about their ability to represent the data features 
efficiently. This evaluation procedure helps in giving the 
credibility to the whole system. The credibility theory aims to 
evaluate the weighted average of the confidence level given to 
a contract or a feature basing on the experience of its historical 
portfolio. Using the credibility inversion theorem[10], the rate 
of credibility can be calculated based on making some 
assumption that the fuzzy variable belong to an event 𝐴 and 
calculating the average of the possibility that the event 𝐴 
happens and the necessity of the event complement is also 
happen. The credibility measureis given by equation (13): 

𝐶𝑟{ξ ∈ 𝐴} =
1

2
(𝑠𝑢𝑝𝑥∈𝐴𝜇ξ(𝑥) + 1 − 𝑠𝑢𝑝𝑥∈𝐴𝑐𝜇ξ(𝑥))      (13) 

The procedure of ranking fuzzy variables takes each fuzzy 
variable ξ at time and randomly selects a fuzzy number r. The 
fuzzy number is used to make the event assumption A 

asξ ∈ 𝑠𝑢𝑏𝑠𝑒𝑡𝑜𝑓𝑟. The procedure generates a sufficiently large 
number of fuzzy numbers that belong to the event A and 
calculates the membership degrees of these numbers in the 
event A and its complement A

c
,i.e ξ ∉ 𝑠𝑢𝑏𝑠𝑒𝑡𝑜𝑓𝑟 . The 

procedure puts the membership degrees in two separate groups 
( 𝐴 membership or 𝐴 c

membership). The average of the supreme 
function of the membership degrees of the two groups is 
calculated which is denoted as the credibility value. The 
flowchart of ranking fuzzy variables procedure is illustrated in 
Figure 4.  After ranking fuzzy variables the process produces 
the credibility value, the most credible attributes are chosen as 
the ones with credibility value exceeding the predefined 
accepted confidence rate𝛼.  Figure 5 illustrates an example 
forrepresenting of the MCV data liver feature[6] as a fuzzy 
variable (generated by SOFM) with a random number r.  

 

Fig. 4. The Ranking Fuzzy Variables process basing on credibility measure 

The number r belongs to the subset Normal. To measure 
the credibility of the MCV fuzzy variable for the event A as 
ξ ∈ Normal  , take a set of random value that satisfies the 
event A like Mcv=82 that has the membership 
degrees(Low:0.1, Normal:0.9). The procedure adds the 
membership degree 0.9 to Amembership and the membership 
degree 0.1 to the A

c
membership. Then take another random value 

like MCV =99 with membership degrees (Normal: 0, High: 
0.5) and add them to the A

c
membership and Amembership 

respectively. Then average of the supreme function of the 
whole membership degrees in both the event and its 
complement is calculated to represent the fuzzy variable 
credibility value. The predefined accepted confidence rate is 
70% 

Input: input_neurons, output_neurons, Training _Data 

set, Test_Dataset. 

Output: fuzzy variable membership function. 
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Fig. 5. The fuzzy variable MCV 

C. Generating Fuzzy Rules by ANT Inspired Computation 

Simultaneous Rule Learning (FRANT IC-SRL) 

FRANT IC-SRL (Fuzzy Rules from ANT-Inspired 
Computation – Simultaneous Rule Learning)[12] is an Ant 
inspired optimization algorithm for building fuzzy rules in a 
simultaneous methodology. The simultaneous technique tends 
to test the whole rule base induced by the Ants agents instead 
of testing each rule iteratively.  The algorithm initializes the 
node graph and the pheromone level as the inverse of the node 
number. Each node is a term that may be added to the 
constructed rule. The pheromone level is relevant to the node 
itself instead of the graph edge because the arrangement of 
nodes inside the rule is not important. Each ant start at a 
random node then checks adding this node to the rule or not 
by the minimum number of instances covered. After adding 
the node the ant goes to the next node with the highest 
transition rule.  

𝑝𝑗
𝑚(𝑡) =

[𝜂𝑗]×[𝑇𝑗(𝑡)]

∑ [𝜂𝑖]×[𝑇𝑖(𝑡)]𝑖∈𝐼𝑚

                             (14) 

Where 𝐼m is the number of nodes (terms) that still may be 
included in the rule antecedent by ant 𝑚 and 𝑗 is the nodes in 
the node graph. If one term of a fuzzy variable is added to the 
rule antecedent the 𝐼m will exclude the other linguistic values 
of those fuzzy variables. This constraint prevents the rule 
antecedent from containing conflict propositions.   𝜂𝑗  is the 

node heuristic value and 𝑇𝑗(𝑡) is the node pheromone level. 

The transition rule is probabilistic but biased to the node 
pheromone level and heuristic value. 

The pheromone level is a guide for the ant. This guide is a 
clue of the importance level of a node (demonstrated by the 
ants visited the node before). The pheromone level is updated 
by the algorithm using the best rule base nodes.

 

𝑇𝑗(𝑡 + 1) = 𝑇𝑗(𝑡) + (𝑇𝑗(𝑡) ∗ 𝑄)                        (15) 

Where 𝑗 is the number of nodes in best rule base, 𝑡 is the 
time step and 𝑄 is the quality of rule induced by the accuracy 
level of correct instances classified by the rule.  

The heuristic value describes the association between a 
term (node) 𝑗 and the class. If a term is has a heuristic value 
for a certain class then the ACO will use this term in rules 
leading to that class. 

𝜂𝑗 =
∑ min (𝜇𝐴(𝑢),𝜇𝐵(𝑢))𝑢∈𝑈

∑ 𝜇𝐴(𝑢)𝑢∈𝑈
                         (16) 

Where 𝑢 is an instance in the universe of discourse 𝑈, 𝐴 
represents a class label and 𝐵 represent a term that may be 
added to the rule antecedent. The algorithm pseudo-code is 
illustrated in Figure 6. 

D. Credibility Measure for the System 

The system equation is the (if-then) rules set resulted from 
the FRANT IC-SRL Algorithm Process.  Applying unseen 
instances to these rules gives the result of the whole system. 
The number of correct instances classified is the accuracy rate 
of this system. The credibility of the system depends on the 
confidence level given to the result of the (if-then) rules set. 
Hence, measuring the credibility value for the result of unseen 
instances (class attributes) demonstrate the credibility level of 
the system. 

Equation 13 calculates the credibility value for the fuzzy 
attribute according to a random event 𝐴. The class attribute 
values are derived by testing the system by the unseen 
instances. Hence, applying the equation 13 on the class 
attributes calculates the credibility value of the system. 
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Fig. 6. The FRANT IC-SRL algorithm 

IV. EXPERIMENTAL RESULTS 

The proposed hybrid model is composed of four main sub 
models. The first sub model is the Generating fuzzy 
membership functions for features subsets which is 
responsible for generating the degree of membership of the 
values of the variables in their corresponding subsets. This 
process uses the SOFM, which uses its unsupervised learning 
and clustering ability to learn the weights of the neural net 
from the input training data vectors, to obtain the variables 
values and their corresponding membership degrees. Using 

these values we can draw an analogue membership function 
for each subset of the variables. This technique is 
implemented before in a previous work[4]. The second sub 
module calculates the credibility value for the generated fuzzy 
variables using the Credibility Inversion Theorem to rank the 
confidence level of these variables by the credibility measure. 
The credible ranked fuzzy attributes are used as the base of the 
fuzzy rule based system. The third sub model is the generating 
fuzzy rules module. It applies simultaneous learning 
capabilities of the FRANT IC-SRL using the Ant Colony 
Optimization to find the best rule base. The whole system is 
ranked by the credibility measure of its output classes 
attribute. The classes attribute values is obtained by applying 
new instances to the system and take the output and the 
corresponding membership degree.  

The data sets used in this research to test the model are 
taken from the UCI machine learning repository[6] and their 
properties are illustrated in Table 1. The data set records are 
divided in two equal parts (one for the training data and one 
for the test data). 

TABLE I.  DESCRIPTION OF THE DATA SETS PROPERTIES 

Name 

of the 

data 

set 

No of 

attributes 

No of 

continuous 

attributes 

No of 

categorical 

attributes 

No of 

data 

records 

No of 

classes 

Breast 

Cancer 
10 10 0 699 2 

Liver 6 6 0 345 2 

In experiments, the SOFM is trained with 3 or 4 input 
neurons (one for the feature value and the rest for the subsets) 
depending on the number of subsets of the features and 15 
output neurons that produced 225 of features values and their 
corresponding membership degrees. These values were used 
to draw an analogue function for each feature. Based on the 
SOM associated with the credibility measurethe membership 
functions of the 6 conditional features of the liver data setare 
determined, declared by Figure 7. The data liver attributes are 
recognized by mean corpuscular volume, alkaline phosphates, 
alamine aminotransferase, aspirate aminotransferase, gamma-
glutamyltranspeptidase and number of half-pint equivalents of 
alcoholic. The 7

th
 attribute is a class selector field used to split 

the data into two sets. 

Input : linguistic variables(fuzzy variables), training data 

set. 

Output: Best Rule Base. 

1: Initianlize_Node_Graph(); 

2: Initialize_Phermoni_Node(); 

3: While (num_of_Iterations>0) do 

4: foreach class 

5: foreach Ant 

6: Fori=0 toNUM_NODES 

7: TRANSITION_RULE[j]=𝑝𝑗
𝑚(𝑡) =

[𝜂𝑗]×[𝑇𝑗(𝑡)]

∑ [𝜂𝑖]×[𝑇𝑖(𝑡)]𝑖∈𝐼𝑚

 

8: Select node with the highest 𝑝𝑗
𝑚(𝑡) 

9: num_instances= number of instances 

covered by the Rule 

10: 

If(num_instances>min_Instances_threshold) 

11: 

ADD_LINGUSITIC_NODE_TO_RULE(); 

12: REMOVE_COVEREDINSTANCES(); 

13: end for 

14: Add_RULE(RULE, RULEBASE); 

15: end foreach 

16: end for 

17: ForeachCombined_RULEBASE 

18: Evaluate_RULEBASE_ACCURACY(); 

19: UPDATE_PHERMONILEVEL(BEST_RULEBASE); 

20: num_of_Iterations--; 

20: end While 

21: output(Best_RULEBASE) 
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Fig. 7. Membership functions of the liver data features from the SOM process 

The credibility measure is used to calculate the weighted 
average of the confidence level of the generated fuzzy 
attributes. The features membership functions are passed to 
the credibility measure procedure. The inverse credibility 

equation is used to calculate the credibility of a random event 
assumed on each feature. A sufficiently large set of fuzzy 
numbers is created randomly in the event data space and the 
membership degree of these numbers are taken in both the 
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event 𝐴 membership and the event complement 𝐴 c
membership. The 

credibility values calculated for the fuzzy variables in the liver 
disorder data set are presented in Table 2. 

The accepted credible fuzzy variables should have a 
credibility value that exceeds a predefined threshold. In 
experiment, the predefined confidence level threshold is 70%. 
The fuzzy variable that exceeds that threshold will continue in 
the fuzzy rough rule based system development.  

TABLE II.  FUZZY VARIABLES CREDIBILITY VALUES 

 Fuzzy variable name Credibility value 

mcv  0.95 

Alkphos 0.88 

Sgpt 1 

Sgot 0.97 

Gammagt 0.65 

Drinks  1 

The most credible fuzzy variables are listed in the Table 3. 
The most credible fuzzy variables are the input of the fuzzy 
rough reduction procedure.  

TABLE III.  MOST CREDIBLE FUZZY VARIABLES 

Fuzzy variable name Credibility value 

mcv  0.95 

Alkphos 0.88 

Sgpt 1 

Sgot 0.97 

Drinks 1 

The FRANT IC-SRL algorithm initializes a node graph for 
the Ants agents to run. The nodes are the conditional terms of 
the rule antecedent. The ant starts randomly at any node then 
tracks the nodes with the highest pheromone level. After the 
term is added to the rule the instances covered by that term is 
removed from the training data and the variable of that term is 
removed from the list of nodes to be visited next. After all the 
ants find their rule bases, the best rule base is used to update 
the pheromone level of the node graph. At the end of iterations 
the best rule based is output as the fuzzy classification final 
rule base. 

The credibility value of the class attribute demonstrates the 
confidence level of fuzzy rule based system.  This process 
applies Equation 16 to the class attributes values and 
calculates the credibility value. The credibility of the liver 
disorder data set on the system is 59% and the Breast Cancer 
data set is 88%. The average credibility level of the system for 
both the data sets is 73%. The comparison between the 
proposed model and other techniques is listed in Table 4. The 
resultsproved the accuracy levels of the rule sets generated by 
C4.5, Naïve Bays, SOFM & PGA[13] are less classified than 
the proposed model (SOFM + FRANT IC-SRL using 
Credibility Measure) applied on two different data sets (liver 
and breast cancer data sets)as illustrated in Figure 8 . 

 

Fig. 8. the accuracy of the rule set of the proposed model and some other 
rule generator algorithms 

TABLE IV.  COMPARISON BETWEEN THE PROPOSED MODEL AND OTHER 

TECHNIQUES  FOUND IN THE FIELD OF GENERATING FUZZY RULES 

 c4.5 
naïve 

Bays 

SOM 

+PGA 

SOM+  FRANT IC-

SRL using Credibility 

Measure 

Breast 

Cancer 
95.1 95.3 94.7 95.8 

Liver 49 51 60.7 61.5 

These comparisons show that the proposed hybrid model 
gave better accuracy level than the previous ones. The results 
indicate an average accuracy of around 78.8%. This compares 
favorably with previous systems for classifying documents, 
whose average accuracy is 74.3%. 

V. CONCLUSIONS 

Fuzzy classification Rules are a reliable way to handle 
uncertainty in real world sincethe clustering phenomenon of 
defects becomes significant task. Fuzzy clustering depends 
totally on fuzzy propositions which in turn use fuzzy variables 
instead of regular ones. In designing more significant fuzzy 
clustering based on fuzzy rules, there are four restrictions that 
prevent any heuristic model to achieve more accurate results.   

First, preparing a correspondence membership function 
that maps each fuzzy variable. Second, ranking the generated 
fuzzy variables wherever the lack of self-dual problem should 
be solved. Third, generating fuzzy dynamic (if-then) rules 
structure, that efficiently represents the concludeduncertain 
knowledge.  Finally, measuring the credibility of the whole 
fuzzy system to be compared among different systems.  
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This paper introduces a hybrid model based on the meta- 
heuristic algorithms. A novel clustering approach that 
improves the clustering task for uncertain knowledge is 
introduced, where the four restrictions are handled. Clustering 
based on fuzzy relationship communicate efficiently with the 
predefined problems and achieve more flexible and dynamic 
rules.  

This paperproved the ability of SOFM to learn and cluster 
its inputs can help in clustering fuzzy variable into its 
corresponding fuzzy subsets and finding the representative 
fuzzy membership functions of the input subsets. By SOFM, a 
fuzzy clustering is first generated which suffer from the lake 
of self-dual problem. The credibility measure is used to 
calculate the weighted average of the fuzzy variable 
confidence level using their membership functions.The 
Credibility Inversion Theorem solve the ranking problem. For 
designing dynamical fuzzy rules, a meta-heuristic search 
strategy is needed. The FRANT IC-SRL algorithm uses the 
Ant Colony Optimization capabilities to find the best fuzzy 
rules depending on its simultaneous technique. The algorithm 
initializes the node graph. Each node represents a term that 
could be added to the rule antecedent. The ants follow the 
pheromone level updated by the best rule base induced during 
iterations. The resulting fuzzy rule base is further tested by 
means of testing data set to make sure that the accuracy meets 
the effective levels of the performance. The whole system is 
ranked by the credibility value of its classes attribute. The 
experiment results are shown and they proved that the 
proposed hybrid model is much more efficient than previous 
techniques.  

Although the hybrid model of SOFM and FRANT IC-SRL 
algorithm achieves some contribution in improving 
classification accuracy, it is still not able to handle the missing 
attribute value. Though, some generalization in preparing the 
initial local rules is needed. The generalization of tolerance 
rough approximations to fuzzy environments should play an 
important role in the development of uncertain knowledge. A 
modified similarity relation is defined on the predefined fuzzy 
concepts to yield an approximation space of lower and upper 
approximations. The generalized discernibility matrix reduces 
the fuzzy superfluous variables. Thus, the credibility inversion 
theorem can be used in advance to rank the most significance 
fuzzy variables. In the post processing, a suggested fuzzy 
cellular automata model is defined as an emergent system to 
conclude more robust dynamical rules. The new suggested 
model are hoped to achieve more accurate results.  
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Abstract—Many studies in recent years have considered the 

use of mobile sinks (MS) for data gathering in wireless sensor 

networks (WSN), so as to reduce the need for data forwarding 

among the sensor nodes (SN) and thereby prolong the network 

lifetime. Moreover, in practice, often the MS tour length has to 

be kept below a threshold, usually due to timeliness constraints 

on the sensors data (delay-critical applications). This paper 

presents a modified clustering and data forwarding protocol 

combined with a MS solution for efficient data gathering in 

wireless sensor networks (WSNs) with delay constraints. The 

adopted cluster formation method is based in the 'residual 

energy' of the SNs and it is appropriately modified in order to fit 

properly to the requirement of length-constrained MS tour, 

which involves, among else, the need for inter-cluster 

communication and increased data forwarding. In addition, a 

suitable data gathering protocol is designed, based on an 

approximated TSP route that satisfies the given length 

constraint, whereas the proper application of reclustering phases 

guarantees the effective handling of the 'energy holes' caused 

around the CHs involved in the MS route. Extended simulation 

experiments show the stable and energy-efficient behavior of the 

proposed scheme (thus leading to increased network lifetime) as 

well as its higher performance in comparison to other competent 

approaches from the literature.   

Keywords—wireless sensor; mobile sink; node clustering; data 

gathering; network lifetime 

I. INTRODUCTION 

The interest in the use of WSNs has grown enormously 
during the last decade, pointing out the crucial need for 
efficient and reliable routing and data gathering protocols in 
corresponding application environments. Energy efficiency is 
one of the main design goals in a WSN, towards the above 
direction. Moreover, the appropriate minimization of nodes 
energy consumption as well as the uniform energy depletion of 
all nodes, are critical parameters in order to increase the time 
the network is fully operational. In typical WSNs a main 
reason of energy depletion concerns the need for transmitting 
the sensed data from the sensor nodes (SNs) to remote sinks.  

These data are typically relayed using ad hoc multi-hop 
routes in the WSN. A side-effect of this approach is that the 
SNs located closer to the sink are heavily used to relay data 

from all network nodes; hence, their energy is consumed faster, 
leading to a non-uniform depletion of energy in the WSN [1]. 
This results in network disconnections and limited network 
lifetime. Several protocols have been proposed so far for 
efficient data gathering in WSNs taking also into account the 
above problem in order to increase the lifetime of the WSN. 
The most promising of them involve the mobility of the sink, 
based on the key idea of changing progressively the neighbors 
of the sink so that the energy consumption for data relaying is 
balanced throughout the network [1]. The MS may visit each 
SN and gather its data [2-3] (single-hop communication) or 
may visit only some locations and the SNs send their data to 
the MS through multi-hop communication [4-9]. The delay in 
data gathering is minimized appropriately in the latter case, 
however special attention has to be given in the increased 
energy consumption due to the multi-hop communication used 
for data forwarding.  

A solution in between is to have the SNs send first their 
data to a certain number of intermediate nodes (building direct 
or indirect hierarchical clustering structures) which buffer the 
received data and send them to the MS when it comes within 
their transmission range or when they receive a query from the 
MS asking for the buffered data [10-18]. Most of these 
approaches naturally strike the balance between the data 
gathering delay and the energy consumption overhead, whereas 
also, they are usually highly effective in applications where 
there are restrictions with regard to the sites that can be visited 
by the MS. Some of these works (like the one presented in 
[10]) have also faced effectively the problem of the energy-
holes caused around the intermediate data-relaying nodes / 
CHs. Furthermore, in [19] a relevant and very promising 
structured approach (a geographic convergecast based method) 
is proposed aiming to reduce the path reconstruction cost upon 
sink mobility. In the proposed algorithm a virtual backbone 
structure is formed which is comprised of several virtual circles 
and straight lines where the CHs are placed adequately.  

The primary disadvantage of most of the above approaches 
is the increased latency of data collection. Indeed, the typical 
speed of a MS is quite restricted, thus resulting in substantial 
travelling time and, correspondingly, delay in gathering the 
sensors data. In practice, often the MS tour length is bounded 
by a pre-defined time deadline, usually due to timeliness 
constraints on the sensors data.  

Actually, not many works deal with this problem in the 
general case (i.e. getting the constraint as a parameter and 
fixing their solutions accordingly); and most of them adopt the 
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approach of using multiple MSs, trying to optimize the total 
tour time for all paths [18,25-26].  

To address the above problem in the general case, some of 
the most notable proposals [20-21] adopt the hybrid approach 
which combines multi-hop forwarding with the use of a MS 
which visits only some locations (caching points - CPs), 
building direct or indirect hierarchical clustering structures. 
Especially in [20], the problem is addressed as an optimization 
problem, and the authors focuses on minimizing the total 
number of forwarding hops from all SNs to their respective 
nearest CPs. The heart of the proposed solution is a k-means 
inspired node-clustering algorithm where the main idea is 
grouping the network into a number of balanced-size clusters, 
then constructing the MS tour to involve one CP from each 
cluster, and then iterating over these two phases until the ideal 
(maximum) number of clusters is found (subject to the 
constraint of the MS tour length). The proposed solution is 
evaluated experimentally on a wide range of practical 
scenarios, showing that it consistently outperforms the 
algorithm of [21] and is not very far from the optimum in small 
instances. The problem of planning multiple MS paths that 
optimize the total length travelled while gathering the data has 
also been investigated by the same authors in [22,23].  

In our work we propose an alternative solution that is based 
mainly in the 'residual energy' of the SNs (instead of 'distance' - 
number of hops - in [20]) and aims to take advantage of the 
energy stable and efficient behavior offered by hierarchical 
clustering structures in order to increase the network lifetime. 
We first use as our base node-clustering algorithm the multi-
hop clustering algorithm of [24] (which adopts as the main 
cluster formation criterion the residual energy of each SN), in 
order to gain energy-balanced clusters that guarantee almost 
ideal behavior (in terms of average energy consumption and 
network lifetime) in the special case that no tour-length 
constraints are given (i.e. the MS can visit all the CHs locations 
- see also [10]). We then appropriately modify this algorithm in 
order to fit properly to the requirement of length-constrained 
MS tour (which involves, among else, the need for inter-cluster 
communication and increased data forwarding), and we 
develop a suitable data gathering protocol based on an 
approximated TSP route that satisfies the given length 
constraint. Moreover, in order to face up effectively the 'energy 
holes' that are naturally caused around the CHs involved in the 
TSP route, we apply a combined scheme that involves proper 
reclustering phases along with alternating between different 
initial locations of the MS.  

Furthermore, we have performed extended simulation 
experiments, which show the high performance of our data 
gathering scheme (in terms of balanced energy consumption 
and network lifetime), either in the case of pre-defined delay 
constraints or in the ideal case of no such constraints. 
Moreover, the corresponding simulation results have shown 
that our data gathering scheme has considerably better 
behavior, according to both the above measures, when 
compared to the corresponding scheme of [20]; which is one of 
the most relevant and competent works in the literature.  

As also mentioned earlier, a usual alternative towards the 
same direction is to employ more than one MSs. More 

concretely, many of the most recent attempts in the literature 
focus on the appropriate generalization of the ideas used with a 
single MS, on large and very large WSN environments with the 
use of multiple MSs ([18,25-26]) or the use of mobile relay 
nodes (MRNs [27-29]), in order to achieve both low energy 
consumption and reduced total data gathering delay (when 
compared to the case of a single MS). However this solution is 
often impractical due to the relatively high cost of the mobile 
elements used as well as the additional costs required for 
management and coordination. A relevant extensive survey on 
data gathering with mobile elements, giving emphasis in the 
internals of the data collection process (discovery, data 
transfer, routing etc.) can be found in [30], whereas a 
corresponding survey focusing in the protocols and algorithms 
used can be found in [31,32]. 

The rest of the paper is organized as follows. In section II, 
the brief description of our base node-clustering algorithm is 
given. In section III, the proposed modified clustering and data 
forwarding scheme is presented. In section IV the complete 
data gathering protocol is given along with the adopted global 
reclustering scheme. Section V outlines the experimental 
results, whereas section VI concludes the paper. 

II. THE INITIAL CLUSTERING ALGORITHM 

As mentioned above, our overall data gathering solution is 
based on clustering, in which some nodes (elected CHs) 
collect/buffer the received data from other nodes, and send 
them to the MS when it comes within their transmission range. 
We use multi-hop clustering in order to be able to control 
latency by having the MS visit the locations of smaller number 
of nodes, i.e. the locations of the elected CHs, as well as to 
properly control, balance and restrict the multi-hop 
communication overhead. 

Moreover, we use as our base clustering algorithm the 
relevant multi-hop algorithm of [24]. This algorithm adopts as 
the main cluster formation criterion the 'residual energy' of 
each SN), and leads to energy-balanced clusters, as well as to 
effective handling of the 'energy holes' caused around the CHs, 
thus prolonging the network lifetime. Specifically, the cluster 
formation algorithm of [24] consists of the following steps:  

 Initially, all the nodes in the network broadcast 
messages (including their residual energy and their ID) 
in a certain power, which ensures that nodes within a 
radius R (which is a pre-defined threshold) will receive 
the message. Then, each node waits to receive such 
messages from all its 'neighboring' (within a radius R) 
nodes. 

 For every such received message, each node compares 
the residual energy in the message with its own energy, 
and then it acts as follows: If the energy in the message 
is larger, it marks the node which sent the message as 
its parent. 

 If the node which received the message has already a 
parent, and the node which sent the message has larger 
residual energy than its own, then it compares the 
distance between it and its parent with the distance 
between it and the node which sent the message. If the 
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former is larger, it replaces its parent with the node who 
sent the message. 

 When a node has received all its neighboring nodes 
messages and has made the necessary decisions, it 
sends a 'join' message to its parent node, and marks 
itself as a 'member' node. 

 If the node has no parent node, then it marks itself as a 
CH and broadcasts a relevant message. 

Thus, at the end of execution each node has as 'parent' the 
node that has larger residual energy than its own, with the 
minimum distance. Experimental results in [24] show that the 
above algorithm effectively saves the energy costs, leads to 
balanced energy consumption and prolongs the lifetime of the 
network. Furthermore, the main goal of the algorithm is the 
creation of suitable (energy-balanced) clusters with not only 
high-energy CHs, but also having energy-rich neighborhoods.  

In that way it effectively avoids energy holes around the 
CHs and naturally it becomes quite suitable for energy-
efficient data gathering using a MS. Specifically, by following 
a simple data gathering protocol (e.g. having the MS scheduled 
to visit all the elected CHs through an appropriately computed 
optimal distance TSP path and gather the sensed data, like in 
[10] - see also fig. 1), one should normally expect to achieve a 
quite efficient total gathering solution (preserving low-variance 
energy consumption and high levels of network lifetime), 
suitable for applications with no tour-length constraints.  

The simulation experiments presented in section V (fig. 8) 
validate the above conclusion. We also choose the algorithm of 
[24] as our base clustering algorithm because it is completely 
distributed and localized, it spends low number of messages, 
and fits well to the orientation restrictions applied in the 
modified version that directly follows. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 1. Data gathering with the initial clustering scheme (without 

constraints) 

III. THE PROPOSED MS ORIENTED CLUSTERING ALGORITHM  

Towards the direction of developing a relevant data 
gathering solution (taking into account the residual energy as 
the main criterion for data forwarding) that also satisfies 
specific tour-length constraints, we first proceed to a suitable 
extension of the node-clustering algorithm of [24], in such a 
way that its main characteristics still hold and the necessary 
communication between the elected CHs is efficiently 
performed. The main goal of the proposed extension is to build 
an energy-efficient total solution, that will be primarily suitable 
for delay-critical applications (i.e. applications that the sensed 
data have to be gathered/uploaded to the Base Station (BS) 
within a specific - usually periodic - short range of time, e.g. 
L), especially over large-scale sensors deployment areas. 

We assume that all the deployed SNs have the same 
equipment, they start with uniform energy, each SN knows its 
location and no aggregation takes place (all the sensed data 
have to be sent to the MS). Within the above context, the 
proposed extension consists of two basic rules, one with regard 
to cluster formation and one specifying how data forwarding 
between the CHs (inter-cluster communication) should be 
performed. The detailed description of these basic rules 
directly follows (in figures 2-4), along with corresponding 
explanations and discussion.  

The main objective of Rule 1 (fig. 2) is to form the final 
clusters in such a way that unnecessary transmissions from a 
member-node (back to the CH - at the opposite direction - and 
then forward from the CH to the MS at the straight direction) 
during the final data gathering phase, are strictly avoided.  In 
other words, all the member-nodes of a cluster should have 
their CH in the same 'direction' with the MS; so as all the 
necessary data forwarding from each member-node (first 
towards its CH and then from the CH towards the MS) take 
place in one direction only. 
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Rule 1:  

Execute the node-clustering algorithm of [24] with the 
following change: allow each SN to be attached (mark as 
'parent') only to neighboring nodes that lie within the 
'direction' from the SN to the MS.  

This can be simply done by setting each SN in step 1 of 
the algorithm (before proceeding to steps 2,3 and make the 
necessary comparisons), take into account only the 
received messages that come from SNs that satisfy the 
above orientation restriction. Also, each SN should include 
its location (along with its residual energy and its ID) in its 
initial broadcasting message. 

The decision if a neighboring node v lies within the 
'direction' from the SN to the MS is based on the angle θ 
between the lines connecting the SN to v and to the MS 
respectively, as shown in fig. 3. 

Fig. 2. The 1st rule of the MS-oriented clustering  

As it can be easily noticed, the higher the value of   the 
higher the probability for each SN to find enough nodes with 
larger residual energy (through Rule 1), as well as the broader 
the area in front of each CH that the total load of forwarded 
data will be distributed (later on, through Rule 2). However 

also, the higher the value of   the higher the probability of 
concluding to longer paths for some of the communicated 
messages (either within each cluster after Rule 1 or between 
the CHs through Rule 2), thus loosing the advantage gained 
from the balanced energy consumption that lies in the heart of 
our clustering algorithm. Generally, the best choice for the 

value of   depends on the actual distribution of the SNs in the 
deployment area as well as on the density of that distribution. 

Naturally, an optimal value of  is expected to be determined 
only experimentally. In that sense (as it comes out from our 

simulation results - section V) a value of   between 65o and 
75o is likely to lead to the best results in terms of total energy 
efficiency (average consumption and variance). At the end of 
the execution, one CH will be elected around the 'top' of each 
cluster and it will be the root of a suitably balanced-energy 
node-tree (see fig. 6). 

                       

 

 

Fig. 3. Neighbor nodes orientation with respect to MS 

Considering the simple case of delay tolerant applications 
(i.e. without any latency restrictions) no inter-cluster 
communication (data forwarding between the CHs) is needed 
due to the fact that the MS is scheduled to visit all the CHs 
locations. On the contrary, if specific time constraints with 
respect to the total data gathering delay are to be satisfied (e.g. 
within the context of a large-scale WSN application), inter-
cluster communication is necessary since the MS should be 
scheduled to visit only a subset of the CHs locations (as it is 
shown in section IV).  Moreover, the way this inter-cluster 

communication will be performed, is obviously crucial with 
regard to the total energy efficiency of the whole solution.      

Rule 2: 

Each CH forwards the received data (either the sensed data 
of the member-nodes of its cluster or the sensed data from 
nodes of other clusters that are forwarded by the member-
nodes of its cluster), in a round-robin manner, to 
neighboring nodes that belong to other clusters and lie 
within the 'direction' from the CH to the MS (see fig. 3).  

Note that the set and the locations of the candidate 
neighbors (the ones lying within the direction from the CH 
to the initial location of the MS) are known from the initial 
execution of the clustering algorithm (see Rule 1). Let's 
denote this set as N, the number of these nodes as |N| and 
their IDs as Ni where i = 0…(|N|-1). Then, typically each 
CH should forward the received messages in the following 
manner: 

i = 0; 
For each outgoing message M (i.e. message that has to be 
forwarded to the MS)  
        Send M to neighbor node Ni%|N| ; 
        i = i + 1; 

Fig. 4. The 2nd rule of the MS-oriented clustering 

Specifically, the corresponding messages of each CH 
should be forwarded towards the MS in such a way that the 
total communication load is distributed evenly to the 
intermediate (from the specific CH to the MS) nodes so as to 
keep the energy consumption appropriately balanced among all 
the SNs of the network. Towards the above direction, each SN 
that receives in our protocol such a forwarded message is 
forced to send it to its CH through the same path as for its own 
messages, through Rule 2 (fig. 4). Thus, all the forwarded data 
will be finally routed to the MS through the CHs of the 
remaining (till the MS location; in the same direction) clusters, 
spreading their total load over all the nodes of that clusters.  

In other words, through the above protocol all the 
additional messages that have to be communicated between the 
CHs, will be evenly distributed through the already constructed 
increasing-energy paths of the initially formed clusters. This 
fact, in combination with the fact that the base node-clustering 
algorithm of [24] (and consequently the corresponding 
modified algorithm through Rule 1) offers sufficiently 
balanced energy consumption among all nodes (and 
correspondingly a-priori energy-balanced paths within each 
cluster) as one of its key features, guarantees the preservation 
of high energy efficiency for the whole protocol. Note also that 
the CHs lying within the MS route (that will be computed later 
on - see below in section IV) will not have to forward any data 
to other nodes; since the MS will pass from their locations to 
collect all the buffered data. 

IV. THE DATA GATHERING PHASE 

Once the clustering hierarchy has been established, 
according to the rules described in the previous section, the MS 
has then to compute an optimal route for visiting a subset of the 

SN MS 

Neighbor node 

 
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elected CHs within the pre-defined time constraint L, and then 
it can efficiently proceed to periodic data gathering through 
simple data packet protocols. Apparently, the lower the time 
constraint L the less the number of CHs the MS will be able to 
visit. A relevant optimization problem would probably be to 
find such a time-constrained MS tour, maximizing the number 
of CHs involved (as in [20]). However this approach is not 
expected to behave quite well in our case as explained in more 
details later on (in subsection IV.B). Instead, in our case it's 
crucial with regard to the nature of the cluster formation 
algorithm, to include within the constrained tour the CHs that 
are 'closer to' and 'around' the MS. The latter makes the final 
solution fit better to the orientation restriction defined by Rule 
1 (where 'direction' is defined according to the 'line' from each 
SN to the MS), and restricts appropriately the number of hops 
needed for forwarding each message.  

A. Our Basic Data Gathering Protocol 

Towards the above direction, we first assume that the MS 
initially lies at the center of the deployment field, as well as 
that at the end of the execution of the clustering algorithm, the 
CHs notify the MS with their exact locations (e.g. by flooding).  
Let's also denote as C the set of all the elected CHs. We also 
initially 'sort' all the elements (CHs) of C according to their 
distance from the initial location of the MS.       

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Data gathering with the modified clustering (with length constraints) 

Therefore, the solution can be approximated by finding the 
most right-positioned CH in C (let's name it Cc) for which 
holds that there is a TSP route (containing the nodes from Cfirst 
to Cc) with tour time <= L. An efficient way to do so 
(especially for large sizes of C), is following a process similar 
to the binary-search mechanism (as given in fig. 6). 
Specifically, the algorithm begins by examining as probable 
right-edge CH (Cc) the CH at the middle of C. If the choice 
results in a tour that satisfies the constraint L, the algorithm 
continues searching (in the same way) for the right-edge CH 

that will be visited, in the upper half of C; conversely, if the 
length constraint is not satisfied, the algorithm continues 
searching for the right-edge CH that will be visited, in the 
lower half of C. The whole process is repeated till the optimal 
right-edge CH position in C is found. 

Build MS Tour  

T = 0; first = 0; last = |C|; 

left = first; right = last; 

c =  (right - left) / 2 ; 

while  ((right - left) > 1 and T ≠ L) 

      Find_TSP_Route (Cfirst,Cc) ; 

      if  (T=Found_TSP_Route_Time <= L) 

             left = c; 

             c =  (right + c) / 2 ; 

      else 

             right = c ; 

             c =  (left +c) / 2 ; 

Fig. 6. Determining the set of visited CHs 

     

 

 

 

 

 

 

 

 

 

 

 

 

 

 

At the end of execution, left holds the value of c during the 
last valid tour, so the final output is the route containing the 
nodes from Cfirst to Cleft. Function Find_ TSP_Route(), can be 
efficiently implemented with one of the known TSP heuristics 
of the literature (e.g. [33]). In this way, a near-optimal tour of 
maximum time L, around the initial position of the MS, will be 
computed. Afterwards, the MS can proceed to sequential data 
gathering rounds over the computed TSP path (like in fig. 5), 
until a reclustering phase is decided (see below). When it 
completes each round, it uploads the collected data to the Base 
Station (BS) and so on.  
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Clusterhead (CH) 

Initial MS Location 

Sensor Node (SN) 
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B. An Alternative Data Gathering Approach 

As mentioned above a natural alternative (followed in 
many relevant approaches, however not well-suited to our 
basic MS-oriented protocol) would be to find a corresponding 
time-constrained MS tour that maximizes the number of CHs 
involved. This alternative can be easily formulated as a point-
to-point orienteering problem (OP [34], with identical scores), 
and it can also be efficiently implemented with one of the 
known heuristics in the literature [34]. We provide such a 
complementary solution and we compare it to our basic data 
gathering protocol described above, in section V. 

Although the above approach looks attractive with regard 
to any MS-based data gathering protocol in WSNs (as it is also 
shown in our simulation experiments), it doesn't fit properly as 
part of our total solution, since it's quite possible to conclude to 
routes that are relatively unstructured and outside the closest 
possible virtual radius around the initial MS position. As a 
consequence one or more CHs that are in closer to the initial 
MS position distance (and within the closest possible virtual 
radius around that position) are likely to be ignored in such 
cases. A relevant example is given in Fig. 7. In this example 
two TSP routes of approximately the same length are 
presented.  

The route with the solid line (including CHs 1,2,3 and 4 – 
totally four CHs) has  been formed adopting our basic protocol, 
whereas the route with the dashed line (including CHs 4,5,6,7 
and 3 – totally five CHs) has been formed adopting the 
alternative solution (maximizing the number of CHs involved). 
Obviously the first route (consisting of fewer CHs – four vs 
five) fits better to our MS-oriented clustering solution, since it 
forms a route that is very close to a virtual radius around the 
initial MS position (as opposed to the second route which 
extends to one side only). 

 

 

 

 
 

 

 

 

Fig. 7. TSP routes for the two alternatives 

C. Handling the energy holes around the MS 

The final step (which relates to another basic problem not 
taken into account in the solution of [20]) of our solution is to 
face up effectively the energy holes caused around the CHs 
involved in the TSP route of the MS. The nodes around these 
CHs (and the CHs themselves) are the nodes that have to 
forward the greater loads of data to other nodes (or to the MS), 
so they are expected to deplete their energy faster than the 
other SNs. Towards the above direction, we follow a combined 
solution which consists of,  

 applying a suitable global reclustering procedure when 
needed, according to specific criteria, and 

 moving the MS (each time reclustering is decided) to a 
different initial position, which guarantees that a 
completely different set of CHs will be visited through 
the new TSP route.  

A decision for reclustering is taken by the MS (similarly to 
the approach followed in [10]) when it realises that the 
decrease of the average residual energy of at least one of the 
clusters of the TSP route, compared to the average residual 
energy of that cluster at time of last reclustering, is higher than 
a threshold. In order the MS be able to realise such a situation, 
each visited CH should simply send to the MS (when it reaches 
its location) a „below_threshold‟ message (along with its 
sensed data) whenever the reclustering criterion holds for its 
cluster. Each CH can easily keep track of the average residual 
energy of its cluster by periodically collecting the necessary 
information from all its members. Moreover, note that the 
cluster formation procedure that will be performed during the 
reclustering will take into account (in order to compute 
whether each neighbor v lies within the 'direction' between 
each SN and the MS) the new location of the MS (determined 
as the result of the second step above. 

With regard to the detailed execution of the second step 
above (MS-moving procedure), the new initial location of the 
MS is specified by first estimating the rectangular area 
determined by the clusters whose CHs belong to the present 
TSP route, and then dividing the whole deployment area to 
such rectangular regions. The MS should then move (each time 
reclustering is decided) to the next rectangular region (in a 
suitably predefined manner, e.g. in a cyclic order starting from 
the center of the filed or in a snake-like order from left to right 
and up to down). The estimation procedure is repeated each 
time the MS has to move again, taking into account the present 
TSP route. In this way, the MS will visit all the regions of the 
deployment area for specific time intervals, depending on how 
often reclustering is decided. In each time interval (between 
two reclustering phases) a different set of CHs will be visited 
and finally the total data forwarding overhead is expected to be 
evenly distributed among all the SNs.  

In the above, we assume that the MS is capable to upload 
the gathered data to the BS from any location within the 
deployment area (e.g. via an internet connection). Also the 
proposed solution does not take into account probable battery 
limitations with regard to the available power of the MS, 
assuming either that the MS is a high-power mobile device, or 
it has at least enough power for completing the necessary 
gathering rounds over all the deployment area, or it can be 
recharged in some way externally in fixed intervals; which are 
all reasonable assumptions with the current technology.  

V. SIMULATION RESULTS 

In the following, we present our extended experimental 
results taken through simulations with regard to our proposed 
solution as well as in comparison with the solution of [20], 
which uses 'distances' (instead of 'residual energy') as the main 
criterion for data forwarding, and it's one of the most relevant 
and competent works in the literature. All the simulations have 
been performed using the Castalia simulator, which is based on 
the OMNeT++ [35]. We have run experiments for varying 
number of nodes (n=400, 600, 800 and 1000), which are 
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deployed randomly within a square area of side equal to 500m 
(500x500m2 terrain). The maximum transmission range R of 
the SNs is equal to 45m and their initial energy is set to 500 
Joules. The energy consumption for each transmission depends 
on the target distance and varies from 29.04mW to 57.42mW 
(4.3m-45m). The energy consumption for reception and sleep 
mode is 62mW and 0.016 mW, respectively.  

The value of θ is initially set (for the first set of 
experiments - subsection V.A) to 70o, which leads to the most 
satisfactory (close to the best in almost all cases) results for our 
protocol under the above settings. A detailed analysis with regard 
to the influence of angle θ on the performance of our protocol is given 

in the second set of experiments (subsection V.B). With regard to L, 
we define four different test values (representing scenarios of 
corresponding low, medium and high acceptable delays) equal 
to 0.05TL, 0.1TL, 0.25TL and 0.5TL respectively, where TL is 
defined as the time needed for the MS to visit all the CHs 
through an optimal TSP route in our protocol (assuming that 
the MS moves with speed s=1m/s). All the results have been 
taken as the average out of five independent simulation runs. 
The above settings are similar to the ones defined in the 
experiments of [20]. Note also that the energy consumed 
during the global reclustering procedures required in the 
proposed data gathering scheme (subsection IV.C) as well as 
for any other control message transmission, has been included 
in all the corresponding measurements.  

A. Basic experimental results (# of SNs, L value) 

Our basic experimental results are summarized in figures 8-
11. First, in fig. 8, the network lifetime achieved by our 
protocol in case of no delay constraints (in this case we simply 
execute the initial clustering algorithm of section II, and the 
MS is scheduled to visit all the elected CHs) is given in 
comparison with the network lifetime achieved by the protocol 
of [20] in the same case. As it can be seen the network lifetime 
achieved by our protocol  is clearly higher for all the numbers 
of SNs within the terrain. The corresponding differences are 
over 10% in all the test cases (from 11% to 19,5%, 
approximately). Moreover, in our protocol the network lifetime 
remains almost the same as the number of sensors increase. 
This happens due to the stable behavior of the initial clustering 
structure, which keeps both the average energy consumption 
almost constant, as well as the variance of the residual energy 
very low and almost constant too.      

 
Fig. 8. Network lifetime with no constraints 

 
Fig. 9. Network lifetime vs L for n=800 

 
Fig. 10. Network lifetime vs n for L=0.1 

 
Fig. 11. Variance for n=800, L=0.1 

Proceeding to the experiments with specific delay 
constraints (where we use the modified clustering algorithm 
given in section III and the basic data gathering protocol given 
in subsection IV.A), we present in fig. 9 the network lifetime 
achieved by the two protocols, for varying values of L (delay 
constraint) and for constant number of nodes (equal to 800). As 
it can be easily noticed for medium and small values of L the 
difference in favor of our protocol is clear (up to 15,5%), 
whereas for larger values of L it decreases a lot (down to 6%). 
Also, the network lifetime of our protocol increases with the 
increase of L due to the fact that as L increases the MS visits 
more and more CHs, thus reducing the amount of messages 
(communication load) that have to be forwarded through other 
clusters. 
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Furthermore, in fig. 10 the network lifetime for the two 
protocols is presented, for varying values of nodes and for 
constant value of L (equal to 0.1TL). As it can be easily noticed 
here too, for medium and large numbers of nodes the 
difference in favor of our protocol is significant (up to 17%), 
whereas for smaller number of nodes the behavior of the two 
protocols is almost the same. Also the network lifetime of our 
protocol appears to decrease a little with the increase of the 
number of SNs. This happens because as the number of SNs 
increases, the CHs and cluster members that have to forward 
messages of other clusters too (except their own messages), are 
overloaded in a quite more intensive way; so they normally 
deplete their energy in a less controllable way, despite of the 
recovering measures taken - global reclustering and MS initial 
position movement. 

Finally, in fig. 11 the variance of the residual energy is 
presented for the two protocols, during the network lifetime, 
and for constant number of nodes and value of L (800 and 0.1 
respectively, which represent a medium-to-large instance). As 
it can be seen, the variance for our protocol is quite low, during 
the whole network lifetime, and much lower than in the 
protocol of [20]. The latter means that in our protocol the 
energy of all nodes depletes in a much more uniform way than 
in the other protocol. This naturally explains the significant 
differences in the network lifetime presented in figures 8-10.  

As a general conclusion, our data gathering protocol is 
shown to behave considerably better in all the testing cases, 
except the case of large values of L and small number of nodes 
- density - where the two protocols have similar behavior. The 
energy depletion of all nodes in our protocol is sufficiently 
uniform; as opposed to the protocol of [20] in most cases. This 
naturally results in significant increase of the network lifetime 
in almost all testing cases. In [20] the fact (a) that the energy 
holes caused around the CHs lying within the MS route are not 
handled, in combination with the fact (b) that the 
corresponding clustering algorithm itself (along with the data 
forwarding protocol) does not take in account the residual 
energy of the SNs, naturally leads to non-uniform energy 
depletion of the SNs as the test case becomes more intensive. 
As a result the protocol of [20] behaves well for smaller 
number of nodes and higher values of L, whereas, for larger 
instances and small delays its performance decrease 
significantly; in these cases  the node-trees formed around each 
CH in [20] are getting larger and larger pointing out the above 
referred disadvantages of the corresponding solution. 

B. Measurements for different values of   

As discussed in section III, the exact value of angle  is a 
crucial factor that influences significantly the performance of 

the proposed protocol. Specifically, the higher the value of   
the broader the area in front of each CH in which the total load 
of forwarded data will be distributed (and the better the 
balancing of the energy consumption achieved). However also, 

the higher the value of  the higher the probability of 
concluding to longer paths for some of the communicated 
messages, thus loosing the advantage gained from the ideally 
balanced energy consumption that lies in the heart of our 
algorithm. Moreover, one can easily realize that the 'best' value 

for angle  depends also on the value of L. Specifically, the 

larger the value of L the larger the expected 'best' value for , 
since the MS will normally visit CHs that are spread on a 
larger virtual radius (with respect to the initial MS point).  

In other words, for different values of L different 'best' 

values for angle  are normally expected. We've performed 
relevant experiments to explore the performance of our 

protocol for different values of  (and keeping constant in each 
case either the number of nodes or the value of L). The 
corresponding measurements are presented in fig. 12 and 13.  

In fig. 12 the network lifetime is given for a wide range of 

values of   (45o, 60o, 67.5o, 75o and 90o) and for all the 
different values of L (0.05TL, 0.1TL, 0.25TL and 0.5TL), 
whereas the number of nodes is kept constant (n=800). As it 
can be seen, the network lifetime increases with the increase of 
L until a maximum is reached (the best value of θ for that 
case). Then it clearly decreases as it approaches to 90o, which 
is an angle value that leads to an extremely spread area in front 
of each node/CH for data propagation, thus concluding to 
significantly longer (in total number of hops) forwarding paths.  

More concretely, the best value of θ for L=0.05TL is around 
65o, whereas for the other values of L (0.1TL, 0.25TL, 0.5TL) 
the exact best value of θ is around 70o, 71o and 75o 
respectively. The corresponding exact maximum values 

computed for angle  through the complete set of our 
simulation experiments were 65.3o, 70.2o, 71.1o and 75.7o 
respectively. As it was expected, as the value of L increases the 

'best' value for angle  increases too. However the 
corresponding range is quite closed (from 65o to 75o 
approximately); i.e. it doesn't vary proportionally to the value 
of L or any other factor. Moreover, it must be noted that the 
desired time constraint (value of L) as well as the other settings 
of the network are normally a-priori known in a realistic 
application, so the 'best' value of θ can easily be determined or 
at least approximated.  

Furthermore, in fig. 13 the network lifetime is given for the 

same range of values of   (45o, 60o, 67.5o, 75o and 90o) and for 
all the different numbers of SNs (400, 600, 800 and 1000), 
whereas the value of L is kept constant (L=0.1TL). As it can be 
seen, the best value for angle θ is approximately the same 
(around 70o) in all cases. This happens because the number of 
clusters (and CHs) in our clustering structure is not affected 
significantly (it remains almost the same) by the increase of the 
number of nodes (density) within the same deployment area; so 
the MS tour is expected to be quite similar in all cases.  

C. Comparing the two TSP route alternatives  

Finally, we compare our basic protocol to the other possible 
alternative discussed in subsection IV.B with respect to data 
gathering, i.e. finding the time-constrained MS tour that 
maximizes the number of CHs involved. The corresponding 
measurements are presented in fig. 11 and 12. In fig. 11 the 
network lifetime is given for both the two alternatives and 
varying number of SNs, whereas in fig. 12 the network lifetime 
is given for varying value of L. In the first case (fig. 11) the 
value of L is kept constant (L=0.1TL), whereas in the second 
case (fig. 12) we keep constant the number of SNs (n=800). In 
both cases the value of θ is set to 70o. 
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As it can be seen in both figures the network lifetime 
achieved by our basic protocol (alter-1) is clearly higher in 
almost all cases, either for varying numbers of SNs or for 
varying L. More concretely, for small number of SNs and 
small tours (small values of L) the network lifetime achieved 
by the two alternatives is almost the same (slightly better for 
alter-1). This happens because in these cases the two 
alternatives normally lead to very similar TSP routes. On the 
other hand for larger number of SNs and larger tours the 
difference is much more clear, raising up to almost 7% for 
1000 nodes and almost 10% for L=0.5TL. The reason for the 
above differences lies on the fact that in these cases trying to 
maximize the number of CHs involved, we may easily 
conclude (as also explained in subsection IV.B) to relatively 
unstructured routes, lying outside the closest possible virtual 
radius around the initial MS position, and naturally ignoring 
one or more CHs that are in closer to that position distance.  

VI. CONCLUSION 

A residual energy based data gathering solution for WSNs 
with delay constraints is presented throughout this paper. The 
heart of our solution is an energy-efficient multi-hop clustering 
algorithm appropriately modified by taking into account the 
orientation of the SNs with respect to the location of the MS. 
The energy balanced clusters formed due to the nature of the 
clustering procedure, along with the followed data forwarding 
algorithm, and the applied reclustering and MS movement 
procedures, guarantee the sufficiently balanced energy 
consumption among all nodes and the preservation of high 
energy efficiency for the whole protocol. Based on extended 
simulation experiments our protocol is shown to be highly 
stable and efficient, whereas also, it achieves considerably 
better network lifetime than other competent approaches in the 
literature (like the one presented in [20]). The efficient use of 
multiple mobile sinks (or mobile relay nodes) in the proposed 
data gathering approach is of high priority in our future work. 
We plan to design and evaluate such generalized solutions in 
order to provide an efficient alternative for very large WSN 
applications. We also plan to extend the proposed MS-oriented 
clustering algorithm for heterogeneous WSN environments 
with various limitations. Finally, several other practical 
alternatives with regard to the MS-moving procedure (to a 
different initial position each time reclustering is decided) 
should be implemented and evaluated, targeting to completely 
eliminate the overhead caused by the energy holes around the 
MS. 

 

Fig. 12. Network lifetime for varying θ and L (n=800) 

 

Fig. 13. Network lifetime for varying θ and n (L=0.01) 

 

Fig. 14. The two alternatives for varying n (L=0.01) 

 

Fig. 15. The two alternatives for varying L (n=800) 
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Abstract—Nowadays e-learning has become a fundamental 
stream of learning. E-assessment is an important and essential 

phase of the e-learning process because of all the decisions we 

will make about learners when teaching them. In this paper, we 

describe an e-assessment system for the Arabic grammar. Our 

system is based, on the one hand, on linguistics tools and on the 

other hand, it integrates the Question and Test Interoperability 

(QTI) proposed by IMS Global Learning Consortium. We adopt 

the IMS-QTI specification to build an interoperable, reusable 

and sharable e-assessment system. This system is composed of 

three main components. The first component is a set of linguistic 

tools and resources. The second represent an authoring tool 

which allows teachers to create questions and tests accordance 

with the IMS-QTI specification. The third component is an 

Arabic test player for parsing and interpreting QTI XML files.   

Keywords—Arabic Grammar; E-assessment; IMS QTI; ANLP 

QTI-Based Tools 

I. INTRODUCTION  

The Internet and the advanced technologies show its 
advantages in our everyday activities especially in the learning 
way. So, electronic learning or web-based learning or, quite 
simply, e-learning has becoming an essential stream of 
education in present and has a promising future. It has a great 
attention as an important research area and it has evolved 
considerably. 

The life-cycle of the e-learning process from the planning 
and preparation of a course to its use by the students comprises 
of four main phases: the design phase, the production phase, 
the deployment phase and the assessment phase [1]. 

The learning design phase includes the required features of 
students’ profile, the competencies definition and the targets’ 
specification. In the production phase, the content is produced, 
assembled and packaged to be delivered. The deployment 
phase focus on the ability of learners to access and use the 
content and collaborate during the e-learning operation. The 
process ends with the assessment phase. The purpose of this 
important phase is twofold. It concerns the whole process and 
the gains of students through questions,  tests, exams and other 
activities [1]. 

In this paper we are concerned with the last phase: E-
assessment phase. In fact, the assessment in traditional 
education or in online education is an important and powerful 
phase. It is the process of examining a subject and rating it. The 

goal is to determine how much or how little we value 
something, arriving at our judgment on the basis of criteria that 
we can define. It comes in three varieties: formative (provide 
feedback during the learning process), summative ( at the end 
of the process) and diagnostic. 

The design and the development of e-learning resources or 
e-lessons or e-assessment content is an expensive task and time 
consuming and these tasks need high collaboration. Wherefore 
different collaborative partners bring with them different 
technologies and in order to maximize return on investment 
and ensure e-learning content that is truly interoperable and not 
tied to one particular learning management system such as 
caroline or Moodle, content must be described and accessed 
according to standards. Therefore, the creation of technical 
specifications and the development and widespread adoption of 
technical standards will be fundamental to the success of e-
learning [2].  

In this work, we try to propose the design and the 
implementation of an e-assessment system for the Arabic 
grammar which ensures teaching and provide a interoperable 
testing content that can be reused and shared between different 
compliant systems. This system is based on the one hand, on 
linguistics tools like morphological and syntax analyzer,  and 
on the other hand on IMS Question and Test Interoperability 
specification (QTI). We adopt the specification of IMS QTI to 
create a standardized e-assessment system. 

The organization of this paper is as follows: the first section 
introduced the motivation and the overview of this paper. The 
second section shows the importance of assessment in the 
learning field and its varieties. The third section provides 
background information on e-learning standards. We focus on 
the standard of evaluation: IMS QTI. The fourth section 
introduces the architecture and the detailed design of the 
experimental e-assessment system for the Arabic grammar and 
covers the implementation of this system and its different 
components. In the fifth section, we will give a summary of the 
Arabic grammar and we will describe a set of linguistic tools (a 
lexicon, a categorization algorithm and a parser) that we have 
developed and integrated to build our e-assessment system. 
The sixth section covers the implementation of two QTI based 
tools. First, we present an authoring tool which allows teachers 
to create questions and tests accordance with the IMS-QTI and 
we discuss the types of exercises that we can do to learn the 
grammar of the Arabic language and we show how to specify 
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them using the IMS QTI standards. After that, an Arabic test 
player for parsing and interpreting QTI XML files will be 
presented. The last section summarizes the work, and` 
discusses the research contribution and the future works related 
to the e-learning environment for the Arabic language. 

II. IMPORTANCE AND VARIETIES OF E-ASSESSMENT 

In the traditional learning or in the online learning 
assessment is a fundamental part of the learning process 
because it is, on the one hand, a means of providing prompt 
and effective feedback and, on the other hand, a tool to 
encourage active learning. Assessment is  required in order to: 

 determine the parts of lesson that has not been well 
understood, therefore helping to inform evaluation of 
teaching methods and approaches. 

 decide performance, measured against intended 
learning results. 

 Identify whether progression to the next level is 
appropriate. 

 Prepare necessary feedback, which indicates the learner 
level and the  areas for improvement. 

The assessment can be considered as the collection, 
synthesis and interpretation of information to help the teachers 
in decision making done before, during and after teaching. 

a) Before teaching: Assessment is needed to aid 

teachers make decisions about learning goals, learning 

activities and appropriate  materials. 

b) During teaching: Assessment is needed to help 

teachers make decisions about the delivery and pace of 

instruction, control behavior, keep students attention, and 

adjust the scope and sequence of learning activities.   

c) After teaching: Assessment is needed to help teachers 

evaluate student learning, as well as learning materials.  

Assessment at this stage helps teachers to know what to teach 

next and helps to improve instruction.  Assessment at the end 

of an teaching unit provides information for grading students 

and evaluating teaching. 

E-assessment or assessment in general comes in three 
varieties: diagnostic, formative and summative. 

Diagnostic assessments (also known as pre-assessments) 
provide instructors with information about student's prior 
knowledge and misconceptions before beginning a learning 
activity. They also provide a baseline for understanding how 
much learning has taken place after the learning activity is 
completed. Teachers usually build concepts sequentially 
throughout a course. 

Formative Assessment: take place during a learning activity 
to provide feedback and information during the instructional 
process, while learning is taking place, and while learning is 
occurring. Formative assessment measures student progress but 
it can also assess the own progress of the instructor.  In the e-
learning field, this assessment plays an important role to get 
distance students motivated because they feel a sense of not 
being lost in space. 

Summative Assessment: Summative assessment takes place 
after the learning has been completed and provides information 
and feedback that sums up the teaching and learning process. 
Typically, no more formal learning is taking place at this stage, 
other than incidental learning which might take place through 
the completion of projects and assignments. 

Summative assessment is more product-oriented and 
assesses the final product, whereas formative assessment 
focuses on the process toward completing the product.  

Compared to the traditional learning environment, new 
technology has made frequent and varied assessments possible 
in the online distance education environment [3].  However, 
the most important thing for assessment in the new online 
learning environment is to still focus on learners’ achievement 
in terms of instructional goals and objectives.  Therefore, even 
though technology can facilitate the process of assessment in 
effective and efficient ways, the authors must choose 
appropriate assessment opportunities only when assessments 
are essential during teaching.  

Over the last few decades, many researchers have been 
convinced that assessment of learner achievement in online 
distance environments should be integral to instruction, be 
continuous, and maximize feedback [3]. Now, e-assessment is 
one of the distance learning research issues; it plays a very 
important role in this field. In order to make questions and test 
items more accessible and interoperable, the standardized e-
assessments contents are promoted. The following section 
provides background information on e-learning standards. We 
focus on the standard of evaluation: IMS QTI. 

III. E-LEARNING STANDARDS 

Despite the wide spread use of e-Learning infrastructure in 
corporate and educational environments, current approaches to 
the development of e-Learning content are expensive and time 
consuming. It is common that content developed by a single 
vendor or educational institution can be difficult to reuse by a 
second vendor or institution, even though the content shares 
the same meaning and quality [4]. Failure of systems to 
interoperate or exchange content and differences in content 
ontology between institutions make content reusability and 
sharing difficult, although content sharing and reusability will 
reasonably reduce production cost. 

In order to make e-Learning content less expensive to 
produce and portable across different hardware and software 
systems, a new way of developing e-learning content has been 
proposed. This new approach assumes that e-Learning content 
can be organized and disseminated in a uniform format as 
small chunks of learning materials commonly referred to as 
learning objects or knowledge objects [5] and [6]. It seems that 
developing and delivering learning content as objects will 
promote reusability, interoperability and content sharing 
between different training vendors and educational institutions. 
When combined, the learning objects, due to their reusability in 
different learning scenarios may form educational resources 
that can be used in different environments by different 
individuals. This realization leads many course developers to 
believe that the learning object can become the foundation of 
adaptive instructional systems that deliver individually tailored 
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learning materials to large number of people at the same time 
[7]. With standards it is possible for learning materials to be 
reused and to travel on different systems.  

Many organizations are concerned with e-Learning 
specifications that the learning community may support. 
Amongst them, Learning Technology Standards Committee 
(LTSC) from Institute of Electrical and Electronic Engineers 
(IEEE), the Aviation Industry Computer-Based Committee 
(AICC), the Instructional Management System (IMS), the 
Advanced Distributed Learning (ADL) and the Educational 
Modeling Language (EML) are the leading ones [7] and [8]. 

IMS may be the most influential organization in the e-
Learning community. The contributing members of IMS 
include many well-known academic, corporate, non-profit and 
government organizations. IMS is developing and promoting 
open specifications for facilitating online distributed learning 
activities such as locating and using educational content, 
tracking learner progress, reporting learner performance, and 
exchanging student records between administrative systems 
[9].  

Because XML has shown its advantage in the 
interoperability and reusability of data, IMS adopts XML in all 
of its specifications. Now five specifications are available. 
When designing our e-Learning system, we were aware of 
these specifications and tried to adopt them in our system [10]:  

 The IMS Learning Resources Meta-data Specifications 
creates a uniform way for describing learning resources 
so that they can be more easily found [11].  

 The IMS Enterprise Specification deals with 
administrative applications and services that need to 
share data about learners, courses, performance, etc., 
across platforms, operating systems, user interfaces.  

 The IMS Content & Packaging Specification is 
concerned with creating reusable content objects [12].  

 The IMS Question & Test Specification addresses the 
need to be able to share test items and other assessment 
tools across different systems [13].  

 The IMS Learner Profiles Specification looks at ways to 
organize learner information so that learning systems 
can be more responsive to the specific needs of each 
user [14].  

The adoption of standards and specifications facilitates the 
dominance of platform independent, open technologies and 
promotes user-centric e-learning systems. Standardized 
technologies have several merits that protect and nurture an e-
learning investment [15] and [16]. These are in general: 

 Interoperability: is the ability of a system to work with 
or use the parts or equipment of another system. 

 Accessibility: A learner can access the appropriate 
content at the appropriate time on the appropriate 
device. Content warehouses can be developed and 

become available to amateurs or professionals that use 
any application based on the common standards. 

 Durability: Content is produced once and transplanted 
many times in different platforms and systems with 
minimum effort. 

 Re-usability: Content and code can be assembled, 
disassembled, and re-used quickly and easily. 

 Scalability: Learning technologies can be expanded in 
functionality in order to serve broader populations and 
organizational purposes. 

The IMS Question and Test Interoperability Specification 
provide proposed standard XML language for describing 
questions and tests. The specification has been produced to 
allow the interoperability of content within assessment systems 
[13]. It describes a basic structure for the representation of 
question (item) and test (assessment) data and their 
corresponding results reports. Therefore, the specification 
enables the exchange of this test, assessment and results data 
between Learning Management Systems, as well as content 
authors and, content libraries and collections. 

IMS Question and Test Interoperability (QTI) [17] and [18] 
is an international specification for a standard way of sharing 
testing and assessment data. This specification is now being 
implemented within a number of assessment systems and 
Virtual Learning Environments. Some systems store the data in 
their own formats but support the export and import of 
question data in IMS QTI format. Other systems operate 
directly on IMS QTI format data. 

The QTI specification uses XML to record the information 
about assessments. XML is a powerful and flexible markup 
language that uses 'tags' rather like HTML. The IMS QTI 
specification supports different types of user responses (item 
selection, text input, numeric input, xy-position selection and 
group selection) that can be combined with several different 
input techniques (radio button, check box, text entry box, 
mouse xy position dragging or clicking, slider bar and 
others)[19]. 

IV. ARCHITECTURE OF E-ASSESSMENT SYSTEM 

The complete architecture of the e-assessment system for 
the Arabic grammar is presented in Fig.1. This system 
supposes a web-based infrastructure as a basis for its technical 
implementation. Thus, learners interact with the e-learning 
system through browsers in the client side, and get the learning 
contents in HTML format [19].  

The proposed e-assessment system is composed of three 
main components. The first component is a set of linguistic 
tools and resources. The second represents an authoring tool 
which allows teachers to create questions and tests accordance 
with the IMS-QTI specification. The third component is an 
Arabic test player for parsing and interpreting QTI XML files. 
On the following sections, we describe deeply these three 
components. 
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Fig. 1. The proposed e-assessment system architecture  

V. DEVELOPPED LINGUISTIC TOOLS 

As we mentioned in the first section of this paper, we 
developed a new tools and algorithms, and also using the 
existing ones such as AlKhalil [20] to serve the e-learning of 
the Arabic grammar. Before talking about this tools and 
resources, it is necessary to conduct a linguistic study 
concerning the Arabic grammar. This study is based on 
discussions with linguistic experts to understand the Arabic 
grammar and linguistic phenomena like the coordination, the 
anaphor, the ellipse, etc. The objective is to be able to 
recognize almost all of grammatical constructions in any 
Arabic simple sentence. So, we begin this section by studying 
the typology of the nominal and verbal sentence specifying its 
different forms. 

1) overview of the Arabic grammar 
Arabic generally follows a verb/subject/object construction, 

but a conjugated verb can form a sentence of its own. For 

example, "aktobo" means "I write." Arabic also has more 
complex sentence structures, but the two main types are 
nominal and verbal. Nominal sentences are formed when the 
head is a noun or when the subject precedes the verb. This 
structure is used when the subject is the focus of sentence. 
When the subject follows the verb, this is called a verbal 
sentence. This is the normal form of a sentence in Arabic and 
does not occur in English. Fig.2. shows the types and the 
constituents of the simple Arabic sentence. 

 

Fig. 2. The constituents of the simple Arabic sentence 

Fig.3. shows the different forms of the simple Arabic 
sentence. 
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Fig. 3. Typology of the simple arabic sentence 

The following figure represents the different forms of the 
topic in the nominal simple sentence.  

 

 

Fig. 4. Typology of the topic in the nominal simple sentence 

2) The selected corpus  
 We have selected a small corpus of representative texts 

from Arabic grammar books through literary texts for the 
pupils of seventh year of the Tunisian basis teaching [21]. This 
corpus contains short texts constituted by nominal and verbal 
simple sentences:  

–  The simple sentence and its characteristics    

 انجًهح انثسيطح وخصائصها انتركيثيح
– The essential forms of the simple verbal sentence  

 الأشكال الأساسيح نهجًهح انفعهيح انثسيطح
– The transitive verb and the intransitive verb 

انفعم انًتعدي انفعم انلازو و  

– The verb in the passive voice 

 انفعم انًثُى نهًجهىل
– The essential forms of the simple nominal sentence 

 الأشكال الأساسيح نهجًهح الٍاسًيح
– The topic and  attribute  

 انًثتدأ و انخثر
– The nominal sentence starting with a verbal nasikh 

الاسًيح انًسثىقح تُاسخ فعهً نجًهح ا  

– The nominal sentence starting with a verbal nasikh 

حرفً الاسًيح انًسثىقح تُاسخ نجًهح ا  

  

Simple Arabic Sentence 

انثسيطح انعرتيح   انجًهح 

Nominal sentence  انجًهح

  الإسًيح

Verbal sentence  انجًهح

 انفعهيح

Topic + attribut  + يثتدأ

 خثر

Verbal Nasikh +Name+attribut  

 َاسخ فعهً + اسى َاسخ + خثر َاسخ

Particle Nasikh +Name+attribut  

 َاسخ حرفً + اسى َاسخ + خثر َاسخ

Intransitif verb+subject  فعم

 لازو +فاعم

Transitif verb+subject+object 

 فعم يتعدي+فاعم+يفعىل ته
 

Passive voice verb+subject 

 فعم يثًُ نهًجهىل+َائة فاعم

 

Verb+subject+complement of place 

 فعم+فاعم+يفعىل فيه ظرف يكاٌ

Verb+subject+complement of time 

 فعم+فاعم+يفعىل فيه ظرف زياٌ

 

Verb+subject+ Cognate Accusative 

 فعم+فاعم+يفعىل يطهق

 

Verb+subject+complement of 

raisan 

 فعم+فاعم+يفعىل لأجهه

Verb+subject+circumstantial 

 فعم+فاعم+حال

 

Verb+subject+ Accusative of 

Distinction 

 فعم+فاعم+تًييس

Verbe+sujet+complement of exception 

 فعم+فاعم+يستثُى
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– The simple sentence and complements 

 إغُاء انجًهح انثسيطح تانًتًًاخ
This corpus contains ten texts by subject. Every text 

contains approximately twenty sentences. Every sentence 
consists from two to seven words.  

3) Morphological analyzer  
Morphological analysis is the first step in natural language 

processing. The objective of this step is to identify words in a 
sentence. Methods and strategies for morphological analysis 
differ by types of language. For the Arabic language, since 
Arabic morphological analysis techniques have become a 
popular area of research, several systems are known in the 
Morphological Analysis domain [22], for example, the Khoja 
stemmer [22], the Buckwalter Morphological Analyzer [23], 
AMIA Morphological Analyzer [24] and AlKhalil Morpho 
System [20]. AlKhalil (AlKhalil Morpho Sys) could be 
considered as the best Arabic morphological system, it won the 
first position, among 13 Arabic morphological systems around 
the world, at a competition held by the Arab League 
Educational, Cultural and Scientific Organization (ALECSO) ( 
 and King Abdul Aziz City for (انًُظًح انعرتيح نهترتيح و انثقافح و انعهىو
Science and Technology (KACST). So, we had put a special 
effort on understanding and testing it and used its open source 
database as part of our linguistics resources. For a given word, 
AlKhalil identifies all possible solutions with their 
morphosyntactic features: vowelizations proclitics and 
enclitics, nature of the word voweled patterns, stems and 
roots[20]. 

4) Categorization algorithm  
In the Arabic language, the non voweled words are 

grammatically ambiguous. To minimize the ambiguity , we 
presented in [25] a method of disambiguation having for goal 
to find all categories of the words in an Arabic text. This 
method is based on linguistic knowledge. For example, if the 
word that immediately precedes the homograph is a personal 
pronoun or a proper name, then this homograph is a conjugated 
verb. But if the word that immediately precedes the homograph 
is a determinant, then this homograph is a name.  

5) Syntactic analysis  
Syntactic analysis is the most important step in natural 

language processing. It is concerned with the construction of 
sentences. It indicates how the words are related to each other. 

For the simple Arabic sentence, we proposed a HPSG-
based analysis system. This system requires three phases: the 
segmentation and the categorization of the words constituting 
the sentence to analyze, the loading of the AVM (Attribute 
Value Matrix) of the words of the sentence, and the actual 
syntactical analysis. The first phase consists in segmenting the 
sentence into words using the spaces like indicators of 
separation. In Arabic, there are other difficulties of segmenting 
that are due either to the agglutination, or to the derivation. To 
solve these problems, we used the AlKhalil Morpho System. 
The second phase permits to take in charge all information 
concerning every word composing the sentence under shape of 
AVM. The phase of syntactic analysis uses the "Chart Parsing 
HPSG" algorithm [26]. Fig.5. shows our proposed syntactic 
analysis method. 

 

 

Fig. 5. The Proposed syntactic analysis method. 

All this linguistic tools are used to create and specify with 
IMS QTI specification some grammar exercises such as the 
categorization exercise " حصُدق ". This type of Arabic grammar 
exercises consists of determining the grammatical function of 
each word of the sentence. An example is shown in Fig.6. 

 
Fig. 6. Example of a categorization exercise 

VI. ARABIC IMS-QTI EDITOR 

In this section, we present an authoring tool which allows 
teachers to create sharable and reusable questions and tests 
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accordance with the IMS-QTI specification and accessible 
across different learning management systems (LMS) like 
moodle or WebCT. The teacher can create several types of  
questions : 

1) Questions with a single  answer (exclusive choice): The 

teacher may enter the question, the question description, a 

several possible answers (الاجاتاخ) and it may choose one 

correct answer (إجاتح صحيحح واحدج). If he selectes another button 

(radio button), the first radio button is unselected and switches 

to the new answer. 

2) Multiple choice questions (MCQ): This type of 

question allows teacher define one or more answers. It is 

similar to the previous one. However, the "radio buttons" have 

been replaced by boxes to tick, and the learner can choose 

several answers. 

3) Alphanumerical input field (text field): The answer is 

provided by inputting a word or numbers in the proposed input 

field. 

4) True or false question: The teacher may only choose 

the correct answer (True or False). 

5) Drag and drop: The answers to this type of question 

are words or sentences that the teacher must fixe their correct 

order. Next, the student must move to the corresponding 

targets. 

6) Categorization: The answers to this type of question 

are a tree that represents the grammatical function of each 

word of the sentence. 

 
 

Fig. 7. True or false question 

 
Fig. 8. Multiple choice question 

Fig.7.  and  Fig.8. represent tow graphical interfaces for the 
true or false question and the multiple choice question. 

The main task of this tool is to create interoperable, 
sharable and reusable question files. The exported files will be  
in  XML formats which conform to the QTI 2.1 specification  
and stored in the content package. The content package 
contains three sorts of XML files: 

 the manifest file: a QTI XML file which describes the 
metadata, question items, and material files. This file 
named Qmanifest.xml. 

 the material files: set of files required by the question 
item like image files. 

 the question items : a QTI XML files with .xml 
extension and describe question details. 

B. Arabic grammar player 

Arabic grammar player is a reader that interprets and 
displays IMS/QTI documents (XML). The learners doesn't 
have to worry about graphics, navigation between questions or 
even score calculation. The player supports all types of 
questions created by the teacher using our authoring tool: True 
or False question, drag and drop, categorization… The 
categorization question type requires all the linguistic tools 
described in section 5 to automatically verify and correct the 
learner’s answers.  

Fig.9. shows the graphical interpretation of a multiple 
choice question and Fig.10 shows the result of multiple choice 
questions.  
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Fig. 9. Interpretation of multiple choice question 

 
Fig. 10. Result of multiple choice question 

VII. CONCLUSION 

In this paper, we presented our research work concerning 
the design and the implementation of an e-assessment system 
for the Arabic grammar based on linguistic tools and IMS QTI 
specification. We adopt this specification to ensure the 
interoperability between systems, the re-usability, the 
durability and the accessibility of contents, tests and questions. 
NLP technology, resources and tools are used to help teachers 

in preparation of better reading comprehension tests in shorter 
time and can be used to automatically verify and correct the 
learner’s answers. All the components of the system are 
integrated in the moodle platform. 

As future work, we intend to continue the development of 
module that permit to automatically generate questions and 
tests accordance with the IMS-QTI specification. 
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Abstract—This research involved the identification and 

validation of text-related visual display design principles from the 

literature. Representations were designed and developed that 

illustrated the intent of each visual display design principle 

included in the study. The representations were embedded in a 

research intervention and included validated examples of accurate 

displays of each principle and examples with varying degrees of 

inaccuracies. The representations were created based on design 

theories of human cognition: perceptual, attention memory, and 

mental models [1][2][3][4][5], and presented via a monitor in a 

controlled research environment. The environmental controls 

included space appropriate to the experiment, constant 

temperature, consistent lighting, management of distractions 

including sound, monitoring of operation of the measurement 

device and the use of standardized instructions. Bertin’s seven 

visual variables: position, size, color, shape, value, orientation and 

texture, were also examined within the design principles [6].  The 

result of the independent samples t test did not find significant 

differences between good and poor visual designs for all images 

across subjects. However, the results of the paired-samples t test 

found significant mean differences between Bertin’s principles for 

color, value and orientation of visual designs across subjects.  The 

findings support future online instructional designs and 

investigate the implications for the design of online instruction. 

Keywords—electrodermal activity measurement; digital visual 

representation design; affective learning 

I. INTRODUCTION 

The transformation of the learning environment, as a 
consequence of unprecedented growth at all levels of 
education, has occurred without the benefit of broad based 
programmatic research.  Early research in online instruction 
focused largely on (1) the structuring of content, (2) strategies 
for the validation of online instructional design elements to 
enhance instruction, and (3) an approach to instructional 
accountability.  A body of literature raised questions about the 
quality of online instruction, e.g., retention, student 
performance, and lack of engagement; there were also issues 
related to the need for additional research [7][8][9][10].  A 
more recent interdisciplinary line of research on online 
instruction resulted in the creation and validation of Universal 
Designs for Learning (UDL) [11][12].  This research combines 
education, cognitive neuroscience and technology to fill the 
gap of visual display design in online instruction.  The early 
evolving pattern of this research has addressed the application 
of UDL to online instruction as a mode of teaching and 
learning. 

Only a limited amount of early research addressed visual 
display designs that maximize the impact of text and visual 
presentations in engaging and motivating online learners.  The 
primary limitation hindering research on motivation and 
engagement could be the lack of technologies to identify and 
measure engagement / motivation of learners in real time, 
online instructional environments.  Research studies to date 
have not sufficiently addressed the instructional value and 
effectiveness of visual display designs in online teaching-
learning environments  There needs to be an increased 
emphasis on researching visual display design principles as 
applied to the process of learning in online instructional 
environments.  Policy makers have high expectations of 
technology for supporting learning. This adds to the 
importance conducting research related to visual display 
designs. 

The work of researchers has identified visual elements that 
need to be researched [13][14][15][16][17][18].  The effect that 
visual elements contribute to a student’s learning could explain 
the rapid growth of instructional design; online instruction has 
gained in popularity due to the influence of technology 
industries, the commitment of policy makers to the potential of 
the Internet in instruction. A strong case can be made for the 
importance of needed research in e-learning to be more 
interdisciplinary. 

The affective experiences of online learners have received 
less attention than the cognitive development of online 
instruction.  This is largely because the focus of instruction, in 
all modes of teaching, is on content and learner outcomes 
aligned with instructional objectives.  Therefore, a lack of 
proven strategies that produce affective outcomes through 
online instructional design and pedagogy.  The lack of 
significant research measuring emotional responses in online 
instruction has resulted in assumptions by instructional 
designers and developers about the engagement of learners in 
online instruction.  These circumstances are changing due to an 
increase in concern for the motivation and engagement of 
online learners.  For example, an emphasis on analytics as an 
approach to measuring evidence of involvement and 
attentiveness has gained in popularity [19][20][21][22]. 

There have also been advancements in technology for 
measuring affective outcomes aligned with online instructional 
experiences. Technologies exists now to measure physiological 
responses to emotions and to calibrate them with the online 
instructional stimuli evoking the response [23][24][25].  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 5, No. 10, 2014 

102 | P a g e  

www.ijacsa.thesai.org 

Today, the evidence of involvement and attentiveness is not 
difficult to measure. 

A. Q sensor 

The technology this research employed for measuring 
emotional responses of online learners was the Q-sensor, which 
measures and records the physiological responses of learners to 
verify electrodermal activity (EDA) based on emotional 
arousal. 

B. Research Question 

The research question for this study was: 

When representations of evidence-based visual design 
principles, ranging from explicitly good to explicitly poor 
examples, are visually displayed in a digital format via the 
monitor, what measureable physiological responses to the 
visual representations are consistently emitted by the learner, 
as measured by the Q-sensor?   

C. Hypotheses 

The hypothesis of this study is related to the research 
question: The Q Sensor will not measure any significant 
difference in the digitally formatted electrodermal responses of 
participants, as they view representations of evidence based 
visual designs that range from explicit representations of 
design principles to bad representations.  

The purpose of this study was to understand the emotions 
emitted by college students, in response to viewing online 
digital representations of evidenced-based visual display 
design principles.  This research study focused on identifying 
an approach to the design of visual displays for online 
instruction that enhances positive emotions and engagement of 
students in studying online.  

II. METHOD 

A. Participants 

The sample was comprised of undergraduate students 
(N=104) from a comprehensive mid-western university. A 
convenience sample approach was employed involving two 
strategies. The first was the use of an existing system 
established by a department in the University for recruiting 
students to serve as participants in research studies. The 
process involved the submission of a research proposal 
prepared in accordance with prescribed requirements including 
the approved IRB.  The second was the oral announcement in 
classes by instructors who agreed to participate in the 
recruitment of participants. 

B. Theoretical Framework 

During the past several decades, psychology, neuroscience, 
and machine learning theories and research have produced 
principles of human learning that influence instructional 
design.  Recently, research of human emotions and machine 
learning environments are leading to change in educational 
theory and instructional designs of online learning 
environments [26].  Educational technology is increasingly 
embodying the principles of social interaction in intelligent 
tutoring systems to enhance student learning [27].  In the early 
years, Damasio focused on brain research, and now he suggests 

that the aspects of cognition that people receive most heavily in 
schools, namely learning, attention, memory, decision making, 
and social functioning, are profoundly affected by and 
subsumed within the processes of emotion [28].  Thus, an 
important learning research topic is “engagement” and how it 
relates to learner affect, which becomes emotional expression 
[29].   

The characteristics of emotions are dynamic, 
individualized, and subjective. Consequently, definitions of 
emotions may differ depending on the source.. Psychologists 
make a distinction between emotions and feelings.  A feeling is 
a response to an emotion and related to the experience of a 
particular situation.  Further, an emotion includes interpretation 
of the situation or experience.  The dictionary defines emotions 
as (a) the affective aspect of consciousness, (b) a state of 
feeling, (c) a conscious mental reaction (such as anger or fear) 
subjectively experienced as strong feeling usually directed 
toward a specific object and typically accompanied by 
physiological and behavioral changes in the body [28]. 

The theories on which this study rests connect emotions, 
learning development and visual display designs.  The study 
highlights the important role of emotional responses in online 
instructional design, and seeks to understand the relationships 
between emotional changes and online instructional design 
elements. Through assessment of emotions during the learning 
process, the potential exists to expand and validate factors 
associated with learner engagement though design elements.  If 
these factors are examined together, not only will measurement 
of emotional response be improved, the results will inspire 
online learning system designs that make powerful connections 
with learners and teachers to create a positive online learning 
experience. 

The theoretical framework for this study relies on (a) 
cognitive psychology perspective of instructional design, (b) 
human-computer interaction design, (c) visual display design, 
and (d) human learning development (Figure 1). The 
theoretical framework explains an approach to understanding 
the connections between visual design elements and emotional 
response via the screen.  Furthermore, an extension of this 
approach is the design of “affective online learning 
environments” for students (Figure 2). 

 
Fig. 1. The Theoretical Framework 
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Fig. 2. Affective Online Learning Environment 

C. Procedures 

The experimental intervention consisted of a series of 
images that were representations of selected visual display 
design principles. The representations were presented to 
research participants via a computer monitor. Participants’ 
electrodermal activity (EDA) responses were recorded by the 
Q Sensor. The development process for the final research 
interventions (Figure 3) included the following steps: 

 The number of images was 108 (6 sets: letter, words, 
sentences, simple image, completed image and detail 
image). 

 A standard instruction was given before the practice 
session. 

 A practice session was added. This session involved the 
presentation of 6 images. The practice session took 34 
seconds.   

 In the experimental session, the groups of images were 
exposed for 2 seconds with an interval time between 
images of 4 seconds.   Between the sets of images, 
there was a pause of 6 seconds. The entire 
experimental session took about 15 minutes.   

 A cool down session was added before all images were 
shown. This was a period of time for relaxation by the 
participant with no experimental presentation of 
images. The cool down session involved the participant 
being exposed to a blue blank background screen with 
music for 1 minute and 25 seconds. 

 Images within each set were randomized but the 
sequence of the sets was held constant.  

 The entire experiment was timed as 16 minutes 43 
seconds.  This includes the practice and cool down 
sessions. 

 

Fig. 3. The Procedure of The Intervention System 

D. Experimental Conditions 

A room was dedicated as space for conducting the 
experiment. The room was 11’ by 11’ and located in an area 
where traffic, noise, illumination and temperature could be 
controlled. There were no windows. As a further initiative to 
control traffic, signs were placed inside and outside the 
research suite indicating that an experiment was underway. The 
furnishings were selected to represent what might be a typical 
study area and included a desk, office chair, side chair, book 
case, and picture on the wall behind the desk where 
participants sat while engaged in the experiment.  The same 
MacBook Pro with a 17” monitor was used to present the 
intervention to all participants. The position of the computer on 
the desk was the same for all participants but participants were 
allowed to adjust the placement of the computer if needed 
(Figure 4).  

 
 

Fig. 4. The Experimental Room 

E. Data Analysis 

There is no universally agreed on method for electrodermal 
activity data analysis.  Electrodermal Activity (EDA) data was 
exported from the Q-sensor 2.0 into CSV files and was 
collected when the participant arrived.  The EDA included skin 
conductance level (SCL) and skin conductance responses 
(SCRs).   
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The data was from sympathetic neuronal activity.  SCL is 
the background tonic and SCRs were rapid phasic components 
[30].  The raw varying EDA data was smoothed in Ledalab 
which is a MATLAB based software for the analysis of EDA.  
Benedek and Kaernbach published approach on the 
decomposition of superimposed SCRs was not only based on 
mathematical modelling but also took into account a particular 
model of the electrodoemal system and solved several SCL and 
SCR problems [31][32]. The various mathematically based 
deconvolution methods offer considerable progress in the 
evaluation of overlapping SCRs, which are very common to 
stimulus sequences with short inter-stimulus intervals (ISIs) 
[33].  Integrated skin conductance responses (ISCRs) are raw 
electrodermal activity data after the decomposition procedure 
for every image and participant were calculated in Ledalab.  
The average microsiemens (µS) value was considered when the 
participant was in the cool-down section.  Before each image 
was shown, it was preceded by 6 seconds of a blank screen.  
The average 6 seconds EDA data became the participants’ 
baseline values.  The changes of EDA data, as each image was 
shown for 2 seconds, was compared to the baseline values.  
Data plotting was carried out with R.  The follow analysis was 
conducted to understand the effects of visual display designs 
arousal and effects of the design principles.  Simple T-test was 
used to see the differences between good and bad visual 
designs. Paired-T test was used to see the differences between 
principles of visual designs across subjects. 

III. RESULTS 

Preliminary analyses have been completed by MATLAB 
on the emotional arousal changes individually and across group 
1: 108 images, with individual variation.  An independent-
samples t test determined that there were differences in 
emotional arousals between good and poor representations. 
The emotional arousals for good and poor representations were 
not distributed normally, and homogeneity of variances was 
violated (Levene’s test, F=9.982, p=.002 < .05).  No significant 
differences in emotional arousals were found between good 
and poor images (t(10983.665)=1.583).  However, students 
exhibited higher emotional arousal to good representations 
(M=.798, SD=2.259) than to bad representations (M=.735, 
SD=1.942) (Table I.). 

To address the hypothesis and research question, a Paired T 
test was run to assess the differences in emotional arousal 
between good and poor representations across different design 
principles.  Each pair of good and poor representation was 
highly correlated to each other (p <.05). The results found 
image pairs 12, 31, 46, 50 and 54 had a significant mean 
difference.  The image pairs 31 and 46 were relevant to 
principle color.  The image pairs 12 and 54 were relevant to 
principle value. 

The image pair 50 was relevant to principle orientation.  
The results indicated that the mean concern for image 23, 
which was a good value representation (M=.399, SD= .803), 
was less than the mean concern for image 24, which was a poor 
value representation (M=.672, SD=1.455), t(103)=-2.286, p 
<.05.  The mean concern for image 107, which was a good 
value representation (M=1.001, SD=2.202) was greater than the 
mean concern for image 108, which was a poor value 

representation (M=.620, SD=1.524), t(103)=2.406, p <.05.  The 
mean concern for image 61 which was a good color 
representation (M=.546, SD=1.315) was less than the mean 
concern for image 62, which was a bad value representation 
(M=1.024, SD=2.535), t(103)=-2.741, p <.05.  Another image 
pair 46 was indicated to color.  The mean concern for image 91, 
which was a good color representation (M=.503, SD=.128) was 
less than the mean concern for image 92, which was a poor 
color representation (M=.908, SD=.245), t(103)=-2.31, p <.05).  
The mean concern for image 99, which was a good orientation 
representation (M=.771, SD=1.928) was less than the mean 
concern for image 100, which was a poor orientation 
representation (M=1.528, SD=4.437), t(103)=-2.14, p <..05).  

TABLE I.  LEVENE’S TEST RESULTS OF THE INDEPENDENT0SAMPLES T 

TEST 

 

TABLE II.   LEVENE’S TEST RESULTS OF THE INDEPENDENT SAMPLES T 

TEST  

 

IV. CONCUSION 

The purpose of this study was to identify an approach to the 
design of visual displays for online instruction that enhances 
positive emotions and engagement of students who are 
studying via online instruction.  That was done by developing 
sequenced images which embedded different design principles 
to measure students’ emotional arousals.  

Overall, the results found student’s emotional arousal were 
significantly different between good and bad representations 
for color, value and orientation.  Although the findings were 
limited, they support the procedures of experimental design, 
research literature, and skin conductance measurement in 
online instructional design.    

V. SUGGESTIONS AND FUTURE STUDY 

This research focused on design principles, which were 
applied successfully by the system in the study, and 
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measurement of student’s emotional arousals through the skin 
conduct equipment.  Limitations of the analyses were the 
individual differences and time series.  The participants in the 
study were limited to college students. This was due to the 
complexity and time requirements in designing and developing 
the visual display designs. The study did not consider 
differences in learner attributes, such as gender or cultural 
background. 

Future research is suggested by reducing the number of 
images and to look at more complex online lessons\ designs 
not covered by this study.  Also, consideration should be given 
to the background differences of the participants.    
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Abstract—Content Management System (CMS) is a system to 

manage content in order to improve the educational process and 

to create an interactive environment where the content 

management system plays a role in e-learning. CMS software 

named (joomla) contains  sources of commercial extension, the 

contribution of the proposed paper  is  replacing the commercial 

by a range of  free extension application and employed them in 

the field of e-learning where new features are added to the 

program do not exist in the original version of joomla. The paper 

took advantage of these new features in building a system used 

by lecturers to develop the skills and capabilities of students 

through the electronic portal and to raise the educational level of 

them. 
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I. INTRODUCTION 

E-learning becoming an important part in the universities, 
institutes and organizations learning management system. 
Some educational centers are using  e-learning  to enhance  
their traditional learning system while  other have created 
alternative model based on virtual learning  and are  using  e-
learning as a new learning method[1]. 

The term “e-learning”   has many definitions, a definition 
by Rosenberg, "the first and most important feature of e-
learning is that it takes place in a networked environment". 
This means that computer of the learner is in constant 
communication with a central server. Also e-learning 
materials are accessible via an internet browser on a personal 
computer [2]. The goal of the proposed paper is to 
demonstrate that the proposed management system helps in 
digital learning. The paper is organized as follow: Section two 
explains the content management and content management 
system, section three explains the requirements of education, 
section four explains assessment of e-learning, section five 
explains the software used in the proposed system, section six 
explains the tools of the proposed system finally conclusion 
and future work. 

II. CONTENT MANAGEMENT AND CONTENT MANAGEMENT 

SYSTEM 

Content is not a single piece of information, but a 
conglomeration of pieces of information put together to form a 
cohesive whole.  

Due to the exponential growth of information, the task of 
finding information becomes like finding an expensive thing 
in deep water. Therefore, content becomes the backbone for 
any organization, every interaction that occurs through the 
entire range of organizational activity. 

Content are stored, retrieved, modified, updated, and 
controlled, then put the output in a different ways that the 
incremental cost in each update and production decreases over 
time. There are a number of challenges and issues concerned 
with CMS [3]. 

LMS Learning Management Systems (LMS) such as 
Moodle (Modular Object-Oriented Dynamic Learning 
Environment) is basically an Open Source e-learning platform. 
Moodle is a Course Management System (CMS) - a software 
package designed to help educators to create quality online 
courses [4]. Joomla generates a generic website, generally of a 
forum but can also be styled to be many other types of site. 
Basically it can be made to do anything. Moodle however is 
specifically oriented towards the provision of educational 
material. These CMSs are also called Learning Management 
Systems (LMS) or a Virtual Learning Environment (VLE). So 
it comes with the components and modules ready for this type 
of use. 

In the IT (Information Technology) context, Content 
Management System (CMS) is a system that facilitates the 
creation, retrieval and editing of information/knowledge in 
digital fashion including semi or fully processed content like 
images/graphics/animation, audio/video, etc., in real time or as 
needed. CMS is a system that manages content. CMS range 
from very simple databases to complex applications. The more 
complex systems can be integrated with the digital resources 
to enable access to digital assets and to allow regular updating 
[3]. The proposed paper used software named joomla for this 
purpose to provide a large number of services and modules 
which can be easily installed, configured and modify that 
closely  match the objective of the proposed paper. Joomla is 
based on PHP scripting language and implements MVC 
(Model-View-Controller) framework, joomla preferably uses 
MySQL database software for storing data. Furthermore 
Joomla has a back-end where the administrator of the website 
can create, update and delete any data [5]. 

III. THE REQUIREMENTS OF EDUCATION 

The requirements of education need the following: 
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A. Courseware Creation, Retrieval and Updating 

Handling research or patent related information. Also the 
education needs to interactive retrieval, real time content 
exchange, multimedia provisioning, etc. 

B. Transform the Content 

For presentation over different devices including hand- 
held and other portable or mobile communication devices. 

C. On-line Publishing 

It indicates the activities such as evolution of a learning 
architecture in terms of change management and reinventing 
the conventional training organization apart from other issues. 
The transition from old to new framework of learning can be 
noted in Fig. 1. 

 
Fig. 1. The Transition from Old to New Framework of Learning 

IV. ASSESSMENT OF E-LEARNING AND PROVISION OF 

FEEDBACK 

Assessment and feedback lies at the heart of the learning 
experience, and forms a significant part of both academic and 
administrative workload. It remains the biggest source of 
student dissatisfaction with the higher education experience. 
The providers of higher education are seeking to improve their 
approaches to better meet learner needs and expectations in 
the face of increasing resource constraints [7]. 

Communication of formative feedback is very important 
since the method selected may discourage or draw students’ 
attention in the feedback process. 

Communication of formative feedback should ensure that 
students engage with the content provided. Students can be 
communicated with formative feedback by traditional and 
electronic ways. Traditional includes handwritten comments 
and print-outs of word-processed feedback forms which are 
returned back to the students. Traditional communications are 
not efficient because they have a problem of not reaching the 

student. Electronic feedback methods such as emailing 
comments to students as a simple technique to more complex 
tools such as place comments and notes by tutors to 
electronically that allow tutors to place comments and 
annotations to electronically work.  The latest methods are 
used by teachers because they improve feedback production, 
communication and delivery [7]. 

V. THE SOFTWARE USED IN THE PROPOSED  SYSTEM 

The technology used for creating e-learning platform is 
Content Management System (CMS) software named 
JoomlaVer. 2.5.17. In the proposed system many free software 
are grouped together and installed inside CMS to serve 
educational web site (instead of commercial). These free 
installed software are shown in table 1. By using the new 
extensions,  new features of e-learning will be added to joomla 
in addition to displaying the contents. 

TABLE I.  FREE INSTALLED SOFTWARE INSIDE JOOMLA 

VI. THE TOOLS OF THE PROPOSED SYSTEM 

E- Learning provides an opportunity for education and 
training.  E- Learning does not need to commit to the time, 
place of the lecture and the duration of the semester. For this 
reason, e-learning provides flexibility. The proposed system is 
based on the internet and used CMS, collaborative, 
management, courses, authorization and evaluation, and 
assessment tools as shown in Fig. 2. 

 

Fig. 2. Tools of the Proposed System 
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1) CMS 
A Content Management System is a collection of 

procedures used to describe processes in an environment that 
requires collaboration between different actors.  Content 
Management System is basically designed to support 
educative or academic courses. It allows the instructor to 
create a course website, where documents can be uploaded in 
popular formats such as word, power point, etc. 

2) Evaluation and Assessment 
Assessment is used to identify what student knows, 

student's performance and needs. The basic advantages of the 
assessment are: reduces the effort, time, and improve 
reliability (avoiding human errors). In the proposed system the 
ARI.QuzieLite component had been installed into joomla to 
create various tests to evaluate respondent's level of 
knowledge. The ARI.QuzieLite component also allows 
grouping tests via categories by providing three different types 
of tests.  The first type is multiple choices test as shown in 
Fig. 3, the second test is a text as shown in Fig. 4, and the last 
test is yes/no answer as shown in Fig. 5.  

 

Fig. 3. Snap Shot of Multiple Choices 

 
Fig. 4. Snap Shot of a text 

 

Fig. 5. Snap Shot of (yes/no) Answer 
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The Result of the test can be printed and e-mailed as 
shown in Fig. 6. 

Also by using ARI.QuzieLite component student’s name, 
exporting the result to CSV ( Comma Separated Values)  and 
selecting number of questions randomly or in queue can be 
done as shown in Fig. 7. 

Fig. 6. Snap Shot of the Test Result 

Fig. 7. Export the Result to CSV 

3) Collaborative 
Collaborative is used to create collaborative environment 

through discussions and knowledge-sharing to work together 
on a common project/ subject online by using chats, email and 
discussion forums. The role of the student is not confined to 
access the courseware but to participate, comment and give an 
opinion. The lecturer directs students, determines the 
curriculum and uses appropriate manner to facilitate students' 
understanding. The collaborative environments include: 

a) Chat 

Most of the students are already familiar with chat and can 
generate ideas which may not arise during a classroom 
discussion. The proposed system installed free web-based chat 

program FreiChat component for website.  FreiChat 
automatically integrates with joomla site's login which 
includes friends list and set status updates (such as available, 
busy, offline and invisible) as shown in Fig. 8 and  Chat rooms 
feature is shown in Fig. 9. 

Fig. 8. Chat Options 

Fig. 9. Chat Room 

b) E-mail 

In this option,  ability to send conversation as e-mail, save 
chat   history, smiley, able to chat even while user browse 
different pages and  option for username or nickname are 
available. 

c) Forum 

Lecturers and Students have the freedom to continue 
dialogues about the subjects that need discussion regardless of 
time and length of the subject, and enhancing   
communications between lecturers and students. The lecturers 
or students can enter into forum through main menu which is 
used to make discussion between them. The proposed system 
installed discussions component of joomla which includes 
built-in messaging as shown in Fig. 10. Discussion component 
consists of three parts: forum, profile and mailbox as shown in 
Figs. 11, 12 and 13. 
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Fig. 10. Parts of Discussion Component 

Fig. 11. Forum Part 

The user profile part includes city, country, Twitter, 
Facebook, Google+, Flicker, avatar, ability to add signature as 
a text, website of the user, image upload and ability to upload  
YouTube videos in forum as shown in Fig. 12. 

Fig. 12. User Profile Part 

In mail box part, post messages are an effective way of 
communicating feedback to students. E-mail is also used to 
solve the problem of reaching the student, supports 
individualized feedback, and notifications. 

 

Fig. 13. Mail box Part 

The sent messages are stored in an inbox with their details 
(name of sender, subjects and Date/Time). Select/delete 
messages are also available in mail box as shown in Fig. 14. 

 

Fig. 14. Sent Messages in an Inbox 

4) Authorizing and Management 
The proposed system has three access levels, 

administrator, lecturer and student.  The registration is done 
after login  by using user name and password as shown in Fig. 
15. 

 Administrator is responsible for managing  the whole 
system. 

 Lecturer is responsible for  (reading/ writing) lectures. 

 Student is responsible for reading lectures. 
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Fig. 15. Registration 

5) Courses 
Courses providing 24/7 accessibility to course materials 

for students. Online lessons include: texts, images and 
interactions. Courses consist of two parts: 

-Upload courses: can be accessed by lecturers only. The 
proposed system installed fabrik open source Joomla 
application builder component to give ability to create forms 
and upload file in different formula (pdf, ppt, img …). Fig. 16 
explains upload courses. 

-Download courses: can be accessed by both the lecturers 

and the students. The proposed system installed module name 
Easy Folder Listing to display the contents of  the  folder in 
formula (pdf, ppt…) as a table or as a list. The folder can 
display the filename with/without extension, with/without 
modified date, the size of the file, and an icon representing the 
type of the file as shown in Fig. 17.  

 
Fig. 16. Upload Courses 

 

Fig. 17. Download Courses 

VII. CONCLUSION 

The proposed paper used Joomla to design a Content 
Management System (CMS), which enables you to build Web 
sites and powerful online community management systems. 
Many aspects, including its ease-of-use and extensibility, have 
made joomla the most popular Web site software available. 
Best of all, joomla is an open source solution that is freely 
available to everyone. 

VIII. FUTURE WORK 

Joomla content management system are used and many 
free  extensions are added in the proposed paper. We suggest 
adding wiki pedia to joomla as future work to add more new 
information to the system. 
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Abstract—A novel approach is proposed as a framework for 

working out uncertainties associated with decisions between the 

choices of leasing and procurement of capital assets in a 

manufacturing industry. The mathematical concept of the tool is 

discussed while the technique adopted is much simpler to 

implement and initialize. The codes were developed in Java-

programming language and text-run and executed on a computer 

system running on Windows 7 operating system. This was done 

in order to solve a model that illustrates a case study in actuarial 

mathematics. Meanwhile the solution obtained proves to be 

stable and proffers to suit the growing frenzy for software for 

similar recurring cases in business. In addition, it speeds up the 

computational results. The results obtained using the empirical 

method is compared with the output and adjudged excellent in 

terms of accuracy and adoption. 
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I. INTRODUCTION 

This paper is directly geared towards presenting 
mathematics as a veritable tool in financial investments of 
which an average businessman must know the fundamental 
principles involved in the use of these tools[1]. However, the 
business man ought not only to have the traditional personal 
qualities expected of a leader and expert in the field, but he 
must also know the fundamental principles involved in the use 
of the most modern tools for financial management[2]. 
Actuarial mathematics, or rather mathematics of Finance is 
amongst these tools. This branch of mathematics is certainly 
not new, but with the proliferation and increased capacity of 
financial institutions today, it becomes very pertinent that the 
tools of the trade be advanced to match the growing trend [3]. 
An organization needs not concern herself with the ways in 
which a certain model or formula is obtained, but must know 
as much as possible about the use of them in terms of their 
adaptability to his problems [2]. Hence an optimum advantage 
of this tool could be reached, when there are the possibilities of 
achieving a faster and more accurate solution whenever it is 
necessary [4]. Secondly, office automation has been in vogue 
among business communities. Ignorantly the acquisition of 
computers of all sizes and capacity seem to be used to measure 
the success of an establishment only. Yet, hardly do they know 
that computers can be used extensively for solving problems in 
this field of mathematics. Therefore, it becomes imperative to 
make a tentative survey of what is essential for an organization 
to know how to write or use computer programming in solving 
problems of Actuarial mathematics. Hence, part of this 

endeavor is to prepare and present a model with computer 
program package that handles some of the inherent problems. 
This will in go a long way to make the operations faster, more 
accurate and more reliable. A business model is a sustainable 
way of doing business, and sustainability stresses the ambition 
to survive over time and create a successful, perhaps even 
profitable, entity in the long run [5]. 

II. PROBLEM STATEMENT 

The widespread use of computers in business organizations 
creates needs for some of mathematical problems associated 
with these organizations to be solved with aid of computers. 
Moreover some of these problems are routine and their 
solutions, if obtained, can easily be stored in a computer 
memory. With the above scenario in mind, several questions 
arise as regards the use of computer to solve such problems in 
Actuarial mathematics via computer programs in order to 
achieve a faster and more accurate solution. This paper 
however, seeks to provide an answer to similar problem by 
developing and test-running a computer algorithm for solution 
to a model case, written in java programming language. 

III. METHOD OF ATTACK 

Programming is not only coding. Primarily it implies 
structuring of the solution to a problem and then refines the 
solution step by step [6]. On the first instance, the applications 
of mathematical and experimental techniques are facilitated as 
compared to manual procedure when computer facilities are 
used. Furthermore, it will be instructive to outline the complete 
process of setting up a representative technical problem for 
computer solution to see just what a person does and what a 
computer does. This is where programming helps since 
computer cannot follow direct orders. Effective answers to 
prevailing queries in actuarial mathematics make it necessary 
to achieve a precise and unambiguous statement of exactly 
what we want the computer to do in terms of operations of 
which it capable[7]. Meanwhile, the stability of the computer 
algorithms depends on the language used and clearly defining 
what is to be done. The computer language imposes restrictions 
of its own in terms of what kind of orders it can interpret and 
execute. Besides, there is too much likelihood to make mistake 
in programming. The mistakes must be located and corrected. 
While the program must be thoroughly tested to prove that it 
actually does what the writer meant to do. Another thing that 
matters in ensuring stability is the correct interpretation of the 
output or result from the computer. The computer is faster and 
more accurate than a human being, but it cannot decide how to 
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proceed or what to do with result. On the general method of 
attack, there are different methods or rather several procedures 
involved in solving a problem with a computer. Moreover, in 
placing today’s computing power in perspective, there is much 
more to solving a problem with a computer than the part the 
computer does [8]. Insolving a problem, you have to define the 
problem itself. This is necessary since the computer cannot do 
it on its own. Secondly, we formulate the mathematical 
description of the process under study. It is also appropriate to 
use numerical analysis if the need arises. The algorithm is then 
formulated in agraphical form, which is the flowchart. The 
program checkout or debugging is carried out in order to 
minimize the chances of in putting garbage into the computer. 
Finally, the program can be combined with problem data and 
run. From here, the computer produces results or output of 
which should be interpreted correctly. For this paper, Java 
programming language is used for the codes. 

IV. THE TYPICAL PROBLEM 

This paper looks into the model problem as proposed by [1] 
and attempts to solve same using a different programming 
approach. Suppose a company is considering either buying 
machinery for       or leasing it for       per month. 
Assume that money is worth    for     period of time may 
be; annually, semiannually, quarterly or monthly and the life of 
the machinery is M years, after which the salvage value 
becomes       suppose the company could purchase a 
maintenance contract for       per month. Then advise the 
company on whether they should buy or lease the machinery.  

Let the interest conversion period be j then the total number 
of the interest periods is      where m is the asset’s life 

span. Then if i% is the interest rate in decimal form 

therefore    
 

   
 . Here we have      and      , but 

if    , then the company will just buy the machinery for 
      instead of leasing it which will be costlier. 

V. DERIVATION OF THE MODEL 

To solve the problem, the present value, #z which is to be 
received at the end of m years and deduct the result from x. 
Hence this is denoted by   . The formula for finding present 
value at a compound interest is 

   (   )                                                 (1) 

And subtract the result from x to get the real present value, 
which represents the present value of the cost of owing the 
machinery. Hence we have; 

      { (  
 

   
)
  

}                               (2) 

       (   )
      {

 

(   ) 
}              (3) 

The present value of the rent    is for M years. However, 

the formula for the annuity does not include a payment at the 
beginning of the term, and then the rental price   would be 

      {
(   )     

(   )   
}                                     (4) 

 

    {
   ((   )   )  

 (   )   
}                                     (5) 

Let    be the maintenance cost of the machinery which 
may also be included in the rental price for the same period of 
time M years. Suppose the company could purchase a 
maintenance contract or other miscellaneous expenses for 
servicing the machinery then the present value for    would 
be; 

      {
((   )   )  

 (   )   
}                                 (6) 

    {
   ((   )   )  

 (   )   
}                                     (7) 

K may be found the use of the formula for depreciation. 

Generally we have;         which is the total cost of 
buying and maintaining the machinery. 

          

   {   {
 

(   ) 
}}  { {

   ((   )   )  

 (   )   
}}          (8) 

Then the following conclusions are drawn: 

1) If       then the company would be advised to buy 

the machinery. 

2) If       then the company would be advised to lease 

the machinery. 

3) If       then the company can take any of the options 

since they are equal. 

VI. APPLICATION OF THE MODEL 

Suppose the Company considers buying machinery for 
Ninety Thousand Pounds (£90, 000. 00) or lease it for Three 
Thousand Pounds (£3, 000. 00) per month. Assume that the 
money is worth 12% compounded monthly and the life of the 
Machinery is Five (5) years, after which time the salvage value 
will be Twenty Thousand Pounds (£20, 000. 00). Suppose the 
Company could purchase a maintenance contract for one 
thousand Pounds (£1, 000. 00). Then advise the company on 
whether they should buy or lease the machinery. 

VII. SOLUTION TO THE REAL-LIFE CASE 

Finding the present value of Twenty Thousand Pounds 
(£20, 000. 00) which is to be received in five years,      
      , since the money is worth 12% compounded monthly 
then 

  
  

  
                  

Then    
 

   
      . Using equation (1) gives; 

           (    )
             

Meanwhile, the difference of the cost and leasing of the 
machinery which is obtained thus, 
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represents the present value of the cost of owning the 
machinery. Using equation (4) or (5) to find the present value 
of the rent for five years, the  , would be; 

                   {
(     )    

(    )(      )  
}  

                (         )                

This is in line since the formula for annuity does not 
include a payment at the beginning of the term. This certainly 
seems to indicate that the company should buy the machinery. 
This does not however consider other factors such as 
maintenance, which would be included in the rental price   . 

Suppose the Company could purchase a maintenance contract 
for        per month. Then the present value of the 
maintenance contract    would be; 

                   {
(     )    

(    )(      )  
}  

                 (         )               

Therefore,          which is the total cost of buying 
and maintaining the machinery, gives; 

                                      

Therefore                         , which is 
translated as     , the company would be advised to buy the 

machinery. 

VIII. COMPUTER ALGORITHM USING JAVA PROGRAMMING 

LANGUAGE 

To compute is to determine by mathematics which does not 
generally depend on the programming language [9]. The point 
is that the algebraic expressions are directed towards providing 
a few specific answers to the posed questions. However, 
business programs tend to be oriented towards reading or 
accessing a great deal of data for processing information. 
Hence the use of computer for solving and processing bulky 
data is justified if the solutions must be repeated number of 
times. More so, the computers are capable of performing such 
bulky calculations/information rapidly and accurate the manual 
procedure, if solutions require a large amount of storage and 
the problem solving process can facilitate a clearer 
understanding of the given problem. Generally, these instances 
outlined above can also be identified as the advantages of 
computers methods of solution to that of the manual 
procedures. 

The world is fast evolving especially in the field of 
computers and computing. The development of applications 
has also evolved along these lines using sophisticated 
programming languages, one of which is Java[10]. Java is a 
general purpose, object oriented language that runs on billions 
of computers and mobile devices (cell phones, smart phones 
and hand held devices) worldwide. Java is used in a wide 
spectrum of applications and it has three different editions, 
namely, Java Standard Edition 7 (Java SE 7) which was 
employed in developing the program for this paper; Java 
Enterprise Edition (Java EE) which is geared towards the 
development of large-scale, distributed networking 
applications and web-based applications[11]. The Java Micro 

Edition (Java ME) is geared towards developing applications 
for small, memory-constrained devices such as BlackBerry 
smart phones, Google’s Android operating system – used on 
numerous smartphones, tablets (small, lightweight mobile 
computers with touch screens)[12]. Java has revolutionized 
how things work and will continue to do so for many more 
years to come. Java enables the development of applications 
that mimicked how things “objects” exists in the real world 
thus making it more natural and easier to program. Importantly, 
Java is also an open source development application. 

IX. DISCUSSION 

This paper which involves vital formulas essential for 
solving financial problems that often arise in the business and 
industries was diligently treated. Software codes to solve the 
model problem was developed in java SE7programming 
language, adopted and applied satisfactorily in the solution of 
the model problem. 

The user interface was also designed using NetBeans IDE 
(Integrated Development Environment) that simplified and 
made easier the design process by generating codes[12].While 
graphical objects were drag and dropped (most of these codes 
as developed by the IDE are not reproduced in this paper 
because of space constraints). The program was executed on a 
computer system running on Windows 7 operating system. 
Using computers definitely improves the speed, accuracy, 
reliability of the solutions developed. The output is in good 
agreement with the results obtained using the empirical 
method. Thus it is a good approach to achieving feasible and 
stable solutions to management problems in business and 
industries. Emphatically, using computer facilitates a faster 
means of solving challenging problems generally. 

X. CONCLUSION 

This paper brings to limelight, the importance of adopting 
mathematical models and computer programming in solving 
problems in businesses and industries. Actuarial mathematics 
as a veritable tool has been adjudged excellent for good and 
meticulous fiscal appropriations in business and industries. 
More so, Java programming language proves in this research to 
be the most friendly and versatile in use. These have justified 
that both tools are of great benefit to business and industry if 
they are fully utilized, proving that successes do not always 
depend on just plain luck. 
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Fig. 1. Sample output 

Appendix 

/* 

 * CIAnnuityJFrame.java 

 */ 

packageedu.dele.chinedu; 

importjavax.swing.JOptionPane; 

 

/** 

 * 

 * @author CHINEDU and ADEOYE 

 */ 

public class CIAnnuityJFrame extends javax.swing.JFrame 

{ 

private double itemCost; 

private double leaseCost; 

private double rate; 

private double salvageValue; 

private double time; 

private double maintCost; 

private double presentValue; 

private double rental; 

private double tc; 

private double maintContract; 

private double p; 

private double difference; 

 

    /** 

     * Creates new form CIAnnuityJFrame 

     */ 

publicCIAnnuityJFrame() { 

initComponents(); 

    } 

public   void initComponents() { 

computeJButton.setText("Compute"); 

computeJButton.addActionListener(new 

java.awt.event.ActionListener() { 

public void 

actionPerformed(java.awt.event.ActionEventevt) { 

computeJButtonActionPerformed(evt); 

            } 

        }); 

 

clearJButton.setText("Clear"); 

clearJButton.addActionListener(new 

java.awt.event.ActionListener() { 

public void 

actionPerformed(java.awt.event.ActionEventevt) { 

clearJButtonActionPerformed(evt); 
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            } 

        }); 

 

pack(); 

    } // end method initComponents 

 

private void 

computeJButtonActionPerformed(java.awt.event.ActionEve

ntevt) {                                                

compute(); 

displayResults(); 

    }                                               

 

private void 

clearJButtonActionPerformed(java.awt.event.ActionEvente

vt) {                                              

clear();     

    }                                             

 

    /** 

     * @paramargs the command line arguments 

     */ 

public static void main(String args[]) { 

        /* Create and display the form */ 

java.awt.EventQueue.invokeLater(new Runnable() { 

public void run() { 

newCIAnnuityJFrame().setVisible(true); 

            } 

        }); 

    } 

    // perform conputations 

public void compute() { 

try { 

            // retrieve user input 

itemCost = Double.parseDouble( itemCostJField.getText() 

); 

leaseCost = Double.parseDouble( leaseCostJField.getText() 

); 

rate = Double.parseDouble( rateJField.getText() ); 

time = Double.parseDouble( timeJField.getText() ); 

salvageValue = Double.parseDouble( 

salvageValueJField.getText() ); 

maintCost = Double.parseDouble( 

maintCostJField.getText() ); 

 

            // compute compound interest using annuity 

double i = ( ( rate / 12 ) / 100 ); 

double n = 12 * time; 

doublenn = n - 1; 

double ii = i + 1; 

double a = Math.pow( ii, nn ) - 1; 

double b = i * Math.pow( ii, nn ); 

double c = a / b; 

 

presentValue = salvageValue * Math.pow( ii, -n ); 

difference = itemCost - presentValue; 

rental = ( leaseCost + ( leaseCost * c ) ); 

maintContract = maintCost +  ( maintCost * c ); 

tc = maintContract + presentValue; 

 

}  // end try 

catch(NumberFormatExceptionnfmtEx ) { 

JOptionPane.showMessageDialog( null, "Please check the 

values" +  

" inputted. ONLY numeric values\nshould be inputted", 

                    "Data Entry Error", 

JOptionPane.ERROR_MESSAGE ); 

}  // end catch 

 

}  // end method compute 

 

public void displayResults() { 

presentValueJLabel.setText(String.format( "%,.2f", 

presentValue) ); 

differenceJLabel.setText(String.format( "%,.2f", difference ) 

); 

rentalJLabel.setText(String.format( "%,.2f", rental ) ); 

maintContractJLabel.setText(String.format( "%,.2f", 

maintContract )); 

 

        String msg = ""; 

if(tc< rental ) { 

msg = "Buy the machinery."; 

}  // endif 

else if( tc> rental ) { 

msg = "Rent the machinery"; 

}  // end else if 

else 

msg = "Take any option"; 

adviceJLabel.setText(msg ); 

}  // end method displayResults 

 

public void clear() { 

itemCost = 0; 

leaseCost = 0; 

rate = 0; 

time = 0; 

salvageValue = 0; 

maintCost = 0; 

 

itemCostJField.setText( null ); 

leaseCostJField.setText( null ); 

rateJField.setText( null ); 

timeJField.setText( null ); 

salvageValueJField.setText( null ); 

maintCostJField.setText( null ); 

 

presentValueJLabel.setText( null ); 

differenceJLabel.setText( null ); 

rentalJLabel.setText( null ); 

maintContractJLabel.setText( null ); 

adviceJLabel.setText( null ); 

 

}  // end  method clear} 
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Abstract—Rheumatoid Arthritis (RA) is a chronic 

inflammatory joint disease characterized by a distinctive pattern 

of bone and joint destruction. To give an RA diagnosis, hand 

bone radiographs are taken and analyzed. A hand bone 

radiograph analysis starts with the bone boundary detection. It is 

however an extremely exhausting and time consuming task for 

radiologists. An automatic bone boundary detection in hand 

radiographs is thus strongly required. Garcia et al. have 

proposed a method for automatic bone boundary detection in 

hand radiographs by using an adaptive snake method, but it 

doesn’t work for those affected by RA. The level set method has 

advantages over the snake method. It however often leads to 

either a complete breakdown or a premature termination of the 

curve evolution process, resulting in unsatisfactory results. For 

those reasons, we propose a modified level set method for 

detecting bone boundaries in hand radiographs affected by RA. 

Texture analysis is also applied for distinguishing the hand bones 

and other areas. Evaluating the experiments using a particular 

set of hand bone radiographs, the effectiveness of the proposed 

method has been proved. 

Keywords—hand bones radiograph; boundary detection; 

modified level set method; diffusion filter 

I. INTRODUCTION  

Rheumatoid Arthritis (RA) is a chronic and systemic 
inflammatory disorder that may affect many tissues and organs, 
but principally attacks synovial joints. RA affects about 1% of 
the population worldwide and causes premature mortality, 
disability, and compromised quality of life [1]. It has been 
demonstrated that early treatment significantly delays joint 
destruction, disease activity, and functional disability.  

Changes in the early stages of a disease are thus extremely 
important. To give an RA diagnosis, a radiograph of patient’s 
hand is taken as shown in Fig. 1(a), and hand bones are 
analyzed to detect erosion caused by RA as shown in Fig. 1(b).  

The boundaries of the hand bones firstly need to be 
detected for the hand bone radiograph analysis. However, it is 
an extremely exhausting and time consuming task for 
radiologists because the precision required for correct 
diagnosis is very high. Therefore, an automatic bone boundary 
detection in the hand radiographs are to be established first. 

Boundary detection is a fundamental task in computer 
vision with wide applications in areas such as feature 
extraction, object recognition and image segmentation [2]. The 
boundary detection problem is the problem of finding lines 
separating homogeneous regions. Active contour models have 
been extensively applied for detecting an image boundary [3, 4, 
5, 6, 7, 8, 9, 10]. The active contour models have several 
desirable advantages over classical image segmentation 
methods, e.g., edge detection, thresholding, and region growth.  

The first advantage of the active contour model is that it 
can achieve sub-pixel accuracy of the object boundaries [3]. 
The second is that it can be easily formulated under a 
principled energy minimization framework, and allows 
incorporation of various prior knowledge, such as shape and 
intensity distribution, for a robust segmentation [8]. The third 
advantage is that it can give smooth and closed contours as a 
segmentation result, which are necessary and can be readily 
used in further processing, such as shape analysis and 
recognition.  

Garcia et al. [11] have proposed a fully automatic algorithm 
for detecting the boundaries of bones in hand radiographs by 
using an adaptive snake method. However, it does not work 
well on hand radiographs affected by RA, because in this 
method several initial contours must be decided first and a 
linear interpolation method is used as shown in Fig. 2. The 
snake method with a certain initial contour fails to detect the 
bone boundary as shown in Fig. 3. 
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 (b)  

Fig. 1. Rheumatoid arthritis. (a) Rheumatoid arthritis photographed in the 

hand bone radiograph. (b) The hand bone erosion is caused by rheumatoid 

arthritis. 

 

 

 
Fig. 2. Seed points of the adaptive snake method [11]. The initial 

contours are defined simply by creating a small contour around each 

seed point. 

 

Fig. 3. An example of the failed detection boundary result by a snake 

method with a certain initial contour. 

 

 
 

(a) 

 

 
 

(b) 
 

Fig. 4. The level set method problems. (a) A premature termination 

problem. (b) A complete breakdown problem. 

  Existing active contour models can be categorized into 
two types. Those are a snake method and a level set method. 
The level set method, is a highly robust and accurate method 
for tracking interfaces moving under complex motions. It has 
been widely and successfully used for image segmentation. 
The advantages of the level set method over the classical snake 

Hand bone 

erosion 

   : Seed points 

Initial contour 
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method are that the curves break or merge naturally during an 
evolution process, and their topological changes are thus 
automatically handled.  

The level set method however doesn’t work well on images 
with noise. It often leads to either a complete breakdown or a 
premature termination in the curve evolution process, resulting 
in unsatisfactory results as shown in Fig. 4. This is because the 
speed function cannot properly detect the boundary and its 
detected boundary is dull even after filtering.  

To avoid a premature termination or a complete breakdown 
in the level set method, we propose a new modified level set 
method. Two points in the level set method are modified. The 
first point is on the filtering and the second point is on the 
speed function.   

In the standard level set method, the Gaussian filter is used 
for reducing noise. However, there is a high possibility that the 
image boundary becomes dull after applying the Gaussian filter. 
Therefore, the first modification point is that the Perona Malik 
Diffusion (PMD) filter [12] is employed to substitute the 
Gaussian filter. The PMD filter not only reduces noise but also 
effectively enhances the image boundaries.  

The second point is that the speed function of the level set 
method is modified to improve the motion of the level set 
contour. The modified speed function controls the motion of 
level set contour, and thus the zero level curve of the level set 
stops around the boundary areas and moves quickly in other 
areas.  

In hand bone radiographs, the bone boundary detection is 
very difficult because the pixel intensities of bones and other 
areas are similar in some parts, and the hand bone has non-
uniform illumination. To solve this problem, we employ an 
entropy method as a preprocessing, which is one of the texture 
analysis methods, to distinguish the hand bones and other areas.  

The effectiveness of the proposed method is verified 
through the experiments by applying it to the real hand bone 
radiographs. 

II. RHEUMATOID ARTHRITIS AND HAND BONE 

RADIOGRAPHS 

Arthritis is a general term used to describe more than 100 
chronic diseases of the joints, bones and muscles. One type of 
arthritis is Rheumatoid Arthritis (RA) which is a chronic 
inflammatory joint disease characterized by a distinctive 
pattern of bone and joint destruction.  

RA affects joints in hands, hips, spine, knees and feet. 
Commonly, the hand and wrist radiographs are a source of 
important clinical information with regard to very prevalent 
musculoskeletal diseases. 

X-ray or radiograph is the gold standard for an assessment 
of joint damage in RA. The hand bone radiograph of Fig. 1(a) 
is used not only for the initial diagnosis but also for the 
monitoring of disease progression and assessment of the 
therapeutic effect of various drugs. Fig. 1(b) shows the bone 
erosion which is caused as a result of RA.  

Radiographs depict the time-integrated cumulative record 
of joint damage. Its advantages are low costs, high availability, 
possibility of standardization together with blinded centralized 
reading, reasonable reproducibility, and existence of validated 
assessment methods. Furthermore, radiography is helpful in the 
differentiation of RA from other joint conditions including 
osteoarthritis, psoriatic arthritis and neoplasms [13]. 

III. IMAGE BOUNDARY DETECTION  

Image segmentation is a process of partitioning a digital 
image into multiple segments. Image segmentation is typically 
used to locate the objects and boundaries in images. The 
boundary of an image can provide valuable information for 
further image analysis and interpretation tasks.   

A boundary is a contour in the image plane that represents a 
change in pixel ownership from one object or surface to 
another [14]. Images are characterized by color, texture, and 
non-texture regions. Thus, boundaries can arise due to the 
adjacency of any of these regions in natural images.  

IV. TEXTURE ANALYSIS  

An image texture is a property that represents the surface 
and structure of an image. Generally speaking, the image 
texture can be defined as a regular repetition of an element or a 
pattern on a surface. The image texture is a complex visual 
pattern composed of entities or regions with sub-patterns with 
the characteristics of brightness, color, shape, size, etc.  

An image region has a constant texture if a set of its 
characteristics are constant, slowly changing or approximately 
periodic. The image texture can be regarded as a similarity 
grouping in an image. 

Texture analysis is a major step in texture classification, 
image segmentation and image shape identification. Image 
segmentation and shape identification are preprocessing steps 
for object recognition in an image [15].  

Texture analysis refers to a class of the mathematical 
procedures and models that characterize the spatial variations 
within imagery by means of extracting information.  

Approaches to the texture analysis are usually categorized 
into structural, statistical, model-based and transform methods. 
Feature extraction is the first stage of the image texture 
analysis. The results obtained from this stage are used for 
texture discrimination, texture classification or object shape 
determination. One of the feature extraction methods is a 
histogram based entropy method.    

The image is assumed as a function ),( yxf  of two space 

variables x  and ,y  where 1...,,1,0  Nx  and 

.1...,,1,0  My The function ),( yxf  can take discrete 

values of 110 G...,,, , which are the values of the intensity in 

the image.  

The intensity-level histogram is a function showing the 
number of pixels in the whole image, which is defined by: 
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Dividing the values )(ih by the total number of pixels in 

the image, one obtains the appropriate probability density of 
occurrence of the intensity levels as follows: 
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The entropy is defined by: 
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The entropy method is also often used for characterizing 
the image texture. 

V. ANISOTROPIC DIFFUSION FILTER  

The anisotropic diffusion filter was originally proposed by 
Perona and Malik [12] in order to preserve the edges of an 
image. The basic idea behind the Perona Malik Diffusion 
(PMD) process is to get an increasingly smoothed image 

),,( tyxu
 
from an original image ),,(0 yxu  indexed by a 

diffusion parameter t .  

This process can be interpreted as an image convolution by 
a Gaussian kernel ),,( tyxG with an increasing width as 

follows: 

).,,(*),(),,( 0 tyxGyxItyxI   (5) 

The anisotropic diffusion equation is defined by: 
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where  

)),,((),,( tyxIgtyxc   (7) 

is a diffusion coefficient. I  denotes a gradient of an 

image.  g  
refers to an edge stopping function, which is a 

decreasing function of the gradient of  an image.  

The initial condition is given by: 

,y,xI,y,xI )()0( 0  (8) 

and the discrete version of PMD is defined by: 

 (9) 

where  and  are the coordinates of the pixel of 

concern and its neighboring pixels, respectively.  is an  

intensity at  with an iteration count .n  represents the 

diffusion directions.  is the number of pixels in the 

neighboring area.   is a parameter.  

A monotonically decreasing function of the gradient of an 

image is usually adopted as  .g  The gradient of an image and 

the speed function are given by: 

 (10) 

and 

 (11) 

where K is a parameter which controls the strength of 
diffusion.  

 g  takes large values at the regions where the intensity 

gradients are low. On the contrary, it takes low values at the 
regions where the intensity gradients are high. 

VI. LEVEL SET METHOD 

The level set methods have been widely and successfully 
used for detecting image boundaries. The basic idea of the 
level set method is that the contour is represented by the zero 
level set of a higher dimensional function, called a level set 
function. The motion of the contour is formulated based on the 
evolution of the level set function.  

  Let us consider a dynamic parametric contour 

)),,(),,(( tsytsxC  the curve evolution of which is defined by: 

,/ NFtC   (12) 

where t  is a set point in time, s  is a curve parameter, N  is 

an inward normal vector to the curve .C  F is a speed function 

that controls the motion of the contour.  

The curve evolution of (12), in terms of a parameterized 
contour, can be converted to a level set formulation by 
embedding the dynamic contour C as the zero level set of a 

time dependent level set function ).,,( tyx   

Assuming that the embedding level set function   takes the 

negative values inside the zero level contour and the positive 
values outside, the inward normal vector can be expressed as 

,/  N  where   is a gradient operator. The curve 

evolution of (12) is then converted to: 
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,/   Ft  (13) 

which is referred to as a level set evolution equation.  

Curve evolution that is used by the level set )(x  is defined 

by:  

   
(14) 

where 
  is a dirac delta function and div  is a divergence 

operator. g  is a speed function which is given by: 

),*(1/(1 IGg   (15) 

where 
G is a Gaussian filter and I is an image [7]. 

VII. PROPOSED METHOD 

We modify the level set method and apply it for bone 
boundary detection in hand radiographs.  We further propose to 
employ an entropy method-based texture analysis as a 
preprocessing.  

This chapter is divided into two sections. Those are bone 
texture extraction and modified level set method.  

A. Bone Texture Extraction 

In the first step, the hand bone radiograph is cropped to get 
a region of concern as of Fig. 5. In the second step, the cropped 
radiograph is scanned as in Fig. 6 and the entropy is calculated 
for each window as follows: 

,))((log)(),(
255

0

2



k

kpkpjiE  
(16) 

where ),( jiE is an entropy evaluated at the center of the 

window.  

 

Fig. 5. The hand bone radiograph to be processed. 

  

Fig. 6. Scan of the cropped radiograph by using a moving window (raster 

scan). 

  

Fig. 7. The entropy of an image of Fig. 5. 

 

Fig. 8. The hand bone radiograph after applying  the erosion morphological 

operation to Fig. 5.  
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Fig. 9. The entropy of an image of Fig. 8. 

  

Fig. 10. The result after applying the PMD filter to Fig 9. 

 

Fig. 11. The result after applying the Gaussian filter to Fig 9. 

The window moves from the top left to the right, then in 
the next row, until the bottom right of an image. This is called 
a raster scanning. 

The entropy of an image of Fig. 5 is shown in Fig. 7.  From 
Fig. 7 it can be observed that the entropy can distinguish the 
bone areas and the other areas. The entropy has however a 
disadvantage that it makes the bones be connected to each 
other even if they are separated actually. To overcome this 
problem, it is recommended to employ the erosion morphology 
operation before the entropy of an image is evaluated.  

An erosion operation is one of the most basic 
morphological operations. It adds and/or removes pixels on the 
image boundaries. The number of pixels added and/or removed 
from the objects in an image depends on the size and the shape 
of the structuring element of the erosion morphology operation.  

 

 

Fig. 12. The values of the standard speed function for Fig. 10. 

 

   

Fig. 13. The values of the modified speed function for Fig. 10. 
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Fig. 14. Randomly given intial contour of the level set. 

A structuring element of it is a matrix consisting of only 0's 
and 1's that can have any arbitrary shape and size. The pixels 
with values of 1 define the neighborhood.   

In this paper, the 90 degrees line structure element is used. 
The length of the line is set to be 11. The result of the erosion 
morphology applied to Fig. 5 is shown in Fig 8, and the 
entropy of an image of Fig. 8 is shown in Fig. 9. Fig. 9 is used 
thereafter. 

B. Modified  Level Set Method 

In this section, the modified level set method is described, 
which is applied to the entropy of an image in section VII. A.  

The procedure of the modified level set method is 
summarized as follows: 

1) Apply the PMD filter to the entropy of an image to 

smooth it. This PMD filter substitutes the Gaussian filter in 

the standard level set method.  

2) Calculate the image gradient magnitude |),(| yxI . 

3) Normalize |),(| yxI  in range [0,1] as follows: 

.
|y,xI|min|y,xI|max

|y,xI|min|y,xI|
Gnorm

))(())((

))(()(




  (17) 

4) Calculate the modified speed function which is  defined 

by:  

,bGexpg norm )(
2

  (18) 

where b is a constant which controls the motion of the 

contour.  

5) Give the initial contour of the level set.  

6) Calculate the contour evolution by using (14). 

7) Calculate the new contour.   

8) Repeat steps (vi) and (vii) until it converges or the 

maximum number of iterations is reached. 

VIII. EXPERIMENTAL RESULTS 

The proposed method is applied to a set of the hand bone 
radiographs. In the experiments, four hand bone radiographs 
are used. The bone boundary results by the proposed method 
are compared with the boundaries manually detected by an 
experienced medical doctor. 

As described in chapter VII, Fig. 5 is the input image to be 
processed. Fig. 8 is obtained after applying the erosion 
morphological operation to Fig. 5. Finally Fig. 9 is obtained by 
computing the entropy of Fig. 8.  It is seen that Fig. 9 has 
uniform illumination and thus the bone areas and the other 
areas are softly distinguished. 

Figs. 10 and 11 show the entropy of an image after 
applying the PMD filter and the Gaussian filter to Fig. 9, 
respectively. It is seen that the PMD filter works better than the 
Gaussian filter.  

The values of the standard speed function and the values of 
the modified speed function for Fig. 10 are shown in Figs. 12 
and 13, respectively. It can be seen that the modified speed 
function clearly show the bone boundaries better than the 
standard speed function. The modified speed function can thus 
avoid a complete breakdown or a premature termination, while 
the standard speed function cannot. 

The parameters of the level set of (14) are empirically 
assigned as ,t 10Δ  ,1  ,t/. Δ20 ,5  and 5.1 . 

Fig. 14 shows the randomly given initial contour of the 
level set. The contour of the level set moves gradually with a 
speed function .g  The level set contour with zero level moves 

from outside to inside, because the level set function   has  

 

 

(a) 
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(b) 

Fig. 15. The bone boundary detection results for the left hand 

radiograph. (a) The left hand bone radiograph to be proccessed. (b) 

The red lines and the green lines show the boundaries detected by the 

proposed method and those manually detected by an experienced 

medical doctor, respectively. 

negative values inside the zero level set contour and 
positive values outside. 

The contour of the level set stops and converges on 
the boundary areas because the values of the speed 
function g on the boundary areas are close to 0.   

Fig. 15(a) and Fig. 16(a) show the radiographs for 
the left and right hands to be processed, respectively. 
Fig. 15(b) and Fig. 16(b) show the boundary detection 
results for each hand. It is seen from those results that 
the red lined boundaries manually detected by the 
proposed method are close to the green lined boundaries 
by an experienced medical doctor. The proposed method 

is efficient. 

 

(a) 

 

(b) 

Fig. 16. The bone boundary detection results for the right hand radiograph. 

(a) The right hand bone radiograph to be proccessed. (b) The red lines and the 

green lines show the boundaries detected by the proposed method and those 

manually detected by an experienced medical doctor, respectively. 

TABLE I.  NUMERICAL EVALUATION OF THE BONE BOUNDARY 

DETECTION RESULTS.  

   (Pixels) 

Data Hand Image size Hausdorff distance  

Data 1 
Left Hand 1539 x1543 34.9 

Right Hand 1500 x1481 38.7 

Data 2 
Left Hand 1347x1390 43.3 

Right Hand 1341x1384 42.0 

Data 3 
Left Hand 1437x1354 39.2 

Right Hand 1398x1330 40.6 

Data 4 
Left Hand 1449x1212 61.3 

Right Hand 1425x1386 58.5 

Average 44.8 

 

 

 
(a) 
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(b) 

 

  
 

(c) 

Fig. 17. One failed result of the bone boundary detection. (a) The entropy of 

the input image after applying the PMD filter. (b) The bone boundary detected 

by an experienced medical doctor. (c) The bone boundary detected by the 

proposed method. 

The bone boundary detection results are numerically 
evaluated by Hausdorff distance [16]. The Hausdorff distance 
between the two curves is defined as the maximum of the 
distance to the closest point between two curves as follows: 

,A,bdmax,B,admaxmaxB,Ae j
j

i
i

)})({)}({()(   
(19) 

where }{ 21 ma,...,a,aA   and }{ 21 mb,...,b,bB   represent 

the two curves. 
ia  and 

jb  are the ordered pairs of x  and y  

coordinates of a point on the curve.  )( B,ad i
 is the distance to 

the closest point for 
ia  to curve B  defined by: 

.abminB,ad ij
j

i )(  
(20) 

The numerical evaluations of the bone detection results by 
Hausdorff distance are given in Table 1.  The average of the 

Hausdorff distance between two curves is 44.8 pixels. Based 
on the definition of the Hausdorff distance, this means that the 
maximum error is 44.8 pixels.  

The proposed method could detect the bone boundaries 
quite well for almost all the images that were used. One failed 
result is shown in Fig. 17. It can be seen that the pixel 
intensities of the hand bone and the pixel intensities of the 
other areas are mostly similar in some parts. Fig. 17(a) shows 
the entropy of the input image after PMD filtering. Fig. 17(b) 
shows a hand bone boundary detected by an experienced 
medical doctor. Fig. 17(c) shows the bone boundary detected 
by the proposed method. Even for a case as difficult as this, the 
proposed method could somehow detect the bone boundary.   

IX. CONCLUSIONS 

We have proposed a modified level set method for an 
automatic detection of the bone boundaries in hand radiographs. 
The proposed method has shown a good detection performance.  

The proposed method however could not work well for 
some cases when the pixel intensities of the bone and those of 
the other areas are similar.   

In future works, the above problem needs to be further 
considered. We aim to develop a method which is robust to a 
variety of image intensities. Application of the present method 
to other practical cases and more comparative discussions with 
other techniques are left for the future studies.  
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Abstract—On purpose of improving the research in extension 

intelligence systems when the knowledge in hand is not sufficient, 

an intuition evidence model (IEM) based on human-computer 

cooperative is presented. From the initial intuition process space 

defined by the primitive experience, a series of interactive 

mapping learning systems (IMLS) with various reductive levels 

are created. For, each IELS, the rule sets with respective belief 

degree are induced and saved. The paper introduces cooperative 

mapping of intuition evidence and object hypothesesmethod to 

the criminal investigation, and poses a skeleton of cooperative 

reasoning. The paper views that the reliability of the cooperative 

reasoning depends on the human-computer interaction results. 

Simultaneously, choosing the case-cracking clue should be 

determined by comprehensive evaluations and self-learning of 

intuition-formal judgments are essentially needed. When 

applying the model to reasoning and decision making, one can 

match the intuition judge of the given object to the rule sets of 

relative nodes, and then draw the conclusion by using some kind 

of evaluation algorithm. A simple example on how to create and 

apply the model is give. 

Keywords—IDSS; EIDSS;intuition evidence; object hypotheses   

criminal investigation; cooperative reasoning 

I. INTRODUCTION 

Intelligent decision support systems (IDSS) are a method of 
intelligent system design. From the research achievements of 
IDSS in recent years, the original intention of researchers is 
that computers can substitute for the decision-making of 
human. However, to study the IDSS as an issue in computer 
science has hampered the system development. No matter in 
the aspects of knowledge selection, or in uncertain reasoning, 
though great research achievements have been obtained 
(especially the introduction of artificial neural network and 
fuzzy system provides many new tools for development of 
IDSS), few successful IDSS are available. Many scholars 
believe that the key to build IDSS is the selection of reasoning 
model and effective use of knowledge.  

Productivity in reasoning model of IDSS is low, reality is 
complex, and it usually takes a lot of trials to find a satisfactory 
mathematical description of the phenomenon under 
consideration. Due to this complexity, modeling has to be done 
by specialists who are required to speak three “languages”: the 
language of mathematics in which the model is originally 
described, a programming language or an input-output 
language to a standard package which is needed to solve the 
particular case, and the language of the user who is ignorant of 
these “internal representations”, presents his problem in “user-

terms” and also needed the relevant features of the model 
depicted via e.g. graphic means. After all that, the 
measurement-based model obtained can only be used for the 
particular situation and has to be adapted for a new application 
should relevant factors change. In most cases this means 
redoing the whole identification and estimation process. 

In fact, the effective reasoning mechanism of IDSS is 
cooperative reasoning approach, which combines intuition, 
knowledge and experience perfectly. However, traditional 
IDSS do not provide intuitive analysis capabilities for human, 
but instead rely on scenario evaluation as a means for 
developing solutions. What kinds of intellectual tasks do we 
have? Who is more intelligent or smarter: a scientist or a wood-
maker (human or machine), a metal-maker or a wood-maker? 
How to design an IDSS with intuitive learning as the most 
powerful intellectual function? What is intuition-learning? Can 
we design computer system with intuitive model? All these 
topics are subjects of discussion are research hot spots in recent 
years [1].  

In the research and development of Criminal Investigation 
Intelligent Decision Support Systems (CIIDSS) [2], it has been 
found that the formation of specific technique and method 
comes from the intuition and experience of people in dealing 
with routine duties, and this intuition and experience is 
nonlinear. In addition, knowledge and common sense are 
different from each other. Do all problems in reality correspond 
to some complete knowledge? Experiences in the field for 
different objects are obviously inconsistent. Accordingly, in the 
development of applied CIIDSS, the first thing is the self-
organization of crime knowledge system and the self-learning 
of the experience of the crime investigators.  

 We found that IRMPI of crime analysis is effective tools 
that they build CIIDSS [3]. In practice, detectives basing on 
properties resolution of the given case dream up mimetically, 
and then forming approximate mode image with primary case. 
Generally case, detective can‟t see the procedure of the case. 
Happened, persons can‟t see that prisoner do all the things on 
location. Only through mimetic reproduction, we can recognize 
and master its law of development and changing. So, that it 
accord with crime character and basic law is rush.  

The objective of this paper is to analyze virtual intuition-
learning environments of criminal analysis and to discuss a 
extension method for criminal investigation IDSS based on the 
theory of intuition reasoning, That is, Criminal Investigation 
EIDSS (Extension Intelligent decision support system).  
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The rest of this paper is organized as follows: In Section 2 
we give a Literature survey about CIIDSS. In Section 3 we 
describe the overall structure of the intuition learning 
mechanism. We also discuss in rather more detail the key 
modules and routines contained in cooperative reasoning. In 
Section 4 we demonstrate use of the interface in conducting the 
interactive learning system of criminal investigation. The final 
section 5 concludes the paper and points out further work.  

II. LITERATURE SURVEY 

A. CIIDSS Based on Knowledge, Intuition and Experience 

As is known, the classical IDSS did not try to build the 
intuitive model about human brains. But the various reflecting 
forms of human brains have strong intuitive characteristics [4]. 
In [Ref. 5], different people show different reflecting degrees. 
Therefore, the possible space of the intuition of the thing and 
the various reflecting forms of them in human brains is a multi-
input single-output system framework. In the selection of 
intuition characteristics, for any identification, the reasoning 
system must rely on the combination of multiple characteristics 
of the intuition, namely, the traits of an intuition and the 
existing condition and expansibility of a thing. Intuition 
reasoning process, composed of elements that are interrelated 
and mutually restricted, is a complicated phenomenon with 
multi-factors and layers. Accordingly, intuition concept space 
should be built from the viewpoint of the constitutive elements. 

The literature [6] shows that the criminal investigation 
work took intuition reasoning as the core. Under the condition 
that the criminal case has occurred, the investigator frequently 
applies the intuition experience, makes judgment on basis of 
the relevant information, and obtains new intuition judgment 
according to the known intuition concept, so that to further 
disclose the inside information of the crime. The reasoning 
mechanism in the IDSS should by no means be alienated from 
the intuition characteristics of investigation inference. The 
effective reasoning mechanism is cooperative reasoning 
approach, which combines intuition, knowledge and 
experience perfectly. In previous work, the investigators and 
judger themselves can gain limited direct information via 
senses.  

Sometimes, they can make intuitive judgment according to 
their own experience without which the investigating work 
cannot be carried out. In other words, there are full of 
hypotheses in the investigation of criminal cases. These 
hypotheses are not imaginations without foundation, but a 
comprehensive judgment via intuition by combining 
experience and knowledge. In more occasions, they, especially 
the judge, must conduct inference on basis of scientific theories 
and knowledge. The former is called experiential intuitive 
reasoning, and the latter knowledge reasoning. In the current 
expert system, the knowledge reasoning method is widely 
used. But knowledge in certain field is limited, and the 
reasoning model simply emphasizing knowledge has limitation 
for many practical problems.  

People‟s experience provides basic intelligence for solve 
many problems. When the recognitions are different, the basic 
intelligence is different as well. The tracing to the problem‟s 
conditions of the past can propose an experience set. In an 

artificial system, different people have different behaviors and 
stories, thus different experiences. Sometimes experiences are 
called a kind of recognitions; but as the level of recognition is 
different, the experience of the human is also different. The 
intelligence of the human is selected and decided by the 
experience of the human, and the reasonability of the 
experience‟s selection is also a meaningful question for 
discussion. 

B. Overview of Reasoning Technique 

     In previous work, the investigators and judger 
themselves can gain limited direct experience via senses. 
Sometimes, they can make judgment according to 
automatically generate crime scenarios from the available 
evidence. In other words, there are full of hypotheses in the 
investigation of criminal cases. These hypotheses are not 
imaginations without foundation, but a comprehensive 
judgment via intuition by combining experience and 
knowledge. In more occasions, they, especially the judger, 
must conduct inference on basis of scientific theories and 
knowledge. The goal of the CIIDSS described is to find the set 
of hypotheses that follow from crime scenarios that support the 
entire set of available evidence. This set of hypotheses can be 
defined as: 

)}())(

,(,:{

hSeS

EeSsHhHE

 


 

where EH is the set of all hypotheses (e.g. accident or 

murder, or any other important property of a crime scenario) S 
is the set of all consistent crime scenarios, our mini-stories in 
the example E is the set of all collected pieces of evidence (See 
figure 1). 

 

                                                                      Crime inference elements 
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                                                                     Truth Maintenance System  

 
 
 
 
 
 
 
 

 

Fig. 1. Basic Architecture of the model based reasoning for crime scenarios.  

In establishment of CIIDSS, we have discussed relevant 
issues of the selection of reasoning technique, that is, 
cooperative reasoning model [7]. Here, the key is the good 
combination of human intuition and computer, and what 
methodology should be adopted to reach the goal of criminal 
investigation and to fully unfold the trust intuition of the 
human. [Ref.8] research shows that Intuition Mapping Pattern 
Inversion (IMPI) is an effective thrust tool to construct this 
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intuition behavior. Here, let‟s first give a hypothesis that, in 
actual criminal investigation, the investigator conceives a 
simulation of a specific case by analysis of the case attributes, 
and constructs an intuitive simulated model approximate to the 
original case in the brain.  

Usually, it is impossible for the investigator to witness the 
entire process of the case. After the crime, people can 
experience the scene again, and only by intuitive simulative 
reconstruction can we learn and grasp its changing patterns. 
The occurrence of a case gives birth to the latent image of the 
specific criminal event in an intuition concept space. It is 
determined by the initial structure of the intuition 
characteristics of the criminal type. Here, the suspect 
relationship can be termed as initial image relationship of the 
brain, and the latent image of the criminal event from the scene 
is called image relationship. If the image can be determined by 
the intuition mapping relation, the initial image can be obtained 
by the image. And this initial image is the suspect of this case. 
This mechanism is called IMPI of criminal investigation. 

C. The Role of Intuition Learning 

[Ref. 9, 2008]describes the Intuition-learning Systems 
(ILS), also known as, Intuition Learning Networks (ILNs) are 
online learning venues that emphasize people-to-people (or 
human to machine) communication combined with traditional 
and/or intelligence-technology-delivered learning tools. 
Researchers and practitioners have long been concerned with 
three fundamental issues involving learning. The first issue 
involves what people intuition learning, that is, the identifiable 
knowledge and skills outcomes of learning from accumulated 
experience. The second issue involves the process of the 
intuition learning (i.e., just how do we learn?), what are the 
sequences of events and activities that cause or facilitate 
learning? The third issue is a more practical one and involves a 
technology for intuition learning (i.e., designing and building 
learning environments or learning machines to facilitate the 
learning process). The fundamental idea behind the concept of 
a technology for intuition learning is a simulated situation 
designed to create personal experiences for learners that serve 
to initiate their own process of inquiry and understanding. 

In fact, ILS is a Human-Machine Interaction System 
(HMIS) based on experience and intuition. What kinds of 
intellectual tasks do we have? Who is more intelligent or 
smarter: a scientist or a wood-maker (human or machine), a 
metal-maker or a wood-maker? How to design a intuition 
learning system with reasoning as the most powerful 
intellectual function? What is trusted intuition in learning 
process? Can we design decision system with trusted intuition? 
All these topics are subjects of discussion in recent years. The 
goal of these researches is to find active, productive may be not 
the best way to determine the starting position and some 
directions of intelligent learning system design. 

At present, most IDSS is designed manually based on past 
experience of their intuition. Since the number of possible 
intuition is very large for realistic applications of reasonable 
complexity, heuristics designed manually may not work well 
when applied in new problem instances. Further, there is no 
systematic method to evaluate the effectiveness of IDSS 
designed manually. For these reasons, an automated method for 

discovering the proper IDSS for a particular application is very 
desirable. This leads to the development of our system for 
automated learning of intuition [10]. 

III. CRIMINAL INVESTIGATION EIDSS 

A. Scenario Mapping Intuition Inversion 

Definition 3.1 Let ( , , )S A x  be a scenario structure 

system with target original image x  of unknown behavior, 
* * * *( , , )S A x  is a scenario pattern structure system with 

unknown behavior map. In the reasoning system of IDSS, if 
there exists a reversible and confirmable behavior scenario 
mapping  , then there exists a scenario mapping intuition 

inversion from target original behavior fields to scenario 
behavior fields, it is called scenario mapping and intuition 
inversion,  shorter form scenario mapping intuition 
inversion(SMII), namely: 

1* * *( , ) ( , )S x S x x x  

   .  

The basic framework of definition 1is shown in Figure 2: 
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Fig. 2. the Structure of MMII 

From Figure 2 it could be discovered that ( , )S x expresses 

a recognition problem with an unknown behavior object x , if 

we can seek out a reversible and shaping   for all such 

problems. Based on SMII, x can be determined (namely turned 

unknown x into known x ) ， ( , )S x is called SMII resoluble 

problem for , noted ( , ; )S x  . If adding the shaping method 

 ，then the resoluble problem can be expressed as

( , ; , )S x   . In fact, human brain, for a behavior pattern 

problem with complexity and uncertainty, undergo limited 
process of SMII, then form trust discrimination, it is shown in 
Figure 3: 
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Fig. 3. The study process of SMII 
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That is to say, the solution of original image x  with 

unknown behavior pattern is a process with n scenario 

mappings n ,,, 21   and n intuition inversion mappings

1

1

1

2

1 ,,,   n . Where,  is a shaping method, which 

makes sure the map 
*

nx  of behavior pattern from scenario map 

pattern structure
* *( , )n nS x . Therefore, the process of this study 

and recognition is called n steps SMII process depicted by 
SMII (n) namely, 

（SMII）(n)： 
1* * *( , ) ( , )n n nS x S x x x     .  

Where 121   nn ，
11

1

1

2

1

1

1 



  nn   . 

B. Learning Measurement of Experience-based Intuition  

Definition 3.2 Let S is the objects set of EIDSS, H is the 

set of all hypotheses, ( )E I  is the set of all intuition evidence, 

and there are two mapping, the intuition evidence mapping of 
the object and the hypotheses mapping of the object based on 
optimum and non-optimum, then without loss of generality, we 
have 

)}())((

)()((:{

shsIe

IEIeHhSD

eO

iE

 



 

where ( )oe I  (or )oe is called the evidence feature with 

trusted intuition, eh  is called the hypotheses based on evidence 

feature.[11] In the research of the intuition learning [6], we 
introduced the concept of intuition feature index, through 
which we can describe any evidence factor in the decision 
making and tell whether it belongs to optimum feature, non-
optimum feature as well as the degree optimum and non-
optimum at same time. According to quantitative expressions, 
we can give the following definition:   

Definition 3.3 Let 
1 2{ , , , }nS s s s be a objects set of 

EIDSS, 
2{ , , , }nH h h h be a hypotheses set, and there be a 

set of intuition evidence of optimum in evidence system

1{ , , }nE e e , then there be a mapping sIe O )( , 

she  where 

}:),{()(:)( SsEeseSIesIe iiiiOO   

}:),{(: SsHhshShsh ieiieiee   

[Ref.4] describes new analysis method of intuitive model, 
an implementation of our learning strategy. This system can 
learn high-performance intuitive model for its object 
application within given resource constraints, and can 
determine the scope of generality of the learned intuitive 
model. 

C. Cooperative Reasoning Model  

The auxiliary intuition evidence means the conjunction of 
the experience information and the similar objects information. 
Thus, the automatic reasoning system could be founded based 
on intuition learning in EIDSS. Primarily, the following two 
mappings are to be founded. If we represent the total collect 

with },,,{}),({ 21 neO ssshIeS  , when we input a 

series of Ssi  , we accordingly get the output of the function 

of the two mappings: evidence-to-make-sure eh , .Hhei 

Before making sure the two mappings‟ characteristics, we 
should divide the statistical object-evidence groups into trusted 
object-evidence groups and auxiliary groups. The principle 
depends on the amount of the information for identifying the 
evidence-to-make-sure. Let  

isP( |

)|(

)|(
)

es

es

i
N

N
h o  

to be the probability of the object is under the condition 

ih  , note: )|( esN is the number of the object choose under the 

condition of all the evidence, )|( oesN  is the number of the 

object choose under the condition of trusted the evidence. In 
addition,  

)}(,),(),({)( 21 nsPsPsPSP 
 

is the probability distribution of the object choose .is From 

the detected case database, we can get the relative collect of the 
intuition evidence and number them. For instance, regarding 
economical crimes, let the main evidences be

},,,{ 21 neeeE  , and then we can go on reasoning 

following a certain regulations. 

For instance, in the case analysis, a certain case has 20 

intuition evidences and eh has 15. With the above method, to 

calculate how each intuition evidences ie affects a certain 

hypotheses eh i.e. membership function )( eh , we find the 

hypotheses choose matrix )( ehM (row 20, line 15), store it 

into the computer. This is the second type mapping 
characteristics, give a certain input of this mapping, we get a 

corresponding she  output. Consider the fact that the 

number of the intuition evidences },,,{ 2021 eeeE   is 

large, the trusted hypotheses region is },,,{ 1521 hhhH  , 

when make a hypotheses choose, one couldn‟t get the details of 
the 20 evidences simultaneously, but only some of them, i.e. a 

series of hypotheses },,,{ 1521 hhhH  . Thereafter, it‟s not 

easy to work out the problem with formulas;  
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we change to follow the principle of maximum membership, 

)( eh Max { }15,,2,1),( ihei is the given output and 

the input of the trusted objects is . 

When to recognize a crime, the given information may be 
not unanimous, so as to computer may find difficult to tell it 
apart. To solve the problem and enable the computer to reason 
automatically and find the most valuable intuition evidences, 
then use the man-computer system to go on with the judgment. 
Automatic checking function: When input a series of 

hypotheses )(),( 201 ee hh   , if the computer reads  

)( eh Max { }20,,2,1),( jAokv
 ,  

 

let 

)(
)(

)(min)(max
ji

h

hh

e

ejei








 , 

 

If  <   should be adjusted, here    is the region value,

10   .the affirming method could be as following: 

Choose a group of cases from the material (the more the better, 
and not necessarily typical ones, and the intuition evidences are 

not complete), i.e. each case‟s evidence ie  and each is 

hypotheses ih known. Input ie  to the computer, we can find 

the corresponding value  (0< <1). Choose λ, for a certain 

section ),(  ii , find the statistical number Ni, and design 

the total number to be ,)|( oesN  let 

)|(

)|(
)(

es

es

ii
N

N
P o   

be a corresponding section‟s ),(  ii judging probability, 

with its distribution we can find the distributions function: 

}{}{)( ii qPPF
i

 





 

Choose the judgment rate α, then the threshold value is 







}{)( iqPF
i

 

As a matter of fact, the key of founding the system of fuzzy 
automatic crime detect reasoning is to make good use of the 
cooperative reasoning principle. However, it requires good 
man-computer functions. Meanwhile, the statistical 
information function is also needed. The studies and practices 
show that, the using of cooperative reasoning principle 
combining fuzzy automatic reasoning surely has a promising 
future. [12] 

IV. REALIZATION OF CRIMINAL INVESTIGATION EIDSS 

A. Selection and Establishment of Cooperative Relational 

Database 

The key to develop the criminal investigation EIDSS is to 
make it operable, so that to satisfy the practical needs of real 
criminal investigation. Accordingly, the application of 
evidence-hypotheses combined with cooperative reasoning in 
the investigation EIDSS is realized as follows. 

Build knowledge base of criminal attributes, relational 
database of criminal cases and rule base of case solving 
experience in the computer. These three bases are both 
independent information sources and interrelated organic 
whole, which can be called cooperative relational base. 
Knowledge base of criminal attributes selects all the 
characteristic expressions of the social crime attributes. It is 
written into the attribute base in the form of IF AND THEN. 
Relational database of criminal cases selects the occurrences 
and solving processes of all criminal cases. It is stored in the 
computer in the form of data warehouse. Experience rule base 
selects empirical analysis of various cases and it is stored in the 
computer in the form of human-computer interaction. [13] 

The above discussion reveals that cooperative relationship 
principle actually accomplishes a kind of reasoning. And the 
way of this reasoning should conform to the human thinking. 
Previous researches on AI have made efforts to enable the 
computer to make decisions like human beings with the 
assistance of certain algorithms, which has been the goal of 
research in this field. But the results have been unsatisfying. In 
the decision making of actual investigation, with certain and 
limited information, the investigators try to find out the case-
solving clues by intuition. Previous works show that intuitive 
reasoning for decision making is actually a Similarity 
Inference, which is the repetitive mapping of the nerve 
stimulus inherent in human brain, and finds the fixed point of 
the suspect system from judgement of the disordered 
information by finite self-organization and self-learning. Thus, 
obtain the ordered objective initial image by self-organizing 
process of the relationship mapping, that is, build expressions 
of various relational matrixes, and find the characteristics of 
criminal attributes from in the scene information, and then find 
out the range of possibility of the criminal suspect. And 
determine the criminal suspect according to the additional 
particular information of the criminal scene. [14] 

B. Cooperative Mapping of Crime Investigation EIDSS, 

In establishment of investigation EIDSS, we have discussed 
relevant issues of the cooperative mapping of intuition 
evidence and object hypotheses. Here, the key is the good 
combination of human and computer, and what methodology 
should be adopted to reach the goal of criminal investigation 
and to fully unfold the intellectual behavior of the EIDSS. 
Research shows that cooperative mapping is an effective thrust 
tool to construct this intellectual behavior. Here, let‟s first give 
a set of object hypotheses that, in actual criminal investigation 
reasoning, the investigator conceives a simulation of a specific 
case by analysis of the case attributes, and constructs a 
simulated model approximate to the original case.  
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Usually, it is impossible for the investigator to witness the 
entire process of the case. After the crime, people can 
experience the scene again, and only by simulative 
reconstruction can we learn and grasp its changing patterns. 
The occurrence of a case gives birth to the latent image of the 
specific criminal event in a certain space. It is determined by 
the evidence structure of the criminal type. Here, the 
hypotheses relationship can be termed as evidence relationship, 
and the latent image of the criminal event from the scene is 
called image relationship. If the hypotheses can be determined 
by the two mapping relation, the object can be obtained by the 
hypotheses. And this crime object is the trusted hypotheses of 
this case. This mechanism is called extension reasoning of 
criminal investigation.[15] Abstraction of this principle can be 
described as follows: 

Let R denotes the relationship structure of intuition 
evidence of a group of criminal object, which includes the 

criminal object CS to be determined. If )()( esIe O   

denotes a kind of mapping, then the intuition evidence 
relationship structure R* of the criminal behavior can be 

determined by )()( esIe O  , which, of course, comprises 

the hypotheses ih  of the unknown criminal object CS . If 

hypotheses ih can be decided, then the corresponding CS  can 

be decided by e ch s . This is the basic framework of EIDSS 

of criminal investigation (Figure 2). 

 

 

 

 
 

 

 

 

 

Fig. 4. The basic framework of cooperative mapping 

The main construction within system of crime relation lies 
in case cracking: the intuition evidence and hypotheses -to-
make-sure, and can think from evidence to the decision type is 
the constancy of the two mappings the initial evidence and 
object mapping. 

For real EIDSS, the mapping and inversion have plentiful 
contents. The cooperative reasoning rule based on criminal 
investigation knowledge and experience is the product of the 
combination of human and computer. Its formation process 
might as well be regarded as mapping accomplished by the 
human-computer interaction. Thus, the result of cooperative 
reasoning based on knowledge and experience is the image of 
the initial image of the suspect system. Inversely mapping the 
results of cooperative reasoning to the suspect system, the 
criminal suspect can be determined. This is called mapping 
inversion process in the expert system. 

C. Criminal Knowledge management Bseed on  Intuition 

Learning 

In order to evaluate the usefulness and the usability of the 
extended intelligence in a crime case setting, we conducted a 
study to determine the feasibility of this intelligence analysis 
tool in real criminal investigations. 

First, the general area of the knowledge management of the 
cooperative mapping has attracted an enormous amount of 
attention in recent years. Although it has been variously 
defined, it is evident that knowledge management exists at the 
enterprise level and is quite distinct from mere intuition 
learning information. Also apparent in this area are the 
challenges that knowledge management poses to an 
organization. In addition to being difficult to manage, 
knowledge traditionally has been stored on paper or in the 
minds of people. The cooperative mapping problems facing 
many firms stem from barriers to access and utilization 
resulting from the content and format of intuition learning 
information. These problems make knowledge management 
acquisition and interpretation a complex and daunting process. 
Nevertheless, the extension decision technologies of 
knowledge management have been developed for a number of 
different applications, such as virtual enterprising, joint 
ventures, and aerospace engineering. 

The same problems of knowledge management exist at the 
specialized organizations of police department. Many record 
management systems for crime control agencies contain a large 
amount of data for each case or incident, but although data may 
be available, they are not available in a form that makes them 
useful for higher level processing. A basic task for detectives 
and crime analysts at Dalian Police Department (DPD) is to 
create knowledge from cooperation mapping. In this case, the 
information of cooperative mapping is made up of 
approximately 1.5 million criminal case reports, containing 
details from criminal events dating back to 2013.  Tacit 
knowledge has also been described as the means through which 
new knowledge of cooperative mapping is generated as well as 
the practical knowledge used to perform a task. It is tacit 
knowledge that is used as investigators try to tie together 
information to solve cases and crimes. This ability to combine 
information to create knowledge is often hampered by the 
amount of information that exists. 

The purpose of this paper is to explore the development of 
cooperative mapping  knowledge system (CMKS) based on 
intuition learning that can provide the functionality of 
extension intelligence analysis that currently does not exist in 
the CMKS. This system is designed to serve as a type of 
extension knowledge detectives and has been evaluated in a 
real life context. Its findings also are discussed. 

V. CONCLUSION 

From this pilot study, we conclude that the use of 
cooperative mapping as a criminal investigation reasoning and 
intelligence analysis tool in a law enforcement environment is 
quite promising.  
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This paper discusses the critical issues in establishment of 
EIDSS based on cooperative mapping that should be paid 
attention to through practice of criminal investigation work. 
The development of the extension intelligent analysis system 
must be grounded on identification, otherwise this work is of 
little significance or value. Simultaneously, the intuitive 
reasoning should be distinguished from experiential and 
intuition reasoning. For different cases, experiential reasoning 
is variable. Only by combining the two together with intuition 
to reach cooperative mapping can they possibly play their roles 
in reality. As a matter of fact, the key of founding the system of 
extension automatic crime detects reasoning is to make good 
use of the EIDSS. However, it requires good man-computer 
functions. Meanwhile, the statistical intuition learning function 
is also needed. 

In future work, the method presented here will be expanded 
upon. Firstly, the representation formalisms employed to 
describe states and events in intuitive process of criminal 
investigation will be elaborated. As described earlier, the 
intuitionistic fuzzy set of states and events that constitute a 
scenario are restricted by the consistency requirements. This 
paper introduced a generic means to represent when 
inconsistencies occur and to prevent inconsistent experience 
and knowledge from being considered when hypotheses are 
generated and evidence collection strategies are constructed. 
When reasoning about related events that take place over 
experience and intuition, the experience process of the intuition 
are an important source of such inconsistencies. To avoid 
overcomplicating this paper, the important issues of knowledge 
and intuition reasoning were not considered, but will be 
addressed in future work. Secondly, methods are under 
development to assess the relative likelihoods of alternative 
learning system. Several methods to expand the intuition 
entropy based decision making techniques employed by model 
based intuitionistic fuzzy diagnosis techniques have been 
presented in other papers. 
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Abstract—The use of the Learning Management Systems
(LMS) has been increased. It is desirable to access multiple
learning objects that are managed by Learning Management
Systems. The diversity of LMS allow us to consider them as
heterogeneous systems; each ones with their own interface to
manage the provided functionality. These interfaces can be Web
services or calls to remote objects. The functionalities offered by
LMS depend on their user roles. A solution to integrate diverse
heterogeneous platforms is based on a middleware architecture.
In this paper, a middleware architecture is presented to inte-
grate different Learning Management Systems. Furthermore, an
implementation of the proposed middleware is presented. This
implementation integrates two different Learning Management
Systems, using Web services and XML-RPC protocols to access
student-role users capabilities. The result is a transparent layer
that provides access to LMS contents.

Keywords—Middleware; Learning Management Systems; Ap-
plication Program Interface

I. INTRODUCTION

The use of the Learning Management Systems (LMS) has
been increased in academic and business communities. These
systems are used as auxiliary tools for courses, workshops and
training[1] [2]. In [1], the authors refer to the LMS as an
emerging technology in education. Among the most popular
LMS it can be mentioned Moodle, Blackboard, Claroline,
Chamilo, Olat, Sakai, Dokeos, eCollege, Angel and KEWL.

There are diverse LMS, each ones with their particular
functionalities [3]. Each LMS define their own user roles.
Each role has its own set of features and access methods. The
most common user roles are administrator, student and teacher.
The administrator manages user accounts and courses, and set
permissions for use and gives access to resources of the LMS.
A student may enroll in courses; accessing the learning objects
associated with these courses. In addition, the student can
perform tasks like using forums, chat rooms, video conference
or solve exercises and exams. Teachers can update learning
objects (such as course materials, videos, etc), enroll students
in courses and apply evaluations.

The report [1], also indicates that mobile devices are being
adopted in education as means of access to online courses.
When trying to access the LMS from a tablet, there are several
issues. These issues include: poor usability user interfaces
to access unsuitable for tablet; the diversity of mechanisms
of interaction via internet; heterogeneity of the features of
the LMS, and the type of Application Programming Interface
(API) offered.

Some studies suggest using a repository of learning objects
that can be accessed by different LMS, such as [4] [5]. Other
authors suggest the use of ontologies for handling semantic
Web [6]. But the problem of access on mobile devices is not
solved. One solution is to use a middleware to integrate a
set of basic features of the LMS. This type of solution has
been successfully used to solve problems in heterogeneous
environments, such as travel agencies, where various services
are integrated such as: selling air tickets, car rental and hotel
reservations.

In this paper, a middleware architecture is presented to
integrate several LMS. This architecture contains components
and APIs. This middleware allows a client to connect to
various LMS through a software layer. Furthermore, an imple-
mentation of the middleware is presented. Web services and
protocols based on XML-RPC are used, so that the middleware
can interact with various LMS.

This paper is divided in five parts, the first section gives the
introductory remarks about LMS and middleware systems, the
second part shows the related work, the third part presents the
proposed middleware architecture, the fourth part presents a
prototype implementing the proposed architecture and the last
section discuss the results obtained, the conclusion and future
work.

II. INTRODUCTORY REMARKS

A. Learning Management Systems

A Learning Management System [7] can be defined as software
installed in a server used to manage, distribute and control
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distance learning activities of an organization. The main func-
tions of the LMS are: Manage users, resources, materials
and learning activities as well as manage access, reporting
and manage communication services as discussion forums and
video conferences to name a few.

It can be identified two types of LMS[8]: Open Source and
Private.

Private LMS are mainly used by companies to manage and
keep track of employees through staff training. Advantages
of these are: support greater amount of users and courses;
more information can be obtained from this platforms; new
functionalities and extra reports can be requested. The main
disadvantage is that these systems are very expensive. Ex-
amples of these platforms are: Blackboard, Desire2Learn,
Saba Learning, iLearning, Aulapp, Catedr@, eCollege, Fronter,
SidWeb, WebC and WebClass to name a few [3].

Open Source LMS are mainly used at school level to
reinforce the basic knowledge as well as keep track of the
students. The main advantages of these systems are theme
modification and customization of the platform. The main
disadvantage of these systems is that they do not have enough
documentation or support to make some modifications. Exam-
ples of these platforms are: Moodle, Sakai, Chamilo, Docebo,
ILIAS, ATutor, Claroline, DaVinci LMS and SWAD to name
a few [3].

B. Middleware

A middleware is a distributed programming layer that provides
programming abstraction as well as masking of underlying
layers such as networks, operating systems, programming
languages and hardware. It helps significantly when develop-
ing distributed applications. Any middleware works with the
differences among operative systems and hardware [9] [10].

Within the general architectural model of a distributed
application, a middleware layer uses message-based protocols
between processes to provide higher-level abstractions such as
remote invocations and events[9]. A middleware provides these
features [11]:

• Location transparency: A client executing processes
is not capable of distinguish if it is executing locally
or remote.

• Communication protocols independence: The proto-
cols giving support to the abstractions of the middle-
ware are independent of the protocols of underlying
transport.

• Hardware independence: Components of the dis-
tributed system can interact in a proper way indepen-
dently of the platform executing the process.

• Operative systems independence: Abstractions at
higher-level provided by the middleware are indepen-
dent of the underlying operative systems.

• Use of several programming languages: Different
middleware are designed to allow that distributed
applications can be written beyond one programming
language. This can be achieved using an Interface
Definition Language (IDL).

There are different types of middleware[12] [13] [14]:

• Message oriented. Based under the concept of mes-
sage interception, supports communication between
distributed components through message passing.
Components can communicate one on one through
publication and subscription of data using the global
name space. Communication is asynchronous. It is
particularly ideal to implement event notification-
based as well as publish/subscribe paradigm-based
distributed architectures.

• Object oriented. Based on Object Broker. Uses the
concepts of object oriented programming for the de-
sign and implementation of the middleware. Allows
independence of each component distribution and the
interaction of each component is defined by interfaces.
Scalability of this type of middleware is limited.

• Transaction oriented. Based on transaction monitor-
ing. Uses the Two-Phases Commit protocol to support
distributed transaction. Simplifies the development of
a transactional distributed system. However, it causes
a unwanted overhead if it is not necessary the use of
transactions.

• Service oriented. Based on Service Oriented Architec-
ture (SOA), which is a computing paradigm that uses
services as main elements to support fast development,
low cost and easy composing of distributed appli-
cations. A middleware based on this paradigm must
show services and manage them through three key
components: name service provider, service requester
and register. Particularly, provides enough support to
service providers so they can show the services and
allows to publish their presence in the registry so that
the service requesters can find and use the services.

III. RELATED WORK

Nowadays the are some LMS trying to adapt their features
towards mobile devices through the development of specific
applications for a mobile device platform as well as the use
of rich-client architectures to adapt the interface in the mobile
device. Some works are mentioned below:

Mobile application developers bound the development of
these for one or two platforms given their proliferation due
there is no execution support in multiple platforms. A solution
is developing web-based applications but there are drawbacks
such as adaptability, server overloads and low use of the mobile
capacities. A middleware-based architecture can solve the
mobile applications requirements through the implementation
of rich-client applications in order to manage the differences
in heterogeneous platforms [15].

Moodle Mobile project (MM) is an application of Moodle
for mobiles based on technologies such as HTML5 that basi-
cally is a web client using REST as protocol to obtain and send
information to Moodle in the server [16]. The layer is created
using HTML5 and CSS3 while interaction with mobiles is
provided by Phonegap and uses jQuery for DOM manipulation.
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The only feature that all the mobile platforms share is that
they have a browser, which is accessible from native code.
Each platform allows to instantiate a browser and interact with
a Javascript interface from native code[17].

A developer can use different methods to write mobile
applications: HTML5, native and cross-platform applications
and give solutions to interfaces for different LMS with their
own frameworks [8].

The proposal of extending Moodle services [18] towards
mobile devices describes a way to integrate mobile devices and
educative applications with the LMS Moodle through the use
of web services, proposing a set of open specifications of web
services to integrate external mobile applications with Moodle.

IV. MIDDLEWARE ARCHITECTURE

Within this work is presented a proposal of the design of a
middleware-based architecture capable of integrate different
LMS and manage a set of student role functionalities.

From a functional analysis in different LMS were identified
the main student role functionalities which are implemented in
all LMS. These functionalities are:

• Student registry.

• List of courses of all LMS connected to the middle-
ware.

• Course enrollment.

• User autentication in the middleware.

• Show student profile.

• Edit student profile.

The middleware encapsulates these functionalities of the
LMS reaching an heterogeneity grade among them.

The proposed architecture is shown in figure 1, is weakly-
coupled-based and the middle layer is a service oriented
middleware. The middleware layer implements the student role
functionalities through the interface LMSMiddlewareAPI, and
publish a service so the client applications (rich-client) can
execute in a remote way these functionalities. The middleware
API, together with the methods of DAO component manage the
registry, update and obtain data of the users registered in the
middleware database. The middleware’s LMSAPI component
implements methods that manage the access to the LMS as
well as functions such as: list courses, course enrollment and
obtaining educative contents from the LMS connected to the
middleware.

A. Rich-client

In the previous architecture it is showed a rich-client layer
on the top, which represents web browser clients connected
to the middleware through HTTP requests. A rich-client ap-
plication allows the interface to be adapted dynamically to
different devices such as: smartphones, tablets, laptops or
desktop computers. Besides, is independent of the device
platform, hardware or operative system. Therefore a rich-client
application allows the management of different platforms and

Fig. 1: General design of middleware-based architecture for
integrating Learning Management Systems.

provides support to show the information of the LMS in a
proper way. Together with a middleware-based architecture is
possible to create an open system. The rich-client has different
modules that a student-role user can use to access data from
different LMS. These modules are:

• Login. Grants access to the system. This module
validates the user in the middleware database.

• User registry. Adds a user in the middleware database.
Requested fields are: Name, last name, user name,
password, city, country and e-mail. These data are
essential to register a student in the LMS.

• List of courses. Show the courses of the LMS con-
nected to the middleware.

• Show user profile. Show the current data of the user.

• Edit user profile. Show an application form to modify
the information of the user in the middleware database.
If the user is registered in one or more LMS the
information is updated in each LMS database.

• Course Detail. Show the contents of the selected
course. In this module is presented the option of
course enrollment. The middleware database contains
the information of users subscribed to the course. For
users enrolled in the course it is showed a leyend that
says ”you actually are registered to this course”.

B. Controller

The rich-client controller component allows the interaction be-
tween the middleware and the rich-client layers. It encapsulates
functions that make dynamically the rich-client presentation.
At this component level it must be programmed the invoca-
tions towards middleware functions. To communicate with the
middleware layer, the component must: know the location of
the middleware (this is reached parameterizing important data
such as: IP, port and name service); having implemented a
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communication protocol to call middleware remote procedures
(RPC, XML-RPC, RMI).

C. LMSMiddlewareAPI

Every middleware in any distributed system needs a pro-
gramming interface (API) that allows the communication with
the upper and lower layers of this component. According with
[19], a proper API design for the application must be small
and sufficient, it means, it must not implement unnecessary
functions. Also, the methods names must describe clearly the
function they accomplish. Following these statutes, we have
designed a proper API for the middleware of our arquitecture
which allows the communication with the rich-client. The de-
sign of this API is based on the functional analysis previously
mentioned where there were presented the main functionalities
that were looking for encapsulate. The methods that conform
this API are shown below:

• lms validateAndObtainUser: Validates the existence
of the user from a given user name and password,
if it exists the method returns the user.
Parameters:
String : username
String : password

• lms registerUser: Registers a user in the database, if
it exists returns the user id.
Parameters:
Associative Array : new user

• lms updateUser: Updates the information of the user
in the database without considering the username. If
the user exist in the LMS the information is updated
in the LMS as well.
Parameters:
Associative Array : user

• lms obtainUserByUsername: Obtains a user from the
database given a username.
Parameters:
String : username

• lms listCourses: List all the courses contained in all
LMS connected to the middleware. If there is not
a LMS connected to the middleware a void list is
returned.
Parameters:
None

• lms obtainCompleteCourse: Obtain the general con-
tents of the course from the LMS.
Parameters:
Associative Array : Course

• lms isRegisteredToACourse: Verifies if the user is reg-
istered in a given course.
Parameters:
int : idUser
Associative Array : Course

• lms subscribeToCourse: Subscribe the user in the
course. Indeed adds a registry of the subscription in
the middleware database. If the user is not enrolled in
the LMS course, it makes the enrollment in the LMS

course.
Parameters:
Associative Array : user
Associative Array : Course

To try to standardize the data type and can be used indepen-
dently of the communication protocol, there were used native
data types for object oriented languages. In some functions,
is used a data type named Associative Array, that use named
keys assigned to a value. This array can be used in many object
oriented languages, for example in PHP, or in Java this arrays
are known as Map data type.

The middleware must publish these methods as a service
so they can be accessed. The rich-client controller can com-
municate with the middleware invoking the methods of this
API through a remote communication protocol such as RPC,
RMI, XML-RPC and SOAP to name a few.

D. Middleware Database

The database in the middleware layer store information linked
to the users that access through the rich-client as well as
information of the LMS located in the lowest layer of the
architecture. Besides it is stored information that involves users
with courses. The communication with the database is achieved
through the DAO layer within the middleware which is invoked
directly from the methods of the LMSMiddlewareAPI compo-
nent. The methods of DAO allow the update and insertion of
user data and information linked to the courses.

E. LMSAPI

Although there is an API for communicating the upper layers
of the middleware (towards rich-client) there must exist an API
in charge of communicate the lower layers (towards LMS).
LMSAPI function is to communicate the middleware with the
LMS platforms, implementing necessary methods that invoke
the required functions of these platforms. Due to the existence
of the LMS heterogeneity as showed in the figure, it must
exist a dedicated component that implements the methods calls
for each LMS. For this, it can be useful the public APIs
of the LMS in the case there is documentation of the APIs.
The programming can change depending of the way the LMS
publish their services, the type of communication required and
the data type requested in the input and output parameters.
Now is presented the methods of the LMSAPI component
which must be implemented in each LMSN API:

• registerUser.

• updateUser.

• obtainUser.

• listCourses.

• courseEnrollment.

• obtainCompleteCourse.

These methods represent the basic functionalities of the
LMS for student-role users and are invoked from the methods
of the LMSMiddlewareAPI component. These functionalities
invoke propietary methods of the APIs from the LMS.
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F. Types of objects

With the purpose of a better information management in the
application programming, the middleware layer can encapsu-
late own data of entities in objects as data types. These data
types are LMS, User and Course.

The User data are used to encapsulate information provided
from the rich-client and from LMS, to store them into the
middleware database. The LMS data was used to encapsu-
late information provided from the database and are used in
methods that access the LMS. The Course data are used to
encapsulate information provided by the LMS and send them
to the rich-client.

The LMS attributes are in general: id; name/type; url;
username/password (administrator); web service name, to-
ken/secret key.

The attributes of a course are: id; idLMS; category id;
course name; course short name; description; contents and start
date.

V. PROTOTYPE

The prototype presented in this work consists in the develop-
ment of an application within the middleware-based architec-
ture presented in the previous section. The specific architecture
for this prototype is shown in figure 2.

Fig. 2: Specific architecture for prototype application.

The prototype was developed with HTML5 and PHP for the
rich-client layer and PHP language was used for developing the
middleware layer. The type of communication between rich-
client and the middleware is through XML-RPC protocol, used
to achieve remote communications and create web services. It
is important to mention that for operation of the XML-RPC
for PHP it is necessary to have three libraries: xmlrpc.inc,
xmlrpcs.inc and xmlrpc wrappers.inc. The rich-client must
know the location of the published services by the middleware.
This information is provided by the configuration file conf.php
of the rich-client. Also, the middleware must know the location
of the LMS. This information is stored in the middleware
database.

The LMS used to verify the middleware functionality in
this prototype were Moodle and Chamilo. As shown in figure
2, the remote interaction between the middleware and the LMS
layers is through web services. Moodle and Chamilo were
installed in different servers with the purpose to prove the
transparency at location level. Analogous, the middleware was
set in a different server.

The middleware needs to know the location of the LMS in
order to obtain the information of these. Also, it is necessary
to authenticate in a remote way for this to be possible. During
the development of this prototype it was not possible to find
a standard way to access different LMS. The information of
authentication used for Moodle and Chamilo differs and must
be stored in the database for being used by the middleware.
Here is presented the authentication way to access contents of
both Moodle and Chamilo.

A. MoodleAPI

In order to access the functionalities in Moodle is necessary
to have a token which is a key that grants permissions to a
user to access and use the functionalities of the web services.
Moodle has implemented functions to obtain a token. In this
way, the middleware can access the functions of Moodle.
To achieve this in real time, in Moodle were created a user
with permissions to generate tokens from a HTTP calls which
must contain as parameters the username and password of
the user who has the permissions to generate the token. This
information is important to the middleware so it must be
stored in the database. With the token, the middleware calls
the functions of Moodle through public web services using
REST, concatenating the token with the name of the required
function. The functions of the web services used were:

• core user create users. This function allows the cre-
ation of one or more users in Moodle.

• core course get courses. This function obtain a list
of courses in Moodle.

• core user get users by field. This function obtain
user data given a username.

• core course get contents. This function obtains the
contents of one or more courses available in Moodle.

• enrol manual enrol users. This function enrolls one
or more users in a given course.

B. ChamiloAPI

Chamilo web service uses SOAP as communication protocol
so it is necessary to create a client that communicates with
Chamilo through SOAP objects. To achieve the connection
it is necessary to know the secret key of Chamilo, which
is a string of encrypted characters that grants access to the
web service methods. The secret key is part of the parameters
in the SOAP calls for Chamilo. This secret key can not be
generated in real time as the token in Moodle, exist within
the configuration file config.php in the file system of Chamilo
and can be modified by the administrator of Chamilo. For this
prototype the secret key of the installation of Chamilo was
used in the middleware to access the functions. The functions
of the web service of Chamilo are described below:
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• WSCreateUserPasswordCrypted. This function creates
a user but the password must be encrypted with sha1
method.

• WSCMUser.find id user. This function returns the
user data given a username and password.

• WSListCourses. This function search and list all the
courses available in Chamilo.

• WSCourse.SubscribeUserToCourse. This function en-
rolls a user into a given course available in Chamilo.

• WSCourse.GetCourseDescriptions. This function ob-
tains the description of a specific course available in
Chamilo.

VI. CONCLUSION

From the prototype presented, it is suggested that the design
of a middleware-based architecture is a factible option to
achieve the integration of different LMS platforms and create
a cross-platform system between LMS. In this architecture
is proposed that the encapsulated functionalities of the LMS
in the middleware layer must be used as services which are
available anytime as well as consumed by the clients when
required. It means that the information is obtained under
demand. For this reason the middleware has a weakly-coupled
architecture. This type of architecture is used when modules or
layers of a system are independent among them and interact
when it is necessary. Weakly-coupled architectures are used
in service oriented systems. This middleware encapsulates
functions and publish them as services, so the middleware is
service oriented. Besides, encapsulates the general information
provided by the LMS and the rich-client in object types that
are used to manage data, beyond learning objects. Internally,
the middleware works under an object oriented scheme.

Also some LMS publish their services to access contents
in a remote way. To use this services, there is an authentication
way that varies depending on the LMS. In the prototype, the
objective was to integrate Moodle and Chamilo. Web services
of Moodle and Chamilo were used and both differ in their
access way, as an example Moodle uses tokens generated by
users while Chamilo uses a static private key. The middleware
is in charge of hide the access types to the users that obtain the
contents of the LMS through the rich-client. More over not all
Open source LMS have web services to access remotely. Open
source LMS have an API that is used locally to deploy their
contents. A strategy to incorporate them into the architecture
is to create an associated web service to the middleware
that implements a set of methods which invokes the local
API functions of the LMS. The web service serves as a link
between the middleware and the LMS. The prototype uses this
strategy implementing the XML-RPC protocol.

As future work, the above strategy might be implemented,
besides supplementing the current middleware. In the proto-
type there were used only two Open source LMS, Moodle
and Chamilo. To supplement the middleware functionality it
is possible to extend the prototype implementation with the
LMS, not only for open source but privates too. In the case of
private LMS it must be identified if it counts with a web service
that can be useful to link it with the middleware. Otherwise,

´

˜

it must be explored if it is a factible strategy to create a web
service for this type of LMS.

ACKNOWLEDGMENT

The authors would like to thank Instituto Politecnico Na-
cional, SIP-IPN, SEPI-ESCOM, CINVESTAV and COMECyT.

REFERENCES

[1] L. Johnson, S. Adams Becker, M. Cummins, A. Estrada, V.and Freeman,
and H. Ludgate, “Nmc horizon report: 2013 higher education edition,”
The New Media Consortium, Tech. Rep., 2013.

[2] S. Kurkovsky, “Integrating mobile culture into computing education,”
in Integrated STEM Education Conference (ISEC), 2012 IEEE 2nd.
IEEE, 2012, pp. 1–4.

[3] D. Vazquez Sanchez, E. H. Rubio, E. F. Ruiz Ledesma, and A. M.
Viveros, “Student role functionalities towards learning management
systems as open platforms through mobile devices,” in Electronics,
Communications and Computers (CONIELECOMP), 2014 Interna-
tional Conference on. IEEE, 2014, pp. 41–46.

[4] B. Simon, D. Massart, F. Van Assche, S. Ternier, E. Duval, S. Brantner,
D. Olmedilla, and Z. Miklos, “A simple query interface for interoperable
learning repositories,” in Proceedings of the 1st Workshop on Interop-
erability of Web-based Educational Systems, 2005, pp. 11–18.

[5] M. G. Nascimento, L. O. Brandao, and A. A. Brandao, “A model to
support a learning object repository for web-based courses,” in Frontiers
in Education Conference, 2013 IEEE. IEEE, 2013, pp. 548–552.

[6] P. Raju and V. Ahmed, “Enabling technologies for developing next-
generation learning object repository for construction,” Automation in
Construction, vol. 22, pp. 247–257, 2012.

[7] M. Szabo, “Cmi theory and practice: Historical roots of learning
managment systems,” in World Conference on E-Learning in Corporate,
Government, Healthcare, and Higher Education, vol. 2002, no. 1, 2002,
pp. 929–936.

[8] S. Watermeyer, “Extending sakai web services for mobile application
support.”

[9] C. George, D. Jean, and K. Tim, “Sistemas distribuidos, conceptos y
diseno,” Addison Wesley, 2007.

[10] M. Van Steen, “Distributed systems principles and paradigms,” Network,
vol. 2, p. 28, 2002.

[11] C. Britton and P. Bye, IT architectures and middleware: strategies for
building large, integrated systems. Pearson Education, 2004.

[12] L. Qilin and Z. Mintian, “The state of the art in middleware,” in
Information Technology and Applications (IFITA), 2010 International
Forum on, vol. 1. IEEE, 2010, pp. 83–85.

[13] V. Issarny, M. Caporuscio, and N. Georgantas, “A perspective on the
future of middleware-based software engineering,” in 2007 Future of
Software Engineering. IEEE Computer Society, 2007, pp. 244–258.

[14] L. Jingyong, Z. Yong, C. Yong, and Z. Lichen, “Middleware-based
distributed systems software process,” in Proceedings of the 2009
International Conference on Hybrid Information Technology. ACM,
2009, pp. 345–348.

[15] I. M. T. Hernandez, A. M. Viveros, and E. H. Rubio, “Analysis for the
design of open applications on mobile devices,” in Electronics, Com-
munications and Computing (CONIELECOMP), 2013 International
Conference on. IEEE, 2013, pp. 126–131.

[16] (2014, Sep). [Online]. Available:
http://docs.moodle.org/dev/Moodle Mobile

[17] A. Charland and B. Leroux, “Mobile application development: web vs.

˜

native,” Communications of the ACM, vol. 54, no. 5, pp. 49–53, 2011.
[18] M. J. Casany, M. Alier, E. Mayol, J. Piguillem, N. Galanis, F. J.

Garcı́a-Penalvo, and M. A. Conde, “Extending moodle services to
mobile devices: the moodbile project,” in UBICOMM 2012, The Sixth
International Conference on Mobile Ubiquitous Computing, Systems,
Services and Technologies, 2012, pp. 24–28.

[19] D. Jacobson, D. Woods, and G. Brail, APIs: A strategy guide. ”
O’Reilly Media, Inc.”, 2011.

www.ijacsa.thesai.org
139 | P a g e

(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 5, No. 10, 2014 



ProposalandEvaluationof Toilet Timing Suggestion
Methodsfor the Elderly

Airi Tsuji
GraduateSchool

of EngineeringandScience,
Kyoto Instituteof Technology
Matsugasaki,Sakyo-ku,Kyoto

606-8585,Japan

TomokoYonezawa
KansaiUniversity

2-1-1 Ryozenji,Takatsuki
Osaka569-1095,Japan

HirotakeYamazoe
OsakaUniversity

1-31 Machikaneyama,Toyonaka
Osaka567-0047,Japan

Shinji Abe Hiroshima
Instituteof Technology2-1-1
Miyake,Saeki-kuHiroshima

731-5193Japan

Noriaki Kuwahara
GraduateSchool

of EngineeringandScience,
Kyoto Instituteof Technology

Matsugasaki,Sakyo-ku,
Kyoto 606-8585,Japan

KazunariMorimoto
GraduateSchool

of EngineeringandScience,
Kyoto Instituteof Technology

Matsugasaki,Sakyo-ku,
Kyoto 606-8585,Japan

Abstract—Elderly peopleneedto urinate frequently, and when
they go on outings they often have a difficult time finding
restrooms.Becauseof this, researchinga body water management
system is needed.Our proposed system calculates timing trips
to the toilet in consideration with both their schedulesand the
amount of body water needing to be expelled,and recommends
using the restroom with sufficient time before needingto urinate.
In this paper, we describe the suggestedmethods of this system
and showthe experimental results for the toilet timing suggestion
methods.

Keywords—Elderly; Suggestion-method;

I. INTRODUCTION

For healthyelderly people,leaving their homesis one of
the most importantactivities in preservingtheir cognitiveand
physicalabilities; this also providesgood mentalstimulation
and pleasurein their daily lives [1]. Promoting barrier-free
environmentsin Japanesepublic spacesencouragestheelderly
to leave their homeswithout assistance.However,going out
is likely to becomedifficult for someelderly peopleas they
age, especially when managingtheir body water balances.
Becauseelderly people often have weak bladders,they are
likely to experiencethe needfor frequenturinationandoften
encounterdifficult situations when searchingfor restrooms
while controllingtheir bladders.If a caregiveraccompaniesthe
elderlyperson,thecaregivercansuggestgoingto therestroom
in sufficienttime beforetheelderlypersonneedsto useone,or
can look for the nearestrestroomfor their patient.However,
the numberof the elderly living alone is rapidly increasing
in Japan,andthey cannotreceivesuchsupport.Consequently,
they often tendnot to drink enoughwaterduring their outings
due to their anxiety about using restrooms.This is a likely
causeof dehydration,especiallyin the summer[2]. In order
to aim for elderlypeople’scomfortableandindependentouting

experiences,we have researchedand developedtoilet and
drinking timing suggestionsystemsaccordingto their outing
schedules,their surroundingenvironments,andtheir activities
like eating and drinking [3][4][5]. However, our calculation
formulas regarding the amount of body water encountered
some problems.Therefore,we have been trying to resolve
theseissuesby researchingnotification methods.In order to
improve our system,we have devisedsuggestedmethodsof
toilet timing for the elderly, trying to avoid interfering with
their outing schedulewhile not ignoring trips to the restroom.
In this paperwe describethe experimentalresultswhen two
toilet timing suggestionmethodswereevaluated.

II. TOILET TIMING CALCULATION METHODS

A. Estimatingthe amountof bodywater

According to previous researchon water balancein the
humanbody,we formulateda simplisticphysiologicalformula
for non-invasiveestimationof theamountof bodywater;based
on thoseestimations,times to drink fluids and use the toilet
arecalculated.Accordingto previousstudies,the total amount
of voidedvolumeof a well-roundedhealthyelderly personin
a day is assumedto be about 1500 ml, and the amountof
the urine in the bladderwhen they feel the needto void is
assumedto be 150 ml [6][7]. We also assumedthat the total
amountof voided volume changesaccordingto the increase
of body surfaceareaand body surfacearea correlateswith
body weight [8]. In a statistical survey of physical fitness
andexerciseabilities conductedby the Ministry of Education,
Culture,Sports,ScienceandTechnology,theaverageweightof
Japaneseadultswas65.15kg for maleand53.04kg for female
[9]. Furthermore,we assumethat that the total amount of
voidedvolumechangesaccordingto the air temperature[10];
it increasesor decreasesby 0.6ml / 1oC from the baselineof
19.4oC.Consequently,we obtainedthe physiologicalformula
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of Eq.1 andEq.2 for the non-invasiveestimateof the amount
of body water.The total amountof voidedvolume is divided
by thelengthof hoursspentawake(about17 hours).Thetoilet
timing is calculatedby Eq.3.

MaleU

= 1500 + (W − 65.15)× 1.0− (T − 19.4)× 0.6 (1)
FemaleU

= 1500 + (W − 53.04)× 1.0− (T − 19.4)× 0.6 (2)
ToiletInterval = 150/(U/17) (3)

U is the total amountof excretion in one day[ml], Interval
is the basic interval[hr], T is outside temperature[degrees
Celsius],W is body weight[kg].

We set the prediction formula (Eq.4) to calculate the
amount of sweat per day. The amount of sweat increases
or decreasesby 2.72 g / Body weight / 1 ℃ when the
air temperatureis more than 16.5℃ [10].The amount of
excretionperhour(Eq.5)considerstheamountof voidedurine
and perspirationamounts(9.1ml). The appropriatedrinking
times (Eq.6) arederivedfrom the risks of dehydrationdue to
inadequatedrink intake.

Sweat

= W × (S0 + (T − 19.4)× 2.72) (4)
Drainage

= (U/17) + (Sweat/17) + (9.1×W/17) + (900/17) (5)
DrinkInterval = (W × 0.02)/Drainage (6)

U is the total amountof excretionin oneday[ml], Interval
is the basic interval[hr], T is outside temperature[degrees
Celsius],W is body weight[kg]. S0 the amountof sweating
per body weight[ml].

B. RearrangingToilet Timing

In order to maintain good health, adequatehydration is
necessary.For thispurpose,Japaneseelderlypeopleoftencarry
waterflaskswhenleavingtheirhomes;theyoftenhavelunchor
dinner with their friends or family during their outings.Such
activities increasethe overall amountof body water. Excess
waterin thebodyis excretedby thekidneysandpassedinto the
bladder.We assumethe amountof the water intake per meal
is 200ml, and recalculatethe total amountof voided volume
at eachmeal (Eq.7). Toilet timing is rearranged(Eq.3), with
U representingthe total amountof voidedvolume[ml].

DrinkU = U + 200 (7)

U is the total excretionof the day[ml].

C. ProblemsInherentin TheseFormulas

We discovered some formulaic problems in previous
studies[5]–forexample,malesubjectsproducedlargeramounts
of urine than 150ml, and one male subjectdidn’t receivethe
suggestionto usethetoilet whenhewanted.We areimproving

the formula. However,just improving the formula would not
solveall problems.To addresstheseproblems,we createdthe
following suggestionmethods.

III. SUGGESTIONMETHODS

In order to avoid interfering with their outing schedule
and ignoring the suggestions,we devisedtwo toilet timing
suggestionmethods.

A. “Consideration” StrategySituations

Thesituationwheretheusercan’t go to therestroomeasily
often occur during daily activities. In order to preventsuch
situations,thesystemconsiderstheuser’sscheduleandavoids
notifying the userduring activities suchas shopping,having
lunch, or seeinga movie. Therefore,if the next toilet time is
expectedto be in the middle of an activity, the restroomtime
is adjustedto 5 minutesbefore the activity’s start time. The
systemmakesadjustmentsto the time calculatedby Eq.1.

B. “Step-by-Step”SuggestionStrategy

Timing to usethe restroomis a sensitiveissuein general.
If our proposedsystemunnecessarilyrecommendsgoing to
the restroomrepeatedly,the usermight feel that the systemis
annoying.Also, thesuggestionmight beignoredwhentheuser
is in the middle of their activities. Furthermore,the elderly
are likely to have hearing difficulties; the verbal toileting
suggestionsmight sometimesgo unnoticed. Therefore, we
createdwith the “step-by-step”suggestionof toilet timing.
It consistsof three types of suggestionsdependingon the
urgency;“Recommend”,“Notification”, and “Alert”. In order
to explain the details of the suggestionalgorithm as shown
below we definetwo typesof intervals;current interval Ic is
calculatedfrom the recenttoilet timing usingEq.3,while the
interval for suggestionis Im. Also, Ti denotestheelapsedtime
from the last restroomtiming.

Recommend
When Im ¡ Ti ¡ Ic, becausethe situation is less
urgentthesystemonly recommendsthesubjectto
usethe restroomby both voice andtext message.

Notification
When Ic = Ti, becausethe urgencyincreasesto
someextent,the systemnotifies the subjectonce
more to usethe restroomby both voice and text
message.

Alert
After eachsuggestionasshownabove,thesystem
requires the user to confirm whether the user
actuallywent to the restroom.If the userignored
both suggestionsand a certain period of time
elapses,dueto the increasein urgencythesystem
alerts the subjectto use the restroomrepeatedly
by both voice andvibration.

IV. EXPERIMENTAL OVERVIEW

In order to evaluate the effectivenessof the proposed
suggestionmethodswe conductedthe following experiments.
Gaugingthe taskachievementlevel andthe delaytime, tenta-
tive shoppingtasksweresetasshownbelow.We measuredthe

www.ijacsa.thesai.org
141 | P a g e

(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 5, No. 10, 2014 



TABLE I: ExperimentalConditionsof SuggestionMethod

Experimentalconditions Considering Stepby step
No strategy × ×
“Consideration”strategy ○ ×
“Step-by-step”strategy × ○
Using both strategies ○ ○

delay from the suggestionto the action that the subjecttook,
plus the task’s end result. The experimentswere conducted
by comparingthe four conditionsasshownin TableII, incor-
poratingthe “Consideration”and “Step-by-Step”approaches.
In this experiment,“Consideration”meantthat the suggestion
occurredbefore or after each shopping task; the “Step-by-
Step” intervalswere15 secondsand10 seconds.The subjects
performed trials under all conditions in random order. In
order to investigateimpressionsof all conditionsthe subjects
not only answereda questionnaireafter each trial, but also
answereda questionnaireat the end of the experimentsto
indicatewhich conditionsweremostpreferable.

A. Subjects

Thetargetusersof our proposedsystemareelderlypeople.
Therefore,the subjectswererecruitedfrom the agegroupsas
shownin Table II.

TABLE II: SubjectsOverview

Groupname Number(male,female) Age(ave)
Subjects 26(13,13) 64-75(69.27)

B. ExperimentalSetup

The experimentalsetupis shown in Fig.1, and the setup
simulatingtoilet timing suggestionsduring shoppingis shown
in Fig.2. Pushing the button while the subject sat on the
availablechair indicatedthat the subjectwent to the restroom.
There were three places (A, B, and C) to pick up balls
that simulatedshoppingitem displays; the room also had a
checkoutcounter.Coloredconesandplastic tapeswereused,
indicatingthewalking path.Balls coloredred,yellow andblue
are shown in Fig.3; picking up the balls simulatedbuying
goods.Thesubjectwasnotifiedof thetoilet timing suggestions
by an audiblecueemittedfrom a portabledevice.

C. ExperimentalScenario

Theexperiment’sscenariowasasfollows. Fig.1 showsthe
shoppingtask.The subjectwaitedon the chair for a direction
from thehand-heldterminal.Whenthedirectionwassuggested
to the subjectasshownbelow, s/hefollowed the instructions.

Start Shopping Task
A voice announced,“Start shopping”and “Take
a red ball.” In order to simulate shopping the
subjectcarriedthe basketto locationsA, B, and
C, picking up colored balls in accordancewith
thedirections.Thenthesubjecttook their colored
balls to the checkoutbasket.The subjectcontin-
uedshoppinguntil the “End ShoppingTask” was
announced.

Fig. 2: ExperimentalSetup– RoomView

Fig. 3: Balls UsedDuring the Experiment

End Shopping Task
“Stop shoppingand return to the waiting chair”
wasannounced.Thesubjectreturnedtheshopping
basketto the start position and sat down on the
availablechair, waiting for the next suggestion.

Suggestionto Use the Toilet
First, a voice messageannouncing“The time to
go to the restroomis approaching”was heard.
The subjectcould pushthe button nearthe chair
to simulategoing to the restroomafter this sug-
gestion. If the subject ignored the first sugges-
tion, “The time to go to the restroom will be
approachingquickly” was announced5 seconds
afterthefirst suggestion.Whenthesubjectpushed
the button by the chair, the subjectcannotbring
the shoppingbasket to the chair in accordance
with real shoppingsituations–shoppersare usu-
ally prohibitedin bringing shoppingitems to the
restroombeforecheckout.Therefore,the subject
must return the shoppingbasketto the startposi-
tion before returning to the chair. After pushing
the button, the subject could resumeshopping.
However,thesubjectcouldalsoignorethesecond
suggestion.

Toilet Alert
10 secondsafter the subject ignored the second
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Fig. 1: ExperimentalSetup

suggestion,a voice messageannouncing“Go to
the restroomnow” washeard,alongwith a beep-
ing sound.The subjecthadto pushthe buttonby
the chair as soon as possible.When the subject
pushedthe button by the chair, they could not
bring theshoppingbasketwith them;theshopping
basketmust be returnedto the starting position.
The subjectcould resumeshoppingafter the but-
ton waspushed.

V. EXPERIMENTAL RESULTS

A. DelaysFrom Suggestionsto Actions

The delay from the suggestionto action was the time
elapsed from the first toileting suggestionto the subject

pushingthe button.Fig.4 showsthe resultsof elderly subject
group’s averagetimes under each condition. We performed
two-factorANOVA with thesignificantlevel = 0.05to analyze
eachsuggestionmethod’sdelay time. The ANOVA indicated
two within-subject factors (“Consideration” and “Step-by-
Step”); the results are shown in Tab.III. The results show
that our proposedsuggestionmethodscould shortenthe times
betweensuggestionsand toileting.

TABLE III: ANOVA Analysisof Delay Result

Considering Step-by-step Two-factor interaction

F 795.322 352.371 11.473
significant(5%) Significantly Significantly Significantly
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Fig. 4: ExperimentalDelay Results

B. ShoppingTaskAchievements

Fig.5 is the task achievementresult. We performedtwo-
factor ANOVA with the significant level = 0.01 to analyze
each suggestionmethod’s shopping task achievements;the
results are shown in Tab. IV. The results show that the
“Consideration”strategycould improvetaskperformance.On
the other hand, the “Step-by-Step”strategyhad an adverse
effect on the task performance.However, there were some
reasons–onewas that the time from the first notice until the
actual suggestionwas very short. The samevoice was used
for both the first suggestionand the actual notice, causing
miscommunicationandpoor performance.

Fig. 5: ExperimentalTaskResults

TABLE IV: ANOVA Analysisof TaskResult

Considering Step-by-step Two-factor interaction

F 1.177 79.816 0.916
significant(5%) No significantly significantly No significantly

VI. DISCUSSION

This experiment’stwo key points are listed below. Both
suggestionmethodswere effective in reducing delays from
suggestionsto actions.

• Both suggestionmethodswere effective in reducing
delaysfrom suggestionsto actions.

• The “Consideration”strategycould improvetaskper-
formance.

These notifications seem to be enough to achieve our
systemaimswithout being ignoredand interferingwith other
tasks.However, the numberof completedtasksdecreasedin
the experimentswhen the “Step-by-Step”notificationswere
used;it is consideredthat the time from thefirst suggestionto
theactualnoticewasvery short;thesamevoicewasalsoused
for both, leadingto miscommunicationandpoorperformance.

VII. CONCLUSION

In this paper,we proposedtwo toilet timing suggestion
methodsfor the elderly in order to support their activities
outsidethe home.For this purpose,the “Consideration”and
“Step-by-Step”strategieswere considered.Basedon the ex-
perimentalresultsof the suggestionmethods,the delay time
from respondingto the suggestionsto toileting improved
by using the proposedmethods.As for the two suggestion
methodsconsidered,task achievementimproved only under
the “Consideration”strategycondition.However,this it might
havebeenpartly due to improperexperimentalsettings.
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Abstract—This paper presents a new method for tracking
objects using stereo vision with linear cameras. Edge points
extracted from the stereo linear images are first matched to
reconstruct points that represent the objects in the scene. To
detect the objects, a clustering process based on a spectral analysis
is then applied to the reconstructed points. The obtained clusters
are finally tracked throughout their center of gravity using
Kalman filter and a Nearest Neighbour based data association
algorithm. Experimental results using real stereo linear images
are shown to demonstrate the effectiveness of the proposed
method for obstacle tracking in front of a vehicle.

Keywords—Linear stereo vision; Spectral clustering; Objects
detection and tracking; Kalman filter; Data association.

I. INTRODUCTION

Two inseparable aspects coexist in the field of intelligent
transportation applications like video surveillance, robotic,
etc: detection and tracking. This question that is a challenging
problem is widely treated in the literature in terms of sensors
(video cameras, laser range finder, Radar) and methodologies.
It is an important task within the field of computer vision,
due to its promising applications in many areas. Among the
domains of computer vision, stereo vision aims to find relief
of a scene. More precisely it allows reconstructing, partially
or fully, a 3D scene from two or more images taken under
slightly different angles. The key step in a stereo process is
matching primitives (pixels, segments, regions, etc.) extracted
from the images. There are two broad classes of matching
methods [1]. The first one includes the methods using pixel
neighborhood correlation that produces a dense disparity map.
The second one refers to the methods based on characteristics
matching. In this case, the matching process yields to a sparse
disparity map. In this work, we are particularly interested in
edge points based stereo matching using linear images. Once
the matching process is achieved, the geometric triangulation
leads to a list of points represented in a 2D coordinate system
of the 3D dimensional world, since linear stereo vision
permit to reconstruct only horizontal and depth information
[1], [2], [3], [4], [5]. The objective is then to regroup these
points in order to form clusters, where each cluster of points
corresponds to an object of the scene. To perform this task,
the difficulty is that there is no knowledge about the number
of objects and the distribution of the reconstructed points in
the scene. Hence, the classical supervised clustering methods
are not suitable to achieve this task [6], [7].

Considering the object detection problem, there are many
object detection methods in the literature, which can be
classified as point detectors based, segmentation based,
background subtraction based, or clustering based [8]. In
[9], [10], the authors proposed a method that proceeds with
agglomeration partitioning. They consider as much points as
isolated groups before eliminating iteratively irrelevant groups
by minimizing an objective function until obtaining the correct
number of groups. Other authors proposed division based
partitioning, which consists in creating a new group within
the current partition, and then readjusting it until reaching a
criterion optimality. The PDDP method (Principal Direction
Divisive Partitioning), proposed by Boley [11], uses iteratively
geometric properties of principal component analysis to divide
the points cloud. We can also cite a clustering approach that
combines K-means and SVM algorithms to discriminate
burnt from unburnt areas [12], [13]. In this technique, the
training set is defined automatically by K-means algorithm,
which takes into account an entropic term to determine the
optimal number of classes. Considering the second aspect
that is devoted to object tracking, there are two categories
of tracking approaches in the literature: by matching or
by update. Matching track is used to build trajectory
characteristics of objects. The principle of this approach is to
detect objects and agglomerate them temporally in order to
obtain coherent paths over time. Tracking by update consists
in detecting and locating objects depending on their state
at the previous time. More precisely, tracking consists in
estimating the parameters characterizing the objects during
the sequence acquisition, such as geometry invariance of the
scene or objects, object appearance (photometry or color) or
kinematic (space-time constraints). Among the parameters
widely used in the literature, one can cite position of center
of the objects, to which may be added, depending on the
considered application [14], scaling [15] and/or orientation
[16] that are used generally for rigid or articulated objects
[17]. For deformable objects, the parameters to be estimated
are based on modeling contours [18] or modeling appearance
using deformable surface models such as active appearance
models [19], [20]. All these characteristics define the state of
the objects in the scene. Unfortunately, most existing tracking
methods are based on a single target model and they are
limited to certain specific controlled environments [21]. In
the context of our work, we propose a complete solution
for localization and tracking objects in static and dynamic
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scenes. For the object detection purpose, we propose to use a
clustering method based on a spectral analysis of the points
distribution whereas the tracking stage is based on a filtering
technique and a data association method. The principle of
the used object detection method is to perform a spectral
decomposition of a transition matrix, constructed from the
data to be clustered. The spectral decomposition consists
in extracting the eigenvalues of the transition matrix. The
analysis of these eigenvalues allows detecting the different
structures in the data to be clustered. The spectral analysis
leads to a selection of a number of significant eigenvalues that
corresponds to the number of clusters to be extracted from the
reconstructed points. A K-means based clustering algorithm is
then applied to extract the clusters that represent the objects
in the scene. The clustering process may provide two or more
clusters for the same object. This occurs when the number
of clusters is over estimated by the spectral analysis. To deal
with this problem, an objects merging strategy is developed to
merge the clusters representing the same objects. Finally, the
detected objects are tracked throughout the geometric centers
of the extracted clusters using Kalman filter and a nearest
neighbor based data association technique.

This work is structured into the following sections: Section A
presents briefly the principle of linear cameras based stereo
vision. Section B details the proposed spectral clustering
method. In section C, the tracking procedure is described.
Before concluding, experimental results are presented and
discussed in section D.

A. Stereo vision with linear cameras

Stereo vision is a popular technique for inferring 3D po-
sition of objects seen simultaneously by two or more cameras
from different viewpoints. Linear stereovision refers to the
use of linear cameras providing line-images of the scene [5],
[6]. Therefore, the information to be processed is drastically
reduced when compared to the use of classic video cameras.
Furthermore, linear cameras have a better horizontal resolution
than video cameras. This characteristic is very important for
an accurate perception of the scene in front of a vehicle. In
our work, a linear stereo system is built with two line-scan
cameras, so that their optical axes are parallel and separated
by a distance E. Their lenses have a same focal length f.
The fields of view of the two cameras are merged in the
same plane, called optical plane, so that the cameras shoot
the same scene. A specific calibration procedure that takes
into account the fact that the line-scan cameras cannot provide
the vertical information is developed in [5]. The first step in
stereo vision is to extract from each image the primitives to be
matched. In classical video images, one can extract different
types of primitives. In the case of linear images, the choice
is restricted as a result of the one dimensional nature of the
profile of a linear image. The only possibility in this case
is to search for contour points corresponding to the frontiers
of different objects present in the image. Edge extraction is
performed by means of the Deriche’s operator and a technique
that selects pertinent local extrema [4]. Applied to the left
and right linear images, this edge extraction procedure leads
to two lists of edges, where each edge is characterized by
its position in the image, the amplitude and the sign of the
response of Deriche’s operator. To match the edges we used the

method presented by the authors in [4]. In this method, stereo
matching task is viewed as a constraint satisfaction problem
where the objective is to highlight a solution for which the
matches are as compatible as possible with specific constraints:
local constraints (position and slope constraints) and global
ones (uniqueness, smoothness and ordering constraints). The
local constraints are used to discard impossible matches so
as to consider only potentially acceptable pairs of edges
as candidates. Applied to the possible matches in order to
highlight the best ones, the global constraints are formulated in
terms of an objective function, which is defined so that the best
matches correspond to its minimum value. A Hopfield neural
network is then used to map the optimization process [22].
Once the matching process is achieved, a simple geometric
triangulation allows obtaining for each matched edge pair a
2D point characterized by its horizontal position and depth [4].
Line-scan cameras cannot provide the vertical information.
Consider that the image coordinates xl and xr represent the
projections of the point P in the left and right imaging sensors,
respectively. Using the pinhole lens model, the coordinates of
the point p in the optical plane can be found as:

Zp =
E.f

d
(1)

Xp =
xl.Zp
f
− E

2
=
xr.Zp
f

+
E

2
(2)

Where f is the focal length of the lenses, E is the base-line
width and d = |xl − xr| is the disparity between the left and
right projections of the point p on the two sensors.

B. Objects detection

Objects detection is an important and yet challenging task
in the computer vision field. It is a critical part in many
applications such as image search and scene understanding.
It is still an open problem due to the complexity of object
classes and images. In this paper, we are interested in detecting
objects using a 3D scatter plot reconstructed from linear stereo
vision. The proposed method is based on an unsupervised clas-
sification approach using spectral clustering [23], [24]. This
approach allows also avoiding the problem of local minima
inherent to the most part of classification methods [25]. The
principle of this approach is to perform spectral decomposition
of a similarity matrix, constructed form data to be clustered.
The decomposition consists in extracting the eigenvectors of
a transition matrix, calculated from the similarity matrix. The
analysis of these eigenvectors can detect the different structures
in data to classify [25], [26].

1) Spectral clustering algorithm:

Consider a set of n points L = {P1, ...., Pn} to be
segmented in order to extract the clusters that correspond to
the objects observed in the scene. A point Pi is characterized
by its horizontal position and depth that are extracted from the
linear stereovision process. The spectral clustering procedure
can be summarized as in the Algorithm 1.

As indicated above, spectral clustering requires first to
adjust the scaling parameter σ, which is used in the expression
of the affinity matrix A (Equation 3). The second requirement
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Algorithm 1: Spectral clustering algorithm
1) First, one must form a matrix A in Rn∗n. Called the

affinity matrix, this matrix represents the similarity
between the point pairs. In our case, more the
distance between two points is small more is high
their similarity. Hence, the objective is to affect to
the same cluster the points that are close each other
in their representation space. The similarity can be
represented by different forms: Cosine, Gaussian, or
Fuzzy function [24]. In this paper, the Gaussian
representation which generally the more used in the
literature is adopted. The Gaussian similarity matrix
is defined by equation 3:

Aij =

{
exp(

−d2(Pi,Pj)
σ2 ) if i 6 =j

0 if i = j
(3)

Where d(Pi, Pj) is a distance function, which is
often taken as the Euclidean distance between the
points Pi and Pj , and σ is a scaling parameter
which is further discussed in the next section.

2) Define a diagonal matrix D as Dii = j Aij
∑

3) Normalize the affinity matrix A to obtain a
transition matrix N. Table I gathers different types
of normalization forms that could be applied to the
affinity matrix. After some preliminary tests, we
retained symmetric division normalization
(Equation 4), which is more suitable for our
application convenient

N = D− 1
2AD− 1

2 (4)

4) Form the matrix X=[X1,.
........................................,Xk] in Rn∗k, where
X1,.
...,Xk are the k igenvectors of the matrix N ,
corresponding to the k significant eigenvalues
λ1,. ...,λk. The determination of value of k is
discussed in section B.4.

5) Normalize the lines of the matrix X to have a unit
module.

6) Consider each line of the matrix X as a point in
Rk, and perform a classification using K-means
algorithm with k classes.

7) Run M times the K-means algorithm and conserve
the optimal partition for which the intra-class inertia
is minimal, where M = kn

k! is the number of
possible partitions.

8) Assign the point Pi to the class Cj if and only if
the line Xi of the matrix X has been assigned to
the class Cj .

concerns the determination of the number of classes k that
corresponds to the number of significant eigenvalues of the
transition matrix N . We propose in this paper an experimental
methodology to estimate conjointly σ and k, in order to make
the clustering process as a nonparametric and unsupervised
classification method.

2) Estimation of the scaling parameter σ:

As expressed in equation 3, the performance of spectral
clustering depends on the scaling parameter σ. Thus, choosing

TABLE I: Different forms of the normalization function

Normalization f(A,D)
Division N = D−1 A

Symmetric division N = D− 1
2AD− 1

2

Nothing N = A
Normalized additive N = (A+dmaxI−D)

dmax
; dmax=max

i
(Dii)

optimally the value of this parameter is an important issue.
In [25], the authors suggested choosing σ automatically by
running their clustering algorithm repeatedly for a number of
values of σ and selecting the one providing less distorted
clusters of the rows of the matrix X constructed in step
4 of the clustering algorithm. In [26], the authors propose
two selection strategies, manual and automatic. The first one
relies on the distance histogram and helps finding a good
global value for the parameter σ. The second strategy sets
σ automatically to an individually different value for each
point, resulting in an asymmetric affinity matrix. Originally,
this selection strategy was motivated by supposing that the
clusters are non-homogeneously dispersed, but it provides also
a very robust way for selecting σ in homogeneous cases. In our
case, we adopted the selection strategy proposed in [26] for its
simplicity. For that, different values for σ are taken to select
the value that provides less distorted clusters of the row of the
matrix X [27], [28]. Our common approach is to try different
values of σ and retain the best one. Section D describes our
experimental methodology to set the value of the parameter σ.

3) Estimation of the number of clusters k:

The determination of the number of clusters k can be
performed by analyzing the eigenvalues {λi} or the eigenvec-
tors {Xi} of the matrix N [26]. Theoretically, this analysis
consists in selecting the eigenvalues with a value equal to
1. In practice, significant eigenvalues have to be chosen by
applying a thresholding procedure, i.e., eigenvalues that exceed
a threshold are retained. One can consider also the analysis of
the difference between successive eigenvalues. The disadvan-
tage of this strategy is that the jump between two successive
eigenvalues, which can be big or small, is difficult to control
[27]. We tested this strategy in order to determine an empirical
relationship between the difference of successive eigenvalues
and the significant ones. After various tests, we found that
thresholding analysis is more adapted for our application. In
section D, we will present our experimental methodology to
set the threshold value for extracting significant eigenvalues,
and then the number of clusters.
It is worthy to note that the clustering process can provide
two or more clusters for the same object. This situation occurs
when the spectral analysis produces an overestimation of the
number of clusters, during significant eigenvalues selection
step. To resolve this problem, an object fusion strategy is
developed for merging clusters representing the same object.
This fusion procedure is described in Section C.6.

C. Objects Tracking

Objects tracking in space is a basic problem, but important
in many computer vision applications. It consists in recon-
structing the trajectory of objects along time. This problem
is inherently difficult, especially when unstructured forms are
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considered for tracking. It is also very difficult to build a
dynamic model in advance, without a priori knowledge of
objects motion.

1) Modeling:

In this work, we are interested in tracking objects, where
each object is represented by a cluster of points. The clusters
are obtained by the spectral clustering algorithm described
in section B.2. To model moving objects, we consider the
hypothesis that the displacement of an object, represented
by a cluster of points, is modeled by the displacement of
the geometric center of the points. We can therefore apply
the fundamental principle of point dynamic to express the
following equations:

x(t) = x(t− dt) + .
x.dt+

1

2

..
x.dt2 (5)

z(t) = z(t− dt) + .
z.dt+

1

2

..
z.dt2 (6)

where x is the horizontal position and z is the depth
of the geometric center of a cluster representing an object.
Recall that the reconstruction space is represented by two
axes as described in section A. They represent respectively
the horizontal position and depth of reconstructed points from
linear stereo vision [4].

The most popular approach used for tracking mobile ob-
jects is based a kalman filter which represents a particular
case of filter bayesian under the Gaussian noise assumption.
KF is a tool for estimating object’s state and smoothing its
changes. In our case, KF is used with the Discrete White Noise
Acceleration Model (DWNA) to describe object kinematics
and process noise [29].

2) Kalman filter:

The filter is very powerful in several aspects: it supports
estimations of past, present, and even future states, and it can
do so even when the precise nature of the modelled system is
unknown. KF addresses the general problem of estimating the
state s ∈ Rn of a discrete-time controlled process governed by
a linear stochastic difference equation [30]. The discrete-time
state equation with sampling period T is expressed as follows:

S(l + 1) = F × S(l) +W (l + 1) (7)

In this work, the state S(l) is composed with the position
and velocity of the geometric center of a cluster of points
representing an object: S(l) = [x vx z vz]

t, where l is time
step. The State Transition Matrix F is given by:

F =

 1 T 0 0
0 1 0 0
0 0 1 T
0 0 0 1



The target acceleration is modeled as a white noise W (l). The
measurement model Y ∈ Rm (m=2 in our case) is given by:

Y (1) = H × S(1) + V (1) (8)

where H is the observation model: H =

[
1 0 0 0
0 0 1 0

]
The random variables W (l) and V (l) represent the process

and measurement noises, respectively. They are assumed to be
independent, white, and with normal probability distributions:

P (W ) ∼ N(0, Q)

P (V ) ∼ N(0, R) (9)

In practice, the process noise covariance Q and measurement
noise covariance R matrices might change with each time
step or measurement. In this paper, we assume that they are
constant.
KF can be written as a single equation. However, it is most
often conceptualized as two distinct phases: prediction phase
and updating phase. The prediction phase uses the state esti-
mated from the previous time step to produce an estimate of
the state at the current time step. The predicted state estimate
is known as the a priori state estimate, because although it is
an estimate of the state at the current time step, it does not
include observation information from the current time step. In
the updating phase, the current a priori prediction is combined
with the current observation information to refine the state
estimate. This improved estimate is known as the a posteriori
state estimate.
For multiple objects tracking, the problem of data association
must be handled. The proposed data association algorithm is
presented in the section C.4.

3) Kalman filter algorithm :

In this algorithm (Algorithm 2), i correspond to the ith

geometric center to track. Sapr is the a priori state estimate;
Papr is the a priori estimate error covariance; Sapos is the
a posteriori state estimate; Papos is the a posteriori estimate
error covariance, Yapr is the predicted measurement; Res
is the measurement innovation, or the residual. C is the
innovation covariance; K is the filter gain and Y is the sensor
measurement.

4) Data association :

Once the prediction step is achieved, one must perform
data association between predicted objects and observed ones
from measurements provided by the sensor. Data association
is important for multiple target tracking applications. In this
section, we describe a method of data association for tracking
multiple objects where the number of objects is unknown
and varies during tracking. In the literature, there are many
data association algorithms such as Nearest-Neighbour (NN),
Probabilistic Data Association (PDA), Joint PDA (JPDA) and
multiple hypotheses tracking (MHT) [31], [32]. In this paper,
we used the Nearest Neighbour (NN) method, which is simple
to implement: for each new set of observations, the goal is to
find the smallest Mahalanobis distance based on the association
between an observation and an existing track, or between
an observation and a new track assumption. In our case, we
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Algorithm 2: Kalman filter algorithm

Initialization :

Q =

 0 0.0001 0 0
0.0001 0.0025 0 0

0 0 0 0.0001
0 0 0.0001 0.0025


P iapos(0) = Q

R =

[
(0.5)2 00

0 (0.5)2

]
Siapos(0) = Si(0)

Prediction :

Siapr(l) = F × Siapos(l − 1) (10)

P iapr(l) = F × P iapos(l − 1)× F t +Q (11)

Updating :

Y iapr(l) = H × Siapr(l) (12)

Resi(l) = Y i(l)− Y iapr(l) (13)

Ci(l) = H × P iapr(l)×Ht +R (14)

Ki(l) = P iapr(l)×Ht × (Ci(l))−1 (15)

Siapos(l) = Siapr(l) +Ki(l)×Resi(l) (16)

P iapos(l) = (I4 −Ki(l)×H)× P iapr(l) (17)

are interesting to track the geometric centers of the obtained
clusters representing the objects in the scene. Mahalanobis
distance is a statistical distance that takes into account the
covariance and correlation of the elements of the state vector,
and it is appropriate to solve data association problem. In our
case, the covariance and correlation are determined between
the measurement (observation) provided by the sensor and the
predicted measurement given by Kalman filter. Mahalanobis
distance is defined by:

d2m(Y, Yapr) =
1

2
(Y − Yapr)t × C−1 × (Y − Yapr) (18)

where C is the covariance matrix of the residual Res,
which is the measurement innovation (see Equation 14); Yapr
is the predicted measurement (see Equation 12); Y is the
measurement (observation) provided by the sensor.
Before applying the Mahalanobis distance based NN
data association, one needs to define a search area for
identifying potential candidate points (geometric centers) to
the association. The size of searching area, which must be
defined for each geometric center representing an object,
depends on the movement of the object. The search area for
each object is considered as a circle.

Let Gil be the searching circle of the predicted object i
at time step l. The ray of this searching circle is defined by

equation 19.

ray(Gil) = 4v(x, z) (19)

where 4v(x, z) is the difference between the velocities at
time steps l and l + 1.

The data association process is first applied considering the
horizontal position x, the ray of the corresponding searching
circle is determined by ray(Gil) = 4v(x). The results are then
validated by the data association process according to the depth
z, the ray of the corresponding searching circle is determined
by ray(Gil) = 4v(z)

5) Temporal constraint :

Tracking requires information about the past of the ob-
jects. Indeed, when an object appears for the first time, one
cannot decide reliably if the object is real or corresponds to
a wrong detection considering that the sensor can generate
false detection (i.e. the observation does not match any known
object). To make objects tracking more robust, an object must
be detected and tracked during a sufficient long period in order
to assess objects appearance and disappearance. This temporal
constraint will allow ignoring objects generated erroneously
from the stereo matching process. The temporal constraint
consists in associating a minimum lifetime to each object [6].
In our case, we set the minimum lifetime to 5 successive
detections: when an object is not detected during 5 successive
frames, we estimate that it must disappear.

6) Fusion of objects :

The spectral clustering may sometimes produce two or
more distinct objects that represent in reality a single object.
Indeed, points representing the same object may be segmented
onto two or more clusters of points due to an overestimation
of the number of clusters. To resolve this problem, we propose
a cluster fusion technique based on a cluster overlapping
strategy. The fusion technique consists in determining an
overlapping coefficient, defined as follows:

Tc =
dist(oi, oj)

ri + rj
(20)

Where oi and oj are respectively the geometric centers of
the clusters i and j, candidates for a possible fusion; dist(oi, oj)
is their Euclidean distance; ri and , rj which are determined
in the data association step, represent respectively the rays
of the searching areas of the two tracks i and j. The ray ri
is calculated as the difference between the estimated (KF-
based) and measured (observation-based) positions. When the
overlapping coefficient Tc is greater than a threshold, the
considered clusters are merged. In this work, the overlapping
threshold is set experimentally to 0.5.

D. Results and discussion

In this section, we present the performance of the proposed
object detection and tracking approach, to deal with obstacle
detection and tracking in front of a vehicle. As shown in
Figures 1 and 2, the line-scan cameras based stereo set-up is

150 | P a g e

(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 5, No. 10, 2014 

www.ijacsa.thesai.org 



installed on the top of a car for periodically acquiring stereo
pairs of linear images as the car travels [4], [6]. The tilt angle
is adjusted so that the optical plane intersects the pavement at
a given distance Dmax= 50m in front of the car. The cameras
have a sensor width of 22.1 mm, a focal length of 100 mm
and deliver images with resolution of 1728 pixels. Within the
stereo setup, the cameras are separated by a distance E=1m.
Figure 3 illustrates a scenario in which a pedestrian is traveling,
according a predefined trajectory, in front of the prototype
vehicle, which is static. The pedestrian, starting from the right
side of the stereoscope (A), is first seen moving to an area
located just beyond the intersection of the plane of view and
the road (B). When arriving to this area, he leaves the field of
view of the cameras and hence disappears in the stereo images
(see Figure 5). Then, the pedestrian reappears in the field of
view and begins to move towards the left camera (C), before
turning slightly to the right camera (D). After that, he moves
towards the left camera and then towards the right one before
leaving their field of view (E).

Fig. 1: Stereo set-up, side view.

Fig. 2: Stereo set-up, top view.

Fig. 3: Stereo set-up, top view.

Figure 4 shows the stereo image sequence representing the

scenario of Figure 3. The linear images are represented as
horizontal lines, time running from top to down each one the
left and right sequences are composed of 200 linear images
each. On the images, one can see clearly the white lines of
the pavement and the pedestrian who appears with a growing
form. The shadow of a car located out of the vision field of
the stereoscope is visible on the right of the images as a black
area.

Fig. 4: Stereo sequence (pedestrian).

The stereo sequence is processed with the stereo matching
procedure (see section A). The disparities of all matched edges
are used in order to compute the positions and distances of
the edges of the objects seen in the stereo vision sector.
Figure 5 illustrates the obtained reconstruction image where
distances are represented as gray levels, the darker is the closer,
whereas positions are represented along the horizontal axis.
As in Figure 4, time runs from top to down. The edges of
the two white lines as well as those corresponding to the
transition between the pavement and the area of shadow are
correctly matched. Their detection is stable along the sequence
as positions and distances remain constant during time. The
edges representing the pedestrian are also well reconstructed
as their positions and distances are coherent with the trajectory
of the pedestrian. One can notice few bad matches when
occlusions occur when the pedestrian hides one of the white
lines to the left or right camera. These errors are caused by
matching the edges of the visible white line, seen by one of
the cameras, with those representing the pedestrian.

Fig. 5: Image reconstruction of Pedestrian stereo sequence.

The proposed spectral clustering is then applied to the
reconstructed points for each stereo couple to detect the objects
present in the scene. As discussed in sections B.3 and B.4, we
have to set optimally the scaling parameter σ (Equation 3) and
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the threshold to apply to the eigenvalues of matrix N (Equa-
tion 4) in order to determine the significant ones. The number
of significant eigenvalues provides the number of clusters. For
that, we apply the clustering process considering several values
for the parameter σ2 and three predefined thresholds. For each
couple (σ2, threshold), we compute the percentage of cases
where the detection result is identical to the reality, considering
all the stereo couples of the sequence. Table 2 shows the
obtained percentages, and Figure 6 gives the real number of
objects present in the scene for each stereo couple. One can
see that the best couple (σ2, threshold), providing the high
percentage of 73.23%, is obtained with σ2=1.2 and threshold
= 0.5. Consequently, for the tests presented in the sequel of this
paper, we opted for these values as optimal spectral clustering
parameters.

Fig. 7: Objects detection and tracking with threshold = Mean
and σ2=2.

The clustering stage is performed on the reconstructed
points for each pair of the stereo sequence. The tracking pro-
cess is applied to the geometric centers of the obtained clusters
characterizing the detected objects in the scene. As stated
before (see figure 5), some matching errors occur, especially in
presence of occlusions at the end of the sequence, i.e., when the
pedestrian hides one of the white lines characterizing the scene.
To reduce the effect of these errors on the clustering task, and
hence on the tracking process, we apply the temporal con-
straint that allows ignoring objects generated erroneously from
the stereo matching process. Furthermore, and as mentioned
previously, the clustering process may provide two or more
clusters for the same object. This situation occurs when the
number of clusters is over estimated by the spectral analysis.
To discard this shortcoming, we apply our proposed clusters
fusion strategy presented above. Figures 7 and 8 illustrate the
obtained detection and tracking results with different values of
the spectral clustering parameters (threshold and σ2). In these
figures, each detected and tracked object is represented by a
colored symbol. One can see clearly in Figure 9 that all objects
presents in the scene are correctly detected and tracked with

Fig. 8: Objects detection and tracking with threshold = 0.5 and
σ2=1.2.

the optimal parameters (threshold = 0.5 and σ2=1.2) obtained
by the analysis given by Table II . Indeed, clusters representing
same object (pedestrian in our case) are fused correctly thanks
to the proposed fusion strategy, and, false detections, due to
stereo matching errors, are removed thanks to the temporal
constraint.

Figure 9 shows the number of objects obtained by detection
only and detection/tracking, compared with the real number
of objects present in the scene. As we can see, the tracking
process allows improving the detection results. In terms of
percentage of cases where detection results are identical to
ground truth, the rate reaches 85% with tracking instead of
73.23% (see Table II) obtained without tracking. In order to
validate the performance of our proposed objects detection and
tracking approach, we applied it on a more complex stereo
sequence, acquired with the prototype car traveling in highway.
Figure 10 illustrates the scenario representing the sequence
in which the objects to detect and track are vehicles moving
in front of the prototype car equipped with the stereoscopic
system. Arrows indicate the relative movements of vehicles
relative to the prototype vehicle marked with a cross.

The prototype car travels in the central lane behind another
car (A). As the distance is decreasing, the optical plane of the
stereo set-up intersects gradually the shadow of the preceding
car and then the whole car from the bottom to the top as shown
in Figure 11. A third car (B) pulls back into the central lane
after overtaking the preceding car (A). Car B is out of the
field of view of the stereo set-up. However, and as it can be
seen in Figure 11, its shadow captured. The prototype car is
itself overtaken by another vehicle (C), which is traveling in
the third lane of the road. The partial presence of car C is
shown in Figure 11. Figure 11 represents the linear images
of the acquired stereo sequence. As in Figure 4, the linear
images are represented as horizontal lines, time running from
top to bottom. The left and right sequences are composed of
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Fig. 6: Real number of objects present in each stereo couple during the Pedestrian sequence.

TABLE II: Percentage of cases where detection result based on spectral clustering is identical to the reality, for different couples
(σ2, threshold). Mean is equal to the mean of all eigenvalues of the matrix N.

threshold
σ2

1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2

0.5 72,22 72,22 73,23 71,72 71,72 72,22 72,22 72,73 71,72 72,22 72,73
Mean 67,68 67,68 67,68 68,18 68,18 69,19 69,70 69,70 68,18 66,67 67,68

0,9 69,70 70,20 69,70 69,70 69,70 70,20 69,70 70,20 70,20 69,70 68,69

Fig. 9: Number of objects number by detection and detection/tracking, compared to ground truth.

Fig. 10: Displacement of different vehicles during the sequence
2.

200 linear images each. In Figure 11 we can see the white
lines, which delimit the pavement of the road, and between
these lines, the two dashed white lines and the preceding
car in the central lane. The vehicle (C), which is overtaking
the prototype car, is seen at the bottom of the left and right
sequence on the left-most lane. At the same level, in the middle
of the left and right sequences, one can see the shadow of the
vehicle, which pulls back in front of the preceding car. The
curvilinear aspect of the lines in Figure 11 is caused by the

variations of the stereoscope tilt angle, because of the uneven
road surface. Depth reconstruction is not affected by these
variations, provided that the stereo set-up remains correctly
calibrated when the prototype car is running.

Fig. 11: Stereo sequence 2.

After applying the stereo matching procedure, the obtained
reconstruction image is illustrated in Figure 12. The edges of
the two dashed lines have been correctly matched. The edges
of the lines, which delimit the road, cannot be matched con-
tinuously because they do not always appear in the common
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part of the fields of the cameras. The preceding vehicle (A)
is well detected as it comes closer and closer to the prototype
car as time runs. The shadow of the vehicle (B), which pulls
back in front of the preceding vehicle, is identified as a white
continuous (almost) line at the bottom of the reconstructed
image. Finally, at the bottom of the reconstructed image, we
can see the dark oblique line, which represents the vehicle (C)
overtaking the prototype car.

Fig. 12: Reconstruction image of the sequence 2.

Figure 13 shows the objects detection and tracking results
obtained by applying the proposed approach on the recon-
structed points of Figure 13, using the optimized clustering
parameters (threshold = 0.5 and σ2=1.2). In Figure 13, each
detected and tracked object is represented by a colored symbol.
All the objects are well detected and tracked. However, the
dashed lines and the shadow projected by the vehicle pulling
back in front of the preceding car are missed because of the
application of the temporal constraint.

Fig. 13: Object detection and tracking with threshold = 0.5
and σ2= 1.2.

ˆ
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II. CONCLUSION

In this paper, we presented a method for detecting and
tracking objects using linear stereo vision. The method starts
by reconstructing 2D points by matching object edges ex-
tracted from linear stereo images. A spectral based clustering
algorithm is then applied on the reconstructed points in order
to extract where each cluster represents an object of the
observed scene. An experimental analysis is conducted to
optimize the clustering parameters. Finally, a tracking pro-
cedure is performed on the extracted clusters using Kalman
filtering and nearest neighbour data association. To improve
the detection and tracking results, a fusion strategy is also
developed to tackle the problem of the presence of multiple
clusters representing a same object. To test and evaluate the
proposed method, experiments are performed with real linear
stereo sequences for objects detection and tracking in front of
a vehicle.
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Abstract—This paper presentsa framework, called the knowl-
edge co-creation framework (KCF), for heterogeneousmulti-
agentrobot systemsthat usea transfer learning method.A multi-
agent robot system(MARS) that utilizes reinforcement learning
and a transfer learning method has recently beenstudied in real-
world situations. In MARS, autonomousagentsobtain behavior
autonomously through multi-agent reinforcement learning and
the transfer learning method enablesthe reuseof the knowledge
of other robots’ behavior, such as for cooperative behavior.
Those methods,however, have not been fully and systematically
discussed.To address this, KCF leveragesthe transfer learning
method and cloud-computing resources. In prior research, we
developedontology-basedinter-task mapping asa core technology
for hierarchical transfer learning (HTL) method and investigated
its effectiveness in a dynamic multi-agent environment. The
HTL method hierarchically abstracts obtained knowledge by
ontological methods.Here, we evaluate the effectivenessof HTL
with a basic experimental setup that considers two types of
ontology: action and state.

Keywords—Transfer learning; Multi-agent reinforcementlearn-
ing; Multi-agent robot systems

I. INTRODUCTION

Actual multi-agentrobot systems(MARSs) haverecently
beendeployedin real-worldsituations.Among otherapplica-
tions,a multi-robot inspectionsystemsfor disaster-strickenar-
eas,autonomousmulti-robotsecuritysystems,andautonomous
multi-robotconveyancesystemsfor warehouseshavebeende-
veloped[1]–[3]. However,the real world, wheresuchMARSs
are expectedto operate,is a dynamicenvironmentthat com-
plicates the developmentof the systemsbecausedevelopers
must customizethe robotsto this dynamicenvironment.The
applicationof multi-agentreinforcementlearning(MARL) to
MARSs is one of the approachestaken in responseto this
problem.MARL is a mechanismfor implementinga posteriori
cooperationamongagents,which can behaveadaptivelyin a
dynamicenvironmentevenwhen they are not providedwith
specific control policies. The benefitsof MARL have been
demonstratedin variousstudiesover the pastdecade[4]–[6].

´
Theapplicationof MARL to actualrobotshasbeenstudiedby
Mataric[7]. A methodfor acceleratingthelearningprocesshas
also beeninvestigatedbecausereinforcementlearning in dy-
namicenvironmentsrequiresa long time to obtainan optimal
(or nearlyoptimal) solution[6]. However,this methodis diffi-
cult to apply to MARS with MARL in dynamicenvironments
becausethe learningspeedis impractically low. Moreover,a
MARS typically containsat leastone pre-programmedrobot,
andMARL hasthe following drawbacks.

• The learningprocessrequiresa long time.

• The obtainedknowledgedependson the situation.

• There is a limit to a robot’s capacity to store the
knowledge.

In contrast,cloud roboticshasrecentlybeenproposed[8],
[9] asa meansto increasetheavailability of standalonerobots
by utilizing cloud computingresources.Cloud robotics may
increasethe utility of MARSs becausethe robotsgain access
to broaderknowledge,vast computing resources,and exter-
nal functions.This should be helpful for achievingpractical
implementationof MARSs with MARL.

In this context,we proposea knowledgeco-creationframe-
work (KCF) by integratingMARS, MARL, andcloudrobotics
[10], [11]. To implement this framework, an autonomous
mobilerobotin aMARS internallyexecutescyclicalprocesses,
andwe implementcloud servicesfor gatheringandassimilat-
ing knowledge(Fig. 1) as follows.

• Knowledge data are generatedby using computer
simulationandotherMARL systems.

• A robot savesknowledgeto its own repositoryvia a
networkconnectedto cloud computingresources.

• The robot observesthe environmentalstate.

• Therobotselectsparticularknowledgefrom therepos-
itory on the basisof the observedenvironment.
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Fig. 1: Simplified representationof a KCF. All systems(in-
cluding the otherrobots,MARS andsimulator)areconnected
to cloud-computingresources.

• If the observedenvironmentis unknown, the robot
acquiresthe learnedknowledgeof otherrobots(reuse
of knowledge)[12].

• As a result of this action, the robot obtains new
knowledgeabout unknown environmentsand shares
new knowledgewith other robotsandsystems.

Note that an autonomousagentactson the basisof existing
knowledgeif the observedenvironmentis known.

We developedthe hierarchical transfer learning (HTL)
method as the core technologyof KCF. The HTL method
enablesinter-taskmapping(ITM) by using ontology among
heterogeneousagents.This allows autonomousrobots and
virtual agentsto reuseknowledgefrom other typesof robots
and agents.Here, we describeexperimentsthat confirm the
HTL enablesreuseof knowledgeby using action and state
ontologiesto mediateamongheterogeneousMARSs.

The rest of the paper is organizedas follows. Section2
describesthetheoryandassumptionsof reinforcementlearning
andtransferlearning.Section3 is anoverviewof theproposed
HTL. Section 4 provides details about the preconditionsof
simulation experiments.Section 5 details evaluationof the
effectivenessof HTL throughsimulationand containsa dis-
cussionof theresults,which suggestthatautonomouslearning
agentscan reuseknowledgefrom other heterogeneousagents
by usingHTL. Section6 containsconcludingremarks.

II. REINFORCEMENTLEARNING AND TRANSFEROF
KNOWLEDGE

A. ReinforcementLearning

Reinforcementlearning is one type of machinelearning
method, in which agentscan use a trial-and-error method
to createa policy for accomplishingtasks. Many kinds of
reinforcementlearningmechanismshavebeenproposedover
the past few decades.In this study, we adopt Q-learning,
definedbelow, as the reinforcementlearningmechanism:

Q(s, a)← Q(s, a) + α{r + γV (s′)−Q(s, a)} (1)

V (s) = max
a∈A

Q(s, a) (2)

Here, S is a state space,with s, s′ ∈ S; a an element
of an action spaceA; α(0 < α ≤ 1) is the learning rate;
γ(0 < γ ≤ 1) is the discountrate; and r is the reward.The
learningagentsselecteachdefineda with a probability given
by the Boltzmanndistributionaccordingto

p(a|s) =
exp

(Q(s,a)
T

)∑
b∈A exp

(Q(s,b)
T

) . (3)

Here, T is a parameterthat determinesthe randomness
of selection. The Q-learning model can select actions in
descendingorder accordingto the action value from learned
knowledge.Whenthe valuesof availableactionsarethe same
or are equal to default value, the Boltzmann distribution is
usedto selectthe actionat random.

B. TransferLearning in ReinforcementLearning

Transferlearning,as proposedby Taylor, is a framework
for reuseof a policy obtainedthroughreinforcementlearning
[12]. The policies and solutionsobtainedthrough reinforce-
ment learningarehereregardedasknowledge.In the transfer
learningmethod,an agentfirst learnsthe policy asan action–
statepair during the sourcetask. Next, an agentperforming
the target task can reusethe knowledgeobtainedduring the
sourcetaskvia ITM. ITM definesthe relationof the spacesS
andA betweenthe targetand sourcetasks.If the target task
agenthasstatespaceStarget and action spaceAtarget, then
ITM for simple taskswill map S and A betweenthe target
andsourcetasks.This is formulatedas follows:

χS(s) : Starget → Ssource

χA(a) : Atarget → Asource (4)

Here,s anda aretheelementsof thestatespaceandaction
space,respectively;χS(s) and χA(a) are the corresponding
functions of ITM. The agentcompletingthe target task can
havedifferent characteristicsfrom the agentthat learnedthe
sourcetask. Hence,the agentperforming the target task can
adaptits behaviorfor a new environmentor targettask.This
methodis fundamentalin a single-agentenvironment.

C. TransferLearning in a Multi-agentDomain

In recentyears,transferlearninghasbeeninvestigatednot
only for single–agentsystemsbut also for MARSs. For ex-
ample,Boutsioukiset al. proposeda transferlearningmethod
with multi–agentreinforcementlearning, which enablesthe
use of ITM among agents [13]. Taylor et al. proposeda
parallel transfer learning method,which runs the target and
source tasks simultaneously[14]. Their method speedsup
learningin multi–agenttransferlearning.However,manysuch
methods do not take into account the operation of large
numbersof single–agentsystemsand MARSs, which means
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that an inter–taskmap must be either createdor modified
with every entry of a new agentsystem.The quality of ITM
is the most important factor in agentperformanceon target
tasks.Therefore,we believe that ITM for a systemshould
be designedby humans(such as researchersand engineers)
on the basisof experienceand intuition. However,as already
mentioned,manuallydesigningan ITM systemis problematic
when large numbersof single-agentsystemsand MARSs are
involved in the transferlearningsystem.

III. HIERARCHICAL TRANSFERLEARNING

A. Heterogeneityof Robotsand Agents

For actual environments,it is assumedthat the hetero-
geneityof robotsimplies that they may havedifferent sensors
(e.g.,cameraandlaserrangefinder)andactuatorarrangements
(e.g. crawler platform, omni-directionalmobile platform, and
humanoid platform). Moreover, different versions of robot
types and differencesin manufacturingare also aspectsof
heterogeneity.In contrast,characteristicsof virtual agentsare
similar to otheragentsin the virtual environment,suchas for
simpletaskagents.For thepurposeof evaluationin this paper,
we assumea simulatedenvironment.Hence,heterogeneityis
characterizedby the number of elementsof S and A. We
supposethat the heterogeneityof S arisesfrom differences
in tasks,andthe heterogeneityof A arisesfrom differencesin
the motion characteristicsof agents.

B. Ontology-basedITMs

Our KCF with HTL enablesintegrationof ITMs among
agents[10]. In a previouspaper,we proposedHTL, which
uses the concept of ontologies as a method for creating
ITMs. We call this techniqueontology-basedITM (OITM).
Ontology is introducedhere as an “explicit specificationof
a conceptualization”for the purposeof learning [15]. Our
OITM leveragesthe function of ontology by which we can
describemany different relations in terms of ontology, and
specifically we can describeintegrativeITMs amongagents
(Fig. 2). Moreover, if we first define the ITM of a system
in termsof ontology, then agentscan useITM to searchthe
knowledgeof many other agents.We assumethat a concrete
action of an agent is called an instanceof ontology and an
abstractaction of ontology is called a class or upper class.
Weadditionallyspecifythatanyontologypresentationin cloud
resourcescanbe accessedby all agents.

An exampleof OITM is shownin Fig. 3. First, the agent
developermapsconcreteactionsof an agentto the ontology.
Another agentdeveloperalso mapsactionsto this ontology.
When the agent reusesthe knowledge of other agents, it
searchesfor a mapping that matchesits actions with other
agent actions. Second,the agent transfersknowledge from
other agentsto itself using the knowledgeand mapping of
ontology for ITM. Note that when the agent transfersthe
knowledgefrom otheragents,OITM requirestwo ontologies,
such as an action ontology and a stateontology. Hence,the
agentindividually searchescorrespondingactionsandstatesof
otheragents.

Fig.3 showsa casewherethreeheterogeneousagentsare
presentin an environment.The action spacesof thesethree
agentsareas follows:

(a) (b)

Fig. 2: Difference betweenITM and OITM. (a) Simplified
image of ITM with four agentsand others. (b) Simplified
imageof OITM, which integratesITM amongagents.

Aα = {aα1, aα2, aα3, aα4}
Aβ = {aβ1, aβ2, aβ3} (5)
Aγ = {aγ1, aγ2, aγ3, aγ4, aγ5}

We connectedeachinstance(concreteaction) to the class
CA

3 = {ca3,1, ca3,2, ca3,3, ca3,4}. The class spaceCA
3 is also

mapped to an upper class CA
2 = {ca2,1, ca2,2, ca2,3}, and

CA
1 = {ca1,1}. Thesemappingdescribesfunctions like ITM,

definedbelow,asmappingsbetweeninstancesandclasses,and
betweenclassesandupperclasses.

χO
S (s) : S → CS

h

χO
A(a) : A→ CA

h (6)

χO
S (c

s) : CS
h → CS

h−1

χO
A(c

a) : CA
h → CA

h−1 (7)

Here,we definedtwo typesof OITM, namely,χO
S (·) and

χO
A(·). The functionχO

S (·) representsanOITM aboutthestate
spaceamong instances,classes,and upper classes.χO

A(·) is
an OITM about an action space.In the implementation,the
agentshavemechanismsto searchthe OITM.

C. Methodfor Transferof Knowledge

As mentionedabove, the agent can reuseknowledgeof
other agents through HTL. In this study, we adopted Q-
learningasthereinforcementlearningmodel.In theQ-learning
mechanisms,transferredknowledgeis reusedas follows.

Qj(s, a) = (1− τ)Qt(s, a) + τQs(χo
S(s), χ

o
A(a)) (8)

Here, Qt(s, a) is knowledge about the target task and
Qs(s, a) is knowledgeabouta sourcetask, known via HTL.
The transferredknowledgealsousesOITM andthe functions
χO
S (·) and χO

A(·) meansOITM. The term Qj(s, a) is the
combined knowledge of the target and source tasks, and
τ(0 < τ < 1) is aparameterfor adjustingtheaction’svaluefor
thedifferencebetweenthetargetandsourcetask.A targettask
agentselectsanactionfromQj(s, a) accordingto aBoltzmann
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Fig. 3: OITM for agentactions.The agent’sdevelopermapsconcreteactionsof an agentto abstractactionsin upperclasses,
which may be mappedinto still higherclasses.All actionsof all agentsaremappedto an ontology in this manner.

Fig. 4: Simplified schematicof an internal reinforcement
learning model in a target task with Eq. (8). A learnercan
receivestateandrewardsfrom theenvironment.Thesourceof
transferredknowledgecannotreceivethereward.Theactionis
selectedby usingcombinedknowledgeaccordingto Eq. (8).

distribution (Equation(3)). However,updatingof knowledge
occursonly for Qt(s, a) by Q-learning(Fig.4). In an actual
environment,when an actual agent,such as a robot, reuses
transferredknowledge,the knowledgeof sourcetasksconsists
of a data file generatedby the source task agent, and the
target task agentmust receivethe transferredknowledge(in
the form of thesefiles) aboutthe sourcetaskvia the network
infrastructure.Hence, to reuse knowledge,HTL requires a
communicationinfrastructure,as well as a list of available
repositoriesof knowledgeandpublic ontologyservers.

IV. TASK DESCRIPTION

Wecarriedout simulationexperimentsto confirmtheeffec-
tivenessof HTL in four dynamicenvironments.We designed
environmentsfor MARL and heterogeneousexperiments.We
provide the following experimentalconditions of computer
simulation.

A. Pursuit Game

Previous studies have adopted tasks such as zero-sum
games, foraging tasks, and cooperativecarrying tasks for
evaluatingMARL. Here,we adopta pursuitgameto evaluate
MARL performance.The pursuitgameis a benchmarktestof
agentperformance,measuredastime until capture.We setan
N ×N grid as the simulationworld. An arbitrarynumberof
hunteragentsandprey agentsaredeployedin this world, and
we evaluatethe numberof steps(i.e., time) until the hunters
captureall of the prey. In our pursuit game,we set locations
for prey in the grid world. The final stateof this gameoccurs
when all prey has been capturedby hunters,which occurs
when all huntersare adjacentto the prey at the end of turn.
The locationsof all agentsare resetto their initial positions
after capture.A single episodeis definedas numberof steps
to reacha stateof capture.Agentsact in a predefinedorder,
suchas hunter1 → hunter2 → prey, and one set of actions
is regardedas a single step.A cell cannotbe simultaneously
occupiedby multiple agents,andagentscannotcrosstheworld
boundaries.Moreover,hunterscan learn cooperativecapture
actions,but prey cannotlearn.

B. Differencein Tasks

The heterogeneityof the statespacedependson the Task
and Sensor characteristicsin actual learning. In this exper-
iment, we defined heterogeneityof the state spaceas the
differencein Tasks.

We define the grid world of a pursuit game according
to a study by Tan [4] and Arai et al. [5]. In this particular
implementation,huntersanda prey agentcanmove in a 7 ×
7 grid world. The initial position of eachagentis shown in
Fig.5. The differencebetweentasksis the numberof hunters.
We call the taskin Fig. 5 (a) “2 vs. 1” andthat in 5 (b) “3 vs.
1”. Note that in the 2 vs. 1 task,the observableenvironmental
stateof a hunter is the set containingthe coordinatesof the
otherhunterandof theprey.In the3 vs. 1 task,theobservable
environmentalstate is the set containing the coordinatesof
the other two huntersandof the prey.Therefore,the concrete
differencebetweentasksis theobservablenumbers of theset
of S. In eachtask,the observableenvironmentalstateasa set
S is definedas follows.
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(a) (b)

Fig. 5: Difference in tasks.(a) Two huntersvs. one prey in
7×7 grid world, with initial positionsof eachagent.(b) Three
huntersvs. oneprey in 7× 7 grid world with initial positions
of agentsin the four corners.

S2vs.1 = { x-coordinate of self,

y-coordinate of self,

x-coordinate of the second hunter,

y-coordinate of the second hunter (9)
x-coordinate of prey,

y-coordinate of prey}

S3vs.1 = { x-coordinate of self,

y-coordinate of self,

x-coordinate of a second hunter,

y-coordinate of a second hunter,

x-coordinate of a third hunter, (10)
y-coordinate of a third hunter,

x-coordinate of prey,

y-coordinate of prey}

C. Heterogeneityof Agents

As mentioned above, the game involves two types of
agents: multiple hunter agents and one prey agent. Only
huntersare provided with learning mechanisms;the actions
of the prey are providedby a fixed strategy,as discussedin
detail below.

Agentscanselectonly oneactionperstep.Preycanchoose
an actionfrom five actionsin an actionspaceAprey, which is
definedas follows.

Aprey = {front, back, right, left, stop} (11)

Heterogeneityof huntersmeansthat differencesare per-
mitted betweenthe strategiesand action spacesof different
hunters.In addition,eachagentis providedwith a sensor,such
as sight. We definethe allowed actionsof eachhunterin the
following way.

Ahunter1 = {front, back, right, left, stop} (12)
Ahunter2 = {upper right, lower right,

lower left, upper left, stop} (13)
Ahunter3 = {long front, long right, lower right,

lower left, long left, stop}(14)

(a) (b)

(c) (d)

Fig. 6: Actions andsight rangeof eachagent.Arrows denote
movabledirectionanddistancein grid world. Grayareasshow
the sight rangeof eachagent,and if otheragentsare in sight
range,agentcanobservethe coordinatesof otheragents.

Here,characteristicsof Ahunter1, Ahunter2, Ahunter3 and
Aprey are shown in Fig.6 subfigures(a), (b), (c), and (d),
respectively.Each agenthas its own sight range (shown as
shadedcells),andtheshapeof this rangediffers amongagents.
Thesight rangeof theprey is thesameasthatshownin Fig. 6
(c). Initially, huntersand prey choosetheir actionsrandomly.
Huntersadjusttheprobabilitieswith which actionsareselected
asthe learningprogresses.Althoughthepreydoesnot learn,it
selectsan escapeactionwhenit recognizesa hunter.Theprey
movesawayfrom the hunterwhen it detectsonly onehunter,
or in any of the possibleescapedirections(uniformly chosen)
when it detectsmultiple huntersin its vicinity.

D. ExperimentalConditions

To confirm the effectivenessof HTL, we set the experi-
mentalconditionsas listed in Table I. In this experiment,we
adoptedthe 2 vs. 1 task and the 3 vs. 1 task of the pursuit
game.In the sourcetaskandself-transferexperiment,hunters
1 and2 andthepreyaredeployedin a 7×7 grid world. In the
3 vs.1 task, two hunter1s and one hunter2, or one eachof
hunters1, 2, and3 aredeployedwith thepreyin thegrid world.
Moreover,on top of theaboveexperimentalconditions,we test
theself-transfercondition.Self-transferis usedasconfirmation
of transferredknowledgeproperly generatedby the agentof
thesourcetask,andwe transferthegeneratedknowledgefrom
the sourcetask to the sourcetaskagent.

The Q-learningparametersare set to α = 0.1, γ = 0.99,
and r = 1. The Boltzmann parameterT is 0.01. These
parametersare common to the self-transfercondition. The
default Q-valueis 0 in all experiments,and τ is 0.5. In each
experiment,10000episodesareconductedfor the sourceand
targettasks.

In this experiment,we designedtwo ontologies: action
ontology in Fig.7 and stateontology in Fig.8. For example,
whenthe hunter3 reusesthe knowledgeof hunter1 by using
actionontologyandstateontology,theinformationof observed
statesis put in the stateontology.The hunter3 can translate
its own observedstatesto an observablestate of hunter 1,
and translatedstatesare input to the knowledge that was
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TABLE I: Experimentalconditionsof transferin four experiments.The target task agentusestransferredknowledgefrom a
sourcetaskagentof the sametype.

Experiment Conditions Sourcetask Targettask

Task 2 vs. 1 2 vs. 1
Hunters Agent 1 andAgent 2 Agent 1 andAgent 2

Self-transfer
Direction of Agent 1 → Agent 1
transfer Agent 2 → Agent 2

Task 2 vs. 1 2 vs. 1
Hunters Agent 1 andAgent 2 Agent 2 andAgent 3

Different actionspace
Direction of Agent 1 → Agent 2
transfer Agent 2 → Agent 3

Task 2 vs. 1 3 vs. 1
Hunters Agent 1 andAgent 2 Two agent1 andoneAgent 2

Different statespace
Direction of Agent 1 → Agent 1
transfer Agent 2 → Agent 2

Task 2 vs. 1 3 vs. 1
Hunters Agent 1 andAgent 2 Agent 1, Agent 2, andAgent 3

Heterogeneous
Direction of Agent 2 → Agent 1
transfer Agent 1 → Agent 2

Agent 1 → Agent 3

transferredfrom hunter1.Then,knowledgeoutputsthe action
valuesof hunter1, andhunter3 translatesit to its own actions
by utilizing action ontology. Finally, hunter 3 calculatesthe
combinedknowledge(Eq. (8)), andit selectsa valuableaction
by usingtheBoltzmanndistribution(Eq. (3)). Whenthehunter
3 reusesthe knowledgeof hunter1 by usingstateontology,if
thehunter3 detectsanotherhunter(hunter1) in thegrid world,
then the hunter3 can behavein cooperativeactionsbetween
hunter 1 and hunter 2 in the sourcetask. Here, we assume
that the two ontologiesand the necessarysearchfunction are
preprogrammedin all hunters.

V. EXPERIMENTAL RESULTS AND DISCUSSION

In this section,we describethe experimentalresultsand
discussJumpstart(JS), which is the differencebetweenthe
value resulting from an agentwith transferand one without
transfer.This is formulatedas follows:

JS=
1

100

(
100∑
i=1

swt
i −

100∑
i=1

sti

)
(15)

Here, swt
i is the number of stepsof the learning curve

without transfer; sti is the number of stepsof the learning
curve with transfer.Moreover,to aid intuitive understanding,
we definethe ratio of JS (RJS),as follows.

RJS=
100∑
i=1

sti

/ 100∑
i=1

swt
i (16)

If we obtainedthe result for JS that the numberof steps
until convergencefor the learningcurvewith transferexceeds

the analogousvalue without transfer, then transfer is not
effectivesincethe final performanceof learningis worsethan
without transfer.Hence,Differencein convergencesteps(DCS)
is definedas follows, and we also define the ratio of DCS
(RDCS).

DCS=
1

100

(
10000∑
i=9901

swt
i −

10000∑
i=9901

sti

)
(17)

RDCS=

10000∑
i=9901

sti

/ 10000∑
i=9901

swt
i (18)

DCS is the averagesteps in the final 100 episodesin
the learning curve with transfer and without transfer. DCS
andRDCSexpressthe differencein convergenceperformance
betweenagentswith knowledgetransferandwithout transfer.

A. Resultsfor Self-transfer

In this experiment,the result of learningwithout transfer
showsimprovedperformance(Fig. 9(a)). This learningcurve
does not convergeto a single solution, in contrast to the
performanceof general reinforcement learning in a static
environment;this differenceoccursbecausethe agentsin all
of our experimentslearn in a dynamicenvironment.

The values of JS are shown in Table II along with the
valuesof otherparameterssuchasRJS,DCS,andRDCS.The
JS value of self-transferexperimentsis 297.16steps,and the
improvementrate with a JS is 80%. The learning curve of
self-transferexhibits an obvious JS relative to the “without
transfer”condition.Moreover,thenumberof stepsof thefinal
100 episodesin the learningcurvewith transferis lower than
the numberof stepsof the final 100 episodesin the learning
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Fig. 7: Action ontology.We mapthe instanceof actionsto a similar upperclass.In this actionontology,for example,“Move to
right (1 cell)” of hunter1 and “Move to right (2 cells)” of hunter3 are similar actionsin the action ontology. If the ontology
designerhasnot specifiedsimilar actions,actionsof agentsareconnectedto upperclasses.

Fig. 8: Stateontology, with coordinatesof cooperativeagents.Instancesof “Self-location” and “coordinatesof prey” of each
hunterareconnectedto the sameclass.Whenthe hunter3 reusesthe knowledgeof hunter1, informationabout“coordinatesof
hunter1” areput in the stateontologyas “coordinatesof hunter2” accordingto the knowledgeof hunter1.

TABLE II: Comparisonof JS,RJS,DCS and RDCS in each
experiment.

Experiment JS RJS DCS RDCS

Self-transfer 297.16 0.20 42.84 0.64

Different actionspace 108.35 0.42 -3.64 1.06

Different statespace 4433.01 0.06 1095.25 0.19

Heterogeneous 3059.12 0.28 602.67 0.51

curve without transfer.in the learningcurve without transfer.
This result indicatesthe effectivenessof reusingknowledge,
and this emergenceeffect is consideredthe basic effect of
transfer learning. In this experiment,the agentalso use the
HTL, andso this result indicatesreappearanceof the effect of
transferlearning.

B. Resultswith Different Action Spaces

The resultsfor the learningcurvesare shownin Fig.9(b).
In this experiment,theresultsexhibit anobviousJS.Thevalue
of JSis 108.35steps,which meansthat theperformanceof the
targettaskagentimproved58% from agentswithout transfer.
This result indicatesthe effectivenessof reusingknowledge
utilizing HTL. For the learning curve in the “with transfer”
condition in Fig. 9(b), the curve decreasesmore slowly than
thecurvefor the initial episodes.This phenomenonshowsthat
theagentlearnedthenewenvironmentasa targettaskby using
the transferredknowledge.

Thevalueof DCSfor learningcurvein the “with transfer”
condition is greaterthan that in the “without transfer” condi-
tion. This result indicatesthat the final stateof learningwith
transferis 1% worse than the caseof without transfer.This
DCS value is consideredsmall enoughfor effectiveness.

C. Resultswith Different StateSpaces

The resultsfor learningcurvesare shownin Fig. 9(c). In
this experiment,the result also exhibits a large value for JS,
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(a) (b)

(c) (d)

Fig. 9: Comparisonof learningcurvesbetween“without transfer” and “with transfer”. (a) Resultof self-transfercondition. In
this experimentalcondition,obtainedknowledgeis commonknowledgeof all experimentalconditions.(b) Resultof experiment
with different actionsspaces.(c) Resultof experimentwith different statespaces.(d) Resultof experimentwith heterogeneous
statespaces.

4433.01steps,which is an improvementrate from the JS of
94%relativeto thecasewithout transfer.Additionally, theDCS
value is also excellent,with improvementof 81%. Together,
thesephenomenameanthat the performanceof the agentin
the“with transfer”conditionis greaterthanperformanceof the
agentin the “without transfer” condition at the final stateof
learning.Themainreasonfor this is theadjustmentof learning
parameters,suchasα, γ, andT . In reinforcementlearningin
a dynamic environment,the agent’sbehavior is sensitiveto
tuning of the learningparameters.Suchsensitivity is clearly
seenin this experimentalresult,wherethe performanceof the
agentin the “without transfer” condition doesnot reachthe

performanceof the agentin the “with transfer”condition.

D. Resultswith HeterogeneousConditions

For theexperimentwith heterogeneousconditions,anobvi-
ousJSvalueis present,asshownin Fig. 9(d). TheDCS value
was high at 49%. Theseresultsindicate the effectivenessof
HTL in a heterogeneousMARL situation.

However,thelearningcurvein the“with transfer”condition
is unstablein the aboveexperimentalconditions.The main
causeof this is difficulty of tasks. In this experiment,the
task is 3 vs. 1, and all agentsare heterogeneous.Moreover,
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reusedknowledgeis transferredfrom heterogeneousagents.
This result indicatesthat the agentscanreusethe knowledge,
althoughthe agentsrequirea relearningprocessfor the target
task.

VI. CONCLUSION

In this paper, we proposedKCF for implementationof
MARL, andpresentedHTL asa transferlearningmethodsuit-
able for largenumbersof heterogeneouslearningagents.The
HTL methodis oneof the functionsof KCF. We alsocarried
out simulationexperimentsunderfour transferconditionswith
the pursuit game used for the environmentand tasks. The
experimentalresultssuggestthat HTL cantransferknowledge
amongheterogeneousagentsandseveraltasks.

For our future work, we plan to demonstratethe effec-
tivenessof HTL by conductingexperimentsin actual multi-
robot learningsystems.In the simulations,the actionsetsand
statesetswere discrete,and it seemshard to apply discrete
setsto real robot systems.Instead,HTL shouldbe appliedto
continuoussets for real situations.An evaluationsystemof
ontologyandan autonomousrestructuringmechanismshould
be developedasnew functions.Thesefunctionsareimportant
becausethereis anincreasedprobabilityof choosingthewrong
design for ontology becausethe architectureof ontologies
(e.g., instancesand classesalong with the relations among
thosefactors) dependson the degreeof the ontology devel-
oper’sexperience.For applicationin real-worldsituations,our
proposedsystem needsa system for autonomousontology
restructuringby agents.
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