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Editorial Preface

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current
home desktop computers to put a man on the moon. In that 50 year span, the field of computer science has
exploded.

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the
calculation process has given birth to fechnology once only imagined by the human mind. The ability to communicate
and share ideas even though collaborators are half a world away and exploration of not just the stars above but the
internal workings of the human genome are some of the ways that this field has moved at an exponential pace.

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for
quality research. We want to promote universal access and opportunities for the international scientific community to
share and disseminate scientific and technical information.

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we
deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a
place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field.

We utilize the talents and experience of editor and reviewers working at Universities and Instifutions from around the
world. We would like to express our gratitude to all authors, whose research results have been published in our journal,
as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review
process.

We hope that this edition of IJACSA inspires and entices you to submit your own conftributions in upcoming issues. Thank
you for sharing wisdom.

Thank you for Sharing Wisdom!

Managing Editor
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Abstract—The paper presents an exceptional four matching
strategies: systematic, random, gradient and simulated annealing
using diferent metrics. We consider two kinds of image matching
algorithms. The first one oriented on the whole image matching
where we compare corresponding pixels or chosen image
characteristics. The second one is oriented on finding the region
in the target image (region of interest ROI) , which match best
the ROI given in the template image. For our experiments we
take the list of target images, directly from the atlas, and a subset
of these images as the template images.

Keywords—systematic; random; gradient; simulated annealing

l. INTRODUCTION

Presently digital image processing has a broad spectrum of
applications, such as multimedia systems, business systems,
monitoring and inspection systems, archiving systems.
Architectures of such systems are much complex (see Fig. 1).
In spite of digitisation, storage, transmission, and display
operations, extra functions are considered. They are as
follows: image data compression and representation, image
enhancement and reconstruction, image indexing retrieval and
matching, etc. and they are executed on application oriented
Servers.

Image database

ot
-

Users

O

Internet

Fig. 1. Modem digital image processing system

In medical applications clinical diagnosis as well as
evaluation of therapy is often supported by image processing
systems. Such techniques as SPECT (Single Photon Emission
Computed  Tomography), PET  (Positron  Emission
Tomography), MRS (Magnetic Resonance Spectroscopy),
MRI (Magnetic Resonance Imaging), or ultrasound and X-ray
scanning are largely used and developed [1,2]. The Internet
creates a new possibilities for medicine diagnosis. Application
of multiedia systems provides a real-time medical monitoring

Dr. Jamil Abdulhamid M. Saif
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multi-party  consultations and distance collaborations.
Examples of such solutions are the following systems:

1) MedNet - used in brain surgery [3],

2) Telematic microscopy system used in diagnostics of
histopathology [4],

3) Medinet - used in diagnostics of teleradiology [5].

The rest of this paper is organized as follows: section 2
presents the matching problem and defines the similarity for
Whole image and region-based image matching. In section 3,
experimental results are presented and discussed, also the
effectiveness of our proposed method are discussed. The
conclusion and the proposal of future works are given in
Section4.

Il.  IMAGE MATCHING PROBLEM

A digital image (I(m,n), m, n-integers) [6,7,8] is usually
the result of discretization process of a continuous image
function I(x, y) X, y € R, and it is stored in a computer
memory as a two dimensional array A, where A=[A(m, n)],
m=1,2,.,Mn=12,..,N;ie:

We limit our considerations to the discrete image
describing by two dimensional array A. However, other
image dimensions can be taken into account (1D, 3D, ..., etc.)
[9,10], depending on what kind of imaging systems is used to
create digital images. Each A(m, n) element of the array A
corresponds to a pixelwhich describes some properties of the
image. We can use many shades of grey typically 16 or 256 to
represent the pixels. However, grey scanning requires larger
amounts of memory. In spite of a greyscale images are simple
and have less information in comparison to colour images. It
is possible to construct all visible colours by combining the
three primary colours: red, green and blue (RGB colour
image).

A. Image Matching Algorithms and related definitions

Theimage matching algorithms for the compared images
or ROIs regarding the accuracy can be evaluated by the
similarity degree, therefore we give the following definition
that is needed for the matching problem.

Definition 2.1.

Let be given matrix Al representing a template image 11
and matrix A2 representing a target image 12. For images 11
and 12 the following three cases should be considered:

1) Images are the same (A1=A2) if and only if similarity
criteria SC (AL, A2)=1.
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2) Images 11 and 12 are similar if and only if 4 <SC (41,
A2) < 1.

3) Images I1 and I2 are different if and only if 0 < SC (41,
A2) < 4.

Similarity criteria SC and threshold A (SC € <0, 1> and A
€ <0, 1>) can be chosen arbitrarily for each class of matching
algorithms.

In case of pixel to pixel comparison [11,12], we can
define similarity criterion SC(Ik, Ik+1) as the following
formula:

MS =SC(1*,1)= \/iZN:[A"

i=1 j=1
2.1)

(i, §)- A", )]

where AX(i, j) is the pixel digital value for x" image, it can
be referred either to the whole image or to its ROI (see Fig. 2,
3). In many cases the similarity degree MS is higher for ROI
than for the whole images. In case of ROI the similarity
criterion should be suitable modified (i.e. proper pixels are
only compared).

similarity degree = 0.8394
Fig. 2. Example of matching two images, a) template, b) target

a

b
similarity degree = 0.8718

Fig. 3. Example of matching two ROI, a) template, b) target

B. Image Matching Algorithms

To solve the matching problem we propose four
algorithm[13], systematic  (lexicographical)  searching,
gradient searching, random searching and simulated annealing
searching, that define the methods of searching the ROI in the
target image that is best match the one specified in the
template image. In systematic searching algorithm an initial
location of the ROI is assumed to be on the left top corner of
the target image, the the center of the ROI is moved from left
to right and up to down in the target image with specific step
of pixels, for each location of the ROI the relative similarity
degree is calculated, at the end the location with the best

Vol. 6, No. 2, 2015

similarity degree is pointed out as the best solution. Gradient
searching algorithm can assume a random choice of the initial
location of the ROI in the target image, next we calculate the
step and the direction of the ROl movement, to find the best
matching location we decrease the step twice in each iteration
that returned the optimal location, and from that location we
repeat this process of searching we get the best matching
location. In random searching we determine only the number
of iterations and every iteration the location of the ROI is
randomly selected, after such process the optimal location
with the best matching similarity of the ROI in the target
image is returned. Finally in simulated annealing searching
algorithm also the initial location of the ROI in the target
image is selected randomly with a given number of iterations
and with high starting temperature which is reduced in each
iteration according to the annealing scheme, the location of the
ROl in each location then is changed with probability
determined by the generation function and the similarity
degree is calculated for the new location with probability
determined by the acceptance. After reaching the maximum
iteration, we choose the optimal solution the found solutions.

I1l.  EXPERIMENTAL RESULTS AND DISCUSSION

Experiments are carried out for endoscopic and the
obtained results discussed in order to evaluate the different
searching procedures, that helps choosing the best procedure
of matching the whole endoscopic image, as well as ROI
searching. The representative benchmarks for illustration of
our considerations is presented in table 1., where there are
different endoscopic images (size of 800 x 720 pixels), chosen
from endoscopic atlas [14] among 1500 available images. We
concentrate on stomach diseases, and include five images
(from 1 to 5), corresponding to healthy patients, next nine
images (from 6 to 14) contains some changes referring to
typical (representative) stomach diseases. The last five
images from 15 -19 represent similar changes regarding to
appearance.

TABLE I. DETAILED DESCRIPTION OF THE ENDOSCOPIC IMAGES
BELONGING TO THE TEST BENCHMARK
The number of Its atlas | Description of changes in the
image in Fig. 5.1 number endoscopic images
1 124 Formix fundus, healthy
2 125 Corpus venriculi, healthy
3 126 Corpus ventriculi, healthy
4 127 Antrum, anqulus, healthy
5 132 Antrum, healthy
6 6 15 a Ventriculus, cancer
7 6 18 a Ventriculus, cancer
8 6 18 b Ventriculus, cancer
9 6 18 ¢ Ventriculus, cancer
10 6 23 Ventriculus, cancer
11 6 25 b Ventriculus, cancer
12 6 5 Corpus, cancer
13 68 a Corpus, cancer
14 6 8b Corpus, cancer
15 6 27 Fundus ventriculus, cancer
16 6 30 b Fundus ventriculus, cancer
17 632 c Corpus ventriculus, cancer
18 6 3 a Corpus, antrum, cancer
19 6 6 Cardia, cancer
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A. Image and ROI matching strategies TABLE lll.  SIMILARITY '\E/)IEA(_BI_I?:IIE_EI\}éALUES FOR ROI - ORIENTED
We consider two kinds of image matching algorithms. The
first one oriented on the whole image matching where we No of
compare corresponding pixels or chosen image characteristics. te?;p;g;‘; 1 2 7 1 16 17
The second one is oriented on finding the region in the No of ar
target image which matches best the ROI given in the template images
image. In our experiments we take the list of target images, 1 09082 | 0.8465| 074061 0.7566 | 07600 | 0.7739
direCtIy from the atlas, and a subset of these images as the 2 09068 | 09689 | 08229 08755| 0.8177| 0.8804
template images. In case of simple matching criteria (MS — 3 08553 | 078151 0.7982| 08021 0.7820] 0.8159
formula (2.1), IF - formula [13] the similarity degree for the 4 08598 | 08828| 08513 086121 0.8516| 0.8752
whole image gives value 1 for the same image. Table 2. 5 0.8468 | 09031| 0.7488| 0.7721| 0.7768| 0.7703
confirms such cases. 6 0.8710 | 0.8400 | 0.8681 | 0.8895| 0.8903 | 0.9046
Let consider ROI - oriented matching for the same set of ! 0869 | 0.8289) 0.9514) 0.9101) 08708 | 0.9153
template and target images. Note that even in case of the same g g'ggzg 8'2222 8'223% g'gggi 8'22?3 g'ggiﬁ
compared images values of similarity degree are not equal to : : : : : :
1. IVFI)oreover gve can find higher vgluegof these criteqria for 10 08837) 08299 08703 08839 0871509004
: AN . . 11 0.9089 | 0.8086| 0.8616 | 0.9262 | 0.8830 | 0.9401
different images than for the same images see the f|r§t ar_1d the o 08619 | 083371 08878 | 09097 | 08907 | 0.9359
colum_n of_TabIe 3. However, it does not mean that this kind of 13 08549 | 0.8253 | 0.8804 | 08978 | 08852 0.9104
matching is not practically acceptable. 14 0.8671| 0.8455| 0.8168| 0.8849 | 0.8737 | 0.8566
15 0.8500 | 0.8227 | 0.7825| 0.8117 | 0.8021 | 0.8238
TABLE Il THE SIMILARITY DEGREE VALUES FOR THE WHOLE IMAGE 16 0.8661 | 0.8164| 0.8480| 0.8614| 0.9374 ) 0.8698
MATCHING 17 0.8463 | 0.8213| 0.9023 | 0.9033 | 0.8900 | 0.9375
18 0.8657 | 0.8073| 0.9195| 0.9183| 0.8819 | 0.9263
No of template 19 0.8954 | 0.8276| 0.8842| 0.8882 | 0.8559 | 0.8989
mages 1 2 7 11 16 17 B. Evaluation of searching procedures
We consider four sequential procedures: systematic,
No of tahget random, gradient and simulation annealing defined in [13].
images They operate only_ on pairs of target/template images where
ROI's are determined by experts. In our experiments we
1 1.0000 | 07910 | 0.6744 | 0.7353 | 0.8140 | 06342 assume that the target image is the same as the te_mplate one,
2 0.7910 | 1.0000 | 0.7529 | 0.7583 | 0.7792 | 0.7437 but W|thoqt ROI. We made many such experiments, but
3 07715 | 0.8285 | 07465 | 07512 | 0.7935 | 0.7461 representative resultg are shovx_/n in '_I'able 4, ar_1d Fig. 4., the
. 07279 | 08515 | 07985 | 07351 | 07617 | 0.7501 best results we obtained for simulation annealing procedure,
then for gradient procedure, we also note that random and
5 08185 | 0.8385 | 0.7415 | 0.7460 | 0.8062 | 07311 | oy stamatic procedures give nearly the same level of the mean
6 0.6928 | 07135 | 0.7637 | 0.7617 | 0.7734 | 0.7442 |  accyracy, however they are a bit a lower than the first two
7 0.6744 | 0.7529 | 1.0000 | 0.7421 | 0.7211 | 0.7845 procedures.
8 0.7142 | 0.7805 | 0.7859 | 0.7695 | 0.7562 | 0.7649
9 0.6677 | 0.7925 | 0.7453 | 0.6623 | 0.6703 | 0.7463 TABLE IV.  THE MEAN IMAGE MATCHING ACCURACY OF SEARCHING
10 0.7232 | 0.7870 | 0.6684 | 0.7332 | 0.7623 | 0.7463 PROCEDURES
11 0.7353 | 0.7583 | 0.7421 | 1.0000 | 0.7949 | 0.7133 Searching
12 0.7429 | 0.8167 | 0.7500 | 0.7342 | 0.7790 | 0.7706 procedure | gystematic | Gradient | Random Simulated
13 0.6685 | 0.7579 | 0.7860 | 0.7338 | 0.7417 | 0.8343 No of compaced annealing
14 0.7964 | 0.8451 | 0.7704 | 0.7711 | 0.8210 | 0.7728 image
15 0.8016 | 0.8232 | 0.7691 | 0.7739 | 0.8049 | 0.7482 4 0.7446 0.6729 0.8416 0.8721
16 0.8140 | 0.7792 | 0.7211 | 0.7949 | 1.0000 | 0.7044 5 0.6297 0.5815 0.5851 0.7792
17 0.6342 | 0.7437 | 0.7845 | 0.7133 | 0.7044 | 1.0000 12 8-;233 8-;?;‘? 8;232 8-3‘2?8
18 0.6478 | 0.7337 | 0.7873 | 0.6771 | 0.6847 | 0.7252 7 0.8065 0.9508 0.8459 0.8556
19 0.7520 | 0.7841 | 0.7450 | 0.7753 | 0.8010 | 0.7500 19 0.7827 0.8910 0.7448 0.7920
Mean value 0.7655 0.7794 0.7648 0.8437
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Fig. 5. The mean image matching accuracy of searching procedures

IV. CONCLUSION

In our paper four searching procedures were investigated
and analyzed for the endoscopic images. Such images are very
heavy for analysis owing to some deformations made during
their registrations. Therefore we decide to construct four such
algorithms different from each other by use of systematic
random, gradient and simulation annealing searching
methods. All versions are so flexible that can be tune to
improve quality of searching and matching in accordance to
specific features of endoscopic images.

For future work further improvement of the algorithms
should be done. As well as parallelization of searching
procedures will be presented and the version parallel
matching algorithms will be described, analyzed and
evaluated.
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Abstract—Despite the recent emergence of research, creating
an evolving fuzzy clustering method that intelligently copes with
huge amount of data streams in the present high-speed networks
involves a lot of difficulties. Several efforts have been devoted to
enhance traditional clustering techniques into on-line evolving
fuzzy able to learn and develop continuously. In line with these
efforts, we propose KEFCM, kNN-based evolving fuzzy clustering
method. KEFCM overcomes the problems of computational cost,
dynamic fuzzy evolving, and clustering complexity of traditional
kNN. It employs the least-squares method in determining the
cluster center and influential area, as well as the Euclidean
distance in identifying the membership degree. It enhances the
traditional kNN algorithm by involving only cluster centers in
making classification decisions and evolving on-line the clusters
when a new data arrives. For evaluation purpose, the
experimental results on a collection of benchmark datasets are
compared against other well-known clustering methods. The
evaluation results approve a good competitive level of KEFCM.

Keywords—Evolving; Fuzzy Logic; Clustering; k-NN

. INTRODUCTION

Clustering Analysis is broadly applied successfully in many
research areas such as market research, pattern recognition,
data analysis, image processing, and document categorization
[1] [2] [3] [4]. Clustering aims at describing data by defining
set of clusters, which are naturally circles, based on
similarities. The approach of finding approximate centroids is
commonly used to form the clusters. A cluster centroid is used
to determine the cluster location, and later, the system will tell
to which cluster a group of input vector belongs by measuring
the similarity in predefined features. Forming the clusters also
involves determining the influential area of the clusters, which
is equal to the radius.

In clustering, there are two crucial terms: fuzzy and
evolving. The fuzzy term refers to the overlapping in clusters
that is each element in a dataset belongs to one or more cluster
in a degree. The cluster belongingness, called fuzzy
membership (), is used to discover the relation between the
data element and disclosed clusters. The Euclidean distance is
employed commonly to obtain the fuzzy membership values of
elements in different clusters, i.e. distance between data point
and cluster center. Technically, the evolving term means ability
of the system to dynamically updating the clusters, adjusting
the clusters centers and/or radius, to accommodate new unseen
data when presented.

Amer Al-Nassiri

IT College
Ajman University of Science and Technology
Fujairah - Campus
United Arab Emirates, Fujairah

Beside their ability of analyzing data and making decisions
based on acquired intelligence, the evolving clustering methods
play an essential role in fuzzy rule-based systems (FRBS) and
neuro-fuzzy systems (NFS) which are intelligent systems able
to learn and develop continuously in order to enhance their
performance. Over the last decade, the evolving clustering
methods has boosted the emergence of these systems [5].

Designing an evolving fuzzy clustering algorithm involves
a lot of difficulties. In the present high-speed networks, the
huge amount of data streams, such as IP flows and network
payloads, calls for on-line, fast, non-iterative evolving
methods. Dealing efficiently with huge amount of multi-
dimensional data items can be problematic because of
clustering complexity and computational cost. The algorithm
has to perform an incremental learning paradigm that is carried
out to update the knowledgebase whenever new data emerges.
Moreover, it has to efficiently manage previously seen training
data to accommodate new data, and that needs an efficient
memory management mechanism.

Unfortunately, most of the data clustering techniques such
as K-means [6], Fuzzy C-means, Mountain clustering, and
Subtractive clustering [7] lacks these capabilities.

Recently, the issue of creating evolving fuzzy clustering
approaches to obtain the best fit of a dataset has been the
subject of several research efforts. The research trends may be
broadly divided into two directions: (i) to invent new
techniques; (ii) to enhance traditional clustering techniques.

The k-Nearest Neighbors (kNN) clustering method [8] is
among the clustering techniques in which development has
seen attempts. kNN is one of the most simple machine learning
methods. It can be used as a baseline for large developmental
expansions. It has been selected as one of the top 10 data
mining algorithms [9]. However, despite these pros, it has
some cons: (i) it is computationally expensive; (ii) it requires
large memory; (iii) it does not have ability to learn which data
are most important.

In line with the trends that seek to enhance traditional
clustering techniques, we present an enhanced version of the
kNN algorithm, KkNN-based Evolving Fuzzy Clustering
Method, KEFCM for short. It is worth mentioning that KEFCM
is introduced as a preprocessor for the neural fuzzy inference
model [10]. The problems of designing an evolving fuzzy
clustering method are addressed through many enhancements
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to the original KNN approach such as: reducing the complexity
of computation, on-line clustering, and fuzzy evolving. To
reduce the computational expense, KEFCM considers the
cluster centers only in making classification decisions. The
knowledgebase evolving is carried out simply by assigning the
coordinates of a new coming example to a new cluster center,
and the radius will be the arithmetic mean of all radiuses, in
case the example does not belong to any cluster. Neither
thresholds nor constraints have been used in the on-line phase.

The rest of this paper is organized as follows. In Section II,
we discuss related work, and in Section 111, we review the KNN
algorithm. The KEFCM approach is explained in Section 1V,
and we report experiments on real dataset in Section V.
Finally, Section VI concludes and indicates the directions for
future work.

II.  RELATED WORK

Reviewing the literature yields a plenty of clustering
approaches. Comprehensive surveys have been published on
clustering such as Jiang et al. [11] Xu and Wunsch Il [12], and
Hruschka et al. [13]. Since they are the main subjects of this
paper, we limited our revision to the approaches of evolving
fuzzy clustering and to those approaches that are devoted to
enhance the KNN clustering method.

The First attempts of data fuzzy clustering could date back
to the last century. However, it is still an open problem
especially in the present, vast amounts of online information
exchange. k-Means clustering [14] is based on finding data
clusters such that an objective function of distance (Euclidean
distance in most cases) measure is minimized. This algorithm
in non-fuzziness and does not solve the overlapping issue. It
gives either 1 when a data belongs to a cluster or 0 otherwise.
The fuzzy c-means (FCM) is the most popular fuzzy clustering
algorithm that also uses an objective function while clustering
the data. A given data may belong to several clusters in
different digress identified by membership value from 0-1.
Since it has a number of drawbacks such as high time
requirements, noise, and difficulty in identifying the initial
clusters [15], some developments have been suggested. One of
these developments is the Possibilistic FCM (PFCM) [16]
which is an attempt to solve the noise sensitivity defect of the
FCM [13]. The Multi-Kernel Fuzzy Clustering (MKFC) [17] is
another attempt to develop the FCM which addresses the
problem of limitation to spherical clusters. It incorporates
multiple kernels and automatically adjusts the kernel weights
to make the system immune to ineffectiveness kernels and
irrelevant features.

In 2002, Kasabov and Song [3] introduced the Evolving
Fuzzy Clustering Method (ECM), which is considered as first
evolving on-line clustering method [18]. ECM operates in two
phases: off-line and on-line. In off-line phase, it estimates
dynamically the number of clusters in a one-pass algorithm.
The number of clusters depends on a threshold value, Dthr,
which has to be tuned initially. The Dthr is used to control the
maximum distance between a data and the cluster center. In the
on-line phase, when ECM receives a data sample, based on its
position in the dataset, ECM either creates a new cluster or
updates some existing clusters. The value of Dthr is used to
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control updating cluster centers, if the radius equals to Dthr, the
cluster will not be updated.

Some sophisticated fuzzy clustering methods have emerged
over the past few years. For example, the Fuzzy Rule-Based
Classifier (FRBC) [13] inherently performs the unsupervised
cluster analysis by employing a supervised classification
approach. It explores the potential clusters and identifies them
by using interpretable fuzzy rules. The actual boundaries are
revealed through simultaneous classification of data with the
fuzzy rules. The Evolving Local Means (ELM) [19] is another
example. It is simple and has the desirable features of density
based approached. It uses the concept of non-parametric
gradient estimate of a density function. The evolving process is
performed based when the density pattern changes.

The research of deriving fuzzy clustering methods from the
traditional kNN algorithm was initially motivated by its
drawbacks. For example, the authors in [20] present a
clustering ensemble algorithm based on KNN. To summarize
the ensemble data, the algorithm generates the similarity matrix
of data and then it uses hierarchical clustering to get the final
clustering. Another example can be seen in [21]. It is a special
cluster matching algorithm that establishes correspondence
among fuzzy clusters by building a new combination model
based on cluster matching and fuzzy majority vote. In [22], a
new KkNN-based clustering method, called kNNModel, is
proposed. The model is similar to kNN, but the k value is
automatically determined. A data model is built by extracting a
set of representatives of the training data. The representatives
whose size is far less than the whole training data are involved
in making classification decision. The kKNNModel is enhanced
in [23] by developing a cluster-based training algorithm to
learn the optimized set of representations.

In some sense, the performance of the reviewed evolving
fuzzy clustering methods is effective. However, we believe that
an effective clustering method should possess the features: (1)
fuzzy clustering, (2) dynamic evolving, (3) low computational
cost, and (4) little efforts for prior tuning. The demand of such
method has not been yet achieved. For example, although the
ECM is on-line evolving fuzzy clustering, its performance
relies on prior precise tuning of Dthr parameter. With respect
to the methods that aim at developing KNN algorithm,
unfortunately, the dynamic evolving is still a crucial demand.
The KEFCM approach is concern about the dynamically
evolving which distinguishes it from the above mentioned
development of KNN.

IIl.  KNN: K-NEAREST NEIGHBORS ALGORITHM

In this section, we briefly describe the KNN algorithm.
kNN is an instance-based learning algorithm. Although it is
most often used for classification, it also can be used in
estimation and prediction. Given a set of training data, a new
data may be classified simply by comparing it to the most
similar data in the training dataset. The process of building
kNN classifier involves identifying k value, the number of the
most similar classes to be considered in the training dataset.
The process involves also measuring the similarity based on
defining the distance function. The most commonly used
distance function in Euclidean distance:
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dEuclidean (X: Y) =

Suppose that we are interested in classifying the type of
network packet captured by a traffic collector system based on
certain characteristics, such as the payload size and the
destination port#. For a sample of 200 packets, Figure 1 shows
a scatter plot of the packet size against the destination port#.
The type of the points symbolizes a particular network packet
class. Circle points indicate A class; diamond points indicate B
class; square points indicate C class.
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Fig. 1. Scatter plot of payload size against destination port#

Now suppose that there are two new network packets
(indicated as stars in the Figure) without classification and
would like to classify them based on other packets with similar
attributes. New data 1 is composed of 18 bytes and directed to
port# 700. Since the packet attributes place it into a section
where six packets of the nearest packets belong to C class
(square), we would thereby classify it as C easily.

Regarding the new packet 2, which is 33 bytes directed to
port# 200, suppose k=1 so that any new data would be
classified according to whichever one point it closest to. In this
case the packet would be classified into B class since that the
closest packet on the scatter plot belongs to B class (diamond
point). Suppose we now set k=2 so that the new packet 2
would be classified according to the classification of 2 packets
closest to it. One of these packets belongs to C class (square)
and one belongs to B class (diamond). The kNN classifier
cannot decide between these two classifications. The voting is
helpless here since there is one vote for each of two classes.
The voting will not help either for k=3 in case of the three
nearest packets belong to three different classes.

After determining which training data are most similar to
the new unseen data, we need to establish a combination
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function for classification decision. A combination function
could be unweighted voting (each neighbor has one vote) or
weighted vote (closer neighbors have larger vote). In either
case, this function is computationally expensive.

The above example has shown that the number of nearest
neighbors, k, is considered as one of the most influential
factors in the accuracy of the classification. The value of k
must be set carefully, small value may maximize the
probability of misclassification, and large value may make the
k nearest packets distant from the right class. The obvious best
solution is to employ a cross-validation procedure which is
done by trying various values of k with different randomly
selected training datasets and determining precisely the k value
that minimizes the classification error.

IV. KEFCM: KNN-BASED EVOLVING FUzzY CLUSTERING
METHOD

The KEFCM runs in two phases: off-line and on-line phase.
During the off-line phase, KEFCM partitions the input space
into clusters, while in the on-line phase; KEFCM classifies new
coming data and updates dynamically the clusters for the
purpose of evolving.

A. Off-line Clustering Phase

In the off-line phase, KEFCM applies fast, optimized
technique for clustering dataset points. Figure 2 presents a
high-level overview of kEFCM in the off-line clustering

process.

Apply cross-validation to
determine the best value of k
¥
Find the circle that fits a given
point and its k nearest neighbors
v
Repeat for the remaining un-
clustered points

v

Apply optimization procedures

Fig. 2. KEFCM Off-line Clustering Phase

The process of off-line clustering starts by taking the first
sample of the dataset (x;,y;) and finds its k-nearest
points (X;,Y;) using the Euclidean distance (eq. 1) wherei =
1,2, ...,k + 1. Then the least squares method (LMS) is used to
find the equation of the circle that best fits the points (X;, Y;) by
calculating the center and the radius. A linearized model of the
circle equation is needed to determine the values of center
(a,b) and radius (r):

(xi—a)® + (yib)? =72 i (D)
The linearized model of this equation:
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x? — 2ax; + a®+y? — 2by; + b% = r?
x?+y? = 2ax; + 2by; + r? — a? — b?
X24+y2 = Ax; + BY; + C oo oo e . (3)

Equation (3) is now linear with three undetermined
coefficients, A, B, and C. In this case, the matrices are used to
solve the least squares problem:

[le (x? +yl |

Z IR le|
|z XY Zyl Zy| |Zyl(x +y8) |
le Zyl- k+1] | in+yi

After having values for A, B, and C, the circle is simply
determined by calculating its center (Cy, C,) and radius (r):

- (4)

A
Cy = v (5)
B
Cy=7 . (6)
(Vac + A% + B?)
rEt——— (D)

This process is repeated on the remaining data points. As
this step may create unwanted overlapped clusters, the next
step applies an optimization procedure that handles two
constraints: (1) The number of clusters that contain small
cluster(s) is equal to 0; (2) The number of clusters that include
points less than k is equal to 0. These constraints are
represented mathematically by two functions: probability of
inclusion P(I) and probability of violation P(V) respectively:

e Probability of inclusion P(l)

12] 1f(C C)

P = nn—-1)/2

=0Vi#j. ..(8)
Where:
£(C;, C;) : the inclusion function:

1¢c (G
f(cug) = {0 Cj.¢ (;Z

C;, C; - any cluster, n: # of clusters

e Probability of violation P(V)

P(V) = %(C‘) =0 v (9)

Where:

f(C;) : violation function,
1C <k
fley={;

0 otherwise
C;: any cluster, n: # of clusters, k: # of nearest neighbors
k<n
B. Algorithm of KEFCM Off-line Phase

The KEFCM off-line clustering algorithm is given below as
pseudo code:

INITIALIZATION:
N: No of samples,
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n <= N : No of prototype samples,
k: No of nearest neighbors.
BEGIN %Off-line phase

Step 1: Take a data sample and find its k-nearest samples
by using Euclidean distance.

Step 2: By using equations (4), (5), (6), and (7), determine
the cluster that fits the sample and its k-nearest samples.

Step 3: Repeat steps 1 and 2 for remaining samples.

Step 4: Find the probability of inclusion P(I) and
probability of violation P(V) for the partitioning by
using equations (8) and (9).

Step 5: If P(1)=0 and P(V)=0 then STOP

Step 6: Else, remove all inclusion:
vf(C;,C;) =1
SetC;=C;U Cj
And adjust the # of violated neighbors to >K

Step 7: Go to Stepd
END %Off-line phase

Figures 3-5 explain graphically four cases that possibly
happen during the off-line clustering phase, assuming that the
total number of staring points is 19 and the optimum value of k
is 3.

Clusterd

Cluster2

neigl+

pnte;
Cluster

Fig. 3. Case (A): this case is normal case. In cluster 3, the point received by
KEFCM is “pnt” and its three neighbors (niegl, nieg2, and nieg3) have formed
a valid cluster. Two points (unlabeled points) will be included in the cluster as
they are placed within the cluster influence range

Clusterd

neig1e

pnt4,

Fig. 4. Case (B): despite that cluster 1 overlaps cluster 3, no optimization is
need as no cluster contains small clusters (P(1)=0)
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Clusterd

Cluster2

. >
Clustert

Fig. 5. Case (C): this case represents inclusion violation, cluster 2 contains
cluster 1 (P(1)>0)

C. On-line Evolving Phase

This phase of KkEFCM classifies new coming data and
evolves the clusters dynamically. Figure 6 presents a high-level
overview of the on-line process.

Take the incoming sample

¥
Find the minimal distance of the
sample to all cluster centers

¥

Based on the minimal distance
and the influential area, link the
new sample to a cluster or create
new cluster for it

Fig. 6. kEFCM On-line Evolving Phase

The process of evolving operates on the partitioning model
that resulted from the off-line phase. Whenever a new data
example x is presented to the system, KEFCM updates the
clusters according to the position of x. To reduce the
complexity inherited from the kNN method, KEFCM computes
the distance of x to the cluster centers only instead of
computing the distance to all points. If x lies inside the
influential range of a cluster, then kKEFCM attaches it to the
cluster and outputs the cluster class. Otherwise, a new cluster is
created by simply assigning the coordinates of x to the center
whilst the radius will be the arithmetic mean of all radiuses.
The output class in this case is decided based on weighted
voting combination function by considering the 3-nearest
centers rather than data points.

Any new cluster created dynamically is updated if the
number of its points reaches 3, and thereupon, center and
radius of the circle that fits the 3 points are calculated by using
LSM.
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D. Algorithm of KEFCM On-line Phase
The following Algorithm summarizes the evolving process:

INITIALIZATION:
Take the partitioning resulted from off-line phase
BEGIN %On-line phase
Step 1: Take incoming sample x if available
Step 2: find the minimal distance (m) of x to the existing
centers. Set the nearest cluster to Cm and its center to
Cnm.
Step 3: If m<=Rm, then link the x sample with Cm. output
the class of Cm.
a) If the # of samples in Cm =3 then update Cm
Step 4: Else,
a) Create a new cluster Ci+1
b) Center of the cluster Cni+1 = x
¢) Calculate the mean of centers M, set Ri+1=M

d) Output the class of the 3-nearest centers by using the
weighted voting

Step 5: Go to Stepl
END %On-line phase

V. EXPERIMENTS

This section describes the KEFCM evaluation process.
Three sets of experiments were conducted to examine
clustering quality, performance, as well as complexity and
computational cost. For each set of experiments, we describe
the measuring metrics, benchmarking algorithms, and the
results of comparison. Before going through these parts, the
datasets involved in the evaluation process are described and
the results of cross-validation technique used to get optimum
value of k are presented.

A. Dataset Used

To assess the quality of clustering of KEFCM, 6 datasets are
used in the experiments, 1 forecasting dataset, the gas-furnace
[24] and 5 classification datasets selected from KEEL Dataset
Repository [25] and UCI Machine Learning Repository [26].
Table 1 summarizes the features and classes of these datasets.

As discussed in Section 111, the choice of Kk is critical. To
estimate the value of k accurately, the N-fold cross-validation
technique is used. This technique involves setting aside some
part of dataset elements for training and the rest for testing. The
10-fold cross-validation has been adopted throughout the
experiments. First, the dataset is split into 10 folds. Then, the
KEFCM is trained with 9/10 of the dataset, while the reminder
1/10, randomly selected one fold, is used for testing. Five
values for k have been suggested: 3, 5, 7, 11, and 13.

TABLE I. DATASETS USED FOR THE KEFCM EVALUATION
Dataset Features Classes | Samples
Gas-furnace 2 - 296
Iris 4 3 150
Glass 9 6 214
Ecoli 7 8 336
Balance Scale 4 3 625
Pima Indian Diabetes (PID) 8 2 768
Heberman Survival (HS) 3 2 306
Relation Banana (RB) 2 2 5292
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Eventually, the k value that performed at the highest level
of accuracy has been adopted. For the gas-furnace dataset, the
k=13 is assigned manually as it has no classes. Table 2
summarizes the results obtained for each value over the dataset

used.

TABLE II. N-FoLDsS CROSS-VALIDATION RESULTS (%)
Dataset k-values
3 5 7 11 13

Iris 82.9 83.1 84.1 84.0 81.8
Glass 88.1 88.1 87.9 88.2 88.5
Ecoli 92.7 93.1 94.2 94.5 91.8
Balance Scale 83.1 83.5 82.9 83.3 83.6
PID 96.4 97.2 97.0 98.5 95.8
HS 91.5 92.2 93.6 94.2 90.9
RB 61.1 60.5 62.3 62.3 62.8

B. Clustering Quality

Two parameters were taken as criteria in the comparative
analysis:

e MaxD: the maximum distance between a point and its
cluster center.

e Cluster Purity: The quality of cluster:
N&
S

TN" X 100%.... ... ... ... (10)

purity =

Where C is total clusters, N is the number of members of

the majority class in clusters i, and N; is the total number of
members in cluster i.

The clustering results were compared with those resulted
by ECM on-line and off-line. Three experiments were
conducted to examine the quality of clustering. In the first
experiment, by setting the k value to 13, the KEFCM was
employed to cluster the gas-furnace dataset into 15 clusters,

Figure 7 shows the clusters graphically. The results of the
second experiment are show in Figure 8 which compares the
MaxD values obtained by KEFCM and other clustering
methods. In the third experiment, Figure 9, the KEFCM
approach (k=7) was used to partition the Iris dataset. By using
(eqg. 10), the cluster purity is computed for KEFCM and other
clustering methods.
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Fig. 7. Clustering gas-furnace dataset into 15 clusters (k=13), ¢: input
vector, m: cluster center
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Fig. 8. Comparing the KEFCM against ECM in Terms of MaxD Over Gas-
furnace Dataset
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Fig. 9. Comparing the KEFCM against Fuzzy Clustering Methods in Terms
of Clusters Purity Over Iris Dataset
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TABLE Ill.  COMPARING THE KEFCM AGAINST FUzzZY CLUSTERING METHODS IN TERMS OF NMI OVER MULTIPLE DATASETS
Datasets
Methods = cs (k=13) | Ecoli (k=11) Balance Scale (k=13) PID (k=11) | Average
KEFCM 0.341 0.601 0.175 0.116 0.308
k-Mean 0.320 0.570 0.121 0.102 0.278
FCM 0.333 0.574 0.118 0.114 0.285
MKFC 0.355 0.574 0.120 0.140 0.297

TABLE IV. Cowmp

ARING THE KEFCM AGAINST FUzzY CLUSTERING METHODS IN TERMS OF ARI OVER

MULTIPLE DATASETS

Datasets

Methods s (k=13) | Ecoli (=11) Balance Scale (k=13) PID (keigy | \Veraee
KEFCM 0.177 0.384 0.139 0.140 0.210
k-Mean 0.172 0.384 0.129 0.136 0.205
FCM 0.181 0.387 0.138 0.143 0.212
MKFC 0.179 0.383 0.135 0.116 0.203
The following points can be concluded from the results: (@a+b)(a+c)
q— Lartbjarc)
e Although the perfect value of MaxD was obtained by ARI = @+Db)+(a it)b +(il:(z)(a To - (12)
ECMs, KEFCM achieved very close value, 0.180. ~ atbhtctd
Where:

e We computed the standard deviation (stdev) of MaxD
for all gas-furnace clusters to check the consistency in
the size of clusters. The obtained value 0.3221 shows
good consistency.

o Despite the fact that KEFCM is a single distance-based
method and may create large number of unstable-
mixed-class clusters [27], its ability to remove this kind
of clusters is an advantage. KEFCM is equipped with
optimization procedure that mainly works against
unwanted clusters. It handles two constraints: P(1)=0
and P(V)= 0. The cluster purity reflects this ability, in
contrast with ELM and FRBC, KEFCM performed at a
comparative value 90.20%, which means that KEFCM
produces small rates of unstable-mixed-class clusters.
Also, KEFCM outperformed both FCM and PCM
clustering methods.

C. kEFCM Performance

We used two common performance metrics to examine the
kKEFCM in terms of overlapping: Normalized Mutual
Information (NMI) and Adjusted Rand Index (ARI) [28].
These metrics compute the level of similarity between
clustering system resulted by a method and compare it against
the ground truth classes. A higher value means better
clustering. There values ranged from 0-1, 1 means perfect
match.

Equation 11 is used to compute the NMI of two clustering:
C1 clustering resulted and C2 ground truth clustering, of a
dataset X of n objects:

1(C1,C2)

m TRTCRT R

NMI(C1,C2) = (11)
Where:

1(C1,C2) the mutual information between C1 and C2.
H(C1) and H(C2) the entropy of C1 and C2.

Regarding the ARI, the following equation is used:

a = # pairs of data that are in the same class in C1; and
same cluster in C2;,

b = # pairs of data that are in the same cluster in C2;, but
not the same class in C1;,
¢ = # pairs of data in the same class in C1;, but not the
same cluster in C2;, and
d = # pairs of data that are not in the same cluster in C2;

nor class in C1;.

In Tables 3 and 4, we present the NMI and ARI values over
multiple datasets for KEFCM and different methods. The last
column (Average) of Table 3 displays the average of NMI
value for each method over 4 datasets. KEFCM has the best
average NMI over all methods. For each individual dataset,
KEFCM outperforms all clustering methods in two datasets
(Ecoli and Balance Scale), while in the other two datasets
(Glass and PID), it is only outperformed by MKFC to be
ranked as the second best method. Table 4 presents the results
in terms of ARI. The results are slightly changed in contrast to
NMI. The KEFCM is the second best in terms of average ARI.
It is ranked first for only one dataset (Balance Scale) and
ranked second for the remaining datasets. However, despite
that, KEFCM, in overall results, has yielded a comparable
stable performance.

D. Computational Time & Clustering Complexity

As discussed in Section 1V, initially, KEFCM takes a data
points and searches for a cluster that best fits the point with its
k nearest data points. Then, it loops through the rest of the un-
clustered points, each iteration of the loop repeats the same
process. To prevent the unwanted overlapping clusters,
kEFCM applies equations 8 and 9.

This set of experiments is devoted to examine the
computational time along with complexity of the cluster
resulting. For the purposes of comparing, we chose FRBC and
FCM clustering methods. The results on Iris, Glass, and Ecoli
datasets, which are appeared in related research papers, are
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compared with those obtained by kKEFCM in Table 5. Although
the KEFCM consumes more computational time than FRBC
and FCM, it is obvious that there is a few timing differences.
Add to this, the computational time depends directly on the
number of samples within the dataset.

TABLE V. COMPUTATIONAL TIME (SEC) OF KEFCM, FRBC, AND FCM
Datasets
Methods Iris Glass Ecoli
(k=13) (k=7) (k=11)
KEFCM 1.330 1.410 1.472
FRBC 1.000 1.000 1.200
FCM 0.170 0.100 0.100

With respect to the clustering complexity, according to our
view, the complexity of clustering means:

1) Creation of a large number of clusters in off-line
phase.

2) Generation of clusters is increasing exponentially in
on-line phase.

It has been noted that the number of clusters highly
depends on k value, the number of nearest neighbors, which
means that the number of clusters is subject to control by the
user. Any value of k gives a highly accurate result has to be
adopted, since the accuracy is the most important criterion.
However, in general, KEFCM shows adequate stability and
constant evolution throughout the testing. Figure 10 illustrates
two examples of cluster evolutions on different datasets. In the
first example of the Heberman survival dataset (k=11), 6
clusters were created off-line to accommodate 10 samples. In
on-line phase, when new 90 samples were introduced, it
created 14 new clusters to accommodate them. In the second
example, the Relational Banana dataset (k=13), kEFCM
created only 5 clusters off-line to accommodate 10 samples,
and then it created 24 clusters on-line to accommodate new 90
samples. Despite that KEFCM started in both examples with a
big number of clusters, it created a very small number of
clusters in on-line phase, which means, also, an effective way
in clustering unseen samples dynamically.

VI. CONCLUSION

We have proposed in this paper KEFCM, KNN-based
evolving fuzzy clustering method. It is an enhanced version of
traditional KNN machine learning. KEFCM approach uses the
least-squares method for determining the cluster center and
radius. The Euclidean distance is used to reflect the
membership of a data point in a cluster. The method performs
an optimization procedure that handles two constraints,
probability of inclusion P(1)=0 and probability of violation
P(V)=0. In on-line phase, KEFCM s able to carry out the
incremental learning, which is the core tool of evolving. It
reduces the computational time that is inherited from kNN by
involving the cluster centers in making classification decision.

The clustering ability of KEFCM was examined by
benchmarking a collection of real-world datasets. The results
obtained were compared against several well-known clustering
methods. The results showed that the KEFCM performs at a
good competitive level. The possible future work will turn to
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deploying KEFCM onto real-world environment, where

intuitively, it will perform at the same level of success.
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Fig. 10. Cluster Evolutions

REFERENCES

[1] F. Nie and P. Zhang, "Fuzzy Partition and Correlation for Image
Segmentation with Differential Evolution," IAENG International Journal
of Computer Science, vol. 40, pp. 164-172, 2013.

[2] R.C.D.A. K. Jain, Algorithms for Clustering Data: Prentice Hall, 1988.

[3] G. Mecca, S. Raunich, and A. Pappalardo, "A new algorithm for
clustering search results," Data & Knowledge Engineering, vol. 62, pp.
504-522, 2007.

[4] A. K. Abd-Elaal, H. A. Hefny, and A. H. Abd-Elwahab, "Forecasting of
Egypt Wheat Imports Using Multivariate Fuzzy Time Series Model
Based on Fuzzy Clustering," IAENG International Journal of Computer
Science, vol. 40, pp. 230-237, 2013.

[5] N. K. Kasabov and Q. Song, "DENFIS: dynamic evolving neural-fuzzy
inference system and its application for time-series prediction,” Fuzzy
Systems, IEEE Transactions on, vol. 10, pp. 144-154, 2002.

[6] J. M. Keller, M. R. Gray, and J. A. Givens, "A fuzzy k-nearest neighbor
algorithm," Systems, Man and Cybernetics, IEEE Transactions on, pp.
580-585, 1985.

[7] P. K. J. a. S. Chattopadhyay, "Comparative Study of Fuzzy k-Nearest
Neighbor and Fuzzy C-means Algorithms," International Journal of
Computer Applications, vol. 57, p. 10, November 2012.

[8] D.W. Aha, “Editorial," Artificial Intelligence Review, vol. 11, pp. 7-10,
1997.

[91 X. Wu, V. Kumar, J. R. Quinlan, J. Ghosh, Q. Yang, H. Motoda, G. J.
McLachlan, A. Ng, B. Liu, and S. Y. Philip, "Top 10 algorithms in data
mining," Knowledge and Information Systems, vol. 14, pp. 1-37, 2008.

[10] A. Shubair, S. Ramadass, and A. A. Altyeb, "KENFIS: kKNN-based
evolving neuro-fuzzy inference system for computer worms detection,"”
Journal of Intelligent and Fuzzy Systems.

[11] D. Jiang, C. Tang, and A. Zhang, "Cluster analysis for gene expression
data: A survey," Knowledge and Data Engineering, IEEE Transactions
on, vol. 16, pp. 1370-1386, 2004.

[12] R. Xu and D. Wunsch, "Survey of clustering algorithms,” Neural
Networks, IEEE Transactions on, vol. 16, pp. 645-678, 2005.

[13] E. R. Hruschka, R. J. G. B. Campello, A. A. Freitas, and A. P. L. F. De
Carvalho, "A survey of evolutionary algorithms for clustering," Systems,
Man, and Cybernetics, Part C: Applications and Reviews, IEEE
Transactions on, vol. 39, pp. 133-155, 2009.

[14] J. A. Hartigan and M. A. Wong, "Algorithm AS 136: A k-means
clustering algorithm," Journal of the Royal Statistical Society. Series C
(Applied Statistics), vol. 28, pp. 100-108, 1979.

[15] E. G. Mansoori, "FRBC: A fuzzy rule-based clustering algorithm,"
Fuzzy Systems, IEEE Transactions on, vol. 19, pp. 960-971, 2011.

12|Page

www.ijacsa.thesai.org



[16]

[17]

[18]

[19]

[20]

[21]

(IJACSA) International Journal of Advanced Computer Science and Applications,

N. R. Pal, K. Pal, J. M. Keller, and J. C. Bezdek, "A possibilistic fuzzy
c-means clustering algorithm," Fuzzy Systems, IEEE Transactions on,
vol. 13, pp. 517-530, 2005.

H.-C. Huang, Y.-Y. Chuang, and C.-S. Chen, "Multiple kernel fuzzy
clustering," Fuzzy Systems, IEEE Transactions on, vol. 20, pp. 120-134,
2012.

V. Ravi, E. Srinivas, and N. Kasabov, "On-line evolving fuzzy
clustering," in Conference on Computational Intelligence and
Multimedia Applications, 2007. International Conference on, 2007, pp.
347-351.

R. Dutta Baruah and P. Angelov, "Evolving local means method for
clustering of streaming data," in Fuzzy Systems (FUZZ-IEEE), 2012
IEEE International Conference on, 2012, pp. 1-8.

F. Weng, Q. Jiang, L. Chen, and Z. Hong, "Clustering ensemble based
on the fuzzy KNN algorithm,” in Software Engineering, Artificial
Intelligence, Networking, and Parallel/Distributed Computing, 2007.
SNPD 2007. Eighth ACIS International Conference on, 2007, pp. 1001-
1006.

C. sheng Li, Y. nan Wang, and H. dong Yang, "Combining Fuzzy
partitions Using Fuzzy Majority Vote and KNN," Journal of Computers,
vol. 5, pp. 791-798, 2010.

[22]

(23]

[24]

[25]

[26]
[27]

(28]

Vol. 6, No. 2, 2015

G. Guo, H. Wang, D. Bell, Y. Bi, and K. Greer, "KNN model-based
approach in classification,” in On The Move to Meaningful Internet
Systems 2003: CooplS, DOA, and ODBASE, ed: Springer, 2003, pp.
986-996.

L. Chen, G. Guo, and S. Wang, "Nearest neighbor classification by
partially fuzzy clustering,” in Advanced Information Networking and
Applications Workshops (WAINA), 2012 26th International Conference
on, 2012, pp. 789-794.

J. D. Farmer and J. J. Sidorowich, "Predicting chaotic time series,"
Physical review letters, vol. 59, p. 845, 1987.

J. Alcald, A. Fernandez, J. Luengo, J. Derrac, S. Garcia, L. Sanchez, and
F. Herrera, "KEEL data-mining software tool: Data set repository,
integration of algorithms and experimental analysis framework," Journal
of Multiple-Valued Logic and Soft Computing, 2010.

A. Asuncion and D. J. Newman, "UCI machine learning repository,” ed,
2007.

E. Lughofer, Evolving fuzzy systems-Methodologies,
concepts and applications: Springer, 2011.

J. V. de Oliveira and W. Pedrycz, Advances in fuzzy clustering and its
applications: Wiley Online Library, 2007.

advanced

13|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 6, No. 2, 2015

Constraint on Repair Resources, Optimal Number of
Repairers and Optimal Size of a Serviced System

Marin Todinov
Department of Computing and Communication Technologies
Oxford Brookes University
Wheatley, Oxford

Abstract—The focus of this paper is the analysis of the
constraint on the repair resources caused by breakdowns of
components in large systems. The study has been conducted by
creating a very efficient discrete-event simulator, based on a min-
heap data structure, for determining the probability of constraint
on the repair resources.

In finding the right balance between the number of repairers
and salary costs, an exact optimisation algorithm has been
proposed for the first time. The algorithm determines the optimal
number of repairers which guarantees that the probability of
constraint on the repair resources will not exceed an acceptable
tolerable level. In addition, an exact optimisation algorithm has
been proposed for the first time, for determining the maximum
size of the system that can be serviced by a specified number of
repairers so that the probability of constraint on the repair
resources remains below a specified tolerable level. Unlike
heuristic optimisation algorithms, the proposed algorithms are
exact and always guarantee optimal solutions.

The presented results are of significant importance to
operators of computer networks, production systems,
transportation networks, water distribution systems, electrical
distribution networks etc. They are a solid basis for management
decisions regarding the optimal number of maintenance
personnel needed to service the breakdowns in large systems.
Increasing the number of repairers beyond the optimal level
leads to high salary costs while reducing the number of repairers
below the optimal number leads to a poor quality of service.

Keywords—constraint on the repair resources; discrete-event
simulation; optimization; repairs; optimal size of a system

l. INTRODUCTION

Complex systems include many components experiencing
failures at random times and with random repair durations.

The constraint on the repair resources caused by
overlapping repair intervals and insufficient number of
repairers is an important factor which decreases the
availability and quality of service of computer systems.

A particular pattern of random breakdowns combined with
a random duration of the repair has been shown in Fig.1. The
breakdown events have been marked by b1,b2,b3,..., while the
return from repair events corresponding to the breakdown
events have been denoted by r1,r2,r3,....

2 3
I & o o . S
I 4 ¢ g @ >

0 bl b2 rl b3

I‘

Time, t

Fig. 1. A specific pattern of random breakdowns and random repair times

Each breakdown engages at least one repairer. In the zones
where the repair times overlap, for example zones (b2, r1) and
(b3, r2), the repairers are engaged in more than one
breakdown. This means that several members of the repair
team will be simultaneously engaged in fixing breakdowns.
The quantity of required repairers depends on the type of
breakdown. The return-from-repair events (rl,r2 and r3 in
Fig.1) are associated with restoring the failed devices to a full
working state and a release of engaged repairers.

If for a particular breakdown event, the number of
remaining repairers is not sufficient to cover the
corresponding repair, a constraint on the repair resources
occurs, which will result in delays and degraded quality of
service of the system.

If the quantity of repairers is more than the optimal
quantity, the result will be overstaffing and extra costs.
Consequently, there is a delicate balance between the number
of repairers and the probability of a delay caused by
overlapping repairs. This balance can be found by creating an
optimisation model which involves numerous simulations of
breakdown-repair histories revealing the probability of a delay
caused by insufficient number of available repairers. The
maximum tolerable probability of such a delay will be
specified in advance, in order to guarantee the required quality
of service of the system.

Monte Carlo simulation techniques and discrete-event
simulation techniques [1] have become the methods of choice
for studying the behavior of complex systems. Monte Carlo
simulations related to studying the behavior of the various
layers building computer networks already exist. The benefits
of simulation techniques applied to analysis of computer
systems, modelling and design have been highlighted in [2].
Simulations have also been conducted related to the data
traffic carried by computer networks [3,4]. The study of
comprehensive  review articles on  simulation  of
telecommunication networks [5] shows that, to the best of our
knowledge, the constraint on repair resources caused by
overlaping repair times has not yet been studied. This gap
defines the objectives of the present paper:
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1) To analyse the constraint on the repair resources
caused by component breakdowns in large systems;

2) To determine the optimal number of repairers needed
to reduce the probability of a constraint on the repair
resources below a specified level;

3) To determine the maximum size of the system that can
be serviced by a specified number of repairers, for a specified
probability of constraint on the repair resources

Breakdown/failure data related to large systems are vital
both in terms of optimal system design and system evaluation.
The availability of breakdown data is particularly important to
computer networks. According to a number of sources
[6,7,10] the negative exponential distribution is an appropriate
model for random breakdowns of electronic devices in a given
time interval.

If the breakdown density (number of random breakdowns
per unit time interval) is denoted by A, the time to a random
breakdown is given by the negative exponential distribution

B(t) =1-exp(-At) (€
where B(t) is the probability that the time to a
breakdown will be smaller than or equal to a specified time t.

The random delay for repair after a random breakdown was
modelled by the negative exponential distribution

R(t) =1—exp(~t/ MTTR) %)

where R(t) is the probability that the repair time will be

smaller than a given value t, and MTTR is the mean time to
repair. The negative exponential distribution (2) has been
traditionally used for modelling service times [8]. A recent
study [9] has indicated that the assumption that repair times
follow the negative exponential distribution practically does
not affect the calculated availability of various complex
systems.

The breakdown/failure density A in the negative
exponential distribution (1) can be estimated from
breakdown/failure data related to the components building the

computer system. From n recorded times to a breakdown t, ,

t, ...t , the mean time to failure/breakdown MTTF can be

estimated [6,7] from

+t, 4.+t
MTTF ~ 2l ot 3)
n
For time to a breakdown following the negative
exponential distribution (1), it can be shown that the
breakdown/failure frequency A is related to the mean time to
failure (MTTF) by the simple relationship [6,7,10]:

1
A=—— 4)
MTTF
from which the breakdown/failure frequency A can be
determined if the MTTF is available and vice versa.

In developing the model of random times to a breakdown
for the separate components, breakdown frequencies
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determined from analysis of past data published in the
literature (e.g. [11]) will be used.

A failed device in the computer system comes back in
operation after a delay specified by the time it takes for the
component to be fixed [10]. As a result, for any
component/device building the computer system, each
breakdown event is followed by a random delay for repair
(Fig.2) in the interval (0, op_int), during which the computer
system is operated.

tthl tth2 1th3
| |
0 op_int
ttrl ttr2
Fig. 2. Random times to breakdown ttb1,tth2 and ttb3 and random times to
repair ttrl,ttr2 for a selected component building the computer system.

Gaining access to failure data is often difficult because
failure data are sensitive and not readily disclosed by
manufacturers. A number of studies on breakdowns in
computer systems already exist ([12, 13,14,15,16,17]. A major
drawback in many of these studies ([14], [15], [16], [17]) is
that the breakdowns are not attached to specific devices and
components. For example, Plank and Elwasif [14] provide
time to a breakdown and time to recovery histograms, but
these are related to the systems as a whole, not to particular
components building the investigated systems. Murphy and
Gent [16] discuss system crashes caused by 'software failures',
‘hardware failures', 'system management' and 'other reasons',
without providing specific data relevant to the separate
components building the systems. A similar discussion has
been presented by Kalyanakrishnan et al [17], who discuss
breakdowns in terms of 'hardware or firmware problems’,
‘connectivity problems', ‘crucial application failures' and
problems with a software component'.

The analyses are relevant only to the particular
investigated system but not very useful for modelling the
behaviour of newly designed systems with similar
components, because no sufficient specific failure data were
presented about the components building the systems. The
research conducted as part of the present study could not
identify anonymized failure databases similar to existing
databases for the military electronic equipment (for example
MIL-HDBK-217F [18]), where electronic components are
listed with their breakdown/failure rates. The existence of
such databases could help significantly the assessment of new
computer systems.

The need for such databases is reinforced by studies [13]
indicating that the component failures are not uniformly
distributed among the different devices building the computer
systems. A small fraction of devices are responsible for the
majority of the recorded failures and this circumstance is vital
for modelling the expected availability of new systems. Some
devices, due to their nature, are subjected to a much higher
workload compared to other devices and are more prone to
breakdowns (e.qg. file servers conducting a large number of 1/0
operations). Some devices including electro-mechanical parts
(disk drives) are much more prone to breakdowns compared to
devices which do not include such parts.
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Despite these difficulties, failure data related to specific
componets in computer networks have been presented by Gill
et al [11], Schroeder and Gibson [19,20], Labotitz and Ahuja
[21] and Sahoo et al, [13].

In their analysis, Schroeder and Gibson [19] noted that the
system size is not a significant factor in the repair time. A set
of failure data has been recently collected at a high-
performance computing site and was made available online
(Failure data [22]). Statistical failure analysis of web server
systems has been presented by Fujii and Dohi [23], where
failure rate functions characterising web servers can be found.

Valuable failure data sets have been presented by Gill et al
[11], collected by computer systems operators employing a
ticketing system. The tickets contain important information
about when and how the breakdown events have been
discovered as well as when they were resolved. In addition,
the tickets also contain a description of the cause of the
problem, and the specific device at fault. Event logs were
collected during one year of operation and two types of
breakdowns have been defined: ‘link failures’ in the case
where the connection between two devices was down and
‘device failures’, when a device was not functioning for
routing/forwarding traffic.

Il.  DETERMINING THE OPTIMAL NUMBER OF REPAIRERS
AND THE OPTIMAL SIZE OF THE SERVICED SYSTEM

A. Determining the optimal number of repairers which
guarantee a probability of constraint on the repair
resources below a specified tolerable level

Determining analytically the probability of constraint on
the repair resources for more than a single available repairer is
a complicated task. This task can be simplified by constructing
a discrete-event simulator for modelling the failure-repair
history. Furthermore, there is an optimal balance between the
number of repairers and the probability of constraint on the
repair resources. This optimal balance can be found by
creating an optimisation model that involves a suitable
variation of the number of repairers followed by determining
the probability of constraint on the repair resources, until the
optimal balance is achieved.

An initial amount of repair resources is assigned and the
discrete-event simulator is called to calculate the probability
of constraint on the repair resources. Clearly, for zero number
of repairers, the probability of constraint on the repair
resources will be higher than the target probability ¢ and
close to unity (Fig.3). This is because any single component
breakdown will create a constraint on the repair resources
simply because there will be no available repairers to handle
the breakdown.
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Fig. 3. A procedure for determining the optimal number of repairers for a
specified probability ¢ of constraint on the repair resources.

Similarly, for a large number of repairers (number of
repairers = right_bound), it is highly likely that there will be
an available repairer for every single breakdown and the
probaility of runing out of repairers will be smaller than the
target probability « . Between these two extremes lies the
optimal solution where the number of repairers is just enough
to guarantee the target probability o of constraint on the
repair resources. This optimal solution can be found by a
repeated bisection of the interval (0, right_bound).

The probability of constraint on the repair resources is
determined from risk management considerations and is
specified as an input paratemer by the manager of the
computer system. This probability depends on the criticality of
the supplied service. A probability of constraint on the repair
resources equal to 20% may be sufficient for non-critical
computer systems (e.g. school network; computer LANS) but
it is insufficient for critical computer sustems (e.g. server
backbone networks, nuclear power plant moniotoring systems,
computer networks providing high-speed data transfer for
electrical distribution systems; data storage computer systems;
secure remote access networks, etc.). For critical computer
systems, a large probability of a constraint on the repair
resources means a large probability that repairers will not be
available when needed, which could be associated with
serious consequences. Setting the correct level of the
probability of constraint on the repair resources is done by
experts, after a careful risk assessement and is not a subject of
this study.

B. Determining the maximum size of the system which
guarantees a probability of constraint on the repair
resources below a specified tolerable level
For a given number of repairers, the maximum size of the

computer system which guarantees a probability of constraint

on the repair resources below a specified tolerable level can be
determined by a similar repeated bisection technique (Fig.4).
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This time, the parameter which is varied is the number of
components in the computer system while the number of
repairers is kept constant.

Clearly, for zero number of components, the probability of
constraint on the repair resources is zero. For a large number
of components experiencing breakdowns, the probability of
constraint on the repair resources will be larger than the
specified tolerable level o . The optimal solution is located
between these two extremes. It corresponds to a point where
the number of components in the system is just enough to
guarantee the target probability « of constraint on the repair
resources (Fig.4). The optimal solution can be found by a
repeated bisection. A serviced system size, significantly
smaller than the optimal solution, means that the available
repairers are not used efficiently. A serviced system size,
significantly larger than the optimal solution, means that there
exists an increased probability of constraint on the repair
resourecs and a low quality of service.

Probability of constraint
on repair resources

optimal
solution

o

1
1
1
1
1
1
1

(3]

Right_bound
Number of components

in the system

Fig. 4. An optimisation procedure for determining the optimal size of the
serviced system

C. An optimization algorithm

The breakdown events mark the engagement of a repairer.
The return-from-repair events mark the release of repairers.
Each event is represented as a record ‘ev_record” with four
fields:

'time_of_event' - stands for the time of occurence of the
event;

'e-type' - stands for the type of event (‘breakdown' or
‘return from repair’);

'req_rep' - stands for the quantity of engaged/released
repairers;

'id" - stands for the component index.

The traditional way of implementing discrete-event
simulators is by linked lists [1,24]. In this study, the discrete-
event simulator has been implemented by using a min-heap
(priority queue). The main reason is that the retrieval of the
event with the smallest time from a linked list is an operation

of time complexity O(N), where n is the number of events in
the list. In contrast, the retrieval of the event with the smallest
time, followed by restoring the min-heap property, is an

operation of time complexity O(log, n).

Vol. 6, No. 2, 2015

The events are placed in a min-heap which is essentially a
binary tree coded in an ordinary array. In the min-heap, the
time stamp 'te’ of each predecessor node is smaller than each
of the time stamps of its successor nodes (tel < te2; tel< te3;
te2<ted; te2<teb; te3<te6; te3<te7; te4<te8; te4<te9).

tel
etl]rr1]idl

2N

te2 te3
et2|rr2] id2 et3|rr3] id3
te4 ted 1eb te7
ctd]rrd] idd] [etS[rr3[id5]  [et6]rr6] id6) let7lrr7]id7
te8 te9

ct& rr8] id8] let9]rr9] id9

Fig. 5. Min-heap used for implementing the discrete-event simulator.

As a result, inserting an event in a min-heap with n events
or removing an event, followed by restoring the min-heap
property, are both operations of time complexity O(log, n).

Standard functions ‘sift” and ‘buble up’ can be used to restore
the basic property of the min-hip: the descendants of each
element of the min-heap must be with a larger time stamp.

Detailed  discussions  regarding  the  programming

implementation of min-heaps can be found in [25].

Algorithm

procedure

generate_ttb_and_ret_from_repair(current_time, j);
{

/I Generates the time to breakdown event and the
return-from-repair event for component i and places
these events in the min-heap

}

procedure remove_event()

/I Removes the event with the smallest time from the top of the
min-heap
}

function prob_constraint_rep_res(num_repairers)

{

/I Counts the number of simulation trials during which
a constraint on repairers has occurred

count=0;

for i=1 to num_simul_trials do

{

[l initialises the quantity of remaining repair resources
rem_resources = num_repairers;

/l'initialise the current time of the discrete-event simulator
current_time = 0;

heapsize=0; //clears the min-heap

/I for all components generates events 'time of a breakdown' and
‘time of return from repair' and places them in the min-heap:
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for j=1 to num_components do
generate_ttb_and_ret_from_repair(current_time,j);
/I while there are events in the min-heap and the the current time is
smaller than the operational time do the while loop:
while (heapsize>@ and current_time < op_int) do
{
ev=a[1]; //Take the event on the top of the min-heap
// Takes the time stamp of the top event in the min-heap
current_time = ev.time_of_event;
if (ev.e_type = 'breakdown') {
/I checks for a constraint on the repair resources
if (rem_resources < ev.req_rep)
{
count=count+1;
break;
}
else {
/I allocates resources for the current breakdown event
rem_resources = rem_resources - ev.red_rep;

/I removes the first event from the min-heap;
remove_event();
}
}

else { //the eventis a return-from- repair event
rem_resources = rem_resources + ev.reqg_rep;
remove_event();
/I generate time of a breakdown event and time of a recovery event
and place them in the min-heap;
generate_ttf_and_ret_from_repair(current_time,
ev.id);

}
}

prob_of_constr = count/num_simul_trials;

return prob_of_constr;

}

// Code of the repeated bisection part
left=0; right = right_bound;

while (left + 1 < right) do

}

mid = (left+right) / 2;
cur_probability = prob_constraint_rep_res(mid);
if (cur_probability <=alfa ) right = mid;
else left = mid;

optim_num_rep = right;

The probability of constraint on the repair resources
depends on the number of available repairers which is an
important parameter of the function
prob_constraint_rep_res. This parameter is passed to the
function through the variable ‘num_repairers’. At any point
of the simulation, the variable ‘rem_resources’ shows the
current number of remaining repairers. The variable
‘current_time’ tracks the time of occurence of the current
event. The content of the clock ‘current_time’ is compared
to the length of the operation interval ‘op_int’ and if this is
exceeded, the current simulation is terminated. At the start of
each simulation trial, an empty min-heap is initialised by
making the size of the min-heap zero with the statement
'heapsize=0'".

Vol. 6, No. 2, 2015

The simulation starts with generating all breakdown events
and return from repair events for all components and placing
them in the min-heap. This is done by the procedure
generate_ttb_and_ret_from_repair(current_time,7j),
which takes as parameters the current time of the discrete-
event simulator and the index 'j' of the component. The
random time to a breakdown for the component with index 'j'
is generated by a function which takes as parameter the
breakdown frequency of the component with index 'j' and
generates a random time to a breakdown by using the inverse
transformation method [26] for sampling from the negative
exponential distribution (1). This method consists of
generating a random number x; uniformly distributed in the
interval (0,1) [27,28] and determining the corresponding
random time to a breakdown t; through the inverse function of
the distribution of the time to a breakdown:

1
t =——In[1-x 5
| z[ i1 ©)

where A is the breakdown/failure frequency of the
corresponding component.

The actual time of the component breakdown is obtained
by adding the current time of the simulator to the random time
to a breakdown. Next, the procedure
generate_ttb_and_ret_from_repair(current_time,j)
generates a random time to repair. A random time to repair is
generated by taking the mean time to repair MTTR of the
failed component and using the inverse transformation method
to sample from the negative exponential distribution (2).

Again, a uniform random number X; is generated [27,28] in

the interval (0,1) and the random time to repair t; is obtained
from

t. =—MTTRxIn[1-x;] (6)

The return time from repair is obtained by adding the
current time of the simulator, the random time to a breakdown
and the random time to repair.

Checks are also performed whether the breakdown time
and the time of return from repair are smaller than the length
of the operation interval 'op_int'. If this is the case, event
records are made with the corresponding time stamps and are
subsequently inserted in the min-heap. The min-heap data
structure is contained in the array a[] whose elements are
event records.

For the sake of simplicity, the implementation details
related to inserting an event in the min-heap have been
omitted here.

In the simulation loop, the nested while-loop goes through
the events from the min-heap by always taking the event from
the top of the mean-heap (Fig.5) with the statement ‘ev=a[1]".
This is the event with the smallest time stamp, therefore this is
the event which will occur next. The current time of the
simulator is updated with the earliest time by the statement
‘current_time = ev.time_of_event'
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Next, for the extracted from the min-heap event, a check is
performed whether there will be available repairers to cover
the demand for repair. If the remaining repairers are smaller
than the required number of repairers, a constraint on the
repair resources has occurred, the counter ‘count' is
inclemented and the while-loop is exited immediately by the
statement ‘break’. This is done by the fragment:

if (rem_resources < ev.req_rep)
count=count+1;
break;

If the remaining repairers are sufficient to cover the
demand for repair from the current breakdown event, the
fragment

else {
rem_resources = rem_resources - ev.reqg_rep;
remove_event();
}
allocates repairers to the breakdown event and decreases
the amount of available repairers by the amount ‘ev.req_rep’
required by the breakdown event. Next, the breakdown event
is removed from the min-heap by calling the procedure
'remove_event()'. Implementation details have been omitted
here, for the sake of simplicity. New events with random
breakdown time and random return from repair time are
generated only when the current event is of type ‘return from
repair’. This is done in the fragment

else {
rem_resources = rem_resources + ev.req_rep;
remove_event();
generate_ttb_and_ret_from_repair(current_time,
ev.comp_indx);
}
In this fragment, a release of engaged repairers is made
first by the statement

rem_resources = rem_resources + ev.reqg_rep;

which is followed by removing the event from the min-
heap by calling the procedure remove_event().

This is followed by calling the procedure
generate_ttb_and_ret_from_repair(current_time,
ev.id), which generates new time-to-a-breakdown event and
return-from-repair event for the corresponding component,
with index 'ev.id".

These steps are repeated while there are still events in the
min-heap or the current time of the simulator is smaller than
the length of the operational interval 'op_int'. The probability
of constraint on the repair resources is obtained in the
statement

prob_of constr = count/num_simul_trials;

by dividing the number of times constraint on the repair
resources has been registered (the content of the counter
'‘count’) to the total number of simulation trials
num_simul_trials.
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Next, the fragment of the repeated bisection follows, from
which the discrete-event simulator is called a number of times
until the optimum is reached.

Finally, the algorithm for determining the optimal size of
the system that can be serviced by a given number of repairers
(so that the probability of constraint on the repair resources
remains below a specified level) has also been implemented.
This algorithm is very similar to the one described earlier and
will not be presented here.

I1l.  ASIMULATION STUDY AND RESULTS RELATED TO A
LARGE COMPUTER SYSTEM EXPERIENCING RANDOM
COMPONENT FAILURES AND RANDOM REPAIR TIMES

In the simulation study, the random time to a breakdown
was modelled by the negative exponential distribution (1)
while the random repair time was modelled by equation (2).
The data related to the number densities of the breakdowns
related to the sparate devices and the mean time to repair have
been taken from published studies ([11,13,19,20,21].

By using the described algorithm, the probability of
constraint on the repair resources for a large computer system
has been studied. The computer system included 11 different
types of components: Workstations, WLAN transmitters,
Printers, Servers; VolP Servers, Routers, Switches, Fiber
optical cables, Ethernet cables, Console cables and Monitoring
computers.

Each of these devices is characterised its own
breakdown/failure rate and mean time to repair. A single
repairer was assumed for each of the failed devices.

The overall number of devices which experience
breakdowns and require a repairer was 632. The simulation
was run on a computer with 3 GHz Quad Core CPU. For 3
available repairers, a probability of constraint on the repair
resources equal to 0.46 was calculated within 3.73 seconds,
based on 10000 simulation trials. This demonstrates the high
computational efficiency of the developed simulator based on
a min-heap. The convergence was also very good because
increasing the number of simulations to 100000 resulted in a
very similar value (0.45) for the probability of constraint on
the repair resources.

The probability of constraint on the repair resources as a
function of the number of available repairers is given in Fig.6.
As can be seen from the plot in Fig.6, there is a critical
number of repairers for which the probability of constraint on
the repair resources decreases sharply. For the considered
computer system, this critical number is 4. For 3 repairers, the
probability of constraint on the repair resources is 46%.
Adding one more repairer however, causes the probability to
drop sharply to 4.4%. The subsequent increase of the number
of repairers causes only an insignificant decrease of this
probability. The conclusion is that keeping more repairers than
the critical number increases the salary costs without bringing
a substantial decrease in the probability of constraint on the
repair resources and an increase in the quality of service.
Conversely, a number of repairers smaller than the critical
number is associated with a large probability of constraint on
the repair resources and a reduced quality of service.
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Fig. 6. Variation of the probability of constraint on the repair resources with
the number of repairers

Determining the optimal number of repairers was
conducted by using the same set of input data. The specified
level of the probability of constraint on the repair resources
was 20% (o =0.2).

The optimal solution was bounded between the values 0
and 30. Indeed, a number of repaires equal to zero yields
100% for the probability of constraint on the repair resources.
A number of repairers equal to 30 yielded 0% probability of
constraint on the repair resources. Consequently, the optimal
solution must be located within the interval (0,30). Running
the repeated bisection algorithm yield an optimal number of
repairers equal to 4. The corresponding probability of running
out of repair resources for this number of repairers is 0.044
(4.4%). The results from the previous simulation served as a
validation test for the optimisation procedure. As it can be
verified from Fig.6, four repairers is indeed the optimal
number of repairers because 4 is the smallest number of
repairers which yields a probability of constraint on the repair
resources smaller than 20%. Three repairers yield probability
equal to 0.46 - significantly larger than the specified
maximum tolerable probability of 20%.

To determine the optimal size of the computer system
which can be serviced by a given number of repairers, a
weighted averaged breakdown frequency of 0.358 year™ and a
weighted average time to repair equal to 0.28 days has been
used, taken from published breakdown data related to
computer networks. Two levels of the maximum tolerable
probability of constraint on the repair resources have been
specified: @ =20% and ¢ =2%. The optimal size of the
network serviced by a different number of repaires, at the
specified probability of constraint on the repair resources, is
shown in Fig.7.

A serviced system size significantly smaller than the
optimal size means that the available repairers are not used
efficiently. A serviced system size significantly larger than the
optimal size means that there is an increased probability of
constraint on the repair resourecs which entails a low quality
of service.
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The developed discrete-event simulator also permits
investigating the constraint on the repair resources related to
specific components.

Computer system size
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Fig. 7. Optimal serviceable size of the computer system for different number
of available repairers

The failures of top of rack switches require the
intervention of an operator. The failure frequency of top of
rack switches according to [11] is A =0.038 year™. The
cumulative empirical distribution of the time to repair is given
in Fig.8.

The simulation based on 300 switches and 10000
simulation histories revealed a probability of constraint on the
repair resources equal to 0.11. The time for computing this
result on a computer with 3 GHz Quad Core CPU was 1.18
seconds. The empirical time to repair distribution in Fig.8 was
sampled by combining the inverse transformation method and
linear interpolation (the arrows in Fig.8).

Probability
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Fig. 8. Time to repair distribution of top of rack switches in computer
systems (according to Gill et al.[11])
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IV. INVESTIGATING THE INFLUENCE OF CRITICAL
PARAMETERS ON THE PROBABILITY OF CONSTRAINT ON THE
REPAIR RESOURCES

A. Investigating the influence of the failure frequency and
mean repair time on the probability of constraint on the
repair resources

The influence of the breakdown frequency on the
probability of constraint on the repair resources has been
tracked by keeping all the parameters constant except the
breakdown frequency A of the components, which was varied
in the interval (0 -:- 4.0 year™), Fig.9. Ten components have
been used, for each of which the same breakdown frequency
A has been assumed and one repairer was required for each
component failure. For the purposes of the parametric study,
the repair times have been assumed to follow a Gaussian
distribution. A common mean time to repair MTTR=L1.5 days
has been assumed for each component, with a standard
deviation o equal to 0.15 days.

The operational interval was set to be 1 year. Two distinct
cases have been investigated: (i) A single available repairer
and (ii) two available repairers. The results have been
summarised in Fig.9.

The results in Fig.9 reveal a unexpectedly large probability
of constraint on the repair resources for a single available
repairer. For the system including 10 components, each of

which experiences on average 2 breakdowns a year (A =2,
year™), with 1.5 days duration for repair, the probability of
constraint on the repair resources during one year of operation

is 73%! If the components experience A =3 instead of 2
expected number of failures per year, the probability of
constraint on the repair resources is already 94%! These
unexpected results show how easy it is to underestimate the
probability of constraint on the repair resources. The result
from such a underestimation are poor management decisions
related to the number of people necessary to maintain a large
system.

From the graphs, it can also be seen that increasing the
number of repairers decreases significantly the probability of
constraint on the repair resources. The significant decrease of
the probability of constraint on the repair resources with the
inclusion of a second repairer can be explained by the
following.

If a single repairer is present, a constraint on the repair
resources occurs whenever the repair times of two failed
components overlap. The overlap means that a repairer is
required at two different places (for two different failed
components). The result is a constraint on the repair resources
and a delay.

If two repairers are available, even if in the presence of
overlapping repair times from two failed components, the
repairers will work in parallel and no constraint on repair
resources will occur. A constraint on the repair resources with
two available repairers occurs only if three repairs

Vol. 6, No. 2, 2015

simultaneously overlap (have a common point in time), the
probability of which is relatively small. Providing an extra
repairer brings a dramatic decrease in the probability of
constraint on the repair resources.

Probability of constraint
on repair resources
1.0

MTTR = 1.5 days
c=0.15
08f 1 repairer

09

0.7 |
0.6 [
05

04F MTTR = 1.5 days
o=0.15

03F .
2 repairers

0.2

01}

0.0 PN ? L L L L
0.0 0.5 1.0 15 2.0 25 3.0 35 4.0

Breakdown frequency, A year'1

Fig. 9. Dependences of the probability of constraint on repair resources on
the breakdown frequency of the components for different number of repairers

Next, the influence of the mean repair time on the
probability of constraint on the repair resources was
investigated by keeping all the parameters constant except the
mean repair time. To separate the influence of the mean repair
time from the influence of the standard deviation of the repair
time, Gaussian distribution has been assumed for the
distribution of the repair times. Note that for a negative
exponential distribution of the times to repair, the mean and
the standard deviation are both equal to MTTR [29], and their
influences on the probability of constraint on the repair
resources cannot be separated.

The mean repair time was varied in the interval (1-:-20
days; Fig.10). Ten components have been used, for each of
which two different breakdown frequencies were assumed
A=1.0 year' and A =0.5 year! and one repairer was
required for each component failure. The number of available
repairers was one; the standard deviation of all repair times
was assumed to be constant: o =0.15 days. The results are
presented in Fig.10.

With increasing the mean time to repair, the probability of
constraint on the repair resources monotonically increases.
Large times to repair yield a relatively small increase in the
probability of constraint on the repair resources. No matter
how large the mean time to repair is, there is always a non-
zero probability that, within one year of operation, there will
be no component breakdowns in the system. As a result, the
probability of constraint on the repair resources tends
asymptotically to unity. At a constant mean time to repair, the
breakdown frequency has a strong effect on the probability of
constraint on the repair resources.
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on repair resources
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Fig. 10. Dependence of the probability of constraint on repair resources on
the mean repair time

By using the discrete-event simulator, the influence of the
standard deviation of the time for repair, on the probability of
constraint on the repair resources, has been investigated. A
system including ten identical devices, each characterised by a

breakdown frequency A =0.5 vyear?, has also been
simulated. Again, to separate the influence of the standard
deviation of the repair time from the influence of the mean
repair time, the times to repair of the devices have been
assumed to follow a Gaussian distribution. The mean repair
time was MTTR=60 days and the standard deviation of the
repair time was varied from O to 10 days. The simulation
experiments were repeated for one, two and three available
repairers. The results indicated that the probability of
constraint on the repair resources is insensitive to the variation
of the standard variation of the repair time. These results
showed that the probability of constraint on the repair
resources cannot be reduced by reducing the variances of the
repair times. The only way to reduce the probability of
constraint on the repair resources is to reduce the mean repair
times.

An important extension of this study is the analytical
treatment of the problem related to estimating the probability
of constraint on the repair resources. In addition, the
developed methods could be applied with success to optimise
the maintenance of production systems, transportation
networks, water distribution systems and electrical distribution
networks.

V. CONCLUSIONS

1) An optimisation algorithm has been proposed for the
first time, for determining the optimal number of repairers
maintaining a computer system of given size. The optimal
solution guarantees that the probability of constraint on the
repair resources will not exceed a maximum tolerable level.

2) An optimisation algorithm has been proposed for the
first time, for determining the optimal size of a computer
system which can be serviced by a given number of repairers.

Vol. 6, No. 2, 2015

The optimal solution guarantees that the probability of
constraint on the repair resources does not exceed a maximum
tolerable level.

3) Both optimization algorithms are based on a repeated
bisection. Unlike heuristic optimisation algorithms, the
proposed algorithms are exact and always guarantee optimal
solutions.

4) A very efficient discrete-event simulator has been
created for the first time, for determining the constraint on the
repair resources in large computer systems. The discrete-
event simulator handles very large systems including
thousands of components and is characterised by a very high
computational speed.

5) The implementation of the discrete-event simulator is
based on a min-heap data structure which guarantees that
each operation involving inserting and deleting an event has a
logarithmic running time. This running time associated with
the insertion and removal of events is at the heart of the high
computational speed of the developed discrete-event
simulator.

6) The simulation results indicated the existence of a
critical number of repairers at which the probability of
constraint on the repair resources decreases sharply.

7) The parametric studies revealed an unexpectedly high
probability of constraint on the repair resources for a single
available repairer. This unexpected result shows how easy it is
to underestimate the probability of constraint on the repair
resources, which leads to poor management decisions.

8) The parametric studies indicated that providing more
than a single repairer decreases dramatically the probability
of a constraint on the repair resources.

9) Breakdown data and maintenance data related to
computer systems should be component-specific. This provides
the opportunity to use discrete-event simulators for optimizing
the maintenance of computer systems.

10)An anonymized breakdown data base, similar to
databases already existing for military electronic equipment,
is a solid base for assessing and designing new computer
systems and making correct management decisions.

11)This study could be extended by estimating the
probability of constraint on the repair resources analytically.
The developed methods could also be applied for optimising
the maintenance of production systems, transportation
networks, water distribution systems and electrical

distribution networks.
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Abstract—One of the challenges for autonomic management
in Future Internet is to bring about self-organization in a rapidly
changing environment and enable participating nodes to be
aware and respond to changes. The massive number of
participating nodes in Internet-of-Things calls for a new
approach in regard of autonomic management with dynamic self-
organization and enabling awareness to context information
changes in the nodes themselves. To this end, we present new
algorithms to enable self-organization with logical-clustering, the
goal of which is to ensure that logical-clustering evolves correctly
in the dynamic environment. The focus of these algorithms is to
structure logical-clustering topology in an organized way with
minimal intervention from outside sources. The correctness of
the proposed algorithm is demonstrated on a scalable IoT
platform, MediaSense. Our algorithms sanction 10 nodes to
organize themselves per second and afford high accuracy of
nodes discovery. Finally, we outline future research challenges
towards autonomic management of 1oT.

Keywords—autonomic management; Future Internet; Internet-
of-Things; self-organization; logical-clustering; MediaSense

l. INTRODUCTION

Research towards Future Internet mandates exploring new
challenges. Autonomic management has been around for over a
decade since IBM coined this concept [1]. One of the
requirements of autonomic management in Future Internet is to
bring about self-organization [2, 3]. Moreover, we are about to
see a paradigm shift from Internet-of-Things (1oT) to Internet-
of-Everything (loE) [4, 5]. The goal of which is to integrate
people, process, data (context information) and things [5] in the
Connected Society. Autonomic management was not part of
early loT, however, recently there is a shift in research
activities which aims to tie these two [4]. This corresponds to
massive participation of nodes in 10T, for example, 212 billion
things are expected to be connected to 1oT by 2020 [5]. The
number of connected devices may even upsurge to 500 billion
[6]. This massive immersion within 10T networking mandates
to comprehend dynamism [7, 8]. One of the challenges in loT
would be to adapt to fast varying environment and be aware of
any changes. The key to unravel these challenges is to organize
a system such that it can respond to changing environment and
stabilizes the system in situations uncalled for. For example,
network connectivity, bandwidth, insertion and deletion of
information, joining and leaving of a node/device, etc. are
some of the changes that are expected in loT [5, 8]. Any

distributed system requires countering the changes in an
organized way; however, most of these changes are not
predictable. Therefore, it is imperative that the system
organizes itself in such cases. This infers that a system (part of
10T) is desirable to be self-organized leaving outside sources
mostly out of the loop.

The self-organization phenomenon exists in wide range of
disciplines extending from physics to biology [9, 10]. It has
also attracted attention from computer science and is now a
very active research area [10]. Some case studies for self-
organization in computer science have been presented in [9]
which are inspired from the nature. This reflects the vision of
autonomic computing that was coined by IBM [1]. They
envisioned automatic computing as a grand challenge and
outlined four aspects to be the core of automatic computing
such as self-configuration, self-optimization, self-healing, and
self-protection [1]. The requirement of these self-* capabilities
in massively distributed systems have been further discussed in
[11]. The definition of self-organization varies in different
disciplines befitting the respective goals and criteria. In
general, self-organization can be considered as a system which
organizes itself automatically i.e. without any intervention
from outside sources [9, 12]. However, keeping outside source
completely out of the loop is still a research challenge. Even
the vision of autonomic computing states: “a system should
organize itself according to high-level objectives, and will
collect and aggregate information to support decisions by
human administrators” [1]. This has further been outlined as
“Put simply, the autonomic paradigm seeks to reduce the
requirement for human intervention in the management
process through the use of one or more control loops that
continuously reconfigure the system to keep its behavior within
desired bounds™ [13].

Franco and Omer in “IEEE Transaction special issue: Self-
Organization in Distributed Systems Engineering” have further
stressed that self-organizing systems shall leave human mostly
out of the loop [14]. They have wisely used the word “mostly”,
because although it is desirable but currently it is impractical to
leave outside sources (e.g. human as an administrator- these
will be used interchangeably in rest of the paper) completely
out of the loop. This implies that a system should execute its
tasks even when there is minimal or no support at all from
outside source. But the system should be able to interact with
outside source and run a periodic algorithm to rectify errors
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and make system aware and learned about faults. Thus, the
system will be able to evolve itself next time it encounters
similar error and, thereby, reducing the outside intervention as
much as possible. Therefore, self-organization can be defined
as a system that “evolves correctly, adapts to dynamic
situations, stabilizes itself in unpredicted situations, and pre-
protects itself against probable attacks”.

In light of above, this paper aims to design and develop
new algorithms to empower self-organization. The algorithms
will be specifically targeted at logical-clustering approach.
Logical-clustering efficiently filters out similar context
information from distributed sources [15]. MediaSense, a
context sharing Internet-of-Things (loT) platform [16], has
been employed to disseminate the clustering identity (context-
ID) as a PubSub model for logical-clustering [17]. Results
showed that MediaSense is viable for scalable context-ID
distribution. It has been further demonstrated in [8] that
MediaSense can counter the fast varying environment i.e.
dynamism efficiently as well. One of the focuses of this paper
is to address “how can logical-clustering organize itself and
evolves according to the requirement and manages in dynamic
unpredictable circumstances?”. This paper is particularly
interested in automatic and periodic insertion and deletion of
context-1Ds; self-configuration (automatic seamless integration
of participating nodes) and self- healing of sinks (nodes and
sinks are used interchangeably throughout this paper); self-
optimization of both context-1Ds and sinks etc. The correctness
of newly designed and developed algorithms will be proven on
MediaSense. As it has been already proven that MediaSense
can easily counter scalable distribution of context information
and it can support dynamism, therefore, it is worthy that we
develop self-organization algorithms using MediaSense. This
will also contribute in structuring logical-clustering topology in
an organized way.

The remainder of the paper is structured as follows: section
Il presents the motivation, section Il revisits the state of the art
autonomic computing, section 1V demonstrates our approach
while section V demonstrates the evaluation of the work,
section VI outlines future research challenges, and finally
section VI concludes the paper.

II.  MOTIVATION

The idea of autonomic computing has been around over a
decade now. Since then, there have been several proposals for
self-organizing systems. Our goals in this paper are: to support
self-organization with the logical-clustering and to propose
algorithms which should contribute towards an autonomic loT
management architecture. The aim is to bring about self-
organization to the logical-clustering approach. The overall
objectives are to ensure that logical-clustering evolves
correctly in dynamic and unpredictable situations, and
structures itself in an organized manner. As logical-clustering
implies that context-1D (identification of cluster) is created as
soon as a cluster is formed and depending on the requirement
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(policy) context-IDs should be deleted after a specific time.
The system needs to be aware of this i.e. self-optimized. Each
sink in logical-clustering needs to fetch context-1Ds from other
sink(s). The system should be configured in such a way that
sink(s) can fetch Cl from other sinks automatically and
periodically. This also implies that sink should discover other
available sinks and advertises itself so that seamless integration
to the system is ensured. This mandates establishing self-
configuration as outlined by autonomic computing vision. Sink
in logical-clustering topology is considered to be fixed. And
fixed sinks are considered not removable; however, sinks can
be down for example due to no Internet connectivity, power
failure, etc. Hence, it is imperative the system should re-
configure whenever it is up again. Re-configuration also
includes retrieving old data and synchronizing immediately
with other sinks automatically. This is branded as self-healing.
Therefore, our particular focus is limited to design and develop
algorithms for self-configuration, self-optimization and self-
healing. The algorithms will be evaluated on a proven,
scalable, and adaptable IoT platform MediaSense.

I1l.  AUTONOMIC MANAGEMENT

This section briefly introduces the state of the art
autonomic computing and further reviews each of the
fundamental aspects of self-organization system.

A. Revisting the state-of-the-art

A self-organized system deemed to be dynamic and each
organized element constitutes overall system, thus, the
resulting overall system becomes complex and its behavior
becomes unpredictable [11]. According to many research
papers, as mentioned earlier, a self-organized system should
acquire its organized characteristics without intervention from
outside sources [9, 12]; however, some other researchers
mention that outside sources should be kept out of the loop as
much as possible [13, 14]. The vision of autonomic computing
would only be complete through acquired knowledge i.e.
awareness from each organized system [1, 13]. Therefore, the
overall system should evolve gradually and eventually keep
outside sources out of the loop mostly- if not completely.

Self-organized system can have several self-* capabilities
[11]. All these self-* capabilities can be summed into the four
aspects of autonomic computing i.e. self-configuration, self-
optimization, self-healing, and self-protection. Table | further
illustrates this [1].

These aspects need to be managed by a manager which will
enable interaction with other organized elements and/or outside
source (e.g. human administrator). Manager will enable
analyzing, planning and executing the high-level objectives
(policies) set by outside sources and it will further allow an
organized element to interact with another organized element
inside the system. Fig. 1 shows how a manager can achieve this
(the figure is redrawn from [1]).
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TABLE I. SELF-* ASPECTS

Aspects Capabilities

A new node joins; advertises itself and discovers
Self- other nodes

Configuration Adjusts and integrates automatically and

seamlessly according to the high-level policies

A node should be able to optimize the local
operation parameters according to global objectives
Learning and altering objectives adpated by others
Should be able to adjust in case of policy conflict

Self-Optimization

Re-configurations of the nodes in case of failures

Self-Healing Healing for configuration and optimization

A node should be able to protect itself from outside

Self-Protection and undesirable attack

Autonomic Manager

e

Managed element

Fig. 1. Structure of an autonomic element [1]

An element joins the system and the autonomic manager,
first of all, analyzes the element, then plans and finally
executes based on the objectives required by the overall
system. This behavior of joining and execution follows the
trend of a control loop (the red arrows correspond to this). That
means autonomic computing relates to a control loop which is
executed based on the specified policies. Fig. 2 further
demonstrates this. The policies (objectives) are responsible for
implementing the self-* capabilities. At the beginning, these
policies are integrated with the system; and as system evolves
and encounters new problems, new polices are added.
However, this requires learning i.e. awareness (through
acquiring knowledge) from each organized element.
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Fig. 2. Life cycle of autonomic computing

IV. OUR APPROACH

Our focus in this paper is not to redefine the self-* aspects
outlined in previous section; rather we focus to design and
develop algorithms that would implement these aspects. A
limitation of this paper is that it will not explore the self-
protection aspect. In this section, we will explain the proposed
algorithms for other three self-* aspects targeted at logical-
clustering. Moreover, the correctness of the algorithms will be
demonstrated on a p2p based 10T platform- MediaSense.

MediaSense disseminates context information using
Distributed Context eXchange Protocol (DCXP) where each
entity is registered as Universal Context Identifier (UCI) and
other entities can resolve the UCI [16]. It utilizes rendezvous
host i.e. a bootstrapping node to initiate communication
between entities. Any entity plans to use MediaSense must use
the primitive functionalities defined in the MediaSense
Platform. Our proposal is to utilize MediaSense Platform as
controller i.e. autonomic manager and each of the designed
three self-* aspects has been added as extended primitive
functions for MediaSense. Fig. 3 shows how MediaSense
Platform can be utilized as an autonomic manager. In the
following sub-sections, we will describe how self-organization
can be supported in logical-clustering by employing the
autonomic computing concept. We have shown in [17], how
MediaSense can be utilized for logical-clustering concept.

A. Self-Organization Support for Logical-Clustering

Logical-clustering consists of logical-sinks [15] and sinks
are responsible for controlling (creation, insertion, deletion) the
clusters. However, sinks require discovering, co-operating with
other available sinks, and it should also maintain itself. In other
words, it should be organized and organization should be done
with minimum support from outside sources. Since logical-
clustering involves real-time communication, it is imperative
that it evolves correctly, automatically in real-time.
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Fig. 3 shows how we want to employ autonomic computing
concept i.e. self-organization in logical-clustering. As in any
other system, a sink first needs to join which is the first
operation in the control loop.

An autonomic manager (i.e. MediaSense Platform in our
case) will analyze the policy associated with the join request.
During this operation, MediaSense platform will implement the
self-* algorithms. The sink will be adapted based on the
outcome of the algorithms after which sink would be ready for
execution. The platform should be aware all of these operations
as indicated in fig. 3. Actions showed in Fig. 3 can be summed
up as following:

e Asink joins

o Platform analyzes the policies i.e. evaluates the self-*
algorithms

o Platform further adapts the sink based on the policies’
outcome

e Sink is ready for execution (after this stage sink is said
to be an organized sink)

¢ Platform has the awareness of all these actions

Fig. 4 shows how the concept can contribute towards
autonomic management of 1oT. An entity i.e. a thing in loT
will be connected to the scalable MediaSense Platform and will
be managed by the self-* algorithms automatically.

MediaSense Platform

Organized Sink

Fig. 3. Supporting self-organization with logical-clustering
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Fig. 4. Autonomic management of loT

B. Self-Configuration

Self-configuration implies that whenever a new
element/node joins a system; it should be able to advertise
itself and discover other available nodes or let other discover
inside the system. The goal of this self-* aspect is to ensure
automatic and seamless integration to the joined system.

To achieve the aforementioned goal, we have employed
publish/subscribe (PubSub) model that was shown in [17].
MediaSense utilizes a bootstrapping node, as the case with
other distributed p2p systems, which needs to be initiated
before any communication can take place. Our idea is to define
a global publisher e.g. global_uci in MediaSense and each node
whenever tries to join the MediaSense Platform automatically
subscribes to the publisher without knowing which node holds
the global_uci. This newly joined node is added to the
global_uci and existing nodes are automatically discovered
after a certain time. Self-configuration involves several steps.
The steps are listed below:

e Sink join

e Configure global _uci (at beginning on MediaSense
bootstrap node)

e Sink configuration

e Check for self-healing i.e. reconfiguration

e Discover other sinks

27|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Each of the algorithms is depicted in the following figures.

Algorithm registering global uci

begin
initiate bootstrap MediaSense
//the followings are added as extension
to current MediaSense
if global uci exists
renew global uci
elseif
register global uci (based on PubSub’s
publisher algorithm)
endif
//the above is extension
run bootstrap MediaSense
start P2P Communication on the bootstrap
IP address and bootport
end

Fig. 5. Algorithm for configuring a global_uci as publisher

Fig. 5 depicts the algorithm for configuring global_uci
which is exploited as a publisher. Whenever MediaSense is
bootstrapped, global_uci is either merged or renewed based on
the requirement (different situation might require different
policy). As for this approach, global_uci is renewed meaning
that a fresh copy of global_uci is guaranteed. Global_uci stores
all the available sinks as published items and each node - that
joins a MediaSense platform and invokes the MediaSense
Platform’s selfConfig primitive function (fig. 7)- is
automatically subscribes to the global_uci.

Algorithm sink_join

begin
create an instance of MediaSensePlatform
initialize platform with network settings
(Bootstrap IP address, bootport, local port)
while MediaSense is bootstrapped
declare UCI (i.e. identity of the node)
invoke MediaSensePlatform’s joinUCI
if MediaSensePlatform’s selfHealing is
true
if the UCI is not listed on global uci
publish on global uci by invoking
MediaSensePlatform’s config method
return the UCI’s current configuration
status
endif
elseif
register the UCI on MediaSense platform
publish on global uci by invoking
MediaSensePlatform’s config function
endif
invoke MediaSensePlatform’s
selfConfiguration
synchronizes with the existing UCIs after
every T seconds
endwhile
end

Fig. 6. Algorithm for sink joining

Vol. 6, No. 2, 2015

As mentioned earlier, each sink that joins the MediaSense
Platform is identified as UCI. Therefore, every time a new sink
joins, it fetches all the available UCIs i.e. sinks. Fig. 6 shows
the algorithm for sink joining. In this procedure, first a sink
must initiate the MedaSense Platform along with the network
settings to use its functionalities.

An identity for this sink is declared which is then used to
join the platform. When the joinUCI function is called- it first
checks if UCI already exists (i.e. registered with MediaSense)
with this particular sink- if that check returns true then sink is
reconfigured with previous configuration (see fig. 8), if that
check returns false meaning no identity duplication from this
sink then the UCI gets registered on MediaSense platform and
gets published on the global _uci which allows other sinks to
discover node. The joined sink then invokes the selfConfig
function of MediaSense Platform which enables automatic
discovery of other available nodes on MediaSense every T
seconds.

The interval is implementation dependent- by default set to
20 seconds. The interval is an open research issue for battery
powered devices, rechargeable devices; but not an issue for AC
powered sources. Discovery of sinks involves the idea that of
MediaSense’s subscription [17]. In this procedure, first the
global uci is resolved based on MediaSense’s subscription
algorithm. When the global_uci is resolved, each of the stored
UCls is read and current UCI is added to the global_uci. After
adding the current UCI, global_uci is updated. This implies
that global_uci is either merged or renewed based on the
configuration requirement. Subscription is matched whenever
this function- implementing this algorithm- is invoked.

Algorithm sink_ discovery

begin

resolve global uci (based on PubSub’s
subscription algorithm)

read the subscribeable UCIs

store the UCI to the global uci

update global uci

merge or renew depending on the
configuration

subscription is synchronized whenever this

method is invoked
end

Fig. 7. Algorithm for sink discovery
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I. Algorithm sink _duplication_check

begin
resolves the UCI
fetches associated information
if the sink id is found with the fetched
information
returns true
elseif
returns false
endif
end

II. Algorithm sink_ reconfigure

begin
resolves the UCI
fetches associated information
if uci exists in the current MediaSense
reconfigure the node and fetch previously
existing data
elseif
start uci registration
while register
invoke selfConfiguration
endwhile
endif
end

Fig. 8. Algorithm for sink reconfiguration

C. Self-Healing

Self-healing refers to the reconfiguration of a node in case
of failure. This also corresponds to the healing for the other
two self-* algorithms. The self-healing function that is called
when a node joins checks if UCI is already exists. Moreover,
this algorithm should ensure when a sink is down for some
reason, it should be able to reconfigure with previous
configuration whenever it is up again. Fig. 8 shows the
algorithm. The first part of algorithm requires two parameters
i.e. the UCI and sink-1D; and returns a boolean value. Sink 1D
is obtained by calling MediaSense Platform’s getHostiD
function. This procedure begins by resolving the UCI and it
fetches the associated information with this UCI. If the host ID
is found in the fetched information then this function returns
true otherwise a false value is returned. Second part of self-
healing algorithm also requires resolving the UCI and its
associated information are fetched. After that, if UCI exists on
MediaSense then the algorithm reconfigures the sink with
previously existing data. But if the UCI is nonexistent then
UCI is registered on the Platform and selfConfiguration is
invoked so that the UCI being registered can execute the self-
configuration algorithm as discussed in previous sub-section.

Algorithm sink_optimization
I. Insert context-ID

begin
resolves the UCI
checks for new context-IDs
if new context-IDs are found
insert new context-IDs in the UCI and
adjusts seamlessly with existing context-IDs
invoke Insert ContextID Policies
endif
end

II. Delete context-ID

begin
resolves the UCI
checks for context-IDs to be deleted
if context-IDs need to deleted
delete existing context-IDs in the UCI
and adjusts seamlessly with existing context-
IDs
invoke Delete ContextID Policies
if single context-ID with a TTL
delete context-ID
eleseif
delete context-IDs
endif
endif
end

Fig. 9. Algorithm for sink optimization

D. Self-Optimization

Self-optimization implies that a node should optimize itself
according to the policies set by manager (in our case
MediaSense Platform). This should further ensure that each
node performs to its best capability and efficiency. In this
paper, we looked into optimizing context-IDs associated with
logical-sink. The goal of this algorithm is to support autonomic
dynamism in logical-clustering. This means automatic
insertion, deletion of context-ID is made possible which
enables awareness in the sinks. Each sink creates new context-
ID in real-time; therefore, it is imperative that sink optimizes
itself by inserting new context-IDs with an interval of T
seconds. Each sink should also be able to delete context-1Ds
automatically whenever needed. Moreover, each sink should be
aware if a particular context-1D is needed to be deleted after a
specified time. Fig. 9 depicts the algorithm. This algorithms
also has two main parts i.e. insertion and deletion of context-
IDs. In the first part of this procedure, the algorithm first
resolves the UCI and checks if there are any new context-1Ds
to be inserted.
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When there are next context-1Ds found for insertion, the
class that implements the Insert ContextID Policies gets
invoked. Depending on the requirement, different policies may
be executed. In our case study i.e. logical-clustering, it
automatically and periodically inserts the new context-IDs,
integrates  seamlessly with existing context-IDs and
synchronizes with other sinks. As for deleting context-IDs, the
procedure checks if a particular context-ID (with a timestamp
for time to live (TTL) is attached) is to be deleted or it should
delete context-IDs. The procedure executes these and
optimizes the sink.

V. PERFORMANCE EVALUATION

This section presents the performance evaluation of
supporting self-organization with logical-clustering. Self-*
capabilities algorithms have been developed on the
MediaSense platform. Each of the self-* aspects has been
developed and included as separate package, this can be found
under the new package -called autonomic in current
MediaSense platform. We start first with reporting the effect of
incorporating self-organization on MediaSense Platform. Table
Il and |1 report this. We have evaluated the performance of
joining node on two different networks with different Internet
speeds. Measurements are shown in logarithmic scale and in
milliseconds; the mean [ and standard deviation ¢ values are
depicted in tables. Results suggest that on both networks, we
get almost similar result. In terms of self-organization, we have
divided the evaluation into two. In the first part, we do not
consider time required for self-healing i.e. duplication check
and reconfiguration; and only time required for self-
configuration is considered, and the second part includes time
required for self-healing (see IV-B). MediaSense incurs a
delay if self-* algorithms are employed. This, however, is what
is expected of self-* algorithms, reason being a node goes
through the life cycle of autonomic computing (see fig. 2 & 3)
before completing the joining operation i.e. becoming
organized (a managed node). The algorithms demonstrated
almost identical performance on both networks.

TABLE II. NODE JOINING (NETWORK )
. MediaSense MediaSense
MediaSense (Self- (Self-
(Current) Configuration) | Organization)
1.59 1.69 1.88
0.0522 0.0459 0.0338
TABLE Ill.  NODE JOINING (NETWORK II)
i MediaSense MediaSense
MediaSense (Self- (Self-
(current) Configuration) | Organization)
1.61 1.69 191
0.0593 0.0261 0.0260

Vol. 6, No. 2, 2015

First operation in the self-organization starts with node(s)
joining the autonomic management platform. For this
particular evaluation, we consider that nodes are not competing
for MediaSense Platform’s resources. This means that nodes
are executed one after another. The issue of concurrent node(s)
joining leads to load-balancing and scheduling issue which is
not covered in this paper. Table VI elaborates the necessity for
load-balancing and scheduling. Fig. 10 shows the performance
of nodes joining the platform. X-axis represents the number of
nodes and y-axis represents the processing time. Processing
time is shown in logarithmic scale and in seconds here. If we
analyze the figure and the processing time in normal scale, we
find that each second 10 nodes can join the MediaSense
Platform. This could be a starting point for exploring the load-
balancing and scheduling issue. However, this result should not
be confused with table 1l and Il. Table Il and Il only reported
the operation time require for a single sink joining operation,
these did not consider the inside mechanism requires for fully
organizing with other nodes (time was shown in logarithmic
scale there t00).

e

2
I (R S S _____________
05 S — S—
)L I U S— -

1. i i | =€ Node processing time
0 1000 2000 3000 4000 5000
Number of nodes

Processing time (sec)

Fig. 10. Processing time for nodes joining

Next we evaluate the self-organization algorithms in terms
of discovery of nodes and accuracy of discovery. Fig. 11 shows
the discovery of nodes. This implies the time required for a
node to discover i.e. synchronize with other nodes. This has
been evaluated for both dynamic and stable scenarios.
Dynamic means discovery of nodes measured while other
nodes are joining simultaneously and stable implies that
currently no more nodes are joining the system. This
measurement was done when evaluating fig. 10. This algorithm
is run after every 20 seconds. Table V1 illustrates the algorithm
depicted in fig. 7. The stable scenario corresponds to this. The
results are different from dynamic scenario where each node
goes through the cycle of self-organization and competes for
resources; thus incurs delay. The result portrayed in table VI
suggest that discovery of nodes while system is stable is very
fast. This also corresponds to the MediaSense’s PubSub model
which also demonstrated fast and efficient result [17]. Hence,
we do not discuss this in detail in the paper.
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Fig. 11. Discovery of nodes

The above figure depicts nodes’ discovery for 5000 and
3000 nodes joining the platform. The mean p for discovery is
197, 184; and most frequent number (F) is 205 and 202
respectively for 5000 and 3000 nodes. These values have been
calculated based on the differences of the vector elements
excluding the first and last element that makes the discovery
stable i.e. no more nodes are joining. This reflects that each
second (in normal scale) 10 nodes join the platform. Since the
interval period T was chosen to be 20 seconds, so the mean
values are justified. This could further be seen from the fig. 11
that node discovery became stable (all available nodes were
discovered) on the 15™ (3000 nodes case) and 25" (5000 nodes
case) attempt. However, 4990 and 2997 nodes out of 5000 and
3000 nodes could be discovered respectively. This gives a high
discovery accuracy of over 99 %. Discovery accuracy can
further be seen from table V. Also on the 4" 5™ and 15"
attempt (5000 nodes case- red arrows) and on 6 attempt (3000
node case- orange arrow) of self-configuration, the algorithm
failed to discover any nodes. This could be because currently
the algorithm tries to renew (see fig. 7) the global_uci, this
means the old global _uci is deleted and a fresh copy of
global_uci is inserted on nodes. And, during the call and
renew, some UCIs might not have been synchronized. But the
system was able to fetch information immediately in next
attempts meaning stability is ensured (further discussed
below).

TABLE IV.  NODE DISCOVERY (DYNAMIC)
5000 nodes 3000 nodes
M 197 184
4 29.79 14.8613
F 205 202
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TABLE V. DISCOVERY ACCURACY (SEQUENTIAL)
5000 nodes 3000 nodes 1000 nodes
Nodes 4990 2097 1000
discovered
Accuracy 99.8 % 99.9 % 100 %

Table V indicates that discovery accuracy is very high and
near to 100 % for all three simulated cases, however, these
measurements were done when nodes were joining
sequentially. We did not consider concurrent nodes joining
where nodes would compete to access MediaSense Platform
resources. Table VII shows the discovery accuracy for 3000
and 2000 concurrent nodes joining. Arithmetic mean is 1699,
1195 and standard deviation is 110.4513, 97.4664; and the
discovery accuracy drops to 56.63 % and 59.75 % respectively.
This drop in discovery accuracy further highlights necessity for
designing and developing load-balancing and scheduling
algorithm.

TABLE VI.  DISCOVERY DURATION (STABLE)
5000 nodes 3000 nodes 1000 nodes
W 54.67 ms 47 ms 44 ms
o 9.76 ms 9.18 ms 9.57 ms
TABLE VII. DISCOVERY ACCURACY (CONCURRENT)

K c Accuracy

3000 nodes 1699 110.4513 56.63 %

2000 nodes 1195 97.4664 59.75 %

Self-healing algorithm implies that each node should be
able to heal itself and compensate for failure. The developed
algorithms offer duplication check and compensate when a
failed (e.g. was down or offline) node rejoins the system. This
algorithm was evaluated with 2000 and 3000 already existing
nodes trying to rejoin the system concurrently (this was
evaluated while measuring for table VII) and each node was
successfully checked for duplication. This means duplication
check accuracy was 100 % for both cases. This was further
confirmed with 1000 existing nodes trying to join one after
another i.e. sequentially, this too offered 100 % success rate.

One of the goals of this paper was to make sure logical-
clustering evolves correctly and automatically i.e. optimize
itself.
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Optimization still needs improvement (should be developed
upon more policies being explored); as of now this algorithm
(along with other two algorithms) allows us to structure the
logical-clustering topology. A sink in logical-sink requires
synchronizing with other sink(s). Thus far, this was done
manually as shown in [8, 17]. Now it is possible to synchronize
the logical-sink automatically and periodically. According to
the experiments done, the algorithm has successfully achieved
automatic dynamism (insertion, deletion) of context-IDs.

A self-organized system is considered complex and its
outcome is often unpredictable [11]. Results demonstrated in
this paper also reflect this. This can be easily perceived from
the fig. 11, table 1V, V and VI. Discovery nodes per attempt
are not always same (see fig. 11); even the p and ¢ do not
exhibit similarity for both 3000 and 5000 nodes. However, by
perceiving the standard deviation, the deviations are not too
fluctuated and remain within reasonable limit.

Network stability and resilience are two of the main
components of a system. Our self-organized algorithms were
able to structure the logical-clustering topology and the
topology was able to evolve correctly without any central point
of failure. We have observed in fig. 11 that node failed to
discover nodes in few cases, but it was able to stabilize itself
immediately. Since global _uci holds the information about
each existing sink and this information is accessible to each
node subscribed to this global _uci. This makes the system
resilient to failure i.e. no central point of failure. When a sink
failed or left the network and attempted to rejoin the system, all
previous information was fetched immediately. Fig. 11 further
confirms this when after failing to discover in few cases, it was
able to fetch old and new information simultaneously. Self-
healing’s 100 % success rate also reflects to such claim of
stability and resilience.

VI. FUTURE RESEARCH CHALLENGES

The idea of logical-clustering was proposed in [15] and the
research reported in this paper is a step forward to fulfilling the
based vision. However, the vision of fully functional self-
organized logical-clustering still requires some considerable
research work. So far, we have not discussed the policies in
organizing logical-clustering. In this paper, we have presented
a template for achieving self-organization. A fully self-
optimized system requires adapting new policies, and
optimizing the system accordingly. Moreover, autonomic
management of 10T would only be possible through exploring
further policies. This mandates exploring the policies that
would enable autonomic management of 10T and thereby IoE.
Furthermore, integrating polices into the manager mandates a
more flexible and concrete manager. This could be achieved by
deploying Software-Defined Networking (SDN) concept. The
intelligence of SDN would enable to counter the challenges of
efficient traffic management, and data and services delivery.

Another fundamental aspect of self-organization i.e. self-
protection also need to explored and implemented. Each node
should be protected against possible attacks and from getting
removed by other node(s). Protections of context-1Ds also need
to be ensured.
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Our focus in this paper was limited to designing and
developing a template for self-* aspects, and these self-*
aspects need to be adapted based on awareness. This awareness
should come from all the stages as depicted in fig. 3. Learning
plays an integral part in building the awareness. The managers
should be able to learn new policies and create awareness of
the learned policies to other nodes. However, we have not
addressed the issue of learning in this paper. An approach for
learned-manager is still an open issue which can be
implemented along with SDN and learned-management
system.

Unique identification of each node is another important
research issue needs to be addressed. However, uniquely
identifying billions nodes is not something easy to implement.
Moreover, these identifications should also be easy for humans
to remember. For example, context-IDs in logical-clustering
should be unique and human should be able to access these
context-1Ds easily. Therefore, it mandates to define a naming
scheme which will ensure unique identification of node in 10T
landscape.

Load-balancing and scheduling of autonomic manager is
another feature that needs attention.

Heterogeneous interoperability of the system also remains a
challenge. 10T heavily involves cross-platform communication,
therefore, it is mandated that we look into cross-platform
behavior of the system too.

VIlI. CONCLUSION

The contribution of this paper by and large lies with
designing and developing the self-* aspect capabilities inspired
by the autonomic computing concept. In particular, self-
configuration, self-optimization and self-healing algorithms
were designed and developed; and correctness of these
algorithms was proven on a scalable and versatile 10T platform
MediaSense. MediaSense Platform was employed as what is
autonomic manager to autonomic computing. This new
algorithms enable logical-clustering to organize automatically
and periodically. Each sink in logical-sink now said to be
organized and it evolves correctly.

The algorithms sanction 10 nodes to self-organize
themselves in each second on the MediaSense Platform, and
discovery accuracy is over 99 % when there is no competition
for MediaSense Platform’s resources. While nodes compete for
MediaSense Platform’s resources, discovery accuracy is
around 60 %. Stable system allows discovering nodes very
fast; and duplication check always succeeded. This enables
logical-clustering topology to evolve correctly and structure
itself. There is no central point of failure, even if bootstrap
node fails, other node takes over and stabilizes the system.

Our next step is to explore the challenges mentioned in the
future research challenges. SDN would, perhaps, enable us to
see fully operational autonomic management of loT.
Autonomic management itself is a grand challenge and it will
go through many transitions. 10T would also need to see-off
many transitions and finally embrace an operational autonomic
10T- thereby IoE.
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We hope that the algorithms depicted in this paper are step
forward towards the autonomic management of 10T and could
be used as template for further development.
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Abstract—One of control domain of Cobit describes
information security lies in Deliver and Support (DS) on DS5
Ensure Systems Security. This domain describes what things
should be done by an organization to preserve and maintain the
integrity of the information assets of IT where this all requires a
security management process. One of the processes is to perform
security monitoring by conducting periodic vulnerability
assessment to identify weaknesses. Because Cobit is not explained
technically, so it needs a method to utilize data that has been
standardized. One of the standardized databases for
vulnerability is CVE (Common Vulnerabilites and
Exposures).This study aims to assess current condition of Data
Center on Department of Transportation, Communication and
Information Technology at Sleman Regency and assess the
maturity level of security as well as providing solutions in
particular on IT security. Next goal is to perform vulnerability
assessment to find out which are the parts of the data center that
may be vulnerable. Knowing weaknesses can help evaluate and
provide solutions for better future. Result from this research is to
create tool for vulnerability assessment and tool to calculate
maturity model.

Keywords—COBIT; CVE; maturity model

l. INTRODUCTION

Department of Transportation, Communication and
Information Technology at Sleman Regency is one of the
agencies that have the function of providing construction
administration,  development and  management  of
communications network infrastructure. The agency has
responsibility for managing the communications network
infrastructure. In the development the infrastructure there are
several incidents that have occurred. Several subdomain have
been defaced by cracker. Distributed Denial Of Service
(DDOS) attacking VolP server. Remote security hole take
place in the server where management authority not from
Departemen  of  Transportation, Communication and
Information Technology but the server itself lies on Data
Center at Sleman Regency.

The evaluations from incidents conducted merely when
there is a problem and the agency don’t have evaluation
planning and concept in safety evaluation in accordance with
standards.

Jazi Eko Istiyanto

Dept. Of Computer Science
Gadjah Mada University
Yogyakarta, Indonesia

According to [1], to obtain a comprehensive security of the
system, it is important to do the assessment and evaluate all
aspects of the start of computer network security, application
security, operating system security, database security, physical
security and the environment.

Standard that can be used to assess the condition of
governance data center is using the framework called Control
Obijectives for Information and Related Technology (COBIT).
Today the use of Cobit framework is pretty much widely
adopted and used as one of the standards in conducting
research on the assets associated with information technology.

An application which can help an auditor is needed
because not all applications can be applied in governance.
Therefore, it needs to make an application that can be used to
help a security auditor to evaluate the security of government
information.

This paper describes how to assessing the data center using
two methods. First by checking the compliance based on the
Cobit framework and second by vulnerability assessment using
tool combine with vulnerability standardized database.

Il.  LITERATURE REVIEW

Many have conducting research by presenting the results
from the Cobit framework. However, Cobit to the security or
vulnerability testing has been no detailed assessment. It’s
because Cobit is process oriented and works on management
level. Comprehensive study conducted by comparing the level
of maturity of the level of management. Cases studied tended
to focus on one area, the management level or just the technical
side.

According to [2], organization's management of IT
governance requires the application of information technology
environment to measure existing and planned in advance.
Focus research only on management side and not technical
issues where this is not much different from what is done by
the [3] in his study.

According [3], vulnerabilities occur in the object under
study is more to human error as an error in the conduct of data
input, data duplication, deletion is done illegally, the absence
of data storage settings, the absence of a recovery strategy the
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data in the event of damage and others. The focus of research is
over the control of the management and assessment of existing
conditions.

Contrast to [3] where the focus of their research is more to
the technical side. It mentions that the weakness of the system
is classified into several pieces which are application
vulnerabilities, network  vulnerabilities,  and host
vulnerabilities. Research can not be considered comprehensive
because it is merely checking individual.

Research conducted by [4] can help the system
administrator to find configuration errors and then will be
adjusted so that there is an error can be corrected. However,
there is still a shortage of which is a new environment can be
checked only one type only the server-based server Apache,
PHP, MySQL.

As [5] who did research on the classification of network
vulnerabilities with a research focus on the signs of the attack
resulting from a firewall or IDS devices. Measuring threat
approach to estimate the effects of attacks that occur in a
computer network. It’s utilizing the Common Vulnerability
Scoring System (CVSS) to measure the amount of threat
generated in the event of an attack.

Ill.  RESEARCH METHODS
Steps in research can be seen in Figure 1.

literature reviews

| Literature Studies | Collecting Data |

Questionnaire

data retrieval
| Reliability [—M Software
Test vi7

1
1
1
1
1
Data SP5S 1
1
1
1
1

Measuring

o Reliable ?
Maturity Level [+

Vulnerability Assessment

Vulnerability
Test

Result

Result and Condusion

Fig. 1. Research steps

There are two methods conducting this research as
described before. First by checking the compliance using
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Cobit. Cobit has a method to calculate maturity model how far
the data center by looking at the security management process.
In what level security management has been running well.
Cobit will calculate it from level 0 to level 5. Of course this
doesn’t mean level 5 is very secure but by following it and
using proper procedure we are convinced that the security
management process run in accordance with the applicable
procedures as stated by Cobit framework.

A. Literature Review

Studying literatur review of research related to Cobit and
vulnerability assessment. Data collection was conducted by
collecting technical documentation related to the data center
like IP addresses, type of operating system, UNIX-like or
Windows.

B. Questionnaire and Data Reliability

Questionnaires were distributed to the staff of the
department. The questionnaire was taken from COBIT 4.1
Deliver and Support (DS) 5 Ensure Systems Security. Before
the result from questionnaire can be used, its necessary to test
the reliability first. Testing data reliability using Cronbach
Alpha formula. Cronbach Alpha using scale from 0 to 1. If
result from the formula equal or more than 0.6 then data
considered reliable. Result from reliable data can be used to
calculate maturity model. Based on the analysis, a tool for
calculate of maturity model and a tool for vulnerability
assessment are needed.

Vulnerability assessment tool will use CVE as standardized
vulnerability database. The tool will use binary parsing to parse
binary file within servers. If the version from binary version
match from CVE list then it is considered vulner.

C. Implementation
Implementation from maturity model tool consists of :
¢ Reliability test to determine the level of reliability of

measurement before continuing on maturity model
calculations.

e Calculation of maturity analysis generated after the
existing questionnaires obtained from the respondents.

e Reliability test to determine the level of reliability of
measurement before continuing on maturity model
calculations.

Implementation from a vulnerability tool consists of :
e Collecting binary version from all of servers.

e Comparing between binary version and CVE list. If
matched then its considered vulner.
IV. RESULT AND DISCUSSION

After the tool is made, tests were done on two
aspects, first the maturity of model-based testing, second
testing from six servers that reside in the data center.

A. Maturity Model Testing

Maturity model test at the Department of Transportation,
Communication and Information can be seen in Table 1
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TABLE I. RESULTS OF MATURITY MODEL TESTING
Maturity All Total Maturity | Maturity Value | Maturity
Level Ques | Questi Value Normalization Model
tions on
Non
Existent 5 75 15 0.044 0
Initial 6 355 5.917 0.175 0.175
Repeatable 8 60 7.5 0.222 0.444
Defined 7 465 6.643 0.197 0.591
Process
Managed
and 12 66 55 0.163 0.652
Measureab
le
Optimised 10 67 6.7 0.198 0.99
Total 33.76 1 2.852

Table 1 shows that the value of the maturity model 2,852
value means the value at level 2.

B. Testing Vulnerability On Six Servers

The test is performed to determine the extent of the
servers in the data center experienced technical vulnerabilities.
This can be shown in Table I1.

TABLE II. THE RESULT OF TESTING VULNERABILITY

No Server Severity | Severity Severity Total
Name Low Medium High Vulnerability
Slemankab.

1 go.id 3 0 2 5
Subdomain

2 Slemankab 1 0 0 1

3 | Web 3 0 2 5
Perijinan
Database

4 Perijinan 8 0 2 5

5 Web LPSE 0 1 1 2
Database

6 LPSE 2 3 2 7
Total 12 4 9 25

V. CONCLUSION AND SUGGESTIAN

A. Conclusion

Based on the test results that have been obtained, it can be
concluded:

e The result of the questionnaire maturity model
calculations COBIT 4.1.

e Maturity Model from Deliver and Support domain 5
shows the maturity value of the model is 2.852 for the
Department of Transportation, Communication and
Information.

Vol. 6, No. 2, 2015

e The results of the model calculation of maturity
levels reached by the Department of Transportation,
Communication and Information Technology is a level
2 or Repeatable for current conditions.

e Tools are made to calculate the maturity model has
been proved correct by manual calculation using the
formula in a spreadsheet.

e Tools are made to perform security testing failed to
detect the presence of several vulnerabilities found in
servers are tested.

B. Suggestion
The research using two methods has limitations that can be

used as a reference for future development, suggested few
things:

1) As for method one, for further testing maturity model
involves calculating the expected maturity attributes such as
awareness and communication, policy standards and 6
procedures, and automation tools, skills and expertise,
responsibility and accountability and goal setting and
measurement .

2) The necessity of making plans related to IT security
and the solution where these plans appear based on the
analysis of existing risks.

3) Scheduled for reporting security either in the form of a
log or chart that can be read in conjunction with the existing
security conditions both recent and in the distant past .

4) As for method two, PyCVE tool or script that is used in
the research is still need to improve because not all
application recorded on listing_file.txt readable version due to
limitations in parsing binary file.

5) The tool for wvulnerability assessment need more
accurate in mapping for easier find any applications that may
be vulnerable to later do an update on the server
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Abstract—In recent years popularity of private cars is getting
urban traffic more and more crowded. As result traffic is
becoming one of important problems in big cities in all over the
world. Some of the traffic concerns are congestions and accidents
which have caused a huge waste of time, property damage and
environmental pollution. This research paper presents a novel
intelligent traffic administration system, based on Internet of
Things, which is featured by low cost, high scalability, high
compatibility, easy to upgrade, to replace traditional traffic
management system and the proposed system can improve road
traffic tremendously. The Internet of Things is based on the
Internet, network wireless sensing and detection technologies to
realize the intelligent recognition on the tagged traffic object,
tracking, monitoring, managing and processed automatically. The
paper proposes an architecture that integrates internet of things
with agent technology into a single platform where the agent
technology handles effective communication and interfaces among
a large number of heterogeneous highly distributed, and
decentralized devices within the 10T. The architecture introduces
the use of an active radio-frequency identification (RFID),
wireless sensor technologies, object ad-hoc networking, and
Internet-based information systems in which tagged traffic objects
can be automatically represented, tracked, and queried over a
network. This research presents an overview of a framework
distributed traffic simulation model within NetLogo, an agent-
based environment, for loT traffic monitoring system using
mobile agent technology.

Keywords—Intelligent Traffic; Internet-of-Things;
Wireless Sensor Networks; Agent Technology

RFID;

l. INTRODUCTION

In recent years popularity of private motor vehicles is
getting urban traffic more and more crowded. As result traffic
monitoring is becoming one of important problems in big
smart-city infrastructure all over the world. Some of these
concerns are traffic congestion and accidents that usually cause
a significant waste of time, property damage and
environmental pollution. Any type of congestion on roads
ultimately leads to financial losses. Therefore, there is an
urgent need to improve traffic management. The appearance of
the Internet of Things (1oT) provides a new trend for intelligent
traffic development.

This research proposes to employ the 10T, agent and other
technologies to improve traffic conditions and relieve the
traffic pressure. Information generated by traffic loT and
collected on all roads can be presented to travelers and other

users. Through collected real-time traffic data, the system can
recognize current traffic operation, traffic flow conditions and
can predict the future traffic flow. The system may issue some
latest real-time traffic information that helps drivers choosing
optimal routes. Therefore, the system can precisely
administrate, monitor and control moving vehicles.
Constructing an intelligent traffic system based on IoT has a
number of benefits such improvement of traffic conditions,
reduction the traffic jam and management costs, high
reliability, traffic safety and independence of weather
conditions [1, 2].

Such traffic 10T must include every element of traffic such
as roads, bridges, tunnels, traffic signals, vehicles, and even
drivers. All these items will be connected to the internet for
convenient identification and management through sensor
devices, such as RFID devices, infrared sensors, global
positioning systems, laser scanners, etc.

Traffic loT provides traffic information collection and
integration, supporting processing and analysis of all categories
of traffic information on roads in a large area automatically and
intelligently. Thus, modern traffic management is evolving into
an intelligent transport system based on loT.

Traffic requires suitable information about services and
logistics available on the road and therefore the system can
become more self-reliable and intelligent. With a number of
WSN and Sensor enabled communications, an loT of data
traffic will be generated. This traffic monitoring applications
need to be protected to prevent any security attack frequent in
urban cities. Few such prototypes implementations can be
found in [3, 4] and the Smart Santander EU project [5].

The aim of this paper is to present a framework for real-
time traffic information acquisition and monitoring architecture
based on the 10T utilizing wireless communications. The
primary characteristic of the proposed traffic information
infrastructure is its capability of integrating different
technologies with the existing communication infrastructures.
The proposed architecture allows gathering real-time traffic
data generated by sensory units and monitoring the traffic flow
using multi-agent based system. Agents can perform specific
tasks with a degree of intelligence and autonomy, and interact
with their environment in a useful way without human
intervention thus decreasing network load, facilitating
heterogeneous 10T devices, providing support for collaboration
and interoperability in 10T and programmable RFID and WSN,
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overcoming network
autonomous execution.

latency, and asynchronous and

The remainder of the paper is organized as follows.
Background on loT is discussed in section 2. Section 3 presents
related work. Framework structure of the proposed traffic
system is introduced in section 4. Section 5 describes the
agent-based approach for the development of intelligent traffic
information system. Discussion of the proposed traffic
simulation framework is presented in section 6. Finally, section
7 is devoted to conclusions and future work.

Il.  INTERNET OF THINGS

During past few years recent communication paradigm -
the internet of things - has gained significant attention in
academia as well as in industry because it represents an
enormous opportunity for cost savings and new revenue
generation across a wide range of industries. The main reasons
behind this interest are its capabilities. 10T can be used to
create a world where all smart objects of our everyday life are
connected to the Internet and interact with each other with
minimum human involvement to reach a common goal [8]. The
term Internet of Things was first appeared by Kevin Ashton [9]
in the context of supply chain management.

Gartner forecasts that the 10T will reach 26 billion units by
2020, up from 900 million just five years ago, and this will
impact the information available to supply chain leaders.
According to Cisco’s study, cities all over the world are to
claim $1.9 trillion in value from IoT over the next decade by
building smarter cities based on smarter infrastructure, through
providing optimal traffic management, parking, and transit
services [10].

The enabling technologies that are expected to form the
building blocks of the sensing and communication technologies
in 10T are Wireless Sensor Networks (WSN) and RFID-based
networks connected together through the Internet or other
technologies and protocols. RFID is considered as one of the
leading technologies mainly due to its low cost, and its strong
support from the business community. RFID can transform
everyday objects into smart objects. Sensor network integrates
different technologies, such as sensor, distributed information
processing, embedded computing and wireless
communications. Sensors and RFID are playing a significant
role in constructing loT. Multiple RFID and sensors with
computing and communication power are connected into
wireless networks and cooperate with each other to exchange
collected data with the physical world to accomplish specific
tasks.

Implementation of loT relies on the integration of RFID
systems, WSNs, and intelligent technologies. RFID and
wireless data communication technology are used to construct
a network which covers everything. Objects such as RFID tags
and readers, sensors, actuators, mobile phones, smart devices,
embedded computers, etc., will be included into the network
and will interact with each other through unique addressing
schemes [11]. These objects have actuating, processing, storing
and networking capabilities. With the advances in sensor
technology, sensors will be embedded within all the objects
around us. The result will be the generation of huge amounts of
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data which will have to be stored, processed and presented in
efficient and easily interpretable form. 10T allows people and
various objects to be connected anytime and anywhere with
anything and to any service, and use any network; and
communicate with each other in real time as long as they are
online [12, 13].

Other necessary components include cloud, data modeling,
storing, processing, and communication technologies [14]. The
major wireless technologies used to build wireless sensor
networks are wireless personal area network (Bluetooth),
wireless local area network (Wi-Fi), wireless metropolitan area
network (WIiMAX), wireless wide area network (3G/4G
mobile networks) and satellite network (GPS). A typical
structure of a RFID based sensor network is presented in fig. 1.
It consists of wireless low-end RFID sensor nodes that generate
data (tags) and high-end RFID sensor nodes that retrieving data
from the low nodes. Data collected by the high nodes are sent
to mobile static nodes (readers). Readers send the data to
wireless low-end computational devices (base stations). These
devices perform a certain amount of processing on the sensor
data. Then data sent to high-end computational servers through
the internet (or other network) to be processed further and there
data will be shared and stored.

I1l. RELATED WORK

A number of researchers have dealt with the problem of
intelligent traffic monitoring and controlling, and as a result of
their efforts several different approaches have been developed.
Pang et al. [15] proposed a traffic flow prediction mechanism
based on a fuzzy neural network model in chaotic traffic flow
time series. Bhadra et al. [16] applied agent-based fuzzy logic
technology for traffic control situations involving multiple
approaches and vehicle movements. In [17] the authors
developed strategies to integrate different dynamic data into
Intelligent Transportation Systems. Patrik et al. [18] proposed a
service-oriented architecture (SOA) for an effective integration

of 10T in enterprise services.

Internet

L

Static Node || Base
Reader Station

Fig. 1. RFID-based sensor network

Static Node
Reader

Recently  researchers  shifted their attention to
revolutionizing paradigm of the Internet of Things, which
resulted in constructing of a more convenient environment
composed of various intelligent systems in different domains
such as intelligence business inventories, health care,
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intelligent home, smart environment, smart metering, supply
chain logistics, retail, smart agriculture, monitoring electrical
equipment, etc. [19-22], while it is still in the early stage in
case of intelligent transportation system with respect to their
needs [23-26]. Different 10T systems such as UbiComp [27],
FeDNet [28, 29] are using message simple passing techniques
for communication. Such techniques consume a large amount
of bandwidth and energy.

Agent technology has been implemented in different
aspects of the traffic systems such as handling traffic
congestion by monitoring the current traffic congestion and
providing the optimal route for a vehicle [30-32]. Fortino et al.
[33] proposed an architecture integrating agents and cloud
computing to develop decentralized smart objects within 10T,
while Godfrey et al. [34] used mobile agent to handle not just
the communications among devices within the 10T but to
conduct searching for needed resources.

IV. FRAMEWORK STRUCTURE OF PROPOSED SYSTEM

The major tasks of the proposed system are detecting
mobile objects and their location, identifying mobile objects
and transmitting acquired data to the monitoring and
controlling center for processing.

A general overview of the proposed intelligent traffic
system is shown in Table 1. The structure of the proposed
traffic 10T system consists of three layers: application, network
and acquisition.

Main functions of the application layer are collecting,
storing, and processing traffic data to produce value-added
services; presenting the interface of traffic 10T to users and
analyzing received information from acquisition layer
according to the different needs.

The application layer includes the following subsystems:

¢ Intelligent Driver Management Subsystem: drivers can
acquire real-time traffic information with minimum
delay.

e Vehicle Guidance and Road Information Management
Subsystem: monitoring number of vehicle on one road,
tracking vehicle's violation, sending warning massages,
guide drivers to avoid possible crowded sections based
on the prediction of the traffic network, real-time traffic
navigation, etc.

e Intelligent Traffic Management Subsystem: the traffic
system database contains data from vehicle sensors,
weather information from environmental sensors, and
information on traffic flows. The subsystem processes
received information and shares it through the interface
with other subsystems. It allows tracing the location of
a vehicle fast and accurate and optimizing traffic
scheduling.

TABLE I. INTELLIGENT TRAFFIC lOT
- Intelligent Intelligent Information .
Apﬁgcg:lon Traffic Driver Collection & In;gmigsn
y Management | Management | Monitoring
Network Internet | WiFi, 3G/4G | WiMax | GPS, GPRS
Layer
Acquisition REID REID Reader WSN Intelll_gent
Layer Terminals

o Information Collection And Monitoring Subsystem:
real-time distribution the information of road
conditions, weather information, accident monitoring,
etc. The subsystem merges data from different
subsystems and provides it to end users in a suitable
format.

o Information Service Subsystem: performs online
vehicle information query and dynamic statistic analysis
of real-time traffic flow, tracks a specific vehicle and
generates reports for traffic management department.

The network layer, also called transport layer, is constituted
by all sorts of private networks, Internet, wired and wireless
communication networks, network management system, global
positioning system(GPS), wireless general packet radio service
(GPRS), worldwide interoperability for microwave access
(WiMax), wireless fidelity (WiFi), Ethernet, and corporate
private networks. It is responsible for transmitting data with
high reliability and security, and processing the information
coming from acquisition layer. GPRS provides high-speed
wireless IP services for mobile users and fully supports the
TCP/IP. The wireless communication channels used by the
devices may include any of the prevailing standards such as
IEEE 802.11, Zigbee or Bluetooth, etc.

Acquisition layer is constituted by all kinds of sensors and
sensor gateways such as RFID, WSN, cameras, intelligent
terminals to transmit data of mobile objects and other sensors
used to collect real-time traffic and object identification
information. It serves as a source of all types of information
(for example, identified objects, traffic flow, etc.) collected
from the physical world. Its main functions are to collect real-
time information from loT sensors, monitor objects and
transfer data to the network layer.

The system utilizes wireless sensors to obtain real-time
traffic information, such as traffic condition on each road,
number of vehicles, average speed, and so forth. Utilization of
wireless sensors is very appropriate due to their low power
consumption, low cost, distributed processing and self-
organization. In order to achieve large-scale network layout the
system uses wireless cluster sensor network. Each cluster has a
set of wireless sensors and each set is represented by the head
node. Data at the head nodes are delivered to the backend
system by a mobile agent.
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Already some new vehicles are equipped with GPS and
sensors capable of receiving and sending driving information
to the monitor and control center via the satellite
communication facilities at any time. GPS could be connected
with the wireless sensor networks which can be used for
measuring speed, driving direction.

V. DEVELOPMENT OF AN AGENT-BASED INTELLIGENT
TRAFFIC INFORMATION SYSTEM

There are a large number of heterogonous devices within
the traffic monitoring system using 1oT. Among challenges of
full deployment IoT is making complete interoperability of
these heterogeneous interconnected devices which require
adaptation and autonomous behavior. The major issue in 10T is
the interoperability between different standards, data formats,
heterogeneous hardware, protocols, resources types, software
and database systems [35, 36]. Another issue is necessity of an
intelligent interface and access to various services and
applications. It seems that mobile agents are a convenient tool
to handle these issues, provide means for communication
among such devices and handle the IoT interoperability.
Adding to that mobile agent is a perfect choice in cases of
disconnection or low bandwidth, passing messages across
networks to undefined destination and to handle the
interoperability of 10T. All messaging exchanges among agents
are established via the TCP/IP Protocol.

A software agent is an autonomous executable entity that
observes and acts upon an environment and acts to achieve
predefined goals. Agents can travel among networked devices
carrying their data and execution states, and must be able to
communicate with other agents or human users. A multi-agent
system is a collection of such entities, collaborating among
themselves with some degree of independence or autonomy.

Applying agent technology in the process of monitoring
and control traffic is new approach. Such technology perfectly
fits for distributed and dislocated systems like traffic
monitoring and controlling due to its autonomy, flexibility,
configurability and scalability thus reducing the network load
and overcoming network latency. Agents can also be used to
pass messages across networks where the address of
destination traffic device is unidentified. Each traffic object is
represented as a software agent (an intelligent object agent). In
this infrastructure the extremely large variety of devices will
get interconnected, and will be represented by its own
intelligent agent that collects information and responds to
others’ requests. Agents will provide their functionality as a
service. Autonomous intelligent agents are deployed to provide
services necessary for the execution of functional tasks in each
layer of the proposed architecture.

An agent is embedded within each device and each device
supports all agent functions such as migration, execution.
Whole system can be controlled by the specific application
written for each device's mobile agent defining how it should
behave and act intelligently. Mobile agents within the network
migrate from one node to another allowing the devices to pass
information to others, retrieve information and discover
available resources.

Main loT Traffic agents are:
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e Traffic Mobile Agent: Transmits/receives different
types of information to/from other objects the Internet;
interprets the data coming from other objects (RFID,
sensors, users), and provides a unified view of the
context; communicates with other agents in the network
to accomplish a specific task. All messages sent from
this agent will be transferred to the traffic management
system and communicate directly with a static agent of
the intended application of the traffic management
system mentioned above.

e User Agent: provides users with real-time information
of entities residing in the system. The user agent is a
static agent that interacts with the user. It is expected to
coordinate with mobile agents.

e Monitor Agent: monitors the system to detect
contingency situations and triggers some actions to
react to some tag reading events on behalf of a smart
traffic object, for example in emergency cases.

o RFID Agent: responsible for reading or writing RFID
tags. When reading a tag, according to the data
retrieved from it, this agent performs appropriate
operations in handling a single task on behalf of a smart
object of the associated RFID and to migrate to
different platforms at run time.

e Sensor Agent: receives, processes data that have been
read from the associated sensor and saves (or send it
somewhere).

o Traffic Light Agent: detects irregular traffic conditions
and changes the traffic control instructions right away.

e Camera Agent: is responsible for image collecting. All
communications between camera agent and video Web
server are conducted via the network layer. Camera
agent can takes advantage of the existing infrastructure
of the camera-based traffic monitoring systems that
already available in many cities.

The traditional traffic monitoring system based on image-
processing technology has many limitations. One of them is the
impact of the weather. In case of thick dust, heavy rain, etc.,
the license plate cannot be seen clearly, so its image cannot be
captured. The development of e-plate based on RFID provides
a good opportunity for intelligent traffic monitoring and
vehicle’s identification and tracking [37]. If no agents are
associated with the RFID tags (identification-centric RFID
systems), then they may function as an independent set of
programs for tag processing and communicate using
standardized software agent protocols. The author suggests
utilizing the agent technology within the e-plate based on RFID
and other traffic objects to fully realize the combined potential
of RFID and software agent technology.

An RFID-based smart traffic object (code-centric RFID
systems) requires a substantial amount of memory space to
store traffic object logics and data. The code-centric RFID
systems can be used to store a mobile agent into the RFID tags
that will enable integration with other parts of the traffic
system. Using such technology in the Traffic Information
System will eliminate the need for searching of the associated
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RFID-code information from a database and reduce overall
system response time by retrieving service information from
the tags [38], thus achieve faster service responses and perform
on-demand actions for different objects in different situations.
Each smart vehicle's RFID object consists of two components,
namely, object processing logics and object data [39]. The
object data contains a global unique Electronic Product Code
(EPC) code as its unique identifier. Each RFID-tagged traffic
object may be assigned an IPv6 Mapped EPC address [40].
The loT networks are expected to include billions of devices,
and each shall be uniquely identified. A solution to this
problem is offered by the IPv6, which provides a larger address
space of 128-bit address field to accommodate the increasing
number of devices in 10T, thus making it possible to assign a
unique IPv6 address to any possible device in the 10T network.

RFID can be used as a transponder in vehicle registration
plate equipped with a RFID tag and sensors so that each car
can get data it needs from the spot and deliver to assigned
destination. The vehicle RFID tag stores information on the
vehicle and its owner, such as plate number, vehicle type,
speed, time when the car reaches the monitoring point, driver’s
name and license number. It can be used to estimate the
number of vehicles in the road, average speed of vehicles,
vehicle density, etc. The data from each vehicle is captured by
fixed or mobile RFID reader at a monitoring station as
information of the vehicle and will be sent to central server unit
for collecting, processing and storing. Once system connects to
the internet, all information of vehicles on each road segment is
immediately saved in database and can be used for any purpose
and application (vehicle tracking, monitoring or traffic
information, etc.).

When a vehicle with an RFID tag passes through each
monitoring station along the road, the RFID reader at those
points will automatically read the tag data related to the vehicle
and its owner and transmit to the wireless sensor active nodes.
These nodes send accumulated data to the cluster head node.
At the same time, a GPS receiver installed at the monitoring
station can communicate with GPS satellites to obtain its
position information that is taken as a position parameter of the
vehicle. Then the data is transmitted using GPRS scheme to the
real-time central database where the data is constantly updated
to ensure data reliability.

VI.  TRAFFIC SIMULATION FRAMEWORK

To justify the proposed system online distributed traffic
simulation was conducted. Simulation allows us to observe the
properties, characteristics and behaviors of the traffic system.
Based on detailed real-time data collected from the distributed
online simulations, the loT traffic system can provide accurate
information necessary for near real-time traffic decisions.

The whole traffic 10T network is partitioned into dynamic
overlapped sections, and a simulation processor is mapped to
each section. Each simulation will be supplied with real-time
data from nearby RFIDs and sensors and enabled to run
continuously. The overall distributed simulation consists of a
collection of such segment simulations where each small
segment of the overall traffic 10T network is modeled based on
local criteria. Each simulation segment is operating in an
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asynchronous mode, meaning each simulator executes
independently of other simulators and the simulation server.

Simulator Server

Traftic Prediction Updated Information
Communication Layer

. e 7 7
S-Mobile S-Mobile

S-Mobile
Agent Agent Agent
s
Simulator Segment Simulator Segment | © © O Simulator Segment
A A
Tratiic Data Trattic Data Traftic Data

Fig. 2. Distributed online traffic simulation framework

These simulation segments are allowed to exchange
information on vehicles moving from one simulation segment
to another. Each simulator's segment locally models current
traffic conditions and concentrating only on its area of concern.
A simulator's segment, for example, might model some set of
roads and intersections of that segment, and predict the rates of
vehicle flow on links carrying vehicles out of that segment.
Each segment shares its predictions with other simulation
segments to create an aggregated view of both the individual
segment’s area of interest and the overall of traffic system.
Simulators’ segments publish their current traffic state
information (speed, travel time, flow rate, etc.) and their
predictions to the simulation server. An aggregation of all
simulation segments provides an accurate estimation of a
future state of the system.

The general model of distributed traffic simulation
framework described in fig. 2. The simulation server
disseminates information among the simulator segments,
coordinates all simulators' segments and provides a predictive
model of traffic conditions in specified traffic areas by
analyzing and integrating the results of distributed simulators
of those areas. The simulation server maintains state
information of current and future operations of the traffic
network such as flow rates, average speed, and the time when
that information was generated. Running online simulations are
integrated with traffic information system infrastructure to
receive real-time traffic data and this overall simulation
provides detailed information required for prediction of the
system future states of the system. Detailed traffic information
(such as speed, location, average acceleration of vehicles on
the network segment and the current state of traffic control
devices) generated during simulation is saved and managed on
the simulation server.

Online distributed traffic simulation is a powerful approach
for analyzing the characteristics and behavior of the traffic
system and determining traffic conditions and help to reduce
vehicle delay time of on the road, traffic congestion without the
need of making costly changes in real world; prevent
dangerous situations and delays by broadcasting messages
informing drivers in the area to avoid congested roads [41]. It
will be beneficial to transportation management as well as
urban planning and architecture working on enhancement of
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the roads capacity, building new roads or to improve the
existing roads and improvement of public transportation
systems.

The  current  large-scale  distributed  simulation
methodologies require tremendous network bandwidth and
huge amount of computation by each simulator host. Mobile
agents are used to reduce the communications loads placed in
the network. Agents communicate with a specific simulation
segment, providing all of the state information that was sent to
the simulator server.

NetLogo simulator has been used for modeling a collection
of adjacent intersections. Static and mobile agents represent
different features of the network. Motor vehicles have been
modeled individually within NetLogo using mobile agents.
Simulation can be run on several computers. NetLogo allows
giving instructions to large number of independent agents
which could all operate at the same time. In this cause the
NetLogo model runs in a single machine computing
environment, but it can be extended to run on cluster of
computers.

Four types of agents used in NetLogo: patches are used to
represent static agent, turtles for mobile agent; links are used to
make connections between turtles; and the observer for
observing everything going on in the simulated environment
[42]. The environment of the NetLogo is written entirely in
Java, therefore patches and turtles are programmable by the
user of NetLogo in Java language. In this simulation, the agent
entities are vehicle, traffic lights, and sensors of intersections
and lanes. Agents are created and randomly distributed over
the network of intersections. A random number of vehicles
were generated according to limits defined in the model.
Sensors obtained the number of passing vehicles. The traffic
lights action are based on goals of minimizing the waiting time
of wvehicles travelling through intersections and increasing
throughput of vehicles that successfully pass through these
intersections.

During each run, the following indicators were produced:
not moving vehicles, average waiting time and average of
speed of the vehicles in a time step. The human factors play an
important role in traffic systems. In most cases the driver's
behavior are unpredictable. Modeling of drivers’ behavior
using agent-based has been performed based on techniques
proposed by [43].

The simulation has ‘setup’ and ‘go’ buttons. The ‘setup’
button calls a procedure to reset the model to the initialization
state, and the ‘go’ button calls a procedure that carries out all
actions for each simulation run. All visual aspects are managed
by the NetLogo simulation, and after every run visualizations
are automatically updated. The interface and performance
evaluation of the simulation results are shown in fig. 3.

VII. CONCLUSIONS AND FUTURE RESEARCH

This paper presents a real-time traffic information
collection and monitoring system architecture to solve the
problem of real-time monitoring and controlling road vehicles.

The proposed architecture employs key technologies:
Internet of Things, RFID, wireless sensor network (WSN),
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GPS, cloud computing, agent and other advanced technologies
to collect, store, manage and supervise traffic information.

i
b

G

i
|

L

froqeorth w%
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Fig. 3. Interface and performance evaluation of the simulation results

Agents provide an effective mechanism for communication
amongst networked heterogeneous devices within the traffic
information system.

The proposed system can provide a new way of monitoring
traffic flow that helps to improve traffic conditions and
resource utilization. In addition, transport administration
department, using real-time traffic monitoring information, can
in time detect potentially dangerous situations and take
necessary actions to prevent traffic congestion and minimize
number of accidents thus ensuring safety of road traffic. In
general, the loT will play an important role in the traffic
management enhancing the efficiency of information
transmission, improving traffic conditions and management
efficiency, traffic safety, and reducing management costs.

However, the proposed traffic system based on the loT
consists of a large number of RFIDs and sensors that transmit
data wirelessly. This calls for improved security to protect such
massive amounts of data and privacy of users. It’s a challenge
for future research to ensure the security of smart objects in the
traffic monitoring management system in case of a cyber-
attack or an intentional interest to a member of the loT
infrastructure. 10T  requires modification of network
connectivity models and readiness for massive increase in
amount of real-time information. To achieve that, interaction
communication models must be redesigned to include machine
to machine and people to machine communications. Another
research area is processing and analytics of large volumes of
disparate data from Traffic 10T system to create applications
that improve the flow of vehicles throughout the city.
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Abstract—Effective hospital management involves such
activities as monitoring the flow of medication, controlling
treatment, and billing for the patient’s treatment. A major
challenge between insurance companies and hospitals lies in the
way medical treatment expenses for insured patients are
reimbursed. In some cases, the insurance deduction leads to the
loss of revenues by hospitals. This paper proposes a framework
for the handling insurance deduction that integrates three major
methodologies: Decision Support Systems, Data Mining, and
Multiple Criteria Decision Making. To exemplify the practical
utility of the framework, it is used to study hospital services and
insurance deductions are extracted from 200,000 documents in
150 hospitals in Iran. To classify the kinds of services, decision
trees are developed to mine hidden rules in the data which are
then modified on the basis of some performance measures. The
rules are then extracted and ranked using the TOPSIS method.
The results show that the proposed framework is capable of
effectively providing objective and comprehensive assessments of
insurance deductions.

Keywords—Hospital Management; Insurance Deduction;
Decision Support Systems; Data Mining; Multiple Criteria
Decision Making

l. INTRODUCTION

Hospital management involves a most complex decision
making process that has to deal with huge arrangements related
to such administrative and medical operations as identifying
patients, processing healthcare benefits for the inpatient,
supporting administrative functions, facilitating payments for
the services, and assisting insurance providers in their quest for
in-depth records of actual treatments provided. In such
complex management systems, past medical histories,
problems, demographics, laboratory data, and basic
information are incorporated into one single system in order to
accelerate clinical studies and drug administration to patients
[1,2].

In Iran, a plan was approved in 1985 for the autonomous
management of hospitals, in which hospital costs are
reimbursed from their own revenues. This made the financial
management of hospitals more complicated than ever before. A
majority of hospital revenues are reclaimed as per contracts
with insurance companies which provide insurance policies to
patients for hospital care and services [3].

A big challenge facing hospital managers is their
transactions with insurance companies that are expected to
reimburse to hospitals the costs of medical care and services

Ali Zeinal Hamadani

Department of Industrial & Systems Engineering
Isfahan University of Technology
Isfahan, Iran

provided to insured patients as deductions. In many cases,
insurance companies do not completely reimburse the expenses
despite their contractual obligations. The total costs the
companies evaded to pay amounted to about 10 percent of
hospital revenues in 2000. Consequently, hospitals sometimes
have to make up for their budget deficits by increasing the
portion of the costs covered by the patient due to losses
incurred by insurance companies [3].

In this study, the term ‘health insurance deduction’ is used
to refer to the money not reimbursed by insurance companies
for medical services provided by hospitals despite the
contractual arrangements. Health insurance deductions happen
mostly as the result of:

e Lack of proper documentation on the services provided
by hospitals;

e Failure on the part of hospitals to submit full
documents;

e Mismatch of the diagnostic-related group (DRG)
system to calculate the true costs; and

e Additional services provided by hospitals such as drugs
out of obligation, surgical services, unrelated diagnoses
by doctors, and unrelated clinical tests.

Although, deductions could originate from different
sources and for different reasons, this paper only focuses on
hospital services and insurance obligations. For instance,
insurance companies are obliged to reimburse the costs of
delivery. In practice, if a mother is required to be hospitalized
for more than 5 days, the costs for the extra days are not
covered by the insurance companies. Or as another example, in
the appendix surgery, insurance companies generally reimburse
a certain amount of the cost that excludes the charges exacted
under ‘difficulty of surgery’ [3].

The objective of this paper is to develop a DSS with a
methodologically comprehensive and easy-to-use framework
for the financial management of hospital to handle the health
insurance deduction problem. The proposed framework is then
validated through a case study of 200,000 insurance deduction
documents over the period 2009-2010 from 150 different
hospitals in Iran.

The rest of the paper is organized as follows: the following
section provides a brief review of the literature. Section 3
briefly describes the decision support system, data mining, and
multiple criteria decision making methods used as the main
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methods along with the decision tree and TOPSIS methods
employed in the case study. Section 4 presents the integrated
framework proposed in this study. Section 5 describes a
specific application of the proposed framework. Finally, the
paper concludes with results and suggestions in Section 6.

Il.  REVIEW OF THE LITRETURE

There are a variety of systems that can potentially support
clinical decisions. Even Medline and similar healthcare
literature databases can support clinical decisions. Decision
support systems (DSS) have of long been incorporated into the
healthcare information systems, but they usually have
supported  retrospective analyses of financial and
administrative data [4, 5].

Basole et al. [6] developed a health advisor system which is
a web-based game using organizational simulation in which
players are tasked to manage people through the healthcare
system by using various information, costs, and quality of care
trade-offs with scores based on health outcomes and costs
incurred. Gillies et al. [7] determined items that different
stakeholder groups view to be important for inclusion in a DSS
for clinical trial participation; with a view to use these as a
framework for developing decision support tools in this
context. North et al. [8] studied the research efforts in clinical
DSS to compare triage documentation quality. Martinez-
Pérezet al. [9] analyzed a sample of applications in order to
draw conclusions and put forth recommendations about the
mobile clinical DSS. Mobile clinical DSS applications and
their inclusion in clinical practices have risen over the last few
years. The authors found that the interface or its ease of use
would impoverish the experience of the users if developers did
not design them carefully enough.

Data Mining (DM) has been the most important tool used
since 1990 for knowledge discovery from large databases.
Recently, sophisticated DM approaches have been proposed
for similar retrospective analyses of both administrative and
clinical data [10, 11]. The use of DM to facilitate decision
support provides a new approach to problem solving by
discovering patterns and relationships hidden in the data,
giving rise to an inductive approach to DSS. Roumani et al.
[12] compared the performance of several common DM
methods,  logistic  regression,  discriminant  analysis,
Classification and Regression Tree (CART) models, C5, and
Support Vector Machines (SVM) in predicting the discharge
status of patients from an Intensive Care Unit (ICU). The non-
expert users who tried the system obtained useful information
about the treatment of brain tumors. Zandi [13] developed a bi-
level interactive DSS to identify DM-oriented Electronic
Health Record (EHR) architectures. The bi-level Interactive
Simple Additive Weighting Model was then use to help
medical decision makers gain a consensus on a DM-oriented
EHR architecture. Bashir et al. [14] proposed the effectiveness
of an ensemble classifier for computer-aided breast cancer
diagnosis. A novel combination of five heterogeneous
classifiers, namely Naive Bayes, Decision tree using Gini
Index, Decision Tree using information gain, Support Vector
Machine, and Memory-based Learner were used to make the
ensemble framework.

Vol. 6, No. 2, 2015

Remarkable progress has been made during the past 40
years in the Multiple Criteria Decision Making (MCDM)
method so that it has nowadays developed into a mature
discipline [15]. Recently, researchers have employed this
method in a variety of areas including DM. Narci et al. [16]
analyzed the effect of competition on technical efficiency
through Data Envelopment Analysis (DEA) with five outputs
and five inputs for the hospital industry in Turkey. Kusi-
Sarpong et al. [17] introduced a comprehensive framework for
green supply chain practices in the mining industry and
presented a multiple criteria evaluation of green supply
programs using a novel multiple criteria approach that
integrates rough set theory elements and fuzzy Technique for
Order Preference by Similarity to an Ideal Solution (TOPSIS).
Aghdaei et al. [18] identified the synergies of DM and MADM
and presented a wide range of interactions between these two
fields from a new perspective. They provided an example of
the integrated approach in supplier clustering and ranking.

Clearly, incorporation of DM and MCDM in decision
support issues yields more powerful DSS since it offers more
options for analysis, uses expert knowledge, and improves
upon the process of analysis and evaluation [19].

I1l.  METHODOLOGY

In this section, the method used in the proposed framework
and its implementation such as decision support systems, data
mining, decision trees, multiple criteria decision making, and
TOPSIS are briefly described.

A. Decision Support System

Decision Support System (DSS) is a new computerized
application serving organizational and business decision
makers in their decision making process. The system is capable
of extracting and collecting useful information from
documents, business models, and raw data. It can even help
solve problems and make useful decisions. The system is
typically used for strategic and tactical decisions of a
reasonably low frequency and high potential consequences for
the upper-level management. The use of this system pays
generously in the long run due to the short time taken for
thinking through and modeling the problem [4, 5]. The three
fundamental components of the DSS are as follows [20].

e A Database Management System (DBMS). DBMS
serves as a data bank for DSS. It stores large quantities
of data relevant to the class of problems for which the
DSS has been designed and provides logical data
structures through which the users interact.

e Model-base Management System (MBMS). The role of
the MBMS is analogous to that of a DBMS. Its primary
function is to keep specific models used in a DSS
independent from the applications that use them.

e Dialog Generation and Management System (DGMS).
The main product of an interaction of DGMS with a
DSS is insight. As their users are often managers who
are not computer-trained, DSS needs to be equipped
with intuitive and easy-to-use interfaces.
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B. Data Mining

Data mining (DM) is a popular technique for searching for
and extracting interesting (i.e., non-trivial, implicit, previously
unknown and unexpected potentially useful) and unusual
patterns from data sources. DM problems are often solved by
using a mosaic of different approaches drawn from computer
science including multi-dimensional databases, machine
learning, soft computing, and data visualization. Use is also
made of statistics in terms of hypothesis testing, clustering,
classification, and regression techniques [10, 11].

1) Decision Trees: A popular DM technique is the
induction of decision trees. A decision tree (DT) is a machine
learning technique used in classification, clustering, and
prediction tasks. There are different tree-growing algorithms
for generating DT such as C5.0, C&R trees, CHAID, and
Quest[10, 11]. A DT starts from the root node which is one of
the best attributes. Property values are then generated that
correspond to each branch which generates a new node. For
the best attributes according to the selection criteria, it uses an
entropy-based definition of the information gain to select the
test attribute within the node. The entropy characterizes the
purity of a sample set. Suppose S is a set of data samples. We
assume that the class label attribute has m different values, the
definition of m different classes being C; (i=1, ..., m), and set
S; is the number of samples in the class C; . (1) is the sample
classification based on expected information:

I(s1,52, ., Sm) = — XiZ; pilog, log, (p;) (1)

where, P; is the probability of any sample belonging to C;,
which is estimated using Si/S.

The set attribute A has v different values {a;, a,, ...,a,}. A
property can be divided into subsets S{s, s, ..., Sy}, where Sj
contains a number of S values in this sample and they have a
value of aj in A. If we select the test attribute A, these subsets
correspond to set S, which contains nodes derived from the
growing branches. S; assumes that Sj; is a subset of the samples
of class C;. Thus, A can be divided into subsets of entropy or
expected information, which is given by (2):

E(A) = Z})=1S11+521—;r+sm] 1(511, S2js wes Smj) (2)
where, the item (sy; + s, + =+ + Sy,;)/S subset is on the
right of the first j and is equal to the number of subsets of the
sample divided by the total number of S in the sample. (3) is a
given subset for S;:

1(54j, Sgjs - Smj) = — 212y pijlog, (pij) ®)

where, Py=S;/|Sj| is a sample of S; based on the probability
of belonging to class C;. (4) is a branch that will be used for
encoding information.

Gain(A) = I(sy, Sz, -, Sm) — E(A) 4)

In other words, Gain(A) is attributable to a value of that
property because of the expectations of the entropy of
compression. Thus, a smaller entropy value leads to a lower
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correlation, whereas a higher corresponding information gain
produces a subset of the division with a higher purity.
Therefore, the test attribute DT selects the properties with the
highest information gain. This creates a node and marks the
property, where each value of the property creates a branch and
divides the sample accordingly.

The DT contains leaves, which indicate the values of the
classification variable, and decision nodes, which specify the
test to be carried out. For each outcome of a test, a leaf or a
decision node is assigned until all the branches end in the
leaves of the tree [21, 22].

C. Multiple Criteria Decision Making

Multiple Criteria Decision Making (MCDM) is a sub-
discipline of operations research that explicitly considers
multiple criteria in decision-making environments. MCDM is
concerned with structuring and solving decision and planning
problems involving multiple criteria. In general, multiple
criteria problems can be divided into two categories: Multiple
Alternative Decision Making (MADM) and Multiple Objective
Decision Making (MODM) problems. Typically, there is no
unique optimal solution for such problems and it is necessary
to use decision maker’s preferences to differentiate between
solutions [15, 23].

1) TOPSIS: The Technique for Order Preference by
Similarity to an Ideal Solution (TOPSIS) method is a popular
approach to MADM that has been widely used in the
literature. Presented by Hwang and Yoon [23], it consists of
the following steps [24, 25].

Step 1: The decision matrix is normalized through the
application of (5):

Y9 i=1,2,.);i=12.,n (5)

rij = )
JE=aWh
Step 2: A weighted normalized decision matrix is obtained
by multiplying the normalized matrix by the weights of the
criteria, (6):
Vij=Wi*rij,j=1,2,...,];i=1,2,...,n (6)
Step 3: PIS (maximum value) and NIS (minimum value)
are determined by (7).
A =V Vs, VLA =V Vs, L V) (7)

Step 4: The distance of each alternative from PIS and NIS
is calculated using (8):

* )2
d; = 1’Z§=1(Vij _V]) ’

47 = [Ty = V)P =12,

Step 5: The closeness coefficient for each alternative (CC;)
is calculated by applying (9):

(®)

CCi=W,l’=1,2,...,Tl (9)

Step 6: At the end of the analysis, the ranking of
alternatives is made possible by comparing CC; values.
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IV. THE PROPOSED FRAMEWORK

In this section, the proposed decision making framework
for the health insurance deduction handling will be presented in
detail.

To implement the integrated framework, an expert
committee is first called in to extract a comprehensive list of
healthcare services for patients in different cases, facilitated
payments for the services, and an in-depth record of the actual
treatments processed.

Fig. 1 shows the deployment diagram by integrating DSS,
DM, and MCDM to make powerful, reliable, and efficient
decisions in the insurance deduction handling. To facilitate the
operations, the steps have been classified into four modules.
Detailed descriptions of the modules and their steps are
presented below.

A. Data Management Module

The hospital document system usually uses a computer
system with a set of programs to track and store all the
documents and instructions related to the health system [1-3].
These documents are usually provided by the hospital
discharge, accounting, and statistical agencies and which
should be considered as longitudinal registration data. The
complete architecture of the data registration is shown in Fig.
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In general, there are three categories of data for integration
in hospital documents (Table 1):

e Demographic Data,

Vol. 6, No. 2, 2015

e Clinical Data, and

e Financial and Administrative Data.

TABLE I. SOME SELECTED ITEMS IN EACH CATEGORY OF HOSPITAL DOCUMENTS
. - Financial and
Demographic data Clinical Data Administrative Data
. Gender e Admitting doctor . Bill services
e  Birth date e Medications . Insurance
e  Marital status e  Laboratory services e  Emergency treatment
. Education . Surgery . Discharge
. etc. . etc. . etc.

In the data selection step, not all the measured items should
be selected from the database; unusable variables need to be
discarded to save time and space while they may also yield
wrong results which could be misleading to final users.

In the data preparation stage, the data are pre-processed and
cleared for analysis. Examples of this are:

e Integrating the coding policy like DRG or ICD10-CM
[26-29],

e Transforming some variables, such as the text data from
the initial description of the pathology tests[30], and

e Dealing with missing and outlier data [30].

Data inspection is the final step in the data management
module, in which the structure of the prepared data set is
checked for the analysis of needs and their required tools.

B. Data Analysis Module

The objective of the data analysis module is to help
hospital managers and insurance providers determine the
characteristics of the relevant situations and predict future
cases of insurance deductions by analyzing the available cases
through a combination of DM and MCDM functions.

To overcome the existing problems, this module employs
the data thus far prepared for:

o Classifying bill service data to predict actual treatment
costs;

e Discriminating diseases to determine treatment costs;

e Using association rules and contingency tables of
treatment costs and demographic data to study their
possible relationships; and

e Using cluster analysis and frequent patterns to extract
the patterns of causes of insurance deductions.

Moreover, financial and clinical analysis may be used:

e To study the relationships among the tests for specific
diseases prescribed by different physicians using
association rules and frequent pattern recognition. This
leads to the identification of efficient from non-efficient
tests, the results of which can be used for cost
management and determination of the rate of unrelated
diagnoses by each physician.

e To classify all types of services offered in order to
identify the necessary orders and supplies such as
drugs, visits by physicians and specialists, and
pathology tests to support administrative functions;

e to evaluate the priority of development activities in
hospitals based on prioritized utility functions; and

e To predict total hospital expenditures for different
seasons and months using temporal mining and time
series analysis.

C. Evaluation module

Depending on the type of analysis required, use will be
typically made of statistical criteria, training and test datasets,
cross validations, or the like for the evaluation of the results
obtained.

Furthermore, the proposed framework uses MCDM
techniques and decision maker opinions for evaluation. For
instance, MADM methods such as AHP, ANP, ELECTREE,
and TOPSIS could be employed to evaluate and rank the
results. Programming and genetic algorithms will be more
efficient when using a scoring system for performance and
optimization as in the assessment of insurance deductions.

D. User interface module

The user interface module should present a comprehensive
view of the decision making process depending on the
requirements put forth by managers and administrators. Poor
usability is one of the core barriers to adoption of a system,
acting as a deterrent to DSS routine use.

Generally, the following points should be considered in the
design of the interface for the hospital document management
system regarding the insurance deductions handling:

e Monitoring the data collection process and its
integration;

e Monitoring each step of the data management module;

e The possibility for employing different DM and MCDM
methods for each type of data depending on the
objectives of data analysis and inspection;

e Presenting the results in accordance  with
administrators’ needs and requirements;

e The possibility for evaluation of the results obtained
from the data analysis module including MCDM
methods; and
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e The possibility for sensitivity analysis and evaluation of
several scenarios by decision makers.

V.  IMPLEMENTATION

In this section, the efficiency of the proposed framework is
investigated by using it to predict the most likely services
which lead to insurance deductions in different hospitals. For
this purpose, the information from 200,000 documents for
patients hospitalized in 150 different hospitals over the period
from 2009 to 2010 is integrated to create around 97,532
records.

In the data selection step, different types of hospitals were
considered. Also, the documents were chosen using
International Classification of Diseases (ICD), ignoring
emergencies and accident cases.

In addition, transformation and normalization were used in
the data preparation process. As most of the records included
very low deductions, biases of the model were avoided by
considering ROD as zero if the rate of deduction (ROD) was
less than 3 percent. The selected features after data inspection
are presented in Table 2.
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Rate of deduction The ratio of deduction to the total amount

Table 3 presents the distribution of deductions according to
types of services. As can be seen, almost half the insurance
deductions belonged to medications, laboratory test charges,
and supplies used.

TABLE Ill.  DISTRIBUTION OF DEDUCTIONS ACCORDING TO SERVICE
TYPES
Type of service Frequency Relative Total amount of
frequency deductions (Rials)

Medication 111879 22.8 9,425,106,171
Laboratory tests 60973 12.43 3,695,746,116
Supplies used 57640 11.75 5,132,008,336
Operating Room (OR) 20208 412 7,458,749,993
Supplies used for OR 38198 7.79 6,463,764,310
Surgery 26102 5.32 2,906,490,815
Physicians 25361 5.17 592,919,118
Nurses 22770 4.64 6,661,996,161
Bed 22508 459 3,779,407,806
Anesthetics 20841 425 3,188,967,335
Total 406480 49,305,156,161

The focus here was on the data analysis module. Given the
goal of decision making, the Decision Tree (DT) was exploited
to predict insurance deductions from types of hospital services
[10, 11]. In this case, the algorithms of C5.0, C&R trees,
CHAID, and Quest were applied and a 10-fold cross validation
was used. Also, for estimating the performance of the
predictive models, the records of 2009 (about 53,795 cases)
were used as the training dataset while those of 2010 were used
as the validation dataset. The results obtained are reported in
Table 4.

COMPARISON OF THE RESULTS OBTAINED FROM THE ALGORITHMS USED

Accuracy related to no deduction class Number of extracted rules

TABLE I1. SELECTED FEATURES
Feature Range
Age 1-107 years old
Sex female/ male
Hospitalization 1-212 days
ICD code 35 popular diagnostics
Hospital type public, private, academic, charity
Service types 27
TABLE IV.
Algorithm Overall accuracy Accuracy related to deduction class
C5.0 86.72 88.05
C&R trees 86.78 89.84
CHAID 83.10 89.79
Quest 86.12 83.53

86.43 1640
82.43 62
81.62 6
86.69 13

As the purpose of this analysis was to extract reliable,
useful, and meaningful rules for managers and administrators
of hospitals and insurance providers, the huge number of
patterns (1721 rules) discovered did not seem sensible or
usable. The human brain is reportedly incapable of processing
a large number of logical phrases and rules as it will be hard
for it make good sense out of it [31, 32]. The evaluation step
was, therefore, applied to prioritize the rules extracted. In this
study, certain important performance measures were initially
defined and the TOPSIS method was used to rank the rules that
could be extracted. Thus, the following concepts were defined
as performance measures:

e Accuracy (ACC): The correct classification rate of the
rule based on the test dataset.

e Stability (STAB): Not a great variation is allowed in the
accuracy rate when a rule is applied to different
datasets. Thus, one might minimally expect that a rule
does not exhibit a great variation when applied for the

validation dataset or the training dataset. Then, STAB =
Min { ACC,/ ACC,, ACC,/ ACC, }.

e Simplicity (SIMP): This limits the number of attributes
inarule.

e Discriminatory Power (DP): The ratio of discriminated
cases for the rule; ideally one would like to have rules
(leaves) that are totally pure (i.e., all the classes except
for one has a zero probability for each leaf) but in many
cases this does not occur and so the class that is
associated with the rule (leaf) is simply the class with
the largest frequency for the given rule based on the
training dataset.

e ROD: The ratio of deduction of the rule to the total
amount.

As already mentioned, the best alternative in the TOPSIS
approach is the one nearest to the ideal solution and the one
farthest from the negative ideal solution. Also, it is assumed
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that all the criteria have identical weights and importance.
Table 5 presents brief calculation results of this method.

Nowadays, decision makers invariably need to use DSS to
tackle complex decision making problems. In this area, DM
plays an important role in extracting valuable information.

TABLEV.  CALCULATION OF THE TOPSIS METHOD Also, MCDM method deals with such varied areas as choosing
the best option among various alternatives and optimizing
ACC_STAB SIMP_DP ROD d* o CC___ goals among multi-objective situations.
Rule # 1 029 033 027 016 005 162 087 035

The proposed framework is capable of achieving enhanced
Rule # 12 031 061 057 1 058 106 141 0.57

decision making performance, improving the effectiveness of

Rule#123 081 073 043 066 041 087 146 063  golutions developed, and enhanced possibilities for tackling

Rule#1234 019 054 068 080 003 152 1.03 041  new types of problems not addressed before. Application of the

In this Table, the columns for the criteria defined are
normalized scores of each rule, d* is the deviation from the
ideal alternative, d™ is the deviation from the negative ideal
alternative, and CC is the relative closeness to the ideal
solution. All the rules were then sorted based on the CC
column from the TOPSIS calculation and the most important
rules were extracted for planning and decision making by
managers and administrators of hospitals and insurance
providers. Some of the results are presented in Table 6.

TABLE VI.  THE FINAL RESULTS

cC Cases Record of deduction

0.94 %35 Suppl_les used fpr a pa_tlent with heart disease and
overnight hospitalization

0.85 %30 OR’s -supphes gsefi fo_r a patient with cataract and
overnight hospitalization

0.73 %30 Bed for a labour patient a 7-day hospitalization period

Using these rules and information, hospital managers can
revise their policies for similar cases as to how to reimburse the
expenses of their medical services and to negotiate with
insurance providers on how to deal with insured patients
receiving similar services. Moreover, insured patients can in
this way be fully informed about the services covered by
insurance companies.

VI. CONCLUSIONS

Hospital management is a most complex decision making
process that has to deal with huge arrangements related to such
financial and administrative process, medical operations, and
the patient services, etc. The decision support system is an
effective technology that makes it possible to properly respond
to such hospital management requirements.

One major challenge commonly arising between insurance
companies and hospital managers is the disputes and
disagreements over the reimbursement of medical expenses of
insured patients. A majority of hospital revenues are reclaimed
as per contracts with insurance companies which provide
insurance policies.

The ‘health insurance deduction’ is referred to the money
not reimbursed by insurance companies for medical services
provided by hospitals despite the contractual arrangements.

This paper presented an integrated framework for handling
health insurance deduction based on DSS, DM, and MCDM
methodologies.

proposed method to a case study vyielded objective and
comprehensive results which assist hospital managers to
negotiate with insurance providers on how to handle the
insurance deduction.

In the forthcoming work, we will apply the proposed
framework in other aspect of hospital management, medical
diagnosis and possibly other applications in the near future.

REFERENCES

[1] W.J. Hopp, WS. Lovejoy, “Hospital Operations: Principles of High
Efficiency Health Care”, First edition, Pearson FT Press; 2012.

[2] JR., G. Langabeer, “Health Care Operations Management: A
Quantitative Approach To Business And”, First Edition, Jones & Bartlett
Learning; 2007.

[3] http://www.centinsur.ir.

[4] R A. Greenes, “Clinical Decision Support, The Road to Broad
Adoption”, Second Edition, Academic Press, 2014, doi:10.1016/B978-0-
12-398476-0.00032-4.

[5] C. Jao, “Decision Support Systems”, InTech, 2012, DOIL: 10.5772/3371.

[6] E.S. Berner, “Clinical Decision Support Systems, Theory and Practice”,
Second Edition, Springer, 2007.

[7] R.C.Basole, D.A. Bodner, W.B. Rouse, Healthcare Management through
Organizational Simulation: An Approach for Studying Emerging
Organizational Ideas and Concepts, Decision Support Systems, 55 (2):
552-563, 2013.

[8] K. Gillies, Z. Skea, S. MacLennan, C. Ramsay, M. Campbell,
Determining items for inclusion in a decision support intervention for
clinical trial participation: a modified Delphi approach, Trials, 2013,
DOI: 10.1186/1745-6215-14-S1-064.

[9] F. North, D.D. Richards, K.A. Bremseth, Clinical decision support
improves quality of telephone triage documentation - an analysis of triage
documentation before and after computerized clinical decision support,
BMC  Medical Informatics and Decision Making, 2014,
DOI:10.1186/1472-6947-14-20.

[10] B. Martinez-Pérez, |. Torre-Diez, M. Lépez-Coronado et al., Mobile
Clinical Decision Support Systems and Applications: A Literature and
Commercial Review, J of Medical Systems, 38:4, 2014,
DOI:10.1007/510916-013-0004-y.

[11] M. Kuntardzic, “Data Mining: Concepts, Models, Methods and
Algorithms”, 2nd Edition, Wiley, 2011.

[12] J. Han, M. Kamber, J. Pei, “Data Mining”, 3rd Edition, Elsevier Pub,
2012.

[13] Y.F. Roumani, J.H. May, D.P. Strum, L.G. Vargas, Classifying highly
imbalanced ICU data, Health Care Management Science, 16 (2) 119-128,
2013.

[14] F. Zandi, A bi-level interactive decision support framework to identify

data mining-oriented electronic health record architectures, Applied Soft
Computing, 18: 136-145, 2014.

[15] S. Bashir, U. Qamar, F. Hassan Khan, Heterogeneous classifiers fusion
for dynamic breast cancer diagnosis using weighted vote based ensemble,
Quality & Quantity, 2014, DOI: 10.1007/s11135-014-0090-z.

[16] A. Ishizaka, P. Nemery, “Multi-Criteria Decision Analysis: Methods and
Software”, Wiley, 2013.

50|Page

www.ijacsa.thesai.org



[17]

[18]

[19]

[20]

[21]
[22]

[23]

[24]

[25]

(IJACSA) International Journal of Advanced Computer Science and Applications,

H.O. Narci, Y.A. Ozcan, 1. Sahin, et al., An examination of competition
and efficiency for hospital industry in Turkey, Health Care Management
Science, 2014, DOI: 10.1007/s10729-014-9315-x.

S. Kusi-Sarpong, C. Bai, J. Sarkis, X. Wang, Green supply chain
practices evaluation in the mining industry using a joint rough sets and
fuzzy  TOPSIS methodology, Resources  Policy, 2014,
DOI:10.1016/j.resourpol. 2014.10.011.

M. H. Aghdaiea, S. H. Zolfanic, E. K. Zavadskas, Synergies of Data
Mining and Multiple Attribute Decision Making, Procedia - Social and
Behavioral Sciences, 110 (24): 767-776, 2014.

S. Khademolqorani, A.Z. Hamadani, An Adjusted Decision Support
System through Data Mining and Multiple Criteria Decision Making,
Procedia - Social and Behavioral Sciences, 73, 388 — 395, 2013.

S. Chaudhuri, U. Dayal, V. Ganti, Decision support system components,
Computer, IEEE, 34 (12): 48-55, 2001.

J.R. Quinlan, R.L. Rivest, Inferring decision trees using the minimum
description length principle, Informat Computat, 80 (3) 227-248, 1989.
L. Breiman, J.H. Friedman, R.A. Olshen, C. J. Stone, “Classification and
regression trees”, Belmont: Wadsworth. Statistics probability series,
1984.

C.L. Hwang, K. Yoon, “Multiple Attribute Decision Making Methods
and Applications™, Springer, 1981.

E. Afful-Dadzie, S. Nabareseh, A. Afful-Dadzie,. Z. K. Oplatkova, A
fuzzy TOPSIS framework for selecting fragile states for support facility,
Quality & Quantity, 2014, DOI: 10.1007/s11135-014-0062-3.

[26]

[27]

(28]

[29]

(30]
(31]

(32]

(33]

Vol. 6, No. 2, 2015

T. Wachowicz, P. Blaszczyk, TOPSIS Based Approach to Scoring
Negotiating Offers in Negotiation Support Systems, Group Decision and
Negotiation, 22 (6) 1021-1050, 2013.

O. Ben-Assuli, I. Shabtai, M. Leshno, S. Hill, EHR in Emergency
Rooms: Exploring the Effect of Key Information Components on Main
Complaints, Journal of Medical Systems, 37: 9914-9936, 2014, DOI:
10.1007/s10916-014-0036-y.

D. Fraser, B.A. Christiansen, R. Adsit et al., Electronic health records as a
tool for recruitment of participants' clinical effectiveness research: lessons
learned from tobacco cessation, Translational Behavioral Medicine, 3
(3): 244-252, 2013.

M. Taboada, M. Meizoso, D. Martinez et al., Combining open-source
natural language processing tools to parse clinical practice guidelines,
Expert Systems, 30 (1): 3-11, 2013.

J. Kline, “Regulatory Requirements and Health Care Codes”, Handbook
of Biomedical Engineering, 1988.

L. Page, “The transformation of the hospital call center”, COR Healthcare
Market Strategist, 2004.

B. Whitworth, Some Implications of Comparing Brain and Computer
Processing, Proceedings of the 41st Hawaii Int Conf on Sys Sciences,
IEEE, 2008.

R. Marois, J. Ivanoff, Capacity limits of information processing in the
brain, TRENDS in Cognitive Sciences, 9 (6): 296-305, 2005.

51|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 6, No. 2, 2015

A Multi-Label Classification Approach Based on
Correlations Among Labels

Raed Alazaidah

Computer Science Department
Philadelphia University
Amman- Jordan

Abstract—Multi label classification is concerned with learning
from a set of instances that are associated with a set of labels,
that is, an instance could be associated with multiple labels at the
same time. This task occurs frequently in application areas like
text categorization, multimedia classification, bioinformatics,
protein function classification and semantic scene classification.
Current multi-label classification methods could be divided into
two categories. The first is called problem transformation
methods, which transform multi-label classification problem into
single label classification problem, and then apply any single
label classifier to solve the problem. The second category is called
algorithm adaptation methods, which adapt an existing single
label classification algorithm to handle multi-label data. In this
paper, we propose a multi-label classification approach based on
correlations among labels that use both problem transformation
methods and algorithm adaptation methods. The approach
begins with transforming multi-label dataset into a single label
dataset using least frequent label criteria, and then applies the
PART algorithm on the transformed dataset. The output of the
approach is multi-labels rules. The approach also tries to get
benefit from positive correlations among labels using predictive
Apriori algorithm. The proposed approach has been evaluated
using two multi-label datasets named (Emotions and Yeast) and
three evaluation measures (Accuracy, Hamming Loss, and
Harmonic Mean). The experiments showed that the proposed
approach has a fair accuracy in comparison to other related
methods.

Keywords—Classification; Data Multi-label
Classification

mining;

l. INTRODUCTION

Data classification is a form of data analysis that can be
used to extract models describing important data classes. The
classification task concentrates on predicting the value of the
decision class for an object among a predefined set of classes
given the values of some given attributes for the object. In
general, data classification is a two-step process. In the first
step (learning), a model that describes a predetermined set of
classes or concepts is built by analyzing a set of training
database objects. Each object is assumed to belong to a
predefined class. In the second step, the model is tested using
a different data set.

Classification problems can be divided into three main
categories: Binary classification, Multi-Class classification
and Multi-Label classification. In binary classification, there
are only two possible values for the class label (X, Y).
However, most real world application domains contain several
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CIS Department
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classes and therefore several multi-class approaches have been
proposed.

Formally, the traditional classification problem can be
defined as follows: "let D denotes the domain of possible
training instances, and Y be a list of class labels, let H: D — Y
denotes the set of classifiers. Each instance deD is assigned a
single class label y that belongs to Y. The goal is to find a
classifier heH that maximize the probability that h(d) =y, for
each test case (d , y). In multi- label problem , however , each
instance deD can be assigned multiple labels ys, v, ..., yx for
y;€ Y, and is represented as a pair (d , (Y1, Y2 ,... ,Yx)) Where
(Y1, Yo, ... ,Yx) is a list of ranked class labels from Y associated
with the instance d in the training data [1].

Multi label classification is concerned with learning from
set of instances that are associated with a set of labels, that is,
an instance could be associated with multiple labels at the
same time. This task occurs frequently in application areas
like text categorization, multimedia classification,
bioinformatics, protein function classification and semantic
scene classification. An Example of a multi label dataset is
presented in Tablel. In practice, most of the current
classification approaches do not consider the generation of
rules with multiple labels from multi-class or multiple label
data [2].

TABLE I. MULTI-LABEL DATA
Al A2 A3 Ad Class
5 A 2 R X, Y
3 B 0 A X, W, Z
3 B 2 A Z
3 B 6 T Y,Z

This paper proposes a guided multi-label classification
approach based on correlations among labels in class label
attribute and then applying a classical classification algorithm
to learn rules from the training dataset. Most of multi-label
classifications methods, both problem transformation methods
and algorithm adaptation methods depend, for its classification
task, on a function that maps between the attributes and the
labels in the training data. The proposed approach introduces a
new approach to solve the problem of multi-label
classification. This approach is based on correlations among
labels learned by predictive classification.
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Il.  RELATED WORK: MULTI-LABEL CLASSIFICATION
METHODS

Existing methods for handling multi-label classification
can be grouped into two main groups. The first group, which
is an algorithm independent, is called problem transformation
methods, while the second group is an algorithm dependent,
and is called algorithm adaptation methods. The first group
transforms multi-label classification problem into one or more
single classification problem, while the second group extends
a specific learning algorithm, in order to handle multi-label
data directly [3].

A. Problem Transformation Methods

Several problem transformation methods exist in the
literature that is used to convert multi-label classification
problem into one or more single label classification problem.
To exemplify these methods, we will use the dataset of Table2
which consists of four examples that belong to the following
class set {Reading, Swimming, Painting, TV Watching}

TABLE I1. MULTI-LABEL DATA SET
Inst# Reading Swimming Painting TV Watching
1 X X
2 X X
3 X X
4 X

The first problem transformation method discards every
multi-label instance from the data set. Therefore, in the
previous example, instances 1, 2, 3 will be discarded. Another
problem transformation method selects one of the multiple-
labels of each multi-label instance either randomly or
subjectively. The transformed version of the previous example
instances is presented in Table3.

TABLE Ill.  MuLTI-LABEL DATA SET
Inst# Reading Swimming Painting TV Watching
1 X
2 X
3 X
4 X

The copy transformation method transforms every multi-
label instance to a single label instance by replacing the multi-
label instance (xi, yi) with |y instances. Several
transformation methods could be then chosen such as: (1)
copy-weight which associates a weight of (1/ly;|) to each of the
transformed examples, (2) select-max (most frequent), (3)
select-min (least frequent), (4) select-random, and (5) the
ignore transformation option.

One of the most popular transformation methods, that
learn single binary classifier for every label in the label set, is
called Binary Relevance (BR) [3]. This method transforms the
original data set into |L| data sets, which contain all the
instances from the original data set. It then gives a positive
sign for a label, if it exists in the data set and a negative sign
otherwise. To classify new instance, the BR method returns
the union of all labels that are predicted by the |L| classifiers.
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Although Binary Relevance is a simple transformation
method, it is based on implicit assumption of labels
independence which might be completely incorrect in the data.

Another method called the Label Power Set (LP) is a
straight forward method that works as follows: it considers
each unique set of labels that exists in the data set as a hew
single label in single — label classification task as shown in
Table4.

TABLE IV.  MULTI-LABEL DATA SET
Inst # Label
1 {Swimming, Painting}
2 {Reading, Painting}
3 {Swimming , TV Watching}
4 {Swimming}

To predict the class label of a new instance, the LP method
returns the most probable class which actually could be a set
of labels in the original data set [4]. The Computational
complexity of LP is upper-bounded by (min (|L|, 2)) where k:
is the total number of classes in the data set before
transmission, and usually it is much less than 2. LP has an
advantage of taking labels correlations into account, on the
contrary of BR, but it has a disadvantage when a large number
of classes in the original data set associated with small number
of instances, which may cause an imbalance problem for
learning.

The previous mentioned problem of LP was addressed by
the pruned problem transformation methods [5] which used a
user- defined threshold to prune some label sets that occur less
than this threshold. The pruned set could be replaced by
disjoint subsets of these labels that are more frequent in the
data set.

The RAKEL (Randon K label sets) method is an effective
transformation method that breaks the initial set of labels into
a number of small random subsets called label-sets and then
employs the LP method to train a corresponding classifier,
where K is a parameter that determines the size of the subsets
[4]. RAKEL offers advantages over LP for the two reasons:
(@) The resulting single label classification tasks are
computationally simpler, and (b) The resulting single label
classification tasks are characterized by much more balance
distribution of class values. In RAKEL, the parameter K
which is used to determine the size of the subsets and
specified by the user should be small to avoid the problems
associated with the LP method.

The Ranking by Pair wise Comparison (RPC) approach by
[6] transforms the multi-label classification problem into a
single label classification problem through performing pair
wise comparisons of labels. RPC learns (|L| * (L] - 1)) / 2
binary classifiers, one model for each different pair of labels.
For predicting new instance, all models are invoked and
ranking is obtained through counting the votes received by
each label. An extension of RPC called Calibrated Label
Ranking (CLR) [7] which introduces a virtual label (often
called calibration label, Ly) that aims to separate relevant
labels from irrelevant ones.
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Another problem transformation method called the
Classifier Chains (CC) method tries to enhance the BR
method through taking label correlations into account [8]. CC
builds |L| binary classifier for each label as in BR. Then
Classifiers are linked along a chain where each classifier deals
with the binary relevance problem associated with label [; € L.
The feature space of each line in the chain is extended with
0/1 label association of all previous links. The CC method
counteracts the disadvantages of the binary method while
maintaining acceptable computational complexity.

The Ensemble of Classifier Chains (ECC) method is an
enhancement version of CC which in turn is an enhancement
of BR. ECC trains m Classifier Chains C;, C,, ..., C,, Where
each Cy is trained with a random chain ordering of L and a
random subset of D. Each C, model is likely to be unique and
able to give different multi label predictions. These
predictions are then summed by label so that each label
receives a number of votes. A threshold is used to select the
most popular labels which form the final prediction of multi
label set [8].

Another problem transformation method called Pruned
Sets (PS) is an enhancement of Label Power-set (LP) which
treats every unique subset of labels as a single label, and
suffers from label imbalance specially, when number of
training examples is small and number of labels is too large
[5]. PS try to solve this problem by focusing only on the most
important correlations, which reduce complexity and improve
accuracy [8].

B. Algorithm Adaptation methods

Algorithm Adaptation methods extend a specific single
label learning algorithm in order to handle multi-label data
directly. In this section, we introduce a brief plethora of
algorithm adaptation methods grouped by the learning concept
that they extend.

Reference [9] developed a re-sampling technique and
modified the C4.5 algorithm to deal with a gene hierarchy
multi-label classification problem.

Reference [1] proposed a Multi-class, Multi-label
Associative Classification algorithm (MMAC) which is an
associative rule learning based covering algorithm that
recursively learns a new rule and each time removes the
examples associated with that rule. Labels for the test
instances are ranked according to confidence, support, and
rule's cardinality (number of conditions in the left hand side
(LHS) of the rule).

Reference [4] proposed the AdaBoostMH and
AdaBoost.MR as two extensions of AdaBoost for multi-label
data, where AdaBoost.MH aims to reduce Hamming loss and
AdaBoost.MR aims to increase accuracy.

Reference [10] proposed a K- nearest Neighbors (KNN)
lazy learning based method for multi label data. In general, the
KNN based methods share the same first step with KNN
(retrieving the K nearest example) and differ from each others
on the aggregation of the label sets of these examples.
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Ill.  THE PROPOSED APPROACH FOR MULTI LABEL
CLASSIFICATION

The general structure of the proposed approach consists of
three phases: (a) Transforming multi-label dataset into single
label dataset and discovering correlations among labels. (b)
Applying a rule-based classification algorithm on the
transformed dataset. (c) Generating the multi-label rules based
on the output of the rule-based classifier and the correlations
among labels. Fig.1 shows the general structure of the
proposed approach and the main steps of the approach are
described in Fig. 2.

As shown in Fig. 1, the input of the algorithm is a multi-
label dataset, and then two operations are performed on the
multi-label dataset: the first operation is transforming multi-
label dataset into a single label dataset; in this step there are
several methods to choose from such as: selecting the most
frequent label, selecting the least frequent label or select any
label randomly.

For the proposed approach we choose to select the least
frequent label as transformation criteria. The second operation
is to find all positive association among labels using the
predictive Apriori method [11]. This operation tries to
associate each label with labels from the label set; if that is
possible. The output after performing these two operations
will be:

1) A single label dataset which has been extracted or
transformed from multi-label dataset using the least frequent
label criteria.

2) Rules between labels with different rule's cardinality,
starting from cardinality 1 up to rule's cardinality which is
equal to the dataset cardinality -1, (i.e, Association rule's
cardinality = Label Cardinality — 1).

In the next step, a single rule-based classifier is applied on
the transformed dataset. Several rule-based classifiers could be
used in this stage such as RIPPER, IREP, PART or Prism. The
output of any single rule based classifier will be set of "'IF-
THEN" rules with one consequent on the right-hand-side of
the rule like the following rule:

IF (cony and con, and ... con,) THEN Label.

Using both, the output of the single rule based classifier
and the rules based on the correlations among labels
previously discovered, we will be able to build a multi-label
rules classifier in the form:

IF (con; and con, and ... con,) THEN
{Label, Label,,..., Label,}.

The Learning Phase

The learning Phase in the proposed approach consists of
two different tasks. The first task is an unsupervised learning
task, which aims to discover the correlations among labels
using Predictive Apriori. While the second task is a supervised
learning task that aims to predict the class label of unseen
instance as accurate as possible using a rule based classifier.
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Original Multi — Label Data
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Applying single label
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\ 4
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Fig. 1. The General structure of the proposed approach

Algorithm 1: Multi Label Classification Approach based on Correlation
among
Labels (MLC-ACL)

Input: Multi-label dataset as training data.
Output: A set of Multi-Label rules.
Phases:
Phase 1: Dataset Transformation
a.  Transforming multi-label dataset into a single label dataset by
selecting the
least frequent label associated with each training instance.
Phase 2: Learning
a.  For every label in the label set of the dataset, find the highest
accuracy positive rule in the form of: IF label X exists THEN
label Y exists.
b.  Applying a rule based classifier on the transformed data set and
producing the rules set.
Phase 3: Classification
a.  Generating the multi-label rules set, using the single rules set
produced by the classifier in Phase 2, and the associative rules
for each instance that has been discovered in phase 1.
b.  Use the multi-label rules set (Classifier) for Prediction.

Fig. 2. The main phases of the Proposed Algorithm

A. Discovering of Positive Correlations among Labels.

Suppose we have the itemsets (Labels) C1, C2, and C3.
We are interested in having association rules with good
confidence between every possible Pair-wise of the three
previous labels. For the first two labels C1, C2 we may have
the following rules for example:

1- 1fC2=1Then C1=0
2- IfC1=1Then C2=1

In the proposed approach, we are interested in rules like
the second rule, we are looking for a rule in a form of (IF
Label x exists THEN label y exists). For each label (x) in the
dataset we want to find another label (y) that has a positive
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correlation with it, i.e. label (x). In case we have more than
one label positively associated with the label in the antecedent,
we select the rule with the highest confidence or accuracy. For
example suppose that we have the following association
between C1, C2 and C3:

1- IfC1=1ThenC2=1  (Accuracy =0.80)

2- 1fC1=1Then C3=1 (Accuracy =0.71)

In the previous case, we choose the rule with the highest
accuracy, so rule one will be selected, and rule two is ignored.
In fact ignoring such a rule with a meaningful confidence such
0.71 may cause too much information loss but let us stuck on
the choice of selecting the best rule, and leave ignoring other
rules with meaningful confidence to be discussed later in the
future work section.

After having all positive associations of length "1"
between labels in the dataset , we move forward to find all
positive associations of cardinality "2" as the following rule (
If C1=1 and C2=1 Then C3=1) and so forth.

For the proposed approach, we will choose the rule with
the highest accuracy without any pre specified condition about
the value of accuracy, such as the accuracy should be greater
than or equals to a predefined user threshold. For example,
suppose we have the following rules:

1- IfC1=1Then C2=1 (Accuracy =0.27)
2- 1fC1=1Then C3=1 (Accuracy =0.19)

B. Applying Rule-Based Classifier

After having the transformed data set, and finding the
highest positive association rules among labels, we are ready
to apply any single rule-based classification algorithm to the
transformed data, and we choose PART classifier.

PART is a rule-based classification algorithm that
combines between two approaches. The first one is creating
rules using decision tree, and the second one is separate and
conquer learning method [12]. The algorithm produces
accurate rules in the same size as those generated by decision
tree C4.5 algorithm. PART algorithm has been chosen for
being accurate, efficient and fast.

The Prediction Phase

Finally, the classifier consists of a Set of multi-label rules
that have been learned from both correlations among labels
and rule-based classifier. This classifier will be used in the
prediction step to predict the class label / labels of a new
instant.

IV. AN ILLUSTRATIVE EXAMPLE FOR THE PROPOSED
APPROACH

For more clarification, this section presents a complete
step by step example for the proposed approach using the
"Emotions" dataset which has been downloaded from the
following address (http://mulan.sourceforge.net/datasets.html).
The characteristics of the dataset are presented in Tableb5.
Table6 shows the frequency of the six labels in the “emotions”
dataset. It is clear that the Most Frequent Label (MFL) is
"Relaxing” and the Least Frequent Label (LFL) is "Quite-
still”.
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Phase (2): The third step in the proposed approach is to
apply a rule based classification algorithm on the transformed
dataset. Table9 shows some of the learning rules discovered
after applying the PART classifier.

TABLE V. MULTI-LABEL DATASET INFORMATION
. # of Numeric
Dataset name Domain  # of Instances Attributes
Emotions Music 593 72
TABLE VI. "EMOTIONS" DATASET LABELS STATISTICS
Label Amazed Happy Relaxing Quite-still Sad Angry
Frequency 173 166 264 148 168 189

A. Approach Phases

Here we describe the main phases of the approach as the
following:

Phasel (a): Transform the dataset ("Emotions") into a
single label dataset using least frequent label. Sample of the
transformed dataset is presented in Table7. As we can see in
Table7, the first example is associated with three labels at the
same time (Relaxing, Quite-Still, Sad), and since "Quite-Still"
has frequent 148 which is less than the frequent of "Relaxing"
(264) and "Sad" (168), it will be transformed to the single
label "Quite-Still". The second example is associated with two
labels: "Amazed" with frequent equals to 173 and "Angry"
with frequent 189, so it was transformed to the least frequent
label which is "Amazed", and so on for the rest of examples.

TABLE VII. TRANSFORMING "EMOTIONS" DATASET INTO SINGLE LABEL

DATASET
In Amaze Happ Relaxin Quite Sa Angr cl
. ass

s# d y g -still d y

1 0 0 1 1 1 0 Quite-

still
2 1 0 0 0 0 1 Amaze
d

3 0 0 0 0 1 0 Sad
4 0 1 1 0 0 0 Happy
5 0 0 0 0 1 0 Sad
6 0 0 1 0 1 0 Sad

Phasel(b): The second step is to find positive correlations
among labels using predictive Apriori. Best correlations are
chosen without determining any threshold value in this stage,
and since "Emotions" dataset is of cardinality "2"; association
rules will be with "1" condition only in the antecedent.
Tablell shows the complete positive correlations among
labels in "Emotions" dataset.

As notices in Table8, Rule #5 has the lowest accuracy, in
this case we will stuck in the choice of having the highest
positive association among labels, and since no other rule
could be found to be associated with the label "angry", and has
accuracy greater than this rule, this rule is chosen.

TABLE VIII. PosITIVE CORRELATIONS AMONG LABELS IN "EMOTIONS"

DATASET
Rule # Rule Accuracy
1 IF amazed THEN angry 0.53
2 IF happy THEN relaxing 0.44
3 IF Quite-still THEN sad 0.71
4 IF Sad THEN Relaxing 0.57
5 IF angry THEN Relaxing 0.03
6 IF Relaxing THEN Relaxing 1.00

TABLE IX.  LEARNING RULES DISCOVERED AFTER APPLYING THE PART
CLASSIFIER
Rule L.
4 Rule Condition Consequence
1 IF AQ >0.217678 AND B <=0.090652 AND V Sad
> 0.580398 AND AZ > 3.787686 AND AX >
0.060033 AND BD <=0.173826
2 IF AQ <=0.215792 AND BJ <=0.108461 AND J Angry
<=1.021892 AND BO <=0.066288
3 IF AS > 0.206592 AND Al > 0.010202 AND D > - Amazed
76.700621
4 IF AS > 0.206592 AND Al > 0.010202 AND B <= Quit-Still
0.191563
5 IF AS > 0.208738 AND B <= 0.119991 AND AP > Relaxing
0.213677 AND BN <=102 AND D > -75.367339
6 IF G >2.024609 AND E > 3.112653 Happy

Phase (3): The last step is to build multi-label classifier
based on correlations among labels and rules discovered from
applying a rule based algorithm on the transformed dataset.
Tablel0 summarizes some of the multi-label rules discovered
from "Emotions" dataset.

TABLE X. MuLTI-LABEL RULES DISCOVERED FROM "EMOTIONS"
DATASET
Rule # Multi-Label Rules Consequence

1 IF AQ >0.217678 AND B <=0.090652 AND V {Sad, Relaxing}
> 0.580398 AND
AZ > 3.787686 AND AX > 0.060033 AND BD

<=0.173826
2 IF AQ<=0.215792 AND BJ <=0.108461 AND {Angry,
J <=1.021892 AND Relaxing}

BO <= 0.066288
3 IF AS>0.206592 AND Al > 0.010202 AND D > {Amazed,

-76.700621 Angry}
4 IF AS > 0.206592 AND Al > 0.010202 AND B <= {Quite-Still,
0.191563 Sad}
5 IF AS>0.208738 AND B <=0.119991 AND AP {Relaxing}
>0.213677 AND BN <= 102 AND D > -75.367339
6 IF  G>2.024609 AND E > 3.112653 {Happy,
Relaxing}

To illustrate how this step is performed, let us give a
sample rule from the rules set that are obtained after applying
PART algorithm on the transformed dataset. The sample rule
is:

IF AQ > 0.217678 AND B <= 0.090652 AND V >
0.580398 AND AZ > 3.787686 AND AX > 0.060033
AND BD <=0.173826 THEN Sad.

Using Association rules among labels that have been
discovered earlier, and since there is a rule indicates that (IF
Sad THEN Relaxing), the rule is rebuilt from the rule based
classifier as following:

IF AQ > 0.217678 AND B <= 0.090652 AND V >
0.580398 AND AZ > 3.787686 AND
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AX > 0.060033 AND BD <= 0.173826 THEN {Sad,
Relaxing}

We repeat the previous process for all rules extracted from
the rule based classifier and using the association rules
discovered in the first step. The outcome will be the complete
set of multi-label rules, which will be used to classify the test
instances.

V. EXPERIMENTS AND RESULTS

In this paper, we used two different application domains
data sets which they are: Biological, and Musical. For each
application domain, one multi-label dataset has been used, as
shown in Tablell. The datasets are available at
(http://mulan.sourceforge.net/datasets.html). The first dataset
is called "Emotions" and it is concerned about songs according
to the emotions they evoke. This data set contains six labels,
with label cardinality (LC) equal to 1.869and label density
(LD) equal to 0.311. There are 27 distinct label-sets (DLS) in
a total number of 593 examples in this dataset. As mentioned
earlier, label cardinality (LC) is the average number of labels
per example; while label density is the same number (LC)
divided by number of labels in the dataset (6 in the emotion
dataset as an example).

The second dataset is called "Yeast" which is concerned
about protein function classification. This dataset contains
2417 examples with 198 distinct label-sets. The Yeast dataset
has 14 different labels with cardinality equals to 4.327 and
density equals to 0.303.

TABLE XI.  MULTI-LABEL DATASETS STATISTICS
. # of # # of
Dataset DN Instanc  Attribut  Label DSL LC LD
es es s
Emotio Music 503 72 6 27 186 031
ns 9 1
veast  BiOI09 5447 103 14 198 4'32 o.go

Based on the statistics presented in Tablel4, we are more
interested in LC to determine the association's cardinality
which is equal to Label Cardinality — 1. Table6 and Table12
summarize the labels that could be found in the datasets which
will be used in the evaluation process and the frequency of
each label.

TABLE XIl. FREQUENCY OF "YEAST" DATASET LABELS (C1—-C14)

Label C1 Cc2 C3 C4 C5 C6 Cc7

Frequency 762 1038 983 862 722 597 428

Label C8 C9 Cl0 Ci1 Ci12 Ci13 CcCi4

Frequency 480 178 253 289 289 1799 34

An extensive evaluation process has been made using three
evaluation measures, five problem transformation methods,
and two algorithm adaptation methods. All multi-label
classification methods and all supervised learning algorithms
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which are used in this paper are implemented using Mulan
tool [13] [14] which is a WEKA-based Java package for
multi-label classification. All experiments were conducted
using the 10-fold cross validation method. The proposed
approach is evaluated using different evaluation measures
which are: Accuracy, Hamming Loss, and Harmonic Mean
(F1 Measure).

A. Experiments on "Emotions" Dataset

e Accuracy: In term of accuracy and as noticed from
Fig.3, the proposed approach has the highest accuracy
(0.767) among all the multi-label classification
methods. The second best accuracy is 0.592 achieved
by RAKEL. This indicates that using correlations
among labels increase accuracy in a great way.

e Hamming Loss: As notices from Fig.4, the proposed
approach has the lowest Hamming Loss (0.155) among
all the multi-label classification methods. The second
best hamming lost is achieved by RAKEL method
(0.186), which indicates that the proposed approach
decreases both incorrect labels classification and
missing labels classification in a good way.

e The Harmonic Mean (F1 Measure): As noticed from
Fig.5, the proposed approach has the highest Harmonic
Mean (0.837) among all multi-label classification

methods.
Accuracy
0.9
0.8
0.7 —
0.6 * & *
0.5 —
0.4
03 »\"
0.2
0.1
0 : :
BR LP cc
RAKEL EPS  |lLc-ACL ML-KNN BP-MLL

Fig. 3. Difference in accuracy between the proposed approach ((MLC-ACL)
and other methods

Hamming Loss
0
0.4 .2
0.032
0,25 &
0.1
0.05
0 T T T
BR LP cc
RAKEL EPS |iLc-ACL ML-KNN BP-MLL

Fig. 4. Difference in Hamming Loss between the proposed approach (MLC-
ACL) and other methods
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Fig. 5. Difference in Harmonic Mean between the proposed approach
(MLC-ACL) and the other methods

B. Experiments on "Yeast" Dataset

Tablel3 contains the best correlations among labels after
applying Predictive Apriori on "Yeast" dataset. Tableld
summarizes the results of the evaluation measures on "Yeast"
dataset. Tablel4 shows that the proposed approach has the
highest accuracy (0.554), and EPS method has the second
highest accuracy (0.537). The proposed approach has the best
value for Hamming loss (0.161), while BR and ML-KNN
have the second best value (0.193). Finally, the proposed
approach has the best value (0.672) of Harmonic mean
measure, and ML-KNN has the second best value (0.654) of
Harmonic mean.

TABLE XIII. PosITIVE ASSOCIATION RULES USING THE "YEAST" DATASET

Rule # Rule Accuracy
1 IFC1THEN C2 0.49
2 IFC2 THEN C12 0.43
3 IFC3THEN C12 0.50
4 IF C4 THEN C12 0.51
5 IFC5 THEN C12 0.53
6 IFC6 THEN C12 0.54
7 IFC7 THEN C8 0.63
8 IFC8 THEN C13 0.50
9 IFC9 THEN C8 0.81
10 IF C10 THEN C11 0.82
11 IF C11 THEN C12 0.76
12 IF C12 THEN C12 1.00
13 IF C13 THEN C12 0.80
14 IF C14 THEN C4 0.99

TABLE XIV. EVALUATION RESULTS USING THE "YEAST" DATASET

Hamming Harmonic
Method Accuracy Loss Mean
BR 0.522 0.193 0.652
LP 0.530 0.206 0.643
RAKEL 0.493 0.207 0.559
cc 0.521 0.211 0.633
EPS 0.537 0.207 0.654
MLC-ACL 0.554 0.161 0.672
ML-KNN 0.520 0.193 0.654
BP-MLL 0.185 0.322 0.210

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we have investigated the problem of multi-
label classification, and the benefits from having the
correlations among label in building multi-label rules. The
outcome of this research is an algorithm for multi-label
classification based on correlations among labels. Unlike
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previous approaches, this algorithm combines between
problem transformation methods with the criteria of selecting
least frequent label and unsupervised learning method
(Predictive Apriori). The main contributions of this research
can be summarized as follows:

e Merging between two different learning tasks, the first
task is an unsupervised learning task, which is the task
of finding positive association among labels. The
second task is a supervised learning task, which is the
task of applying any rule-based classifier on the
transformed dataset.

e Getting benefits from finding the correlations among
labels, in the process of generating multi-label rules.
Transforming multi-label dataset into single label
dataset causes too loss in information, and by finding
correlations among labels, the proposed approach tries
to substitute this information loss.

e The proposed approach has much flexibility, since any
rule-based classifier could be used in the process of
classifying the transformed data set.

As a future work, we suggest Proposing New Problem
Transformation Method based on Accuracy of correlations
among labels We may adapt the proposed model as following:

e Stepl: Discovery of positive correlations among labels

e Step2: Apply problem transformation method based on
correlations among labels and using the highest
accuracy criteria, which means to select the label that
produces the highest accuracy as being antecedent of
the association rule.

o Step3: Applying a rule based classifier on the
transformed data set and producing the rules set.

e Step4: Generating the multi-label rules set, using the
single rules set produced by the classifier in step 3, and
the associative rules for each instance that has been
discovered in step 1.

Experiment on "Emotions™ dataset shows that the adapted
model is promising and need to be studied more. When
applying the adapted model in "Emotions" dataset, the
accuracy was (0.752) which is really close to the accuracy of
the proposed model (0.767).
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Abstract—The bug prediction effectiveness reasonably
contributes towards enhancing quality of software. Bug
indicators contribute significantly in determining the bug
prediction approaches and help in achieving software reliability.
Various comparative research studies have indicated that Depth
of Inheritance (DIT), Weighted Method per Class (WMC),
Coupling between Objects (CBO) and Lines of Code (LoC) have
significantly established themselves as reliable bug indicators for
comprehensive bug predictions.

The researchers have carried out a quantitative research and
have developed prediction models using above bug indicators as
models input and have applied these models on open source
projects (Camel and Ant). During this research, the results
demonstrates that there is significant correlation between size
oriented metrics (bug indicators) such as DIT, WMC, CBO, LoC
and bugs. Overall, DIT takes dominance in achieving better
impact on predicting bugs than WMC, CBO and LoC.

The outcomes of the present research study would be of
significance to software quality practitioners worldwide and
would help them in prioritizing the efforts involved in bug
prediction.

Keywords—Bug Prediction; DIT; WMC; CBO; LoC; SRGM

l. INTRODUCTION

Software reliability is considered critical and important
aspect of software quality. Organizations pay due emphasis in
detecting the quality of software product at an early stage to
avoid late embarrassments arising due to late detection
culminating in poor quality product ultimately. This approach
ensures that organizations are able to redesign wherever
possible and ensure consistent quality throughout.
Organizations aim to ensure savings towards costs of
development, reduction in time to develop and high reliability
of software products.

Various attributes such as proneness to faults, testing
efforts, maintenance efforts etc govern the quality of software
products. Through this research, we have considered
proneness to bugs as bug predictor utilizing DIT, WMC, CBO
and LoC indicators within the realm of this research.

Various bug indicators proposed during last few decades
have made the selection of right bug indicator a demanding
task considering the complexity and nature of varying
software development processes. In the wake, a number of
researchers have predominantly proposed product oriented
bug indicators. The testers across many organizations dedicate
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Dean-Academic, INMANTEC, Gzb

time and resources by allocating same priorities across all
components of a project, which is not considered as an
optimal approach.

Parts of the software systems don’t have uniformity in bug
distribution. This calls for comprehensive identification of
files containing bugs throughout the project. The testers with
such knowledge would be able to identify and prioritize the
appropriate tests while achieving efficiency in testing process.
In order to achieve the said, it is essential to ensure availability
of appropriate software bug prediction models. The main
objective of this research is to construct software bug
prediction models using four bug indicators as the model
input. The metrics collected by promise repository are used as
the model input. Therefore, the model construction process
allows assessment of appropriateness of the collected metrics
as usable bug predictors. The predicted number of bugs for the
files is the model output.

The present research has been organized into six sections.
Section | introduces the concepts and practices being adopted
in software bug prediction. Section Il contains detailed review
of literature. Section I1l demonstrates the process map adopted
by the researchers. Section IV proposes modeling framework.
Section V & VI contain analysis, conclusion and future
research work.

Need of the Study

The generic realization is that software practitioners need
to focus early on bug prediction approaches to ensure
reasonable quality in software products. Therefore, a
comprehensive research was needed to widen the scope of bug
prediction approaches and identify bug indicators causing
significant impact on software quality.

Objectives

1) To assess the correlation of bug indicators (DIT,
WMC, CBO, LoC) with software bugs.

2) To develop software bug prediction models using bug
indicators (DIT, WMC, CBO, LoC) as model inputs.

3) To compare the relative effectiveness of DIT, WMC,
CBO and LoC towards prediction of bugs in Camel and Ant
projects.

Il.  RELATED WORK

A significant amount of work has been cited using product
metrics to predict bug prone files. Though major work has
utilized Chidamber and Kemerer (CK) metrics suite [18] to
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predict accurately pre and post release bugs in commercial and
open source systems [23, 10, 8, 20, 13, 22]. Further, though
CK metrics suite, empirical justification has also been made
regarding usefulness in bug prediction [3, 6, 14].

Pareto analysis has also been used for evaluating the
ability of models for identification of fault-prone classes,
modules and files. As substantiated with presence of 80% of
bugs in 20% of files [15, 26, 24, 25].

Linear regression has been widely considered as a
common technique for bug prediction. Also DIT has been
demonstrated to carry a linear relationship with bugs [16].
Further, our data was linear in nature advocating application
of linear regression. Still, keeping with [1], which suggested
application of nonlinear regression as better indicator for this
type of data, so decided to go ahead with non linear
regression.

Logistic regression models have also been used to identify
fault-prone modules [4]. CK metrics suite was also used to
find fault-prone classes [19]. This work involved investigation
of two C++ written projects and followed with outcome
involving analysis of 43-48% of classes to cover for 80% of
the bugs

Bug prediction models were created based on the module
size representing Line of Code (LoC). The models produced
outputs in strong correlation with actual data [12]. These
models suggested considering LoC in the bug prediction
models.

A majority of CK metrics were found to be effective
predictors for fault-proneness of class. In addition, DIT and
Response for a Class (RFC) were found to be carrying more
influence on the dependent variable [2].

A study on data from an industrial system comprising of
more than 200 C++ subsystems added different metrics than
CK metrics and applied logistic regression to evaluate those
metrics. The outcomes suggested WMC and DIT as
significant indicators for finding fault-prone classes [21].

Another research applying logistic regression on data from
a telecommunication system having 174 C++ classes
demonstrated close association of WMC, RFC and Coupling
between Objects (CBO) with software bugs [5]. Another
research using univariate logistic regression also identified
WMC and SLOC as significant predictors [11].

Another research using data from two commercial
applications, one having 150 classes and 23 KSLOC while
other having 144 classes and 25 KSLOC evaluated the
influence of six CK metrics on the number of bugs and
identified RFC and DIT as most significant variables [19].

As per recent citations of the research works carried out,
no significant amount of work has been done on the use of
logistic reliability growth model for bug prediction.

Proneness to Bugs
Software failing to fulfill the specified requirement needs
to be fixed. Signifying that the mistake has been committed

Vol. 6, No. 2, 2015

between the initial requirement and the final operation of the
software system. Since source code matters the most
corresponding to the realization of the software system, the
errors in source code are called bugs. There are changes that
error may not become a bug. However, we need to fix it if it
ultimately becomes a bug causing a failure. The proneness of
bugs depends on reasons like DIT, WMC, CBO, LoC,,

DIT (Depth of Inheritance Tree): The maximum length
from the root to a given class in the inheritance hierarchy. DIT
is defined as the maximum length inheritance path from the
class to the root class [19].

WMC (Weighted Methods per Class): WMC is defined
as the sum of the complexity of the methods of the class. It is
equal to the number of methods when all methods are of the
complexity equal to UNITY. The sum of normalized
complexity of every method in a given class.

CBO (Coupling Between Objects): The CBO metric
represents the number of classes coupled to a given class.
These couplings can occur through method calls, field
accesses, inheritance, method arguments, return types and
exceptions [18].

LOC (Line of Code): the LOC metric based on Java
binary code represents sum of number of fields, number of
methods and number of instructions in every method of the
investigated class.

Ill.  PROCESS MAP

/\ Extractio Assess Constru Predicti
n of ment of ction of on
v buggy correlati bug bugs
files and on predicti
Extractio selection between on
n of data of  bug bug models
from | indicators [ indicato [ >
Promise rs and
Repositor number
y of bugs

Fig. 1. Process Map

In this paper, the proposed process map is using the mixed
method combining qualitative and quantitative research
methods. The research work is detailed in five phases as
shown in Figure 1.

A. Extraction of Data: Researchers have used PROMISE
repository to extract the bug indicators (DIT, WMC, CBO
and LoC) and bug data. The reason for selecting the open
source projects from PROMISE repository was that it is a
trustworthy software foundation having positive feedback
from software users. It is also well-recognized in the
software community.
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B. Extraction of buggy files and selection of bug indicators:
Two open source projects (Camel and Ant) were preferred
to extract bug data from and selection of bug indicators for
the analysis. Proper literature review was performed to
select suitable bug indicators (DIT, WMC, CBO and LoC)
for this research.

C. Assessment of correlation between bug indicators and
bugs: Pearson correlation analysis was performed to assess
the correlation between the various bug indicators (DIT,
WMC, CBO, LoC) and number of bugs.

D. Construction of prediction models: After significant
correlation between bug indicators and bugs, researchers
have constructed prediction models using logistic software
reliability growth model on extracted data from PROMISE
bug database.

E. Prediction: After successful conclusion of the above four
sub processes, finally predicted bugs was given as the
model output.

IV. MODELLING FRAMWORK

A. Software Reliability Growth Models (SRGM)

Software reliability growth models are a statistical
exclamation of detected bug’s data wusing various
mathematical functions. To predict the number of bugs in the
code these mathematical functions are used. There are many
types of software reliability growth models as to predict future
bugs or failure rates.

B. Models Assumptions

Some of the general assumptions (apart from some special
ones for specific models discussed) for the above model are as
follows:

a) Software system is subject to failure during execution
caused by bugs remaining in the system.

b) Failure rate of the software is equally affected by
bugs remaining in the software.

¢) The number of bugs predicted at any time instant is
proportional to the actual number of bugs in the software.

d) Bug indicators referring the software size and its
proportional impact on bugs have the capabilities of certain
prediction.

e) All bugs are mutually
prediction point of view.

f)Bug prediction rate/bug detection rate is a logistic
learning function as it is expected the learning process will
grow with time.

g) The bug prediction phenomenon is modeled by Non
Homogeneous Poisson Process (NHPP).

independent from bug

C. Models Notations
a- initial fault-content of the software.

k- A constant parameter in the logistic learning function

b;- bug prediction rate/detection rate per unit time.

Vol. 6, No. 2, 2015

M (t) - expected number of bugs predicted.
Bug prediction models using SRGM are given by:

mt)=a/(1+ke™') @1
Prediction model-1

DIT is considered as a first model input referring to the
below mentioned proposed model:

m(t) = a/(1+ k.e’bl"“t) (4.2)

Prediction model-2

WMC is defined as a second model input referring to the
below mentioned proposed model:

m(t) =a/(1+ke™"™) (4.3)

Prediction model -3

CBO is defined as a third model input referring to the
below mentioned proposed model:

m(t) =a/(1+ke %) 4.0)

Prediction model -4

LoC is defined as a fourth model input referring to the
below mentioned proposed model:

m(t) =a/(1+ke ') (4.5)

D. Goodness of Fit Criteria

The performance of a bug prediction model is judged by
its ability to fit the past software reliability data and to predict
satisfactorily the future behavior from present and past data
behavior. The following criteria defined as:

1) Coefficient of Multiple Determinations ( R*)

2) Bias

3) Variation

4) The Root Mean Square Prediction Error (RMSPE)
5) Mean Square Error (MSE)

Bug Prediction Parameter Estimation

To examine the effectiveness of software bug prediction
models using four indicators as model input, a set of
comparison criteria is used to compare models quantitatively.
The different comparison criterions used in our paper are as
follows:

1) Coefficient of Multiple Determination (R?):

This Goodness-of-fit measure has been used to investigate
significance in trend existing in prediction of bugs. This
coefficient was used as the ratio of the Sum of Squares (SS)
derived from the trend model to that from a constant model
subtracted from 1, that is

residual SS

R2 =1 ——=>—""% <<
corrected SS
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R? measures the percentage of the total variation about the
mean accounted for by the fitted curve. It ranges in value from
0 to 1. Small values indicate that the model does not fit the
data well. With movement of value towards 1, the model
significantly explains the variation in the data [7].

2) Bias: The difference between the actual and predicted
number of bugs at any instant of time i is known as Prediction
Error (PE;). The average of PEs is known as bias. With
movement of value towards 0, the model significantly
explains low presence of prediction error. The bias is defined
mathematically as [9]:

2]
K

Where m; indicates actual bugs, m(t) indicates predicted
bugs and k is the number of observations in the data set.

Bias =

3) Variance: The variance is defined as [9].

k I8 2
Variance = ﬁZ[mi -m(t)— Biasj
—4i=1

4) Root Mean Square Prediction Error (RMSPE): It
measures the closeness with which the model predicts the
bugs and mathematical representation of this characteristic is

given as [9].
RMSPE = \Variance? + Bias?
5) Mean Square Error (MSE): MSE measures the
difference between the predicted and actual values of bugs,
and is given mathematically as [17].

e - BT )

k—p
Where k is the number of observations in the data set and p
is the number of parameters.

E. Data Sets

The data about bug indicators and bugs has been collected
from PROMISE repositories. The following data sets have
been used with explanations marked in:

Data Set 1(Camel) Apache Camel is a powerful open
source integration framework based on known Enterprise
Integration Patterns with powerful Bean Integration.

Data Set 2 (Ant) Ant is a well known Java-based, shell
independent build tool.

V. ANALYSIS AND CONCLUSION

While checking the accuracy of different proposed models
of bug prediction using different bug indicators, researchers
have first estimated the unknown parameters of bug data for
final software product on bug cumulative consumption data.
Then, to judge the fitting of various proposed models of
prediction given by equations (4.2), (4.3) (4.4) and (4.5) R?,
bias, variation, RMSPE and MSE have been calculated as the
performance measures. Table | and Table Il depict the
estimated values for the parameters while Table 111 provides
the correlation criteria and finally Table IV and Table V

Vol. 6, No. 2, 2015

summarizes the estimated and optimized values of attributes
of proposed models.

TABLE I. ESTIMATED PARAMETERS OF PROPOSED MODELS USING Ds-1
S. Parameter | Estimated parameters values
No. S DIT WMC LOC CBO
1 a 136.41 139.99 135.89 161.86
12.
2 K 24.48 10.16 11.86
57
3 by .071 .008 .001 .006
TABLE II. ESTIMATED PARAMETERS OF PROPOSED MODELS USING Ds-2
S. Estimated parameters values
No.
Parameters DIT | WMC LOC CBO
1 a 51.09 | 46.32 48.19 46.59
2 K 1154 | 12.12 18.07 14.11
3 by .046 .013 .001 .015
In  our research, researchers observed significant

correlations of WMC, DIT, CBO and LOC with bugs. In this
research only highly correlated four metrics have shown from
each data set that are listed in Table I1l. The interesting part of
this result is that all four indicators are correlated significantly
with software bugs.

TABLE Ill.  CORRELATION TABLE
Project Metrics Correlation
with Bugs
DIT .976
Camel WMC 987
LOC .984
CBO .992
DIT .997
Ant WMC 989
LOC .992
CBO .991
TABLE IV.  ESTIMATED AND OPTIMAL VALUES OF ATTRIBUTES FOR FOUR
PREDICTION MODELS FOR Ds-1
Project | Metrics R2 Bias Variance | RMSE | MSE
DIT 99.5 -0.271 3.318 3.329 | 11.253
WMC 98.9 0.183 4.712 4716 | 23.048
Camel
LOC 98.9 0.122 5.518 5519 | 22.687
CBO 98.6 0.141 5.271 5.273 28.88
TABLE V. ESTIMATED AND OPTIMAL VALUES OF ATTRIBUTES FOR FOUR
PREDICTION MODELS FOR Ds-2
Project | Metrics R2 Bias Variance | RMSE | MSE
DIT 99.1 | 0.089 1.349 1.352 1.893
Ant WMC 98.3 | 0.156 1.891 1.898 3.693
LOC 98.9 | 0.132 1.505 1.511 2.333
CBO 98.9 | 0.147 1.507 1.514 2.331
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In table I11 researchers observed significant correlations of
WMC, DIT, CBO and LOC with bugs. Table IV depicted that
in case of DS-1 using prediction model 4.2 the predictive
model coefficient of determination is 0.995 it means 99.5% of
the variation in bugs is associated with number of predictor.
Whereas using model 4.3, model 4.4 and model 4.5 the
variation in bugs is 98.9%, 98.6% and 98.9% respectively.

Table V depicted that in case of DS-2 using prediction
model 4.2 the predictive model coefficient of determination is
0.991 it means 99.1% of the variation in bugs is associated
with number of predictor. Whereas using model 4.3 model 4.4
and model 4.5 the variation in bugs is 98.3%, 98.3% and
98.9% respectively.

800
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¥ 600 -
@ ity
® ". sl =D _cho
S0 gl
L ) it -
E 200 i i ||IIII|I |||!I!!IIIIIIII||| p_Bugs(LoC
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1 8 152229364350
=g Actual_Bugs
Actual Bugs

Fig. 2. Graph for Pattern of Actual and Predicted Software Bugs of DS-1
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Fig. 3. Graph for Pattern of Actual and Predicted Software Bugs of DS-2

As shown above graphs in Figure — 2 and Figure — 3, the
predicted number of bugs is significantly higher than actual
number of bugs.

The research has comprehensively designed and tested
four models using DIT, WMC, CBO and LoC as model
inputs. These models produced significant results on all four
model inputs. However, model using DIT as input was shown
to be better performing than the other three models. This
conclusion can serve as strong motivation for software
practitioners to prioritize and allocate sufficient resources
towards DIT because of its better performance in comparison
to WMC, CBO and LoC.

V1.  FUTURE WORK

More product metrics as bug indicators can be included in
future research work. More open source data sets can also be
included to bring higher reliability in bug prediction. An effort
can be made of applying different non linear regression
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models on same two data sets already considered in present
research work.
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Abstract—This paper presents one of the features of DS
(Differentiated Services) architecture, namely the queuing or
congestion management. Packets can be placed into separate
buffer queues, on the basis of the DS value. Several forwarding
policies can be used to favor high priority packets in different
ways. The major reason for queuing is that the router must hold
the packet in its memory while the outgoing interface is busy
with sending another packet. The main goal is to compare the
performance of the following queuing mechanisms using a
laboratory environment: FIFO (First-In First-Out), CQ (Custom
Queuing), PQ (Priority Queuing), WFQ (Weighted Fair
Queuing), CBWFQ (Class Based Weighted Fair Queuing) and
LLQ (Low Latency Queuing). The research is empirical and
qualitative, the results are useful both in infocommunication and
in education.

Keywords—CBWFQ; congestion; CQ; FIFO; LLQ; Pagent;
PQ; queuing; WFQ

. INTRODUCTION

At the beginning computer networks were designed mainly
for data transfer such as FTP and email, where delay was
considered to be unimportant. In most cases the delivery
service was effective, and the TCP protocol dealt with data
losses. As the multimedia applications became popular (voice
transfer, video conferences), separate telephone and video
communication networks were set up (see Fig. 1). Nowadays,
office and company networks are transformed into one
converged network (see Fig. 2), in which the same network
infrastructure is used to ensure all the requested services [1].

Although converged networks have many advantages, there
are some disadvantages too, namely the competition for
network resources (buffers of routers), which leads to
congestion. Delay in delivering the packets, jitter, loss of
packets are consequences of congestion. Different applications
show different sensitivity to these issues. For example, FTP is
not impacted by delay and jitter, whereas the multimedia
applications (e.g. interactive voice) are very sensitive to them
and the loss of packets too [2]. Quality of Service (QoS) was
introduced to handle this problem, and it is able to provide
different priority to different applications, users, or data flows,
or to guarantee a certain level of performance to a data flow

(3], [4].

This research was realized in the frames of TAMOP 4.2.4. A/2-11-1-
2012-0001 ,National Excellence Program — Elaborating and operating an
inland student and researcher personal support system”. The project was
subsidized by the European Union and co-financed by the European Social
Fund.
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Fig. 2. A converged infocommunication network

In accordance with the QoS requirements and
recommendations for the interactive voice traffic packet loss
should be no more than 1%, one-way latency should be not
exceed 150ms and the average one-way jitter should be
targeted at less than 30ms [5].

In the IP header there are some fields which can be used to
make distinction between the packets of different applications,
for example the Type of Service (ToS) field [6]. Different
technics are used for congestion management (PQ, CQ, WFQ,
CBWFQ and LLQ). Congestion avoidance (WRED), traffic
shaping and traffic policing are also used by the QoS
technology in order to control data traffic [7]. This article
focuses on the most important component, namely the
congestion management.

Our purpose is to analyze and evaluate the efficiency of
these congestion management algorithms using a laboratory

66|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

environment. This paper examines the following methods:
FIFO, PQ, CQ, CBWFQ, WFQ and LLQ. It is important to
note that these algorithms have real effect only in the case of
congestion.

The network topology for the performance evaluation is
identical to the one used in former articles (see e.g. [8]-[10]).
This paper continues to study the queuing technologies for
congestion management. In [8] and [11] the authors considered
three algorithms: FIFO, PQ and WFQ. The conclusion was that
WEFQ is the most efficient for multimedia applications. In
addition to these three new algorithms were investigated: CQ,
CBWFQ and LLQ. The main result of this paper is that for
multimedia applications (mainly for voice transfer) LLQ is
more efficient then WFQ.

The detailed description of the algorithms has been
discussed in several papers already (see e.g. [12]-[14]).
1. THE MEASUREMENT ENVIRONMENT

The measurement environment network topology is shown
on Fig. 3, which was built at the network laboratory of the
Faculty of Informatics, University of Debrecen.

10.150.1.0/30

Fa 0/0

VLAN 10
172.16.10.0/24

1 VLAN 20
: 172.16.20.0/24

Fa o/| Fa 0/0

TrafGen-
2801

Fig. 3. The measurement environment

The measurement environment consists of three routers
(two Cisco 2811 type routers and one Cisco 2801 router) and
two switches. The routers are connected with a point-to-point
link, having the speed of 128000 cycles per second. The rest of
the network devices are connected with 10 Mbps Ethernet
links. The part between the two routers is actually a narrow
cross-section where congestion can happen. For this reason the
congestion management algorithms are activated in this area
(see [15]-[16]).

The Cisco 10S 12.4 operating system was running on the
R1 and R2 routers, represented on Fig. 3. The TrafGen router
was responsible for the functioning of the communication
endpoints. This was used to generate the traffic, and the
operating system run on TrafGen was c2801-tpgen+ipbase-
mz.PAGENT.4.3.0 [17], which enabled the traffic generation,
attached timestamps to the outgoing packages, and performed
the statistical analysis based on the rate of incoming packets.

In order to distinguish between the generated and incoming
traffic, two Cisco 2960 switches were used (SW1, SW2). These
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created two Virtual LANs, namely VLAN 10 and VLAN 20
[18]. A serial connection was created between R1 and R2,
which simulated a slow WAN. Three types of traffic were
generated, similarly to the previous papers: an FTP, Video and
VolIP traffics. In the next section the traffic generation code is
shown used by TrafGen router.

A. The traffic generation
The following code was used for traffic generation [19]:

wait-after-stop 1 ! Waiting time (sec)

IFTP traffic generation

fastethernet0/1 ! The TrafGen router output interface
name

add tcp ! Adding a traffic stream (TCP)

datalink ios-dependent fastethernet(0/1
The output interface name

12-arp-for 172.16.10.2 !Layer 2 ARP message to
default gateway

13-src 172.16.10.1 !Layer 3 source IP address
13-dest 172.16.20.1 !Layer 3 destination IP address
13-tos 0x00 ! Layer 3 packet header ToS byte value
l4-src 21 ! Transport layer source port number
l4-dest 21 ! Transport layer destination port number
name FTP ! Name of the generated traffic

rate 20 !Setting the packet send rate

length 1434 ! Setting packet length (Bytes)
delayed-start 0 ! Delaying start of packet generation
(sec)

send 206 ! Sending packets

fastethernet0/0 ios-dependent capture

! The TrafGen router input interface name

IVIDEO traffic generation

fastethernet0/1

add tcp

datalink ios-dependent fastethernet(0/1
12-arp-for 172.16.10.2

13-src 172.16.10.1

13-dest 172.16.20.1

13-tos 0x22

l4-src 4249

l4-dest 1720

name VIDEO

rate 50

length 1500

burst on ! Sending traffic stream in bursts

burst duration off 1000 to 2000

burst duration on 1000 to 3000
delayed-start 0

send 333

fastethernet0/0 ios-dependent capture
IVOICE traffic generation

fastethernet0/1

add udp

datalink ios-dependent fastethernet(0/1
12-arp-for 172.16.10.2

13-src 172.16.10.1

13-dest 172.16.20.1
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13-tos 0x2E

l4-src 44899

l4-dest 5060

name VOICE

rate 50

length 150

delayed-start O

send 513

fastethernet0/0 ios-dependent capture

B. The implementation of congestion management algorithms

The part between the R1 and R2 routers is actually a
narrow cross-section where congestion can happen. For this
reason the congestion management algorithms were activated
in this area (between the R1’ S 0/1/1 and R2’ S 0/1/0
interfaces). These codes (for FIFO, PQ, CQ, WFQ, CBWFQ
and LLQ) can be found in APPENDIX.

1. MEASUREMENT RESULTS

As in the previous works [9]-[10], the length of the
measurement time was 5 minutes in each case. The
measurements were recorded in every second. Easy to observe
in the traffic generation code, that the generated voice traffic
average was 513 packets per second. As in previous articles
(see e.g. [8]-[11]) the following areas were examined: packet
loss, end-to-end delay and jitter (delay variation).

Concerning the packet loss of voice packets (see Fig. 4)
LLQ and PQ algorithms have proven to be most effective,
followed by the CBWFQ. It can be observed that while the
previous works based on simulation results concluded that
WFQ was the best congestion management algorithm, our
measurement results showed, that the WFQ performance was
behind the performance of LLQ, PQ and CBWFQ. The CQ has
the next poor algorithm performance, while the least efficient
queuing scheduler was the FIFO.
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Fig. 4. VolP packet loss

Fig. 5 shows the same content as Fig. 4, except that the
former does not include the efficiency representation of the two
least efficient congestion management algorithm. Thus it is
prominently observable the difference of performance of PQ,
WFQ, CBWFQ and LLQ in packet loss. Easy to see, that in the
case of LLQ and PQ there was no packet loss due to the
absolute priority queue, in which the real-time voice was
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classified. Subsequently, CBWFQ performance was the most
effective, and finally the WFQ’s.
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Fig. 5. VolP packet loss for PQ, WFQ CBWFQ and LLQ

With respect of voice packet delay (see Fig. 6 and Fig. 7),
LLQ and PQ algorithms managed to squeeze those values
below 100 ms, while the CQ has under 255ms, which already
exceeds the threshold set by the QoS requirement. It is clear
that in the case of WFQ and CBWFQ the delay is a little more
than 1 second, while in the case of FIFO than can reach up to
8.5 seconds, which are unacceptable values provided by the
QoS requirements.
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Fig. 6. VolIP traffic delay
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Fig. 7. VolP traffic delay for PQ, WFQ, CBWFQ and LLQ

As for the delay variation (jitter) (see Fig. 8 and Fig. 9) the
LLQ, PQ and CQ has managed to keep the measured values
below 30ms. Subsequently, the WFQ and CBWFQ ensured
around 150ms and 210 ms jitter, while the FIFO has finally
managed to stabilize its delay variation around 1 second. It
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should be noted that in terms of jitter PQ and LLQ congestion
management algorithms managed to meet under the
requirements of the QoS threshold requirement.
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V. CONCLUSION

This paper compares the performance of the main
congestion management algorithms based on a measurement
environment. The laboratory environment was implemented at
the Faculty of Informatics University of Debrecen. In all cases
the measurement result shows that the FIFO scheduling
principle is the most inconvenient algorithm for handling of
interactive voice packets in case of congestion. In the case of
voice transmission the PQ and the LLQ algorithms were the
two most appropriate algorithms, in terms of packet loss rate,
end-to-end delay and jitter. Using these algorithms no packets
suffered packet loss. However, knowing the principle of the
PQ, namely that it serves the maximum priority queue, but
produce packet starvation for other tree queues, based on the
literature and on the measurement results the conclusion is, that
for the interactive real-time voice traffic, taking all in
consideration, the LLQ congestion management algorithm is
most appropriate. Further research topic is to support the
results and test the algorithms presented in the current article
by mathematical modeling.

APPENDIX
These router configuration settings were used for
implementing the congestion management algorithms:

FIFO
int s0/1/1

no fair-queue
end

PQ

Vol. 6, No. 2, 2015

access-list 101 permit tcp 172.16.10.0 0.0.0.255

172.16.20.0 0.0.0.255 eg 21

access-list 102 permit tcp 172.16.10.0 0.0.0.255

172.16.20.0 0.0.0.255 eg 1720

access-list 103 permit udp 172.16.10.0 0.0.0.255

172.16.20.0 0.0.0.255 eqg 5060
priority-list
priority-list

priority-list default low

protocol ip high list 103
protocol ip medium list 102

1
1
priority-1list 1 protocol ip normal list 101
1
1

priority-list
int s0/1/1
priority-group 1
end

CQ

queue-limit 20 40 60 80

access-list 101 permit tcp 172.16.10.0 0.0.0.255

172.16.20.0 0.0.0.255 eg 21

access-list 102 permit tcp 172.16.10.0 0.0.0.255

172.16.20.0 0.0.0.255 egq 1720

access-list 103 permit udp 172.16.10.0 0.0.0.255

172.16.20.0 0.0.0.255 eg 5060
queue-list 1

queue-list 1

queue-list 1

queue-list 1 default 1
queue-list 1 queue 1 limit 4
queue-list 1 queue 2 limit 10
queue-list 1 queue 3 limit 10
queue-list 1 4 limit 4
int s0/1/1

custom-queue-list 1

end

WFQ

int s0/1/1

fair-queue

end

CBWFQ

queue

protocol ip 2 list 103
protocol ip 3 list 102
protocol ip 4 list 101

access-list 101 permit tcp 172.16.10.0 0.0.0.255

172.16.20.0 0.0.0.255 eg 21

access-list 102 permit tcp 172.16.10.0 0.0.0.255

172.16.20.0 0.0.0.255 eg 1720

access-list 103 permit udp 172.16.10.0 0.0.0.255

172.16.20.0 0.0.0.255 eqg 5060
class-map VOICE

match access-group 103
exit

class-map VIDEO

match access-group 102
exit

class-map FTP

match access-group 101
exit

policy-map Rl-Serial
class VOICE

bandwidth percent 30
exit

class VIDEO

bandwidth percent 30
exit

class FTP

bandwidth percent 10
exit

class class-default
bandwidth percent 5
exit

exit

int s0/1/1

no fair-queue
service-policy output Rl-Serial
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LLQ

access-list
.16.20.0
access-list
.16.20.0
access-list
.16.20.0

172

172

172

101 permit tcp 172.16.10.0 0.0.0.255
0.0.0.255 eq 21

102 permit tcp 172.16.10.0 0.0.0.255
0.0.0.255 eq 1720

103 permit udp 172.16.10.0 0.0.0.255
0.0.0.255 eq 5060

class-map VOICE

match access-group 103
exit

class-map VIDEO

match access-group 102
exit

class-map FTP

match access—-group 101
exit

policy-map Rl-Serial
class VOICE

priority 384

exit

class VIDEO

bandwidth percent 30
exit

class FTP

bandwidth percent 10
exit

class class-default
bandwidth percent 5
exit

exit

int

s0/1/1

no fair-queue
service-policy output Rl1-Serial

end
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Abstract—Online  distance  e-learning  systems allow
introducing innovative methods in pedagogy, along with studying
their effectiveness. Assessing the system effectiveness is based on
analyzing the log files to track the studying time, the number of
connections, and earned game bonus points. This study is based
on an example of the online application for practical foreign
language speaking skills training between random users, which
select the role of a teacher or a student on their own. The main
features of the developed system include pre-defined
synchronized teaching and learning materials displayed for both
participants, along with user motivation by means of
gamification. The actual percentage of successful connects
between specifically unmotivated and unfamiliar with each other
users was measured. The obtained result can be used for gauging
the developed system success and the proposed teaching
methodology in general.

Keywords—elearning; gamification; marketing; monetization;
viral marketing; virality

. INTRODUCTION

The paper describes newly developed open educational
resource for learning foreign languages from native speakers,
called i2istudy. Learning is achieved by using pre-defined
educational materials through live interaction between the
users acting as the teacher and the student. This is why the
system is called i2istudy, “eye to eye”, utilizing the peer-to-
peer principle, based on the patented technology [1]. This
technology allows learning basics of a foreign language from
scratch, or enhance foreign language proficiency in a short
period of time [2].

Open educational resources (OER) have recently become
quite popular in the area of computer assisted language
learning [3]. Currently there are several educational services
on the market with a considerable amount of OERs that
provide an opportunity to learn foreign languages
(livemocha.com, www.learn-english-online.org,
www.duolingo.com). [4, 5, 6] Most of these systems are
automated, i.e. don’t provide live human interactions. These
systems can be divided into two categories: autonomous and
social. Autonomous methods offer tasks, which are checked or
monitored in accordance with the algorithms set up within the

Evgeny Nikulchev

Moscow Technological Institute, ul. Kedrova, 8/2,
Moscow, Russia, 117292

Anna Y. Prasikova

i2istudy SIA
Kri§jana Barona Iela, 130 k-10, Riga, Lv-1012, Latvija

system as tests and quizzes, etc. Social methods allow direct
or indirect interaction with real people, including
communication and checking assignments, etc.
(www.facebook.com). Such systems have been used in
language learning [7, 8, 9, 10] also attempted to integrate
computer-assisted language learning systems into the
educational process.

Communication culture is formed as a result of live human
speech interactions. Speech interaction is characterized by
audio messages exchange between humans. Speech activity
consists of the two aspects: language and speech. Together,
they transform into the four types of speech activity, combined
into two groups:

Receptive, perception-oriented types of speech activities,
such as reading and listening;

Productive types of speech activities, focused on
information production, such as speaking and writing.

Verbal means of communication are formed by all kinds of
speech activity, which can be further developed and applied
during foreign language learning. Thus, communication and
training with representatives of other cultures is essential. An
important quality for voice communication interaction is the
“social” character of the learner, who’s open for the dialogue
and ready to participate in various discussions and debates.
Learning a foreign language is also associated with acquiring
the knowledge of other cultures, which is impossible without
speech communication and knowledge of the linguistic and
cultural features. Necessary properties of applications, which
can provide language communication practice, are:

e The possibility of audio or visual contact, chosen by
the training participants;

e Teaching methods, including conversation scenarios,
allowing participants to actually start a conversation
and keep it within the specified time on a given topic;

e Motivation of the participants.

Skype is currently the most common and popular tool for
distance learning of foreign languages. While Skype was not
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specifically designed for this purpose, it provides live audio
and video connection between the participants. Thousands of
small agencies and individuals offer distance language
learning through Skype. The query for “English via Skype” in
Google.com gives over 43 million results, with similar
numbers when searched in Spanish, Russian and other
languages. However, Skype does not allow finding people
willing to teach or learn languages. It does not provide
teaching or study materials, and does not track the time spent
teaching or learning foreign languages. [11]

However, Skype and other systems of cooperative joint
learning provide invaluable engagement, which plays a crucial
role in learning. As noted by Clark and Mayer [12]: “all
learning requires engagement”, regardless of the delivery
media. Zhang et al., [13] also suggested that increased student
engagement can improve learning outcomes, such as problem
solving and critical thinking skills. In the review article,
Fredricks, Blumenfeld and Paris [14], defined engagement by
its multifaceted nature: “Behavioural engagement draws on
the idea of participation; it includes involvement in academic
and social or extracurricular activities. Emotional engagement
encompasses positive and negative reactions to teachers,
classmates, academics, and school and is presumed to create
ties to an object and influence willingness to do the work.
Finally, cognitive engagement draws on the idea of mental
investment; it incorporates thoughtfulness and willingness to
exert the effort necessary to comprehend complex ideas and
master difficult skills.”

Fredricks, Blumenfeld and Paris [14], also claimed that the
focus on behavior, emotion, and cognition, within the concept
of engagement, may provide a richer characterization of
learning. The authors reminded that a robust body of research
addresses each of the components separately, but pointed out
these dimensions of engagement had not been studied in
conjunction. Thus, emotions aid communication process
substantially [15,16].

Computer training system was developed, called i2istudy,
in the form of a game to implement all three necessary
components of spoken communication for training foreign
language skills. This game consists of the computer-aided
casual conversation with native speakers. For example,
English-speaking users can learn Spanish from Spanish-
speaking users, and visa versa. The i2istudy allows native
speakers to teach others without knowing how to teach and
without knowing foreign languages. In other words, i2istudy
allows all native speakers, not necessarily professional
teachers, to teach their native language in a collegial network
game setting [17,18].

The main feature of the system consists of providing a
common space with educational materials, including
specifically designed lesson plans, which are simple and
understandable step-by-step educational materials aiding
communication. The platform, which allows live audio-video
communication, is built into the web interface, based on the
popular Web real time communications (WebRTC)
technology.

Vol. 6, No. 2, 2015

Motivation is achieved by attracting a large number of
users available online at the same time, always allowing to
find a companion, along with gamification. Gamification is
based on utilizing game elements in design and motivation
principles in non-game situations [19]. It this case it is
necessary to stimulate users to spend more time in the system
to achieve the needed quantity and volume of practical skills,
based on the modern principles realized in the e-learning
systems [20]. The users should also be motivated to return to
the system on the regular basis, the so called retention cycle
[21].
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Fig. 1. User profile showing user achievement, how much time was used
teaching and learning, along with other personal information

The developed application has the following gamification
methods:

1) Time banking. When user acts as a student by taking
lessons, virtual system currency in minutes is spent from the
user account. One minute of learning is debited from the
account, while one minute of teaching is credited to the
account. Thus, the user acting as a teacher earns minutes, and
the same user spends minutes as a student. In this way all
users participate in the virtual economy. Users are motivated
to earn minutes, pushing the user to periodically assume the
role of a teacher. Each user gets 30 minutes in the system as a
part of the registration process. If all minutes are spent in the
account, the system does not allow to study, but offers to teach
to earn more minutes. (Accumulated minutes are shown in
figure 1) The implemented time banking goal is to motivate
users to teach in addition to learning [22, 23].

2) Sequential lessons presentation. Most computer games
utilize this gamification principle when the next game level
becomes available after previous level has been completed.
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For example, Figure 3 shows all lessons, but only a limited
number of them is available. New lessons become available as
the user goes through the previous lessons. Moreover, there is
a grade displayed for each passed lesson as a single, dual or
triple star, reflecting how well the student passed the test at
the end of each lesson. Sequential opening of the lessons in
batches intrigues the user to find out what’s coming next, and
boosts user engagement. Besides, explicit visibility of the
grade encourages user to retake lessons with poor grades.

3) Achievements and badges. Figures 1 and 2 show user
“achievements and badges”. The user acquires nominal
status, presented as an achievement, for learning and teaching
in the system. The user gets status notifications by email,
while other users also see these “achievements and badges”,
and can select their learning partner based on this
information. Basic list of “achievements and badges”
includes: “The First-grader; The Middle-schooler; High-
school student”. For short these are presented by the first two
letters of the achievement, displayed in the corresponding
language next to the user name, and are called badges.
Shortened badges are used to save the space in the list, and
will be replaced with medals in the future for better visibility.
The goal here is to motivate users to receive awards as an
external evaluation, thus motivating users to come back to the
system and spend more time there.

4) Peer evaluation. For positive behavior reinforcement
and polite communication between the users there is
implemented peer evaluation. After each lesson both teacher
and student can evaluate each other. There are two types of
this kind of evaluation. The fist is simple like/dislike, which
are accumulated for each user and displayed in the personal
profile. This information is also visible to other users in the
lists of teachers and students. Thus, polite and positive users
are clearly visible, based on the large number of likes, while
impolite and unpleasant users are also apparent due to
dominating dislikes (Figures 1 and 2). Additionally, there is
an option to report indecent user behavior to the system
moderator. However, this option is a part of system

moderation, rather than gamification.
"’suldy [

23 min

Fig. 2. Selecting a teacher. The list of users currently available as teachers.
Every user can be called by pressing the green “Learn” button. If the
“teacher” accepts the call, a lesson starts and lesson dialogue opens with live
audio-video feed, shown in Figure 4
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Fig. 3. The list of lessons. The blue lessons are available to the user, while
the grey ones are not. Grey lessons become available as the blue lessons are
passed, triggering user’s interest and curiosity as a part of gamification

You learn Spanish

20 December 2014

Tiya Osipov

Card 3 from 25

EL MUNDO SIN BARRERA!

i‘;i Sstudy

Fig. 4. Interface of a lesson in progress, where both users see and hear each
other, along with the chat, study cards and the progress bar

1. RESEARCH RESULTS AND DISCUSSION

It is necessary to evaluate the effectiveness of the
mechanisms implemented in the application designed to
improve verbal communication skills. Assessment is based on
measuring:

e The increase in the number of application users,
allowing to estimate the demand for service and
implemented principles;

e The number of users willing to “teach”, allowing to

estimate the required number of people willing to teach
and indirectly assess the suitability of the developed
scenarios and gamification means of motivation;

e The time spent in the application as a parameter to a
large extent characterizing the main development goal
- the ability of users to establish long-term audio-video
communication to obtain practical foreign language
communication skills. The main research objective was
to determine whether unfamiliar with each other
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people, one acting as the “teacher”, and the other acting

as the “student”, can take lessons together following a
given scenario provided by the platform.

All experiments were conducted in the system with 40,000
registered users and 1,000-1,500 daily active users (DAU).

One of the main assumptions was whether unfamiliar with
each other people, who met in the system for the first time,
could communicate and to learn foreign languages together.
The research objective was to find out if specifically
unmotivated individuals without special training could choose
a “teacher” or a “student” among the users currently available
online in the system, send an invitation to study or to learn,
establish audio-video connection and follow provided lesson
scenario using the WebRTC face-to-face communication.

TABLE I.

Vol. 6, No. 2, 2015

Initial system wusers, interested in practicing foreign
language skills, registered in the system as a result of
advertising in the Facebook social network. The ad suggested
registering online and learning foreign languages for free, in
exchange for teaching native language. This ad was displayed
in Spanish and English-speaking countries, Germany and
Russia. Besides, some users registered as a result of existing
user invitations (users invited by the existing users). There
was no additional information provided about the system, no
verbal commentaries, or explanations were provided to the
participants.

As a result, 39,729 users registered in the system in 6
months. 28,180 users indicated that they want to learn English,
8,711 Spanish, 1,028 Russian and 1,791 German languages.
Wherein 14,943 users selected English as the native language,
20,673 Russian, 204 German and 3,843 Spanish. Monthly user
registration data are shown in Table 1

NATIVE LANGUAGE OF THE NEWLY REGISTERED USERS PER MONTH

New users by languages

month
28.02 31.03 J0.04 31.05 30.06 31.07 J1.04

Russian language,
users
5 4 5 296 515 un

English language,
users

German language,
users

Spanish language,
users

After registration users were asked to select a role of a
teacher or a student and locate a potential learning partner to
engage in the dialogue, based on the step-by-step
methodology presented by the system. Each phrase is
presented to the student with the corresponding prompts and
translation if needed, and to the teacher with corresponding
comments to aid the teaching process. The users see and hear
each other in real time, while working with the synchronized
teaching materials, and can type messages to each other in
chat [24, 25].

Users could see other users in the system, along with their
attributes, such as native language, the country of residence,
the role of a “teacher” or a “student” in the system, along with
the button to initiate a joint study session.

0102 0103 0104 0105 0l06 0107 0108 0109

0l.10 01.11 01.12 01.01 0102 01.03 O©Ol.04 0OLO05 01.06 0107 0l.08

31.10 30.11 3112 3L.01 2802 31.03 30.04 3105 2 30.06 3107 31.08

263 564 s 37 191 94 746 u86 3

32 BO 178 746 68

25 295 978 4m5 5382 25

3 1 17 43 12 3 79 760 903 1sa 372

If a “teacher” accepts “student’s” request, or visa versa,
audio-video connection is established, where both participants
can see and hear each other, along with the common filed with
the synchronized study materials with the corresponding
prompts for the teacher and the student. Besides, the system
tracks the connection time for billing purposes in game
currency, as seen in Figure 4.

About 20% of all 40,000 registered users participated in
the experiment. The rest were shy to speak with strangers, or
decided not to spend their time. Some users failed to configure
their microphone and the web camera needed for the real time
audio-video connection, or their browser did not support Web
RTC [26]
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TABLE II. MONTHLY USER INVOLVEMENT

Involvement
0103 0103 0104 0108 0106 0107 0108 0109 01,10 0111 0112 0101 0102 0203 0104 0105 0106 01.07 01.08

ORTEIVIN I A N O I S O I IO ) ) O
802 3103 3004 3105 3008 3107 .08 3009 3140 3041 3143 3101 2800 3103 3004 3105 3006 3107 3108

Count of just
registered users
who made a call in
a period 93 734 61 15 251 ws wwy wm 722
Percent of just
registered users
who made a call in
a period 7 16 2 12 »n % X5 18 15

As a result of the conducted experiments it was established divided by the number of successful connections (15,842).
that two users, previously unfamiliar with each other, and met Any kind of interaction interruption was taken into account,
in the developed application for the first time could carry on a including closing the browser or turning off the computer, or
conversation following the suggested scenario, helping each successfully finishing the lesson materials. Table 3 shows the
other to learn foreign languages. Moreover, some users did not number of successful connections and the connection duration
have a common language to use for communication. Average in min.
connection time was 11.94 min (189,207 min or 3,153 hours),

TABLE III. THE NUMBER OF SUCCESSFUL CONNECTIONS AND THE CONNECTION DURATION

Real connects

01.02 01.0¥ O0LO4 0105 Ol.06 007 OLOE 0109 0110 Ol1.31 0L1F 0101 0102 0103 0104 0105 01068 0107 01.08

month
28.02 31.03 3004 31.05 3006 31.07 31.08 30,09 31.10 30.11 31.12 .01 28.02 31.03 30.04 3105 3006 31.07 31.08
Successful
connects duration,
min
151 10435 021 Jg4s 6202 3037 47140 Sa57T4 3802
Successful
connects, quantity
19 1226 492 131 G587 3093 3|68 3763 2661
Regardless of the fact that the average connection time is 254 391 A p....@yandex.ru
not very long, the experiment showed that two unfamiliar and
unprepared users can carry on a conversation in a foreign 216 22144 S.R. Se.... mail.com

language for quite long. Besides, the average connection time

. . . g 213 20378 R. K. m..... mail.com
continued to increase with the number of registered users, and @g
reached 14.35 min in August 2014. Moreover, the most loyal 200 1552 @z p.....@yahoo.com
and active users became apparent, spending hours learning
and teaching, and even repeating the same lessons. Table 4 e AT e 8.... @yahoo.com
shows the most active users, along with the time spent 137 25718 7R 2.....@hotmail.com
learning or teaching in min.

130 17253 R. M. m.....@hotmail.com
TABLE IV. THE MOST ACTIVE USERS WITH TIME SPENT LEARNING OR
TEACHING IN MIN 126 26034 L. s.....@yahoo.com
Successful tutor's connects duration, min iz G A Chand O
duration | userid name Email 122 20179 D.V. v..@mail.ru

352 19131 LM L mail.ru 105 40693 E. r....@mail.ru

298 18418 i.b. d....@outlook.fr % 25965 A-M a....@yahoo.com

277 | 15433 L h....@mail.ru % 40252 f.s f....@yahoo.com

276 | 18573 H. A. n....@mail.ru % 457 AV b....@yahoo.com

260 28516 jis. m. mail.com 94 17364 A H a.....@gmail.com
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The users registered as a result of advertising and
conducted lessons either as a teacher or a student, learned the
system interface on their own, without any special training.
There were users were not specifically recruited to conduct
initial proof of concept experiments. The users accepted roles
or teacher and student. The numbers of both types of user
roles are listed in Table 5. The corresponding ratio of 6.4
“teacher” users to 10.6 “student” users indicates that an
average user is not afraid to play the role of a teacher.

TABLEV.  THE NUMBER OF USERS WHO ACCEPTED THE ROLES OF
“TEACHER” AND “STUDENT” FOR EVERY MONTH

Allnew | New % New %

registere | users who | tutors users student

d participat | to who to all

users ed all new | participa | new

as a tutor ted
asa
student

01.02 - 28.02 9
01.03 - 31.03 5 0 0.0% 0 0.0%
01.04 - 30.04 1 0 0.0% 0 0.0%
01.05 - 31.05 6 0 0.0% 0 0.0%
01.06 - 30.06 362 0 0.0% 0 0.0%
01.07 - 31.07 782 0 0.0% 0 0.0%
01.08 - 31.08 1203 0 0.0% 0 0.0%
01.09 - 30.09 728 0 0.0% 0 0.0%
01.10 - 31.10 235 0 0.0% 0 0.0%
01.11-30.11 663 0 0.0% 0 0.0%
01.12 - 31.12 1646 19 1.2% 18 1.1%
01.01 - 31.01 4099 221 5.4% 370 9.0%
01.02 - 28.02 273 47 17.2% 97 35.5%
01.03 - 31.03 116 12 10.3% 22 19.0%
01.04 - 30.04 1504 172 11.4% 322 21.4%
01.05 - 31.05 4032 608 15.1% 993 24.6%
01.06 - 30.06 8319 620 7.5% 975 11.7%
01.07 - 31.07 11682 533 4.6% 965 8.3%
01.08 - 31.08 3969 287 7.2% 470 11.8%
Sum: 39634 2519 6.4% 4232 10.7%

Thus, the following experimental results were obtained:

The idea and the proposed form of training, based on the
developed platform and teaching methods are in demand,
indicated by the growth dynamics in terms of the number of
users without motivational advertising.

Developed communication scenarios and lessons allows to
overcome psychological barriers of communicating with
strangers, both as a “student” and as a “teacher”.

Vol. 6, No. 2, 2015

A significant percentage of users who want to act as
teachers for the proposed method is revealed. This means that
teaching staff is not required.

The introduced gamification adequately motivates users. A
significant percentage of users have been returning to the
application for further studies, demonstrating the effectiveness
of developed tools and ideas.

1. CONCLUSIONS

Conducted study presents the new methodology to assess
gamification tools in the e-learning systems. The e-learning
system not only allows to conduct quality training, but
presents and opportunity for statistical analysis of different
parameters, contained in the log files, to assess the
effectiveness of technical and pedagogical tools. Application
popularity with users and grows of the number of users both
act as assessment for the system motivation elements and
tools.

Developed application is of interest for the majority of
users, and allows to maintain a prolonged dialogue between
the users in a given language. This definitely allows
developing speech communication skills in a foreign
language. Regardless of the stereotype that quality foreign
language education can only be provided by the professional
teacher, the developed system demonstrates that it is also
convenient for users to study together. In this case, similar to
the teaching materials presented in a text book, or interactive
recorded media, professional teacher is recruited to develop
teaching materials, while users can use these materials for
training and practice. However, it is more interesting and
encouraging doing this with other users, since the social effect
also gets employed. Based on the conducted experiments,
users not only spend more time in the system, but invite their
friends to join them.

The authors suppose that similar ways of teaching could
partially substitute individual tutoring and/or used as training
to improve oral communication skills. It is concluded that the
system should be developed further and recommended as the
speech improvement tool. At the same time it is clear that the
system is not a good fit for every user, since some people are
very shy and cannot communicate with strangers, even when
provided with pre-defined communication scenarios. Besides,
the authors decided to reduce the average lesson duration to
15-20 minutes, as many users get tired, and only individual
users continue communication for longer periods of time.
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Abstract—In order to research how to availably reduce the
active power loss value in power grid system when the power
system is operating, it offers a quantitative research in theory
through conceiving the unbalanced losses of power grid system
under the overloading bus as the investigative object, and
establishing an active power loss mathematical model. It carries
out online real-time optimal flow calculation within the condition
that meets the control variables and state variables of the
equality and inequality constraints. For some branches with
larger network loss, it respectively adopts three methods,
including voltage regulation method, reactive power
compensation method, changing the branch’s cross-sectional
area method, to reduce the general active power loss values.
Moreover, it compares the compensation equivalent of three
methods during the recovery process of the general active power
loss in the power grid. Taking IEEE14 as an example, it verifies
the effectiveness of the proposed methods. It not only can offer a
reasonable measure to reduce the losses of power grid, but can
provide some reliable reference for the power grid
dispatching personnel.

Keywords—optimal power flow; voltage regulation; reactive
power compensation; cross-sectional area; active power loss

l. INTRODUCTION

In recent years, with the increasement of electricity power ¢
onsumption, the scale of the power grid has been enlarged year
by year, the power loss in the electricity power system is
becoming a more and more serious problem,
the research of how to reduce the active power loss not only be
comes the major factor of reducing the cost of electricity power
system, but also becomes the research direction of the future’s
electrical power supply.

Wide Area Measurement System (WAMS) technology,
which has a main characteristic of collecting data in
distributed, has been widely concerned. The main principle of
WAMS technology is: real-time acquisition of voltage, phase
data and relative information from Phasor Measurement Unit
(PMU) in different grid, comparing with a synchronously
upload to the computer, therefore monitoring and controlling

Yuchen Chen?

College of Electronic and Electrical Engineering
Shanghai University of Engineering Science
Songjiang District, Shanghai 201620, China

Bo Liu*
Shanghai Electric Power Design Institute Co., Ltd.
Huangpu District, Shanghai 200025, China

the overall loss of power system [1-4]. Calculating the active
power loss by computer power flow to realize the real time
measurement of power grid, there are generally 3 basic steps:
(O Establishing mathematical model of the  problem; @
Using an efficient analysis method; (3 The preparation of the
relevant software program [5-8].

This article mainly studies on how to find the combined me
asure to decrease the active power loss in the power grid.
It sets up the mathematical model of the active power loss, and
uses the independently developed online real-
time optimal Newton-

Raphson power flow calculation software to calculate cases.

This article adopts three decreasing network loss methods,
including voltage regulation method, reactive power
compensation method, changing the branch’s cross-sectional
area method, to start power flow calculation for the IEEE 14-
bus system and analyze the compensation equivalent of three
methods. It can offer a reliable basis for power grid
dispatching personnel to adopt a more effective way so as to
decrease the power loss in the condition of the load overload.

II.  AMATHEMATICAL MODEL OF POWER GRID
OPTIMAL FLowW CALCULATION

A. The objective function of optimal power active power
loss of power network

The intelligent vacuum circuit breaker online monitoring
system is composed by the host computer, the lower computer
and signal processing modules. The lower computer hardware
platform consists of a TMS320F2812 DSP and peripheral
hardware circuits. It collects mechanical parameters, divide-
shut brake circuit current signal and vibration signal of vacuum
circuit breaker. The host computer uses ARM as a core, mainly
working as remote communication with the host computer, and
getting the results of data processing and eigenvalues from the
DSP at the same time. The preprocessed data is transferred
from DSP to ARM via an HPI interface, and transmitted via
the Ethernet interface to the host computer for data analysis
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and processing, so as to determine the current status of the
circuit breaker, and analyze its operation situation and diagnose
malfunctions. The system structure is shown as Fig.1.

Through the analysis of regression loss mathematical
model that can improve accuracy of network loss in the
calculation of load variation which presented in the literature 6,
inthe case ofconsulting a lot of related information,
successfully developing a kind of power network active power
loss mathematical model which is suitable for online real-

time power flow calculation, the objective function
constructed as shown in equation (1):
min f(x) = min 3 (AP, +AP,) (D

i jel
In the formula, AP is the active power loss value from the

j node flow to the i node, AR, is the active power loss value
from the i node flow to the j node.

B. The system constraints of optimal power flow [9]

The active power loss objective function (1) should satisfy
the constraints shown in formula (2), the constraint condition in
the common constraint is  introduced in the line flow
constraints, in order to reasonably control the reactive power
load distribution.

n n
Poi~PL & T (6;&;=B; f)=1, T (G, ~B;e;)=0
-1 =1
n n
Qi ~Qui i 2 (G By Ty I (Gyfj=Bye;)=0
=1 =1
s2-p2,02<s2 i,j=1,2,...n
i i i max
V. . <V.<V. i=1,2,....n
I min | I max
PGiminngiSPGimaX i:l,2,...,ng
Wimin <%i Gimax 712"y (2)

In the type, P;; and Qg are the active power and reactive
power output of generator i respectively; P, and Q are
the active power and reactive power load of generator i
respectively; e, and f, are the real part and imaginary part of
the node voltage of i respectively; V. is the voltage value for
nodei; G; and B; are the conductance and the susceptance of
the branch ij ; n, is the number of generator; S;, P, and Q;

are the apparent power, active power and reactive power of
the branch ij respectively.

Ill. A CASE OF OPTIMAL POWER FLOW CALCULATION IN
ACTIVE POWER LOSS

The Fig.1 is a IEEE14 node grid, it consists of 20
branches, 14 nodes which contains 3 transformer
branch and 17 transmission lines, in the 5 node of power plant,
the 1# node is the balance node, the rest of the load nodes is
the PQ node, the power plant node is the PV node.

Vol. 6, No. 2, 2015

Fig. 1. IEEE14 typical grid topology

For verifying the loss compensation ability of the IEEE14
node power grid in the long distance transmission, this paper
selects the No.9 bus which is the furthest node from all
generators in the theory as the research object. Assuming
the No.9 bus overloads, its load value is equal to 1.25 times
the normal load conditions, that is,the load value is
0.36875+ j0.2075 MW, all the remaining data of IEEE14

node voltage are consistent with the normal conditions.
Through the power flow calculation, we can know the before
and after change of the general active power loss values of
power network, specific data is indicated in TABLE I.

TABLE I. THE UNCHANGING AND CHANGING LOAD VALUE AR/ OF
TOTAL GRID ACTIVE POWER L0OSS IN 9 Bus

The variation of

The load value of No.  The power loss  network general active

Name
9 bus/MW AP s MW power loss increment
value AP/ . /MW
Initial
nita 0.295+{0.166 0.195477
Value
0.008618

Change .

0.36875+j0.2075 0.204095
Value

As it can be seen from the TABLE I, after the load of
No.9 bus has increased 1.25 times than before, the general
active power lossincrement value AP, of network is

0.008618MW.

By means of three kinds of methods, including voltage
regulation, reactive power compensation, changing
conductor cross-sectional area, it computes the general
power active power loss variation in every methods by the
online real-time power flow calculation software, then let them
respectively compare with the value 0.008618. After that, it
gets the corresponding comparative quantities AP o1 -
AP 2 « AP 3. The final analysis of compensation

equivalent conditions among three kinds of methods will be
given.
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A. The regulation of No.2 bus voltage

From the flow computational results, the branch 1-2 has the
largest network loss. As we know, the No.1 bus is the balance
of nodes, therefore it considers to regulate the voltage of No.
2 bus so as to effectively reduce the network loss. According
to the data ofthe power grid, it analyzes the function
relationship between U, and AP, . 1:

AP, 1= 9.6381165 —17.9458 * U, + 8.355 * U?

From Fig.2, it can bemore intuitive to observe the
corresponding changes.
001
0.009
=0.008
20,007 +
20.006 -
=0.005
20.004
c]_n‘jo.oos; :
40.002
0.001 |

—— APLoss1 ([kV]/pu)

FEEFEILFEO
U,(pu)
Fig. 2. The changing situation of AP, 1 with elevating of the value in
U,

It can be seen fromthe Fig.2, with the value U, of
No.2 bus voltage is gradually increasing, the general active
power loss comparison value AP, 1 of power grid shows
adecreased first and then increased trend, it can be in
accordance with the advantages of reducing loss to adjust U,
value, in order to achieve the best loss reduction effect.

B. Reactive power compensation of No.4 and No.5 bus

From the power flow calculation, we can know that the
reactive power near 4 and No. 5 bus is lower, therefore we
should use compensatory of result on the spot scheme to
compensate reactive power for No.4 and No.5 bus, so that it
can improve active power loss value of the whole grid to
achieve the purpose of reducing network loss.
Specific data is shown in the TABLE 1I.

D
THE VALUE OF

TABLE II.

NO.5Bus
AQ, /(pu) DP, o5 2/ ([M var]/ pu)
0 0.007990106
0.15 0.006042856
0.3 0.004570166
0.45 0.003456381
0.6 0.002614035
0.75 0.001976975
0.9 0.001495171
1.05 0.001130786

PLOSSZWITH COMPENSATING DQc IN NO.4.
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The TABLE II shows the reactive power compensation
increment DQ, . It is the reactive power compensation value of
No.4 and No.5 bus is the value that is compared with
0.008618MW  after compensating for  corresponding.
According to the calculated data, it gets the function
relationship:

DP, 2= 0.007990106*¢ “*#*#¥V%

The corresponding situation can be seen more intuitively
from the Fig.3.

0.009 r
0.008 |
0.007 |
0.006 |
0.005 |
0.004 |
0.003 |
0.002 |
0.001 |

0 1 1 1 1 1 1 1 )
0 015 03 045 06 075 09 105

AQc (pu)

—— APLoss2 ([Mvar]/pu)

APLo0ss2 ([Mvar/pu])

Fig. 3. The changing situation of DP, ;2 with compensating DQ; in NO.4
+ NO.5 bus

From the Fig.3, with the  reactive power  compensation
increment DQ. increasing gradually, the compared
value of network general active power loss increment value
DP, . 2 has shown a trend of decreasing.

C. Changing the branch’s cross-sectional area

which the network loss is larger

By the power flow calculation, the IEEE14 nodes with grid
network loss of the top six branches in descending order in turn
are as follows in TABLE II1.

TABLE Ill.  THE NETWORK LOSS DESCENDING ORDER OF IEEE14 NODE
POWER GRID BRANCH
. Termination Active power The ranking
Initial node
node loss of net loss
1 2 0.090176 1
1 5 0.035943 2
2 3 0.026037 3
3 4 0.019457 4
2 4 0.012471 5
2 5 0.006363 6

Considering in this theoretical case, it changes the cross-
sectional area of different branches respectively, The
corresponding grid changes of the general active network loss
comparison value is shown in Fig.4.
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0.014 -
0.012 A
0.01 -
0.008 -
0.006 -
0.004 -
0.002 -

APL0ss3 (MW)

1 2 3 45 6 7 8 9 1011 12 13 14 15 16
A (mm?)
—%— 1-5 APLoss3 (1mm2/pu)
—@— 3-4 APL0ss3 (1mm2/pu)
—X— 2-5 APLoss3 (1mm2/pu)

—&— 1-2 APL0ss3 (1mm2/pu)
—&8— 2-3 APL0ss3 (1mm2/pu)
—X— 2-4 APLoss3 (1mm2/pu)

Fig. 4. The changing situation of DP,_3 with 1 mm?” increment of cross-
sectional area values ranked the top six in power grid loss

The Fig.4 shows that with the increasing of branch cross-
sectional area value, and it all shows a trend of decreasing
network loss. Among them, the loss reduction effect of branch
1-2 is most obvious, while the effect of branch 2-5 is the most
unobvious one.

D. To compare compensation equivalent of the three methods
Changing the branch’s cross-sectional area
which the network loss is larger

From the above analyses, we can conclude that each of
three methods discussed can reduce the general active power
loss in some degree. The effects of three methods in the view
of loss reduction are compared in order to get compensation
equivalent. The relationships among the three methods and the
compared values of general active power loss are shown in
Fig.5.
0.014
0.012
0.01
0.008
0.006
0.004
0.002

0

APLoss (MW)

1 2 3 45 6 7 8 9 10 11 12 13 14 15 16

U, (pu), AQc (pu), A (mm?)
—&— APLoss2 ([Mvar]/pu)
—%— 1-5 APLoss3 (1mm2/pu)
—@— 3-4 APL0ss3 (1mm2/pu)
—X— 2-5 APL0ss3 (1mm2/pu)

—O— APLoss1 ([kV]/pu)

—&— 1-2 APLoss3 (Imm2/pu)
—3—2-3 APLoss3 (Imm2/pu)
—X— 2-4 APL0ss3 (1mm2/pu)

Fig. 5. The relationships among the three methods and the compared values
of power grid loss

According to the Fig.5, the initial reactive power values of
No.4 and No.5 bus are 0.039 [Mvar] and -0.016 [Mvar] in reactive
power compensation method. The initial voltage of bus is
1.045[kv] in voltage regulation method. The initial area value

Vol. 6, No. 2, 2015

of each branch is 95mm? in changing the branch cross-sectional
area method.

In TABLE 1V, it shows compensation equivalent of each
method when DP_. is reduced from 0.008MW to 0.006 MW.

TABLE IV.  THE NETWORK L0OSS DESCENDING ORDER OF IEEE14 NODE

POWER GRID BRANCH

Name / (unit) Compensation

equivalent
DU, /(pu) 0.005
DQ. /(pu) 0.15

A(L- 2)/ (mm?) 0.9

According to the principle that the increasing of the
loss maximum branch cross-sectional area value of power
grid can improve loss reduction effect better, the cross-
sectional area compensation equivalent in the TABLE IV just
considers changing the cross-sectional area value of the branch
1-2. Inthe Fig.5, it lists the changing relationship between the
top six branches of the power grid loss and the general power
grid active power loss comparison values. Because of the
actual situation of cross sectional area ofthe increment
value can't be 1 mm?, if we consider the actual factors, it
changes the cross-sectional area value of branch 2-5will be
obtained with a more reasonable compensation equivalent than
the two method of voltage regulationand reactive power
compensation.

IVV.  CONCLUSIONS

This article uses the online software of optimal power
flow calculation to calculate and analyze three methods’ effect
on the general active power lossof power network loss
reduction in the condition of No.9 bus, which is the more distal
bus to the generator in the network of IEEE 14 nodes,
overloads. We can get three methods’ compensation equivalent.
The specific conclusions are as follows:

1) If the value of U, raises, the change trend
of network general active power loss increment value DR 1
is decreased first and then increased. When the value of
U, is about 1.074 [kv], the effect of reducing the loss is the
best.

2) The increasing of 0.15 unit in Q. corresponds to the
increasing of 0.005 unit in U, , which means that the way of
voltage regulation is better than reactive power compensation
in the effect of reducing the loss.

3) When it changes the value of cross-sectional area in
different branches, the general active power loss comparison
value DP_3 shows a monotonic decreasing trend. Also, it
has a more obvious effect in reducing the loss if it raises
cross-sectional area value of the branch which has a larger
network loss.

4) Both reactive power compensation method and
changing the branch’s cross-sectional area method need to
consider the additional expenses, so they are not economic in
practical engineering application. Therefore, we should first
consider it to drop network loss through voltage regulation
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method. When the per unit value of U, is up to 1.074 [kv],
then we can take changing the branch cross-sectional area
method in order to realize the aim of decreasing the
network general active power loss effectively.

Through the study of different methods of reducing the
network general active power loss, we can provide reliable
information for the dispatchers. This is helpful to analyze how
to reduce the actual power grid loss effectively. In the future,
the research direction will be dedicated to the combination of
synchronous phasor measurement unit and the present research,
to realize the purpose of on-line measurement of the network
loss among different power grid, thus it can provide more
useful information for the power grid and relevant departments.
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Abstract—The research focuses on Kabul River Basin (KRB)
water resources infrastructure, management and development as
there are many dams already in the basin and many dams are
planned and are being studied with multi-purposes objectives
such as power generation, irrigation and providing water to
industry and domestics.

KB has been centralized all water resources related
information in an integrated relational geo-database this KB is
centralized repository for information river basin management
with the main objectives of optimizing information collection,
retrieval and organization. In addition, in this paper information
and characteristics of the KRB has been presented such as
drainage network or hydrology, irrigation, population, climate
and surface pattern other necessary features of the basin by the
use of GIS in order to invest and implement infrastructure
projects.

The first step in doing any kind of hydrologic modeling
involves delineating streams and watersheds, and getting some
basic watershed properties such as area, slope, flow length,
stream network density, etc. Traditionally this was (and still is)
being done manually by using topographic/contour maps. With
the availability of Digital Elevation Models (DEM) and GIS tools,
watershed properties can be extracted by using automated
procedures.

The processing of DEM to delineate watersheds is referred to
as terrain pre-processing. Besides that, it produced the necessary
thematic maps, base maps and other detailed maps for
illustrating basin characteristics and features GIS Based.

Keywords—Geographical Information System (GIS); Kabul
River Basin (KRB); Digital Elevation Model (DEM); Map

. INTRODUCTION

Geographical information system (GIS) is an efficient tool
for analyzing, collecting, storing, manipulating, displaying,
editing vector and raster data for particular purposes. So using
GIS can also play a crucial role in assessing potential sites for
dam selection by hydrological analysis and modeling.

Kabul RB has 35% population density of the country and
Fifty-nine percent population of the basin is rural and lives
outside Kabul; more than 96 percent live in small villages and
settlements, primarily along the rivers in cultivable areas with
Access to water. Rain-fed agriculture is only approximately 3
percent of the total cultivated area in the basin.

KANG Dongshik
Department of Information Engineering
University of the Ryukyus
Okinawa, Japan

Agriculture constitutes is the major income source for the
population in the Kabul Basin study area and the economic
development is in many respects connected to the presence of
water resources and their rational use.

Over the last 40 years, there have been very intensive
human-induced environmental changes in this area, primarily
associated with irrigation activities, changes in the grazing
pressure on desert rangelands and deforestation.

In addition many dams have at least some flood mitigation
effects to their primary purposes. However for the assessment
of potential dam sites in the KRB created Knowledge Base
(KB) and Geo-database also produced thematic maps, base
maps and required detail maps for the basin water resources
infrastructure development projects as well as water resources
management in the basin.

Dams are one of the prime options to store and use the
water more efficiently and improve living condition for rural
and urban population by providing electricity, water for
industry, irrigation and drinking [1].

In this paper KB has been centralized all water resources
related information in an integrated relational geo-database this
KB is centralized repository for information river basin
management with the main objectives of optimizing
information collection, retrieval and organization. So besides
information and characteristics, KRB has also been explained
such as drainage network/system or hydrological features,
irrigation, population, climate and so on illustrated as maps and
graphs.

The presented methodology and required data sources can
be the basis for an actual pilot study on a limited area to test
and to calibrate. Thus for Hydrological analysis and modeling
Areal-photos, Satellite image and DEM 90m SRTM also
vector data has been processed, digitized and also extracted
and computerized all required surface features data and
information stored as database.

Il.  STuDY SITE

A. The principle sub-basins of Kabul River Basin

Kabul RB is a 700 kilometer long river that starts in the
Sanglakh Range of the Hindu Kush Mountains in Afghanistan
and ends in the Indus River near Attock, Pakistan [2]. This RB
has been located in south-east of Afghanistan and it is the
portion of the Indus River catchments. the total catchment area
of Kabul RB is about 76,908 (Sq km) including 14,000 (sq km)
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of the upstreams sub catchments which is located in Pakistan.
And many big provinces and cities are situated in the basin
such as Wardak, Kabul, and Jalalabad so on, and also major
tributaries are considered in the Basin like Kunar, Logar, Kabul
and Panjsher.

The eastern part of the basin which is originated from
Pakistan has higher elevations, and covered by snow most of
the year. About 72% of total runoff is originated from this part
of the basin. Because of the elevation variation (400-6,000 m)
As shown in Fig. 1, This part of basin has considerable
potential to install hydropower.

Western part of the basin is relatively dry shortage for
water especially in dry season [3].

From the standpoint of climate, hydrology, and
physiographic characteristics, the Kabul River basin is divided
into three distinct sub basins as shown in Fig. 1.

The upper basin consists of two major sub basins the
Panjshir sub basin and the Logar-Upper Kabul sub basin and.
The third sub basin is the Lower Kabul, which encompasses
the watershed area from the confluence of the Panjshir and
Upper Kabul rivers near the head of the Naglu reservoir to the
border with Pakistan and Shmal Khuram watershed includes
mostly Paktia and Khost provinces.

Legend
Riv

Country
.
Elevation (m)
Value

High : 7603

Fig. 1. Shows Kabul River Basin's and Sub-basins

B. The basin designed Maps

These maps have been produced in three sections with
various scale such as (1:2000, 000, 1:500,000 and 1:750,000
etc).

a) Base Maps such as (river and sub-basins base map,
river infrastructure and irrigation, hydro-meteorological
stations, administrative units, basin administrative and
management, population and population concentration,
topography/elevation, regional setting (Indus Basin)).

b) Thematic Maps have also been made for the basin
namely precipitation and temperature regime, hydrographs,
snow coverage, energy infrastructure, soil taxonomy, land use
and land cover, terrestrial ecoregions, geology, geological
faults respectively.

Vol. 6, No. 2, 2015

¢) The more detailed sub-basins Maps consisted of sub-
basins lower Kabul and Kunar, sub-basins Middle Kabul and
Panjsher and sub-basins Logar/ Shamal and Khuram
respectively.

Therefore each section has consisted of different maps with
multi-purposes created by using GIS and Arc-hydro tools and
it's applications for water resources development and
infrastructure projects.

I1l.  KNOWLEDGE BASE AND GEO-DATABASE

Geo-database and Knowledge Base in Arc GIS are
organized and contain of the required data (raster and vector)
As national level for Kabul basin. Fig. 2, shows the
hierarchical data structure of the geo-database formed of

Geo-databases Hj%’
\

by
- “Calg
_IKB_Raster aUq St
CLayers Dataset_
._—] MetaData Padministrative - /
f . ~_'leeology .
ks _Kabul_Basin.gdb Soremion ﬁgﬁtﬁges ;
ke _National.gdb Hydrology B A
X
™ k_Ppakistan_Support.qdb :ﬁ';::‘"”‘m s e
™) B_Pani-Amu_Basin.qdb sl 3&:{-’::;;“-3"“
™ k8_Regional.qdb :lﬂi;ﬁ:::;phy Blvers Casfed
Pwater_Infrastructure Daersreds
National GDB Hydrology Dataset

datasets and feature classes.
Fig. 2. Shown the structure of geo-database in Arc GIS

IV. DATAUSED

By using Arc GIS tools based on required data for the
basin, Arc-hydro and it is applications hydrological analysis,
mapping (thematic, base) and modeling, raster data such as
(Areal-photos, Satellite images and Digital Elevation Model
(DEM) (90m SRTM) Landsat imagery) and also vector as well
as statistic and historical series data from Central Statistics
Office (CSO) has been used and processed, also including
information on the hydrological network, irrigation, energy
infrastructure and general themes such as climate, soils,
geology, land use and ecosystems etc.

The raw data and information related to the study area
Kabul basin were obtained from various sources like
Afghanistan Information Management Services (AIMS),
United States Geological Survey (USGS), Ministry of Energy
and Water (MEW), company Consultative Group on
International Agricultural Research (CGIAR), World Wide
Fund (WWF), Food and Agricultural Organization (FAQ) etc.
All the data is stored as geo-database was shown above the
structure hierarchically.

V. METHODOLOGY

It is a perfect way of considering the information and data
on Kabul basin water resources development and assessing
potential dams sites in the basin and focusing on the following
issues.
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a) Literature reviewed on the current environment in
the Kabul Basin on the main parameters influencing dam site
location methodologies for dam site assessment with a focus
on GIS techniques.

b) Thorough understanding of the existing methodology
in order to define the processes involved and to assess the
feasibility of such activity in the country (data availability,
GIS techniques required).

These included:

e GIS methodology for initial site screening using terrain
data followed by more detailed assessment of the sites
obtained from the generic terrain screening

e GIS also used for water resources assessment of the
future available water in the dam’s catchment area

e Procedures that took into account thematic maps, base
maps and other detailed maps has been generated for
the basin and definition of characteristics of dam site
location assessment.

e Asses availability of required geological data layers
assist with assessing suitability of the underground for
dam implantation.

e Geo-database and knowledge base management and
development.

¢) FUNCTIONALITY OF AR CHYDRO

The Arc Hydro Toolset is a suite of tools which facilitate
the creation, manipulation, and display of Arc Hydro features
and objects within the ArcMap environment. The tools provide
raster, vector, and time series functionality, and many of them
populate the attributes of Arc Hydro features [4].

1) Terrain preprocessing

Terrain Preprocessing uses DEM to identify the surface
drainage pattern. Once preprocessed, the DEM and its
derivatives can be used for efficient watershed delineation and
stream network generation.

e Level DEM: assign constant elevations under lake
polygons

e DEM Reconditioning: burn in existing streams
e Build Walls: burn in existing boundaries

e Fill Sinks: This function fills the sinks in a grid. If a
cell is surrounded by higher

Elevation cells, the water is trapped in that cell and cannot
flow. The Fill Sinks function modifies the elevation value to
eliminate these problems.

2) Terrain Processing
Terrain Processing - the functions that will create the data
supporting the delineation process:

e Adjust Flow Direction in Lakes

e Flow Accumulation - computes the flow accumulation
grid that contains the accumulated number of cells
upstream of a cell, for each cell in the input grid

Vol. 6, No. 2, 2015

e Stream Definition: This function computes a stream
grid based on a flow accumulation grid and a user
specified threshold.

e Stream Segmentation: This function creates a grid of
stream segments that have a unique identification

e Catchment Grid Delineation: This function creates a
grid in which each cell carries a value (grid code)
indicating to which catchment the cell belongs.

e Catchment Polygon Processing
e Drainage Line Processing

e Adjoint Catchment: This function generates the
aggregated upstream catchments from the "Catchment"
feature class

e Drainage Point Processing: This function allows
generating the drainage points associated to the
catchments

e Longest Flow Path for Catchments

3) DEM Pre-processing
There are four key elements that define the expected
“behavior” of the flow patterns in the terrain:

a) Sinks (depressions, pits). Sinks are the areas into
which the water flows but does not exit as surface flow. In
DEMs, most of the sinks are artificial and are artifacts of
DEM construction. There are also real sinks. Sinks can be a
function of the analysis. For low flow conditions, some sinks
will capture water that will never leave the sink and will not
contribute downstream, while under high flows, they will fill
and spill over the sink boundary and eventually contribute to
the flow downstream.

b) Known streams: Known streams represent observed
drainage patterns captured as a vector polyline layer. The
expectation is that the drainage pattern generated by the DEM
will match the drainage pattern represented by the vector
layer.

¢) Known lakes. Known lakes represent observed lakes
captured as a vector polygon layer. Lakes can be either sinks,
where all the water drains into the lake and none comes out,
or they can have an outlet stream (in which case the water
entering the lake will exit through the stream draining the
lake).

d) Known drainage area boundaries. Known drainage
area boundaries represent known boundaries captured as
vector polygon layers. Any “droplet” of water will stay within
the drainage boundaries and drain either to the sink within the
drainage area or to one drainage area outlet point [5]. DEM
Pre-processing with hydrological is a part conducted in Arc
hydro tool as the data supporting process:

e DEM Reconditioning- This function modifies a DEM
by imposing linear features onto it (burning/fencing).
The function needs as input a raw dem and a linear
feature class (like the river network) that both have to
be present in the map document.
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Fill sinks- This function fills the sinks in a grid. If a
cell is surrounded by higher elevation cells, the water is
trapped in that cell and can not flow. The Fill Sinks
function modifies the elevation value to eliminate these
problems, The output is the Hydro DEM layer, named
by default Fil.

Flow Direction- This function computes the flow
direction for a given grid. The values in the cells of the
flow direction grid indicate the direction of the steepest
descent from that cell.

Flow Accumulation- Computes the flow accumulation
grid that contains the accumulated number of cells
upstream of a cell, for each cell in the input grid.

Stream Definition- This function computes a stream
grid based on a flow accumulation grid and a user
specified threshold. The cells in the input flow
accumulation grid that have a value greater than the
threshold are assigned a value of 1 in the stream grid.
All other cells are assigned no data.

Stream Segmentation- This function creates a grid of
stream segments that have a unique identification.
Either a segment may be a head segment, or it may be
defined as a segment between two segment junctions.
All the cells in a particular segment have the same grid
code that is specific to that segment.

Catchment Grid Delineation- This function creates a
grid in which each cell carries a value (grid code)
indicating to which catchment the cell belongs. The
catchments correspond to your river segments — the
more segments you have, the more catchments will be
generated. The value corresponds to the value carried
by the stream segment that drains that area, defined in
the stream segment link.

Catchment Polygon processing- Converts the raster
data developed so far to vector format. The rasters
created until now have all been stored in a folder
named Layers. The vector data will be stored in a
feature dataset also named Layers within the
geodatabase associated with the map document.

Drainage line processing- This function converts the
input Stream Link grid into a Drainage Line feature
class. Each line in the feature class carries the identifier
of the catchment in which it resides.

Drainage point processing- This optional function
allows generating drainage points associated with
individual catchment.
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4) Watershed processing

Arc Hydro toolbar also provides an extensive set of tools
for delineating watersheds and sub- watersheds. These tools
rely on the datasets derived during terrain processing this has
been done for delineating sub watersheds for existing points
(eg. gaging sites) and batch watershed delineation.

VI. SIMULATION EXPERIMENT

A. kabul river basin regional setting (indus basin)

Briefly in terms of regional setting illustrates the extent and
location of the KRB within the Indus Basin, that covers
Afghanistan, India and China as well as a larger part of
Pakistan. The basin has a total drainage area exceeding
1,165,000 km2 and it has been estimated annual flow stands at
around 207 km3.

The Indus Basin comprises of the Indus River, its five
major left bank tributaries the Jhelum, Ravi, Chenab, Sutlej,
and Beas rivers and one of major right tributary the Kabul
River Fig. 3.

Fig. 3. The regional setting mab on Kabul River Basin

B. Topography And Elevations

The elevation presented in this map is from SRTM
version4 DEM dataset in combination with shaded relief
overlap for presentation enhancement Fig. 4. The river system/
network has been computed form the same DEM through
hydrological modeling.

The elevation map highlights the relief of the Kabul Basin
and illustrates the shape of the land surface its topography. The
elevation, in combination with land cover, surface roughness,
and soil characteristics is the most necessary factor defining the
hydrological characteristics of the river basin and its drainage
system.
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Fig. 4. Presents Kabul basin topography

C. River classification and codification

Kabul River left bank and right bank tributaries classified
and codified in attribute the river coding creates a unique
codification support for river and hydrological stations and
allows linking the GIS layers with other data in the KB. A river
code number consists of three groups:

e The first group relates to the main river basin in which
the river lies.

e The second group stands for first order tributary.

e The third group generally consists of three digits and
stands for various “second order” and ‘“third order”
tributaries listed in serial order, and a latter “L” or “R”
for left bank tributary and right bank tributary
respectively.

The Fig. 5, provides a schematic diagram of the Kabul river
and its main tributaries — including naming and coding system.
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Fig. 5. Shows rivers classification and codification
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D. Kabul administrative units

The river and sub-basins map present the river system and
watersheds in the Kabul Basin. Basin and sub-basins are
natural stream drainage areas used for collecting and
organizing hydrologic data.

GIS layers have been consisted of their feature and
attributes, this map presenting Kabul Basin administrative
units, the administrative divisions of Afghanistan is districts
and provinces respectively. There are 34 provinces in the
country, and province is further divided into districts in total
there are 127 districts in the Kabul basin Fig.6, This basin has
been covering ten provinces such as Kabul, Wardak, Logar,
Nangrahar, Kunar, Nuristan, Laghman, Kapisa, Panjsher,
Parwan as well as some part of Ghezni province. Except for the
Ghazni province and Wardak, the basin boundaries correspond
to the provincial boundaries.

Other four basins of the country (Panj Amu, Northern river
basin, Harirud Murghab river basin, Helmand river basin)
cover the remaining provinces and districts.

Bsdakhshan

Legend

b

L] Country

| | province
District
Kabul City

Town

C3 tbuisasn
$ Kabul Sub-basin

River
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e VI ¢
Fig. 6. Illustrates Kabul basin administrative divisions

E. river infrastructure and irrigation

Using GIS application plays a significant role in river basin
management and dams site selection as well as water
infrastructure projects ( existing, planed and being studied) in
the basin based on raster and vector required data.

The irrigated areas have been estimated from satellite
image interpretaion and classification using Landsat imageries
presents the current situation of Kabul River Basin
Afghanistan.

The most important water uses in the KRB included
irrigation, energy generation, and industrial as well as uses for
domestics. In Fig. 7, map illustrates the location of water
infrastructure existing and planned projects and also dams site
locations as well as the main urban centers and irrigated areas
in the basin. In addition, representations of these layers can
also be found in the more detailed sub-basins maps.
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Fig. 7. Presents water infrastructure and irrigation of Kabul basin

VII. THEMATIC MAPS

As mentioned before in terms of the name of some thematic
maps that have been produced for realizing the basin
characteristics and features. Thematic map emphasizes a
particular theme or special topic such as the average
distribution of rainfall in an area as we as meteorology or
hydro-meteorological of an area.

They are different from general reference maps because
they do not just show natural features like rivers, cities,
political subdivisions and streets. Instead, if these items are on
a thematic map, they are simply used as reference points to
enhance one's understanding of the map's theme and purpose.

A. population density

This dataset has a 1 km resolution (30" X 30"), and is the
finest resolution global population distribution data. The
algorithm uses spatial data and imagery analysis technologies
and a multi-variable asymmetric modeling approach to
disaggregate census counts within an administrative boundary
[7].

GIS has used for the analyzing population density based on
the required GIS data for the basin, statistic data has been
gotten from the Central Statistic Office (CSQO), while the raster
dataset shown is from the Landscan dataset.

The population map in Fig. 8, presents the total population
by district in the Kabul. The latter dataset illustrates the areas
with higher population density, and confirms the strong
correlation of population density with irrigated areas along the
river systems.

Vol. 6, No. 2, 2015
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Fig. 8. Shows total Population density by district in Kabul basin

B. Hydro-meteorology of the basin

The hydrographs show the flow rate (discharge) versus
time past a specific point in a river. The rate of flow is typically
expressed in cubic meters per second.

River flow data is one of the main input data for effective
river basin management. In surface water hydrology, a
Hydrograph is a time record of the discharge of a stream, river
or watershed outlet. Rainfall and/or snowmelt is typically the
main driver of watershed discharge and a hydrograph records
how a watershed responds to these and other drivers of
watershed hydrology [8]. For instance Fig. 9, presents the
graph of hydrological station of Tangi Saidan on Kabul River
let to present this station point as it's been take into
consideration and generated from the historical available data
using GIS tool.

Tangi Saidan on Kabul River
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Fig. 9. Shown discharge of Tangi Saidan in cubic meter
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C. Precipitation and temperature

This map in Fig. 10, presents the average yearly
precipitation (rainfall and snow) over the Kabul Basin.
Precipitation variability is extreme in the basin and in strongly
correlated with the elevation. Precipitation ranges from 200mm
or less around Jalalabad (semi-arid climate) up to 3000 mm or
more in the high altitudes in the northern part of the basin
(highland climate) [9].

The graphs near the show the monthly precipitation and
temperatures in a few selected locations, where a climate
station is located.
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Fig. 10. Shown precipitation and temperature of Kabul basin

This data is very important for water resource infrastructure
development and also for knowledge and knowing about the
features of the basin for implementation of projects not only for
water resources but also for other projects such as irrigation
and water supplement projects as well as for investment plan in
the basin critically needed either large and medium water
infrastructure projects. The population has been increasing
rapidly in the basin and water demand and economic growth
demand increase.
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ACKNOWLEDGMENT

I am grateful for Japan International Cooperation Agency
(JICA) Project For the Promotion and Enhancement of the
Afghan Capacity for Effective Development (PEACE) and
University of the Ryukyus for the given opportunity and their
financial support, so the product of this International Journal

paper would not be possible without them.
REFERENCES

[1] Akbari, M.A, Tahir, M,Litke, D.W and Chornack, M.P, “Ground-water
levels in the Kabul basin, Afghanistan”, U.S Geological Survey Open-
file report, pp. 46, March 2007.

[2] Thomas J. Michael P. Chonack, Mohammad R. Taher “Ground Water-
Level trends and implications for sustainable water use in the Kabul
Basin, Afghanistan,” Afghanistan Geological Survey, pp.457-467,
September 2013.

[3] Ali Ershadi, Hamid Khiabani, Jens Kristain Lorup ‘“applications of
Remote Sensing, GIS and River Basin Modelling in integrated Water
Resource Management of Kabul River Basin”, TOOSS AB consulting
Engineering, Mashhad, Iran. pp. 10, May 2005.

[4] Rasooli Ahmadullah, Kang Dongshik,"Assessment of potential dam site
in the Kabul basin using Geographical Information System," University
of The Ryukyus, Japan, International Technical Conference on
Circuits/Systems, Computers and Communications (ITC-CSCC)
Phuket, Thailand, pp. 521-524, July 2014.

[5] Sabbar Abdulla Salih, Abdul Salam Mehdi Al-Tarif, “Using of GIS
Spatial Analyses to Study the Selected Location for dam reservoir on
Wadi Al-Jirnaf, west of Shirqat area, Iraq” University of Tikrit, Iraq, pp.
117-127, January 2012.

[6] Mudher N. Abdulla, Senior Chief Engineer, MSc in photogrammetry &
RS, Expert in GIS &RS, MOWR — IRAQ, “Catchment Area Delineation
Using GIS technique for Bekhma Dam”, pp.18.May 2011.

[71 Anwar M.M.%, Bhalli M.N.2 "Gojra, Pakistan. urban population growth
monitoring and land use classification by using GIS and remote sensing
techniques acase study of faisalabad city", Department of Geography,
GC University Faisalabad, & 2Department of Geography, Govt.
Postgraduate College, February 2012.

[8] Sustainable Development Department South Asia Region WB, "Scoping
Strategic Options for Development of the Kabul River Basin". A
Multisectoral Decision Support System Approach 2010 Afghanistan,
1818 H Street, NW, Washington, D.C. 20433 USA.

[9] Aquastat, Afghanistan, Food and Agriculture Organization (FAO) of the
United Nation, "Geography, climate and population Geography", 2012.

89|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 6, No. 2, 2015

The Examination of Using Business Intelligence
Systems by Enterprises in Hungary

Peter Sasvari
Institute of Business Sciences, Faculty of Economics
University of Miskolc
Miskolc-Egyetemvaros, Hungary

Abstract—Data are one of the key elements in corporate
decision-making, without them, the decision-making process
cannot be imagined. As a consequence, different analytical tools
are needed that allow the efficient use of data, information and
knowledge. These analytical tools are commonly called Business
Intelligence systems that are introduced into the opeartion of
enterprises to make access to business data easier, faster and
broader in line with the needs of a given enterprise. Based on the
findings of an empirical survey, this paper aims to give a deeper
insight of the causes and purposes of using Bl systems by
Hungarian enterprises. It is revealed that such systems are
mostly used for risk analysis, financial analysis, market analysis
and controlling while their potential to make predictions is
usually overlooked. One important conclusion of the paper is that
the faster spread of Bl systems would be facilitated by reducing
costs, simpler parameter settings and a higher level of data
protection.

Keywords—Business Intelligence; Hungary; Enterprises

. INTRODUCTION

Nowadays a revolution is taking place in the field of
information technology. The globalized and fast-paced
business world together with a lot of other factors brings about
a continuous increase in the volume of data [15]. Businesses
have to discover the knowledge in the depths of overflowing
data if they want to be successful. A fast and flexible response
is an indispensable condition for a company’s advancement.
Enterprises should use huge amounts of data in a way that
helps them to make profits sooner or later [5]. The significant
amount of unstructured data is not sufficient to allow the
company's management to make the most advantageous
decisions in certain situations. As a first step, data must be
converted into information and then into profitable knowledge,
Knowledge through which the management can make the most
profitable strategic decision for the organization. Thus,
application of the business is essential to stay ahead of tools
and technologies that are affected by these exploratory
processes.

First, a brief review is given on the definition and concept
of Business Intelligence systems, then the main elements and
the advantages of using Bl systems are presented. Based on an
empirical research carried out in Hungary, the benefits of using
such systems are demonstrated through the experience of
Hungarian enterprises. Finally, some thought are given to the
question of what factors could contribute to the faster
penetration of Bl systems.

Il. THE FIRST CONCEPTS OF Bl

In vain has become one of today's commonly used in an
expression of BI, not a definition can be easy task. And a
number of different conceptual approaches, a description can
be found in the exploration of the topic. The literature on the
concept of the creation of Howard Dresner name connects who
in 1989 had defined BI systems as "in the broad category of
software and solutions for gathering, consolidating, analysing
and providing access to data in a way that lets enterprise users
make better business decisions".[17]

Cser, Fajszi and Feher [13] further work detailed approach
can discover the BI determination: "The business intelligence
technologies, applications, methodologies, total process
management and organizational units that are prepared and
business decision-making process of the company support
throughout the whole corporate data assets." This formulation
breaks the components of BI, while highlighting the most
important function of the decision aid. A term used by Gabor et
al [1] says: "Business Intelligence solutions build on the
achievements of the knowledge management, data
warehousing, data mining and business analytics. With the help
of key processes, identify data tracking, it becomes possible to
improve; identify, monitor trends within the company,
competitors and market performance." This document mainly
focuses on using Bl as practicable activities and processes.
Loshin [4] offers another definition which states: "The
necessary processes, technologies and tools for conversion into
information, information into knowledge, and knowledge into
plans forming that the drivers of profitable business. Business
Intelligence includes data warehousing, business analysis tools,
and knowledge management." This concept sees Bl as a
process by which this data is actually information that can be
further converted into knowledge to ensure profitability.
Sabherwal [21] defines Bl as providing decision-makers with
valuable information and knowledge by leveraging a variety of
sources of data as well as structured and unstructured
information.

Ill.  THE COMPONENTS OF Bl

Main elements of the Bl are pronounced in the word
investigation since the existence and co-operation of these
components is essential to companies that actually take
advantage of the benefits. The components are the following
[23]: data mining; source of data; data warehousing; data
visualization; decision support; Online Analytical Processing
(OLAP).
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Data source is called source data warehousing that a variety
of sources, the system may come from within the company [6].
We distinguish between internal data, which are formed within
the organization and external data. The external data source
may be economic environment, competitors or data on clients
[6]. The BI concept is often used in conjunction with the data
warehouse [2] concept, which is subject-oriented, integrated,
data historicity storage, durable system whose main objective
is to provide efficient information extraction of the data, in
particular to support the decision-making process. The Bl is an
important component as well as the data visualization [16],
which of those technologies is the common name, enabling the
presentation of data and in some cases additional information
was obtained in the data even according to their interpretation
also some sub-processes in the data processing.

Effective knowledge mining, in order to gain advantages in
a large amount of business -data found within an organization
or from other sources of data mining [22]. OLAP [7], a
software technology that enables analysts, businessmen and
managers to company information organized according to
dimensions assess compliance levels for rapid, consistent and
interactive way. The one profession Bl decision support [2],
which is a combination of model-based data processing and
decision-making processes that help managers decision-making
activities.

IV. ADVANTAGES AND PROBLEMS ARISING FROM THE
INTRODUCTION OF Bl SYSTEMS

Businesses decide to use a system because it benefits from
the operation of a business acquisition and positive impact on
the company 's progress on waiting for it. Otherwise it is not
for the BI. The Bl application offers many benefits to the
employing organization, since the data is forging business
advantage. Such advantages may include [20]:

e Data consistency check: Bl applications can test the
correctness, consistency of the data. The consistency of
a database refers to the relationshi