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Editorial Preface

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current
home desktop computers to put a man on the moon. In that 50 year span, the field of computer science has
exploded.

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the
calculation process has given birth to fechnology once only imagined by the human mind. The ability to communicate
and share ideas even though collaborators are half a world away and exploration of not just the stars above but the
internal workings of the human genome are some of the ways that this field has moved at an exponential pace.

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for
quality research. We want to promote universal access and opportunities for the international scientific community to
share and disseminate scientific and technical information.

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we
deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a
place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field.

We utilize the talents and experience of editor and reviewers working at Universities and Instifutions from around the
world. We would like to express our gratitude to all authors, whose research results have been published in our journal,
as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review
process.

We hope that this edition of IJACSA inspires and entices you to submit your own conftributions in upcoming issues. Thank
you for sharing wisdom.

Thank you for Sharing Wisdom!

Managing Editor
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Abstract—The  satellite-to-ground  communications are
influenced by ionospheric plasma which varies depending on

solar and geomagnetic activities as well as regions and local times.

With the expansion of use of the space, continuous monitoring of
the ionospheric plasma has become an important issue. In Global
Positioning System (GPS), the ionospheric delay, which is
proportional to ionospheric total electron content (TEC) along
the propagation path, is the largest error in signal propagation.
The TEC has been observed from dual frequency GPS signals
because only the ionospheric delay has frequency dependences.
Costs of multi-frequency receivers are, however, much higher
than those of single frequency ones. In the present study, an
estimation method of TEC distribution map from single
frequency GPS measurements was developed. The developed
method was evaluated by comparing its results with those from
dual frequency measurements. The method makes it possible to
expand ionospheric TEC observation networks easily.

Keywords—Global Positioning System; GPS; Signal processing
and propagation; lonospheric Delay; Total Electron Content (TEC)

. INTRODUCTION

The Earth’s ionosphere consists of electrons and ions
called plasma [1]. They are generated by ionization of neutral
particles of the atmosphere by ultraviolet rays from the Sun.
Our daily lives are based on a variety of satellite-to-ground
communications and they are greatly influenced by the
ionospheric plasma, such as delays and scintillations.
Monitoring of the ionospheric plasma is getting more
important with the expansion of use of the space.

The ionosphere is the dominant source of space plasma
around the Earth. Plasma density and constituent in the
ionosphere show complex dependences on solar and
geomagnetic activities. Responses of the ionospheric plasma
to such activities has usually been investigated by direct
observations from spacecraft and radar observations from the
ground. In these observations, there are restrictions and
limitation in observational periods, regions or time continuity.
These restrictions are essential problems in a view point of the
monitoring of the ionospheric plasma.

Continuous monitoring of the total electron content (TEC),
which denotes integration of electron density, using
observational networks of GNSS (global navigation satellite

system) signals has recently become popular in many
countries. The GNSS observation networks make it possible to
reconstruct vertical TEC maps in wide regions in high spatial
and temporal resolutions. The most widely distributed network
service is provided by the International GNSS service (IGS).
In Japan, more than 1,200 GNSS stations are installed all over
the islands. This observational network is called GEONET
and was originally built for land survey. This kind of
observational network of GNSS signals are now an important
tool to measure TEC and are used as an important information
source of space weather forecast. Most of the networks are,
however, built in mid latitude regions. It is important to
expand them in lower latitudes regions where the effect of
ionospheric plasma on radio waves for satellite-to-ground
communications is the largest and the most complex.

In the GNSS observation stations, multi-frequency
receivers are generally installed. They can accurately derive
the ionospheric effects because only the ionospheric delay
depends on the frequency among ranging errors. There are
several reconstruction methods of TEC distribution map from
each slant TEC measurement [2, 3, 4, 5, 6, 7, 8]. The global
ionosphere maps (GIM) is provided by CODE using data from
about 200 GNSS stations of the IGS and other stations [2].
The wvertical TEC is modeled in a solar geomagnetic
coordinate system using a spherical harmonics expansion.
Global TEC maps are also provided by ESA/ESOC. The maps
are also modelled by spherical harmonics in combination with
a daily DCBs fitting using GPS and GLONASS data. Three
shells are used in NASA/JPL ionospheric model from data
obtained at 200 globally distributed stations [3, 4]. In this
method, Kalman filter is used to smooth temporal variations.
Most of the reconstruction methods are based on spherical
harmonics.

The multi-frequency receivers used in the GNSS stations
are, however, much more expensive than single frequency
receivers which are widely distributed as consumer products.
In the present study, an estimation method of ionospheric TEC
map from single frequency measurements of GPS signals was
developed. In the method, the TEC maps over a receiver are
estimated under the condition that the receiver location is
accurately known. The method can make it possible to build
observation networks of ionospheric TEC at low cost.
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I1. IONOSPHERIC DELAY IN GPS SIGNAL AND TOTAL
ELECTRON CONTENT, TEC

One of the most fundamental GPS observables is C/A code
pseudorange which is generally used for standard positioning
[9, 10]. The code pseudorange is measured from propagatlon
time of the signal from i" satellite to the receiver and is
represented by

R = pl + c(8t, — 8th) + 6L, + Sl + &, 1)
where p' is the geometric distance between satellite and
receiver, c is the velocity of light, 5t and 5t are transmitting
and receiving time errors, respectively, 85, and &/, are the
ionospheric and tropospheric effects along the propagation
path of the signal. ¢ denotes the other effect, such as multipath
effect and receiver noise [11].

The ionospheric delay &%, is directly proportlonal to the
total electron content (TEC) from the i" satellite to the
receiver. This TEC is called slant TEC and represented by

I%,,ne @ shown in the following formula,
6-i — e? Ii = Islant
lon ™ gr2me,cf? slant A’
@)

where e, m, ¢ and f are charge and mass of the electron,
permittivity of free space and the signal frequency,
respectively. For convenience, the coefficient of I}, in the
right term in equation (2) |s defined as 1/4. When &%, is
represented as meter and I}, as TECU (1 TECU = 10%
electrons/m?), 1/ is approximately equal to 40.3/f2, where f
=1575.42 MHz.

Since only the ionospheric effect depends on the signal
frequency among the measurement errors in equation (1),
a0 is generally calculated from distance measurements by
dual frequency signals as follows;

B (R, - R,Y), @3)

slant (f -5 )
where subscripts 1 and 2 corresponds to L1 and L2 signals.

In practical, this value is compensated by differential code
biases of the satellites and the receiver.

slant from
single frequency measurement of GPS signals is proposed by
adopting a spatial model for vertical TEC distribution in the
ionosphere. Estimation accuracy of I{,,. is discussed by
comparing with that from dual frequency observations as
represented by equation (3).

In the present paper, a new method to estimate I;

1I. IONOSPHERIC TEC FROM SINGLE FREQUENCY
MEASUREMENT

Precise satellite orbit, velocity and clock error can be
calculated from precise ephemeris, which is provided by the
international GNSS service (IGS) [7]. Since the precise
ephemeris is composed from location and clock error of each
satellite whose time interval is 5 minutes, they are interpolated
with 9th order Lagrange polynomial function. Then, p¢ and
8t in equation (1) are obtained with an accuracy of few cm at
any timing. In this calculation, relativistic effects are taken
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into account. As for &}, the Hopfield model whose accuracy
is known to be less than 10 cm is adopted [12].

Under the condition that the receiver location is accurately
known, the terms &, and &t, are undetermined in equation
(1). While &t, is common for all the satellite, 5, depends on
the satellite locations. This is an essential feature to
distinguish each effect. From equations (1) and (2), the slant
TEC I, is represented by

Liane = A(RY = pt + c8tl — 8l) — AcSt, + €, 4)

The right side of the equation (4) can be separated into two

parts, and defined x = A(R! — p' + c8ti — &l,) as a known
part and o = Acdt, as an unknown part.

Since the ionospheric TEC distribution is usually shown
by vertical TEC map, the slant TEC is converted to vertical
TEC by a slant factor. This conversion is important in the TEC
map reconstruction from single frequency GPS data because
the effects of slant TEC and the receiver clock error on
propagation delays should be distinguished depending on the
slant effects. In practical, the ionosphere can be assumed to
be a thin layer and the ray path crosses the ionosphere at one
point called the ionospheric pierce point (IPP) as shown in Fig.
1.

i
vertical ;
slant

Pierce point

lonosphere

Fig. 1. Conversion model from slant TEC to vertical TEC in a thin layer
assumption for the ionosphere

The conversion method from slant TEC I}, to vertical
TEC I e rtica1 €an be used as follows;
i _ i 1
slant — ‘vertical cos yi’
(®)

where the angle y between zenith direction and satellite
direction from the IPP can be calculated as follows;

xi = sin™! (% cos 66‘;1),
(6)
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where Rg is Earth radius, h is the altitude of IPP which is
assumed to be 350 km [13] and 6, is elevation angle of the
satellite at the receiver location.

From Eq. (4), (5) and (6), vertical TEC can be represented
by,

I\L/ertical = (K - (X) cosy = (K - (X) Fv

()

where cos y is defined as a slant factor F. This factor is

used as a thin layer slant model for conversion of slant TEC to
vertical TEC.

V. SPATIAL DISTRIBUTION MODEL OF IONOSPHERIC TEC

There are some reconstruction methods of TEC
distribution from dual frequency GPS data, as shown in
Introduction. In the present study, TEC distribution is assumed
to be represented by two dimensional (latitude-longitude)
model with a first order function in each dimension because
we deal with a small area within a few hundred kilometers
squares. Vertical TEC distributions are represented as follows;

\l/ertical = 10 + Alxx + Alyyl (8)

where x and y are normalized longitude (local time) and

latitude. 1o, Al,, and Al are vertical TEC at the reference point

(135 °E, 36 °N), gradients of vertical TEC for x and y

directions. 1o, Aly, and Al, are parameters which should be
estimated from measurements.

From Equations (7) and (8), the following relation is
obtained;

Iy + Alyx + ALy = (k —a) F,
)

where 1o, Aly, 1, and a are unknown parameters to be
solved. At least four independent equations are required to
solve the unknown parameters in Eq. (9), that is, the number
of visible satellite from the receiver must be more than four.
According to the GPS constellation, this condition is always
satisfied. When n numbers of satellites are visible from the
receiver location, the following matrix is obtained,

1 x yo B Iy k- F

1 x y1 B ||AL Kk

: : : : AIy : '

1 Xn Yo B a K- F,
(10)

In this equation, (x;, y;) denotes location of the pierce point
of i visible satellites and F; is a slant factor of the i" satellite.
As described in Section Ill, these values are accurately
obtained from the precise ephemeris and location of the
receiver. When equation (10) is represented as XI =m,
unknown vector | can be estimated using linear least square
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method as follows;

I=X"X)"'X"m.

(11)

The estimated parameters are used in the reconstruction of
the vertical TEC map.

V. EXAMPLE APPLICATION TO THE GEONET DATA

The developed method was applied to pseudorange data
obtained by the GEONET which is the GPS observation
network in Japan. The pseudorange data are open to the public
through a FTP site. Actually, although dual frequency data are
available, only L1 frequency pseudorange data are used for
examination of the proposed method.

An example result of TEC map is shown for data obtained
at Uchinada station (136°E, 36°N) in Japan on November 10,
2013. From the precise ephemeris on the day, locations of the
pierce points and elevation angle factors are calculated for all
visible satellites. Figure 2. (a) shows the TEC map at local
time of 11 hour in JST (Japan Standard Time) that is 2 hour
UT (Universal Time) on Nov. 10 which is reconstructed from
the estimated parameter vector | in Eg. (11). The map is
shown from 125°E to 150°E in longitude and from 25°N to
47.5°N in latitude. The color bar at the right side of the figure
shows the vertical TEC in TECU. The receiving station is
shown as black circle in the figure. The pierce points are
shown by blue triangle points. In this period, 9 satellites are
visible from the receiving station. According to the satellite
constellation, GPS satellites do not appear in north part of
Japan.

The result shows the TEC above the receiver location is
around 45 TECU and it is decreasing from 50-60 TECU to 30-
40 TECU as the location moves from lower to higher latitudes.
As for local time variation of the TEC, the maximum value is
generally found in the early afternoon. Since data acquisition
time is 11 hour JST and the JST is defined at 135°E, TEC in
the east side of Japan should be larger than the west side. In
the result, such longitudinal gradient is clearly found. The
estimated values and their variations for latitude and longitude
are typical.

The result is compared with the TEC map derived from
dual frequency observations. The NASA Jet Propulsion
Laboratory (JPL) provides global ionospheric map (GIM) with
every 2 hours from data obtained at more than 400 GNSS
stations all over the world. Figure 2. (b) shows the
longitudinal and latitudinal TEC variation map around Japan
from dual frequency measurement on the same period. The
result shows almost the same tendency to the single frequency
result in latitudinal and longitudinal variations while the TEC
values of the single are a few TECU lower than those of the
dual at same locations.
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TEC Map [2013 Nov 10, 11:00 JST]
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Fig. 2. (a) Latitudinal and longitudinal TEC map derived by single

frequency measurement of proposed model. (b) Latitudinal and longitudinal
TEC map derived by dual frequency measurements provided by IGS

VI. ANALYSIS OF ONE DAY VARIATION

One-day data analysis can make it possible to check the
statistical validity of the proposed method to various kinds of
TEC variations. The proposed method was applied to the
whole data obtained at the Uchinada station on November 10,
2013. The data are provided every 30 seconds and thus there
are 2880 data sets. The parameters lo, Al,, Al, and a are
independently estimated for each data. The estimated
parameters are evaluated by comparing with vertical TECs

Vol. 7, No. 12, 2016

converted from slant TECs that are measured by dual
frequency signals at the same times.

Figure 3 shows results of estimated parameters of Ig, Al,,
Aly, and receiver clock error a and its residual error. In this
figure, the horizontal axis shows local time in JST from 9 hour
on Nov. 10 to 9 hour on Nov. 11, that is, 0 to 24 hour in UT
on Nov. 11. In figures 3 (a), the vertical TECs estimated at the
reference point |y is represented by a red dotted line and the
vertical TEC at each pierce point by dual frequency signal is
represented by black line. From this result, both the vertical
TECs show around 40 TECU in daytimes from 9 to 15 hour of
JST. It is decreasing from 40 TECU to 10 TECU in the
evening from 15 to 19 hour. It becomes less than 10 TECU
and there is no remarkable variation at night. In the morning,
it increases again from 10 TECU to 30 TECU. There seems a
good correspondence between I, and dual frequency
measurement.

The longitudinal and latitudinal gradients of TEC Al,, and
Al are represented by green and by blue lines, respectively, in
figure 3 (b). The gradients are defined by TEC variations for
15 degrees in TECU. The longitudinal gradient is plus values
before 13 hour. After that, it takes minus values until the next
morning. Because longitudinal gradient mainly signifies local
time gradient due to the Earth’s rotation, it should take plus
values from morning region to the noon. In the afternoon, it
should be minus. Thus, the estimated gradient is consistent
with the typical local time variation. As a comparison of the
results from figure 3 (a) and (b), the local time gradient of
vertical TEC lyand longitudinal TEC Al, are reasonably same
each other.

As for latitudinal gradient Al,, it takes minus values except
for after midnight. The value is largely fluctuated from around
-5 to -40 TECU in the daytime. Since the latitudinal TEC
gradient indicates TEC gradients from south to north, it is
reasonable to take minus values in the daytime.

Figure 3 (c) shows the estimated receiver clock error a in
meter by red dotted line and that derived from the dual
frequency measurements by black solid line. Actually, there
are two types of GPS receivers; one adjusts its receiver clock
error successively and the other adjusts its clock error after it
is accumulated to a certain extent, such as 1 ms. From the
absolute values of the receiver clock error in figure 3 (c), it is
noted that the receiver of the Uchinada station is former type.

From comparison of the two curves in figure 3 (c), the
receiver clock error is well estimated by the proposed method.
This means that the assumption of TEC model with 1% order
gradients is appropriate during the day. There are small
deviations at around local times of 13 hour, 15 hour and 21-26
hour. During these periods, there are also deviations on the
estimated TEC in figure 3 (a). Since 1 TECU estimation error
corresponds to 16 cm of receiver clock error, the receiver
clock error should be estimated with much higher accuracy
than its hourly variation to get ionospheric TEC.

Figure 3 (d) shows residual error of the least square
method applied on equation (10). The error is shown in meter.
From the result, the fitting error seems around 0.5 m which is
equivalent to 3 TECU in average. There are a few peaks
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during day time in the figure. During these periods, the
residual errors are more than 1 meter, which means that the
estimated TEC may include errors greater than 6 TECU. The
TEC values are, however, large during these periods, and
during night time when small TEC values are obtained, the
fitting error is also small.
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Fig. 3. (a) Comparison of estimated vertical TEC from single and dual

frequency measurement, (b) Longitudinal and latitudinal TEC gradients, (c)
comparison of estimated receiver clock error from single and dual frequency
measurement, (d) estimation error of receiver clock error

The TEC errors estimated by the proposed method is
discussed. Figure. 4 shows the histogram of the estimated
TEC errors to those derived from the dual frequency
measurements, that is differences between red and black lines
in figure 3 (a). The horizontal axis shows the TEC errors in
TECU and vertical axis does counts. The average of the TEC
error is 0.87 TECU and the standard deviation is 8.52 TECU.
There is no artificial bias of the estimated TEC.

The proposed method was applied to data obtained at other
680 GEONET stations and examined their TEC errors. Figure
5 shows spatial distribution of average of the TEC errors. In
the figure, the average less than -3.16 TECU are shown by red
pluses, between -3.16 TECU and 0 are by green crosses,
between 0 and +3.16 TECU are as blue stars, and larger than
+3.16 TECU are as magenta rectangles. From the figure, a
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clear regional dependence of the average of TEC errors is
found. As the location moves to south, large bias errors appear.
In the east side, larger negative bias regions are also found, as
shown by the red pluses.
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Fig. 4. Histogram of the TEC errors of the proposed method applied on
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The regional dependences of the standard deviation of the
TEC errors were also examined. The result is shown in Figure
6. In the figure, the standard deviation less than 9.2 are shown
by red pluses, between 9.2 and 12.3 are by green crosses,
between 12.3 and 18.5 are by blue stars, and larger than 18.5
are by magenta rectangles. The largest standard deviation is
found at around (142°E, 38°N) and it becomes smaller as the
location moves away from there.

From the regional dependences of the average and
standard deviation of the estimated TECs, it is found that the
accuracy of the proposed method deeply depends on the
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assumption of the spatial distribution of the TEC. In the
method, the TEC variation is assumed to be represented by 1%
order gradient for both latitude and longitude. From the
average distribution, however, when the receiver is located at
lower latitudes where a large latitudinal TEC gradient exists in
a typical daytime, accuracy of the TEC estimation becomes
worse. This result implies that the latitudinal distribution
cannot be represented by 1% order formula in such regions. To
apply the method to data obtained at low latitude regions,
higher order function should be required.

Another restriction of the method is found in the standard
deviation map. There is no regional dependence of
performance of the receivers in GEONET, and thus the large
standard deviations found at (142°E, 38°N) is due to other
effects. In the terms in equation (1), only 8% and &¢., have
regional dependences. Since the tropospheric delay &, is
much smaller than the ionospheric delay &%, , the large
standard deviation is considered to be caused by complex TEC
distributions which cannot be represented by the 1% order
model. It should be noted that the proposed method cannot
adapt such complex TEC structures.

Regional dependence of standard deviation of TEC emors
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Fig. 6. Spatial distribution of standard deviation of the TEC errors

VII. CONCLUSION

In this paper, an estimation method of TEC distribution
map from GPS signals was proposed. A remarkable point of
the method is that it only uses single frequency measurements
while the TEC observation has been conducted by dual
frequency measurements. By this method, it becomes easy to
construct TEC observation networks at low costs where the
GPS networks are not yet installed.

In the developed method, the TEC distributions is assumed

Vol. 7, No. 12, 2016

to be represented by a 1% order gradient model for latitude and
longitude. This assumption sometimes causes large TEC
errors when the TEC distributions have unexpected structures.
It was confirmed that TEC gradients from low to mid latitudes
in a daytime cannot be represented by the model. To solve this
problem, higher order formula, such as 2" order polynomial
function, is available. As higher order functions are adopted,
the number of parameters to be solved increases. By using
data from multiple receivers, several independent equations
can be used while its receiver clock error should be estimated
as an additional parameter. This modification remains to be
solved in the future study. We are planning to build
observation networks of ionospheric TEC distribution at lower
latitude regions, where the networks are not yet installed, at
low cost.
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Abstract—The increase in bandwidth of Power Amplifier
(PA) input signals has led to the development of more complex
behavioral PA models. Most recent models such as the
Generalized Memory Polynomial (1) or the Polyharmonic
distortion modeling (2) can be used to design very performant
but complex and thus very consuming Digital Predistortion
algorithms (DPDs). On the other hand, with earlier simpler
models, the precision of the DPD may not be enough. The model
order is also the major factor influencing the requirements in
terms of bandwidth and dynamic range of the digitized signal in
the feedback loop of a typical Power amplification system
architecture: the higher the order, the more information is
needed for identification.

This paper describes a new mixed signal simulation platform
developed to study the complexity vs. accuracy trade-off from the
DPD point of view. The platform estimates the accuracy of the
DPD and the power consumption (including the consumption of
the DPD itself) of the whole feedback loop, by comparing various
PA models with various DPDs algorithms. Contrary to older
works, measuring the accuracy on the open loop without DPD
and estimating the complexity in theoretical number of
operations, our goal is to be able to estimate with precision the
performances and the power consumption of the whole
amplification system (PA + DPD + DAC + feedback loop) for
optimization of DPD algorithms.

Keywords—LTE; DPD algorithms; Simulation Platform;
Accuracy/Complexity; Power Consumption; Co-Simulation

. INTRODUCTION

The increase of mobile services based on 4G LTE services
across global markets, provides subscribers with the type of
responsive Internet browsing experience that previously was
only possible on wired broadband connections. In fact, LTE
has a rapid uptake since LTE subscriptions are expected to
exceed 1.3 billion by the end of 2018 (3), while they does not
exceed more than 200 commercial LTE networks in operation
as of August 2013 (3). Furthermore, with the exponential
growth in network data traffic, the mobile industry must offers
products with higher capabilities and performances with lower
cost than existing wireless systems, including LTE (4). This
strategy will enable new services, new applications and thus
must be based on a combination of network topology
innovations and new terminal capabilities. To address these
requirements, wireless transmission systems, operating at
higher frequencies, requires more bandwidth and increases the
demands on the linearity of power amplifiers (PAs). Moreover,
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Department of Signal Processing &
Electronic Systems
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with the growth of power consuming base stations’ number, it
is very important to develop power-efficient linear devices in
radio base stations (5). Since for mobile devices the power is
driven from limited battery supplies, the power consumption is
the most critical parameter to optimize. As the RF power
amplifiers (PAs) are the most power consuming building
blocks in wireless transmitters, their design is highly
constrained by trade-off between power efficiency and
linearity. This is why, in recent years, the interest in PA
modeling has increased. In this paper, the second session
describes the state of the art and advancements of one of the
most promising linearization techniques.

In Sections I, 1V and V, we describe three platforms
developed in order to study the complexity/efficiency trade-off
for LTE base stations.

Il. PA LINEARIZATION TECHNIQUES

A. PA characteristics

In fact, high efficiency operating PA induces unacceptable
nonlinear distortions at the output of the PA. On the other
hand, the price for linearity is a sharp drop in power efficiency
(6). So, power efficiency and linearity present key parameters
of amplification systems but they cannot be achieved
simultaneously. This is why it is necessary to apply
linearization techniques to a high-performance amplifier but
not sufficient linear. Many techniques have been developed to
achieve high efficiency linear operating modes of PAs, but the
main drawback of such techniques comes from the fact that the
generated waveforms are extremely vulnerable to
imperfections in the transmission chain (shown in Figure 1).
Some of these techniques were dedicated to improve efficiency
behaviour and others to extend the linear behaviour into high
efficiency regions of operation. The latter’s are known as
linearization techniques.

L3
Input
LTE DI * DAC
signal \

Fig. 1. Typical Power amplification system architecture

ADC
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An amplifier is linear if its gain is constant throughout the
range of the input signal. If this gain is not linear, the output
signal is distorted by clipping. The DC bias point is the most
important factor in determining the relationship between PA
nonlinearity and efficiency. For a real amplifier, the gain and
phase-shift are functions of the input signal. The complex
transfer function is dependent on the amplifier input power. As
a result, the gain decreases and phase-shift changes as the level
of the input signal drives the amplifier into its saturation
region. The PA output amplitude and phase characteristics are
known as AM-AM (Amplitude-to-Amplitude) and AM-PM
(Amplitude-to-Phase) characteristics, respectively (7). AM/AM
and AM/PM are typical way to characterize the nonlinearity of
a PA. An example of AM/AM and AM/PM characteristics is
shown in Figure 2. Unfortunately, to model a real PA there is
an important parameter to characterize which is the Power
Added Efficiency (PAE) (Figure 3). At the base station,
linearity in the PA is more important than efficiency (8).

AMPM |,

AM/PM

AM/AM

0 01 02 0.3 0.4 06 07

Input magnitude

«
w

Fig. 2. AM/AM and AM/PM characteristics for a Typical PA

B. Digital Predistortion Technique

In fact, there are various linearization techniques which are
classified according to their functionality, architecture, and
application. Details of these schemes and their techniques are
described in (8) and (10).

The digital predistortion technique (DPD) is considered as
a key enabling technique for future radio transmitters. It is
entirely implemented using digital processors and this offers
re-configurability capabilities, one of the main features of
future communication systems. This common technique
provides an inexpensive solution in which a nonlinear circuit is
inserted between the input signal and the PA. The nonlinear
circuit generates IMD products inverse to that produced by the
PA and thereby cancels the effect of the PA nonlinearity.

Vol. 7, No. 12, 2016

PAE (%)
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Input Power
5 10 15 0 25 30 (dBm)

Fig. 3. PA Power Added Efficiency (PAE)

This can be viewed as the predistorter having
characteristics inverse to the real PA AM-AM curve in Figure.
1. So DPD is a baseband signal processing technique that
corrects impairments of RF PAs. These impairments cause out-
of-band emissions, spectral regrowth and in-band distortion of
Wideband signals with a high peak-to-average ratio. LTE/4G
transmitters, are particularly susceptible to these unwanted
effects. The Error Vector Magnitude (EVM) and Peak-to-
Average Power Ratio (PAPR) metrics are measured to evaluate
the power efficiency and the linearity of an amplification
system (figure .1). As shown in Figure 4, DPD improves the
adjacent channel power ratio (ACPR) caused by impairments
already discussed.

P

4 3 1
Fragquenty (V-

Fig. 4. Example of Adjacent channel power ratio (ACPR) improvement with
DPD

1. MATLAB PLATFORM

To simplify the implementation of the platform developed
and to solve various problems that may be encountered, we
have chosen to divide the implementation into three dependent
stages or steps The first Matlab platform is developed in
Matlab/Simulink to implement an adaptive DPD algorithm.
This platform uses Simulink block circuits to model the chain
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presented in Figure 1. The modeling, itself, was divided into
three parts and is based on some simplifications to accelerate
simulations. In fact, the PA is an analog circuit using a real
pass-band signal while we use a base-band complex signal for
a discrete time system. Furthermore, we do not include
quantization effects due to the ADC and DAC and up/down
conversion effects. First, we model the PA using a polynomial
memoryless Saleh amplifier described in (12) followed by an
asymmetrical complex filter. The PA simulation then extracts
the system inputs and outputs that will be used later to find the
expression of the DPD algorithm. Equation (1) describes a
memory polynomial (11) form for a non-linear PA:

| M=l

“"(")'ZZ“ \(n—m‘\(n—-m) )

had) ppad)

Where x is the PA complex input, y is the PA complex
output, akm are the PA polynomial complex coefficients, M is
the PA memory depth, K is the degree of PA non-linearity and
n is the time index. The next part consists on deriving DPD
coefficients using matrix inverse algorithm by reversing the
roles of x and y in equation (1) as the DPD is the inverse non-
linear function. So we can derive DPD coefficients using this
equation (2):

- M-

o) = Z Z(/Amu(n muln —m)’ @

A=0 m=0

Where dwn are DPD coefficients used for implementing
equation (2) in Matlab for a static DPD. The last part consists
of extending the static DPD design to adaptive one based on
Least Mean Square (LMS) algorithm in order to evaluate a
functional validation of the amplification system and provide
an estimation of the ACPR and the EVM. The LMS algorithm
used an indirect learning architecture to implement an adaptive
DPD with no matrix inverse. Figure 4. Shows an example of
curve’s Output spectrum using the platform Matlab/Simulink
simulation for a system with K=M=5,

V. MATLAB/CADENCE PLATFORM

This second Matlab/Cadence platform was developed to
estimate with more accuracy ACPR, EVM and the analog part
power consumption. So, the design of the analog part of the
amplification system was done on Cadence using Verilog A
language and modifying models of the PA, mixers, VCO,
ADC and DAC available in Cadence library. This platform
shown in Figure 5. Is based on a Matlab/Cadence co-
simulation using couplers and saving the DPD algorithm
already developed and presented in section |1l for the Matlab
platform. Figure 6. Shows an example of simulation results of
co-simulation using the AMS designer as Cadence simulator.
In fact, the high level system concept is often specified in the
early stages of design work. This process is well supported by
both concept engineering and system-level simulation tools
such as MATLAB/Simulink. Co-simulation using AMS
designer and MATLAB/Simulink combines the best of system-
level simulation with lower-level analog and RF simulation.
Simulink provides large libraries of DSP algorithms for
generating complicated signals and post processing while AMS
supports transient and envelope analysis of RF and

Vol. 7, No. 12, 2016

communication circuits, such as mixers and oscillators both at
the transistor and behavioral levels. Therefore, to run the co-
simulation, Cadence recommends using specific software
versions and some libraries and blocks must be installed for the
two tools such as Couplers (13).

V. CADENCE ULTIMATE PLATFORM

The PA, in the previous platform, modeled in Verilog A
does not include the AM/PM distortion, therefore, it was
necessary to add a filter after the PA. Furthermore, the power
consumption of the analog part does not be accurate estimated.
So, we implement the third Cadence Platform with the RF
analog part in Transistor Level and Digital part in VHDL to
obtain accurate estimation of power consumption of digital part
(DPD algorithm). But, by using the AMS designer simulator,
Harmonic Balance simulation cannot be established to
visualize spectrums and deduce ACPR, EVM and DPD
parameters. As a solution, we develop Post processing in
Matlab using Cadence simulation results. In fact, we need also
to improve PA model by including memory effects and the
recursive adaptive DPD algorithm in VHDL. So to design the
RF analog part at transistor level, we use the 0.35 um AMS
CMOS standard technology.

! ey |
—1ADC |
T

10 mod PA
|_1| oapier 10 Swvariek l:{l);\(' -- D Q
— ~
[cadence], u
Simasink Coupler ]

Fig. 5. Matlab/Cadence Platform prototype

Inpat
LTE
signal

(-

)

| [l

I \,uuw'“'h‘ I ’ ‘l "‘ ‘Ak)m'v,n
I
I i

Fig. 6. Example simulation result of Matlab/Cadence Platform: (a) Input
LTE Spectrum, (b) PA output Spectrum

VI. CONCLUSION

This paper demonstrated workflow for implementation of
three mixed signal platforms developed for the study of the
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accuracy/complexity trade-off of Digital Predistortion (DPD)
algorithms and optimization of the power consumption for
LTE base station applications. The project goal acheived was
providing libraries in order to compare various PA models with
various DPDs algorithms and be able to estimate with precision
the performances and the power consumption of the whole
amplification system. We used Co-simulation: MATLAB was
used to model digital part, and Cadence used to model and
design the RF analog part of the amplification system.
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Abstract—This paper discusses the design, development and
evaluation of a data visualization prototype for a mobile
application, for people with rheumatoid arthritis conditions. The
visualizations concern ways of displaying graphically data for
monitoring and evaluating the daily activities of rheumatoid
arthritis sufferers. An initial visualization was developed and then
a second was developed, aiming to be more usable and universally
designed than the first version. An empirical experiment was used
for evaluation and collection of quantitative data. Furthermore,
semi-structured interviews were used for eliciting more
qualitative data in terms of participant opinions. The overall
results suggest that the second visualization was more usable and
more universally designed than the first version. The paper
concludes with some recommendations for future improvements.

Keywords—universal design; usability; evaluation; data
visualization; mobile application; rheumatoid arthritis

. INTRODUCTION

The use and interest in mobile apps has reached significant
proportions in recent years. Statista [1] indicates that apps
available from Google, Apple, Microsoft, Amazon and
BlackBerry total approximately 5 700 000. Within these, there
is also a group of apps developed for health related aspects
such as monitoring certain body readings, e.g. heart rate etc.

Linked to this large increase in app availability, the use of
mobile devices has steadily increased among all user groups.
In 2016, it is estimated that there are about 4.61 billion mobile
phone users around the world [2]. However, in 2014 there
were only about 1.75 billion smartphone users globally [3].
Similarly, the use of mobile devices in the health sector is
increasing sharply. This sharp increase is related to the
affordability and availability of mobile devices and
smartphones, which have higher processing capacities. Most
healthcare information systems are designed for health
professionals to enter, receive and exchange information about
patients [4]. A term called mHealth [5] apps was coined,
which is used to represent the increase of mobile health
applications available on the market.

The research discussed in this paper is in the context of
mobile health apps. The authors discuss designing and
evaluating ways of displaying graphically data for monitoring
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and evaluating daily activities of rheumatoid arthritis
sufferers. The app’s presentation of information is compared
by means of an experiment and post-experiment interviews
using two methods of visualization. The first method which
lacked in universal design and usability was redesigned into a
second version to be a more user friendly universally designed
version.

In the first part of this paper, some relevant literature is
discussed. In the second part, the two data visualizations are
described in detail and linked with the principles of universal
design. The third part describes the evaluation carried out for
the two visualizations along with the results achieved. The
fourth part consists of a discussion of the results in relation to
the universal design principles. The paper then concludes with
an overall conclusion and suggestions for improvement in this
work.

Finally throughout this paper, the authors use the terms
‘visualization’ and ‘prototype’ interchangeably. The reason
for this is that although the focus of the research is actually on
the visualization aspects, in order to achieve these
visualizations and subsequent evaluation, a working prototype
had to be developed to facilitate these aspects.

1. RELEVANT LITERATURE

This literature review will indicate to readers what others
have done in similar areas to the research presented later in
this paper. It will also indicate by its absence that universal
design is not mentioned or considered in these other works.
Furthermore, it shows that the authors’ research described
later in this paper is original because of having considered
more closely universal design and usability in a real world
problem for visualizing several types of data together.

According to the World report on Disability, produced by
WHO and World Bank, almost one billion people in the world
are struggling with some form of disability [6]. Among these
different disabilities, rheumatoid arthritis is the 31% leading
cause of Years Lived with Disability (YLD) and almost one
percent of the total population of the world suffers from
rheumatoid arthritis [7]. Therefore techniques to visualize
information such as data visualizations must be accessible in
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design to include different groups of users despite
impairments [8].

Some of the common challenges regarding data
visualization with all types of mobile devices are designing
visualizations, which are aesthetically pleasing and convey the
intended information in an accurate manner. Another common
problem is the difficulty to use data visualizations with small
screens of mobile devices [9]. There has been little or no
research specifically targeted towards data visualization for
mobile devices [9]. Therefore, there needs to be more focused
research on how to use universal design principles and
standards to create accessible data visualizations for mobile
devices [9-10].

There are many apps available for download which aim to
help with various conditions, e.g. arthritis etc. Some examples
of these are My Pain Diary®[11] TRACK + REACT®
[12],Learn Arthritis Prevention® [13] MyRA® [14]
RheumaTrack® [15] and RHEUMATOID ARTHRITIS®
[16] However to our knowledge there is no published
information regarding formal aspects of usability and
universal design for these apps. However from an informal
examination of these apps, the visualization of the data could
be difficult to understand for wusers. Furthermore the
RHEUMATOID ARTHRITIS® app has no visualization of
data for the user. Therefore the remaining discussion in this
brief literature review will concentrate on works that have
been published.

Several mHealth apps have already been developed
targeting arthritis patients; one such app is called “Pain
Information on the Go (PInGO)” [17]. It was developed in
order to examine and assess muscle improvement in juvenile
arthritis patients who were undergoing a training program for
a period of 6 weeks [17]. The app consisted of a questionnaire
for before and after exercise, which had to be completed by
the patients. This provided valuable assessment of the
exercises and their effects on patients, which in turn helped
the medical professionals to generate an effective fitness
regimen for their patients. “PInGO” is available as an android
mobile app as well as a web-based version available via
Google Chrome.

In [18], “MyWalk, a mobile app for gait asymmetry
rehabilitation in the community” is discussed. This is relevant
in the context of this study as it records real time data and
analyzes it to provide a visualization of the data. However,
“MyWalk” has some issues related to accuracy of data and
visualization. Unlike “PInGO”, “MyWalk” consists of a data
visualization feature. However, “MyWalk” uses a line chart to
visualize the data, which has several issues. One of the issues
is related to the size of the line charts and its correlation with
accuracy. In terms of normal line charts, the optimal chart
height was found to be 24 pixels (6.8 mm on 14.1” 1024 X
768 pixel display) [19]. This suggests that line charts are not
suitable for mobile devices with smaller screen sizes due to
loss of accuracy of information and interaction capabilities.

In another research paper, by Pereira and Moreira [20], it
was suggested that in real time monitoring systems, there are
issues surrounding simultaneous monitoring of multiple
patients and storage of data in the database. Their solution
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included a network of wireless sensors, which can be used to
monitor the vital signs of patients. Data from the sensors are
stored in a central repository, which can be accessed locally
using Ethernet or Wi-Fi connections, and remotely through the
use of the Internet. However, sensor-based networks generate
large amounts of data and the authors suggested that complex
visualization is not the best solution because of the processing
requirements of the client system. The application must also
be made scalable to cope with the increase of users for the
future.

In one article, [21], it is suggested that medical decision-
making is a complicated process where a large amount of data
is stored in Electronic Health Record (EHR) systems. In this
article the authors have surveyed and reviewed the data
visualization and interaction techniques found in 14 EHR
systems. The authors have attempted to divide the data types
into categorical and numerical data, where they suggest that
the most common method to visualize categorical data is by
placing icons (for point events), and line segments (for events
with duration) on a horizontal time line. This can be further
differentiated using color codes. While numerical data can be
visualized using line plots, use of point plots or bar charts is
also accepted. However, in systems which visualize both
categorical and numerical data, the dual visualization
technique, such as “Web Based Information Visualization
System (WBIVS)” [21] is used. This uses line charts for
numerical data and a matrix view for categorical data. The
authors have concluded that medical information is complex
and difficult to interpret. This problem can be solved by using
appropriate data visualization techniques.

The “Spatial OLAP Visualization and Analysis Tool
(SOVAT)” [22] is another tool used to make community
health decisions. This tool can be used to handle large
amounts of data and visualize the information in numerical
and spatial views. It consists of two technologies: 1. “Online
Analytical Processing (OLAP)” and a “Geospatial Information
System (GIS)” [22]. This article suggested that there is a need
for a powerful multidimensional data storage and
manipulation system especially concerning spatial data.
“SOVAT” is an example of an application which combines
“OLAP” and “GIS” and consists of abilities such as: storage
of data sets, statistical analysis, exploration of data,
visualization of data using charts and spatial objects and can
perform spatial analysis. However, the system still lacked ease
of use and the complexity of usage makes it difficult to adopt
technologies like “SOVAT”. Therefore, specific concerns
regarding usefulness and ease of use of systems must also be
addressed during the development of such systems.

“HealthMap” is an event based monitoring system for
infectious diseases. Data from various sources is collected
through Rich Site Summary (RSS) at the backend, whereas at
the front end Google Maps public API is used to create
mappings [23]. “HealthMap” organizes and visualizes data
according to three categories: date, location and disease. The
developers allowed the system to adapt to the needs of the
users where customization options were created to adapt the
system to expert users as well as novice ones. The data
showed in the visualization changed according to the selection
of categories by the user. Users had the ability to zoom into
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the specific maps of countries and track for any alerts for
diseases that were ordered by reverse chronological order.
Therefore, “HealthMap” allowed the users to visualize the
data according to their selection of categories. However, due
to the complexity of this application the front end still needs to
improve to provide better user experience and automation
capabilities.

More recently some other researchers have done work on a
mobile app for rheumatoid arthritis [24, 25, 26]. In [24] the
authors aimed to find out about requirements specifications for
the app and the user group and desired features of the app.
Then in [25] the researchers carried out an evaluation with the
app and users. Overall they concluded from their data that the
app was found to be ‘easy and fun to use, and as providing
sufficient physical activity (PA) support and information
[25].> Further, about 20% of the user group seemed to be
unsure about the ‘feasibility of goal setting and PA planning’.
However although this work is related to our work, they did
not seem to concentrate on the actual visualization issues that
we have specifically been designing and evaluating. Therefore
this suggests that the work discussed in this paper is both
important and novel.

This literature review has shown that some research has
been carried out in terms of health apps, but not specifically
like the research described later in this paper. The literature
has also given some indications on what could be done, what
could be avoided and that with some apps/prototypes there is
room for improvement, e.g. “PInGO” does not provide a data
visualization [17].

Also in [18] real time data recording is indicated to be
beneficial, but there were problems with accuracy and using a
line chart for data representation on a small screen.

Having considered some relevant literature the next
section will describe the first and second main attempts for
visualizing activity data for rheumatoid arthritis sufferers.

1l. DESCRIPTION OF THE TWO VISUALIZATIONS
The first visualization and its features are described below:

A. Overview of the First Visualization

The app is a mobile application for rheumatoid arthritis
sufferers, which records activities performed by the user for a
definite period of time. Each activity consists of three
attributes as listed below:

a) Importance
b) Energy
¢) Duty/Pleasure

Importance has two extremes (Important and Not
Important). Energy has two extremes (Energy Giving or
Energy Taking). Every activity must be categorized as Duty or
Pleasure.

The user can select any of these two extremes by sliding a
slider. The position of the slider before or after the middle
point mark determines one of the two extremes. This
information is then saved for review later on.
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These categories are assessed using a continuous slider
visualization, which allocates a decimal value between 0 and
1. This value is registered by the user of the application as per
their experiences.

1) Explanation of Visualization

The visualization consists of an X-axis and a Y-axis,
which intersect each other to form a cross section. The X and
Y axes intersect to form four quadrants.

a) Quadrant I:
important

b) Quadrant I1: Unimportant activities that are required
¢) Quadrant I11: Important required activities
d) Quadrant I1V: Unimportant, desired activities

Each quadrant consists of two axes as described above.
The attributes provided by the user within each category for
every activity by using the slider determine the position of the
activity within these four quadrants. The user can tap on each
of these quadrants to get detailed information about activities,
which lie within respective quadrants (The explanation above
consists of no images due to copyright issues).

Activities which were desired and

As mentioned in the Introduction section of this paper, the
first main attempt for visualization lacked somewhat in
universal design. Therefore, the next section will discuss how
the first main attempt of the app visualization was lacking in
universal design.

2)  Universal Design Issues in the Old Prototype

Universal design consists of seven principles [27]. These
seven principles are considered to be fundamental for
developing artifacts for all users. They were developed in
1997 by a team led by the late Ronald Mace in North Carolina
State University:

a) Principle 1: Equitable Use

b) Principle 2: Flexibility in Use

¢) Principle 3: Simple and Intuitive Use

d) Principle 4: Perceptible Information

e) Principle 5: Tolerance for Error

f) Principle 6: Low Physical Effort

g) Principle 7: Size and Space for Approach and Use

Based on these principles the following principles and
guidelines are specifically pertinent to the first visualization.
(Note: The descriptors for each category and numbering
scheme used below are directly extracted from the original
universal design principles and guidelines as they appear in

[27]).

Principle 2 - Flexibility in Use: This principle states that
the design must accommodate a wide range of individual
preferences and abilities, which are addressed through four
guidelines [27]. However, for the purpose of our mobile
application two particular guidelines are relevant:

2a. Provide choice in methods of use: The old data
visualization prototype does not possess features to customize
the data visualization according to the needs of the users. The
data visualization as well as other features of the old prototype
cannot be adjusted or changed.
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2b. Accommodate right or left-handed access and use:
Similarly, the old data visualization prototype is not suited for
single-handed use. Single-handed access becomes difficult, as
the user cannot reach all the “User Interface (UI)” elements on
the screen. The icons and other Ul elements are placed in
inappropriate positions causing difficulty in access and
accuracy.

Principle 3: Simple and Intuitive Use: This principle states
that the use of design must be easy to understand, regardless
of the user’s experience, knowledge, language skills, or
current concentration level, which is addressed through four
guidelines [27]. However, for the purpose of our mobile
application two particular guidelines are relevant:

3a. Eliminate unnecessary complexity: The old data
visualization prototype consists of four quadrants created by
the intersection of X and Y axes. The activities are displayed
in each of these four quadrants and are represented by small
squares. It remains unclear as to how the activities are sorted
within these four quadrants and the user needs to interact
multiple times to get the details about each activity.

3c. Accommodate a wide range of literacy and language
skills: The old data visualization does not consist of multiple
language support.

Principle 4: Perceptible Information: The fourth principle
states that the design must communicate necessary
information effectively to the user, regardless of ambient
conditions or the user’s sensory abilities [27] which is
addressed through four guidelines. However, for the purpose
of our prototype, only one particular guideline is relevant:

4d. Provide compatibility with a variety of techniques or
devices used by people with sensory limitations: The old data
visualization prototype does not provide multimodal means of
presentation of information. It does not support screen-readers
or other assistive technologies, which makes it difficult for
users of different abilities to access the data visualization.

Principle 5: Tolerance for Error: The fifth principle states
that the design must minimize hazards and the adverse
consequences of accidental or unintended actions [28], which
is addressed through four guidelines. However, for the
purpose of our prototype, only one particular guideline is
relevant:

5a. Arrange elements to minimize hazards and errors: most
used elements, most accessible; hazardous elements
eliminated, isolated, or shielded: The activities are represented
by small square objects, which are scattered throughout the
graph in the old data visualization prototype, which does not
convey much information to the user. In order to gain further
insight about a certain desired activity the user must go
through the entire list of activities, which makes it tedious.

Principle 6: Low Physical Effort: The sixth principle states
that the design must be able to accommodate efficient and
comfortable use and with a minimum of fatigue [27], which is
addressed through four guidelines. However, for the purpose
of our prototype, two particular guidelines are relevant.

6¢. Minimize repetitive actions: The old data visualization
consists of complex and repetitive actions, which increase task
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time and complexity. An example of a repetitive action
involved tapping a quadrant which expanded that area of the
visualization. Then further selections down a fairly deep
nesting of options was required to access a specific item of
information involving a daily activity’s details.

6d. Minimize sustained physical effort: As mentioned
above the old data visualization prototype consists of complex
and repetitive tasks which require a sequence of steps to
complete simple tasks. This also causes fatigue more often and
wears out the user faster. An example of a task was to find out
the details of a particular activity such as gardening and/or
work etc.

Having described the first main attempt for visualization
along with its shortcomings in universal design, the next
section will describe the second redesigned version for
visualization.

B. Overview of the New Data Visualization

In this section an overview of the second visualization
describing the new user interface and a new data visualization
technique is presented. This overview will also show some of
the steps users will use to interact with the prototype of the
visualization.

The new data visualization was developed as a platform
independent prototype, which could run on Apple and
Android devices without change. Furthermore, the prototype
was developed so as to be readable by screen readers.

The design of the new visualizations is shown graphically
below. The reader will perceive that the use of axes and
quadrants as described in Section Il (A) above was replaced
with a ‘bar graph’ type representation. This choice was made
to try and make understanding and comparison of the various
data easier for the user. Bar graphs are specialized for
focusing attention on individual values and support
comparison of one to another. They also emphasize the
individual values of the thing being measured per categorical
subdivision. A bar graph might be one of the easiest methods
of data visualization. According to Meyer [29], whenever
there is uncertainty regarding which graph to use to represent
a particular set of data, the easiest answer is to use a bar graph.
However, there is a limit to what kind of data can be
represented using such graphs and how to make the best
application of such graphs. For example use of 3D bar graphs
to represent data might give ineffective results and provide
false information due to distortion of data, which can cause
data ambiguity and distraction from what the data might try to
convey through that graph. Such graphs can cause cognitive
overload for the reader in order to separate each section of the
bar and then compare it against other bars [30]. The choice of
colors to represent data in these graphs can be crucial as well
as the text alignment and location can also play a vital role to
convey the message. A flat bar graph conveys more accuracy
of information than a three dimensional bar graph.

Therefore, for a simple comparison of categorical
subdivisions of one or more measures in no particular order, a
bar graph is suggested [31].
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Activity Ove...

Activi rview

Week 13- March 28 - April 3, 2016
Importance v Energy * Motive

List of Activities

Fig. 1. Prototype Home Screen

Fig. 1, shows the first step. This figure shows the header
which consists of Activity Overview as text and two flags
which can be tapped by the user to change the language.
Below the header is the sub-header which shows two buttons
for activity overview and settings and below the buttons is the
time period.

The sub-header is followed by the three drop-down boxes
which represent the three categories of data: Importance,
Energy and Motive.

Finally it shows the list of activities. The default list of
activities is shown to the user at first.

Importance
Very Important

Mild Important

Not Important

None

Fig. 2. Importance Drop Down Menu

Fig. 2, shows the second step. This prototype shows the
drop down menu for a category called Importance. This drop
down menu shows four variations of importance:

1) Very Important
2) Mild Important
3) Not Important
4) None

Vol. 7, No. 12, 2016

Activity Over... i=

:

Activi

Week 13- March 28 - April 3, 2016
Very Importar * Energy v Motive

List of Activities

00%

@

00%
7%
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7%

D®®®
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100%
< ]
Fig. 3. Selection of Variation for First Category
Fig. 3, shows the third step. This step shows selection of
the Very Important variation of the Importance category. The
selection of Very Important from the drop down menu adds

the first level of filter. Therefore, all the activities which have
been entered as very important by the user are displayed.

A 8 EX

Energy

High to Low

Low to High

None

Fig. 4. Drop Down Menu for Energy

Fig. 4, shows the fourth step. When the user taps on the
drop down menu for Energy the user is shown three variations
of Energy category:

1) Highto Low
2) Low to High

3) None

Once a user selects one of these variations the data is
filtered according to the selection.
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Fig. 5. Selection of Variation for Second Category

Fig. 5, shows the data which is sorted according to the
selection of one of the options from the energy category. In
this case, High to Low was selected and the data is sorted
accordingly.

A8 EEN

Motive

Duty

Pleasure

None

Fig. 6. Drop Down Menu for Motive

Fig. 6, shows the sixth step. In this step, the user can tap on
the drop down menu for “Motive” and the menu shows three
variations: Duty, Pleasure and None.
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Activity Over...

Acqumcw

Week 13- March 28 - April 3, 2016
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Fig. 7. Final View

Fig. 7, shows the seventh step. In this step, the user has
selected all three variations for all three categories. In the first
drop down menu, the user selected Very Important. In the
second drop down menu, the user selected High to Low. In the
third drop down menu, the user selected Duty.

¥4 01046

Activity Overview

User ID: 1

ID:12

Start Time: 01/04/16 11:30
End Time: 12:00
Importance : very important

Energy : 87

Maotive : duty

Fig. 8. Activity Details
Fig. 8, shows the details view. When the user taps on the

bars which represent activities, the details of that activity are
shown.
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Text Settings E
Other Settings

% Voice Input

il Tactile Keyboard

Reset Values A
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Fig. 9. Setting Home Button

Fig. 9, shows the different customization options
consisting of two main categories.

1. Displays

Displays consist of two sub-categories:

i. Color/ Contrast

ii. Text Settings

2. Other Settings

Other settings consist of two sub-categories:

i. Voice Over (The user can tap on the toggle button to
turn on/off the voice over function.)

ii. Tactile Keyboard (The user can turn on/off the tactile
keyboard option by using the toggle button.)

'S Color/Contrast Choose a color
SQQS
Activity Bars #4969¢1
Background #ffffff
Activity Text #fffff
Text Contrast Ratio
G 105
Grayscale Mode @
B 225

Resa

Fig. 10. Color/Contrast Settings

Figure 10 shows the color/contrast settings. The user can
customize the colors of the Activity Bars, Background and
Text. The grayscale option can be turned on and off using the
toggle button. Colors can be selected by manipulating the
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three RGB scale sliders which will then display the color
chosen above the sliders (in this image blue is showing). The
Ok button can be used to commit to the changes.
Alternatively, the reset button can be used to reset the values.

AN K2

Small

Medium

Large

Extra Large

Fig. 11. Text Menu

Fig. 11, shows the Text Settings menu. The size of text can
be changed by selecting any one of the four categories as
listed:

1. Small

2. Medium

3. Large

4. Extra Large

C. Future Considerations

There are three categories in this application for data
manipulation: Importance, Energy and Motive.

In future, if there is a need to add another category, then
the application will automatically adjust its size to
accommodate this feature. The screen will also automatically
adjust the size of the area, which shows the list of activities
represented using bars. These bars will automatically adjust in
size and length in proportion to the area available for each bar
respective to the entire space. However, the clickable area for
each bar will remain similar to support flexibility of use.

Having produced a new design, the next stage was to
formally evaluate the two designs. A quantitative experimental
approach was used along with a more qualitative post-
experiment interview of the participants, aiming to capture
essential evaluation aspects not easily captured in a
guantitative manner. These aspects are described in detail in
the following section.

V. DATA VISUALIZATION EXPERIMENT

An experiment consisting of 18 participants was conducted
using a within users design. The main aim of the experiment
was to try and obtain evidence to show that the new design of
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the visualization interfaces was more usable and universally
designed than the first main version.
A. Hypotheses

Two hypotheses were created for this experiment. These
are detailed as follows:

H.: The new visualization will be easier to use and more
universally designed in terms of speed when compared with
the old visualization.

Hoi: There will be no difference between the two
visualization methods in terms of speed and universal design.

H,: Participants perceptions of the new visualization will
be more positive than their perceptions for the old
visualization.

Hg: There will be no difference between the two
visualization methods in terms of participant perceptions.

A total of six tasks were performed on each data
visualization separately. Tasks 1 to 5 were similar in nature
with some small disparities. The sixth task was completely
different for the two data visualizations therefore findings
from this last task were not included as a comparative
analysis.

B. Tasks

1) Tasks for the New Data Visualization
Task 1: Find out which activities are considered “Very
Important” by selecting it from the “Importance” category.

Task 2: Find out which activities are considered “Duty” by
selecting it from the “Motive” category.

Task 3: Find out which activities gained energy from
looking at the data visualization.

Task 4: Tap on the bars which represent activities and find
out details about at least three activities.

Task 5: Use a screen reader to use the app.

2) Tasks for the Old and Present Data Visualization

Task 1: Find out which activities are considered important
from looking at the data visualization.

Task 2: Find out which activities are considered duty from
looking at the data visualization.

Task 3: Find out which activities gained energy from
looking at the data visualization.

Task 4: Tap on the small green squares which represent
activities and find details for at least three activities.

Task 5: Use a screen reader to use the app.

3) Tasks Specific to New Data Visualization
Task 6: Change the font-size and color of text.

4) Tasks Specific to Old Data Visualization

Task 6: Tap on each quadrant to discover any further
information.
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C. Participants

As stated above, 18 participants (16 males and 2 females)
were recruited for this experiment. The participants were all
students of various international backgrounds. For this
experiment, participants were expected to be experienced with
mobile phones especially smartphones as well as laptops.

In the recruitment survey a range of questions
investigating the familiarity of prospective participants with
smartphones were asked. The survey asked questions
regarding their experiences using various mobile devices,
familiarity with smartphones in terms of years etc. Based on
this, the participants who spent more than a year using
smartphones were selected as it indicated familiarity with
smartphones and various mobile applications. Participants
were also asked about their familiarities with different kinds
of smartphones and operating platforms. The highest number
of participants used Android devices followed by Apple’s
iPhone.

The authors had initially wanted to recruit participants
with actual rheumatoid arthritis, for realism. However this was
not pursued for two reasons. The first reason was that it was
extremely difficult to obtain access to a good number of actual
rheumatoid arthritis sufferers with specific problems in the
hands and fingers (this experiment involved using a
smartphone). The second reason was that arthritis is a
condition that can affect different people in different ways and
at different levels [32]. This could have made it difficult to
control certain experimental variables. It was therefore
decided that the use of simulation gloves (see Section IV(F)
below) would provide a ‘standard’ type of impairment and
therefore a factor that could be controlled in the experiment.

D. Design

A within users design was chosen for this experiment. This
design was chosen to expose the participants to both data
visualizations. Therefore, each participant was asked to
complete a set of tasks for both data visualizations. Half of the
participants carried out the tasks with the new visualization
followed by the old visualization. The remaining half carried
out the tasks in the opposite order. Participants were randomly
assigned to each ordering described here.

E. Variables

The independent variables were the two prototypes (i.e. the
old and new visualizations) and the tasks which were
performed on the two different data visualization prototypes.

The dependent variables were performance, attitude and
experiences. The dependent measures were the completion of
the tasks (success/failure), time taken for an overall task,
errors in terms of incorrect option selections and participants’
subjective opinions while interacting with the data
visualizations and their features.

A semi-structured interview was conducted after the
experiments for each participant. The interview consisted of
questions relating to the comprehension of the data
visualizations. The aim was to understand if the participants
understood the information through the data visualizations and
to ascertain their feelings and experiences.
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F. Apparatus and Materials
The following materials were used in the experiment:

e Two smartphones: Android smart-phone running
android version 6.0 (marshmallow) and Apple iPhone
running iOS 9.3. For the experiment, Android was used
for the new data visualization and iOS was used for the
old data visualization. Both devices were approximately
equivalent in terms of hardware specification and
software sophistication.

e The old data visualization and the new visualization.
e A stopwatch to record the time for completion of tasks.

e A recruitment questionnaire and a consent form for
participants before conducting the experiments.

e A sheet of instructions for participants to inform them
about the details regarding the experiment in which they
were involved.

e A post experiment semi-structured interview guide.

e One pair of Cambridge Simulation Gloves designed by
the University of Cambridge [33], Engineering Design
Center.

As the visualizations for the app were for use by
rheumatoid arthritis sufferers, the Cambridge Simulation
Gloves were used to simulate the obstruction of movement of
hands and fingers. The main focus of the usage of the gloves
in this experiment was to understand how reduction in
mobility of hand and fingers affects the usage of the two
prototypes for data visualizations. The usage of these gloves
can simulate the affects arthritis might have on the hands and
fingers of the participants, and the problems faced by them
when using mobile devices and applications.

The Structural Design of the simulation gloves consisted
of plastic strips, which limit the strength as well as the range
of motion of the fingers and thumb [33]. Also the straps on the
wrist can be adjusted according to need and the length of the
straps can be adjusted for the plastic strips according to the
size of the fingers of the participants.

Although the gloves help to simulate dexterity problems,
they cannot help to simulate problems such as pain, tremors,
problems of the wrist, loss of tactile sensitivity and
deformities to the shape of the hand [33].

G. Procedure

Participant recruitment was first conducted through a
survey via www.surveymonkey.com. The recruitment survey
was used to understand the capabilities of the participants
since participants were required to be familiar with
smartphones. The recruitment survey lasted for three days.
After the recruitment, the experiment was conducted for a
period of one week. The experiments were conducted in a
study room at the university. The participants and the
experimenter were located in the same quiet room at the same
time for the experiments. Overall each session with
participants lasted for almost 30 minutes for the experiment
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and the time varied from 10 to 15 minutes for the semi-
structured interviews.

Each participant was allocated a time slot in advance.
Social media such as Facebook and Messenger were used to
keep in contact with the participants to confirm their
schedules. Conventional communication mediums such as
telephone calls and text messages were used for those
participants who wished to share their contact details.
However these details were not stored anywhere.

When the participant arrived he/she was greeted and asked
to take a seat. They were introduced to the experiment and
then the consent form was presented to them. The participants
carefully read the consent form and signed it. The consent
form informed the participants about the research and the
ethical treatment of them and the data collected.

Participants were randomly assigned to use one of the two
data visualizations. A brief explanation about both data
visualizations was provided to familiarize participants.
Participants were asked to complete a set of tasks for each
data visualization in sequence. Each participant was asked to
speak aloud while performing the tasks. Participants were
specifically asked to say out loud what they intended to do
next.

Further participants were observed for any effects that
could arise concerning the use of the simulation gloves.
Specifically aspects to do with interaction difficulties were
observed.

At the end of the experiment, a semi-structured interview
was conducted to gain further insight about their experiences,
performance and features of data visualizations. The interview
targeted the user experience, feature specific explanations,
preference regarding the data visualizations and the
comprehensibility of the data represented by the visualization
models.

H. Results

The data that was collected from the experiment was
explored through summary statistics. The data showed that for
tasks 1, 2 and 3 in the new prototype, the values for skewness
and Kkurtosis were high. However for the remaining tasks, the
skewness and kurtosis values remained low. This suggested
that a paired t-test could be used. This was also selected
because of its robustness.

The overall mean time in seconds for the new visualization
is 36.04 seconds (SD, 48.06) and the overall mean time for the
old visualization is 51.88 seconds (SD 40.30). The t-test result
ist = -3.40, p < 0.019. This indicates an overall significant
amount of difference in terms of time.

Paired t-tests were conducted individually for Tasks 1-5.

Task 1, asked participants to identify an activity or
activities, which were considered as important. The means for
time taken are 7.11 (SD, 6.69) seconds for the new data
visualization and for the old data visualization 29.31 (SD,
26.63) seconds. The t-test result is t = -3.60, p < 0.001.
Therefore, the new data visualization prototype was
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significantly faster than the old data visualization prototype in
terms of time taken to complete the task.

Task 2, asked participants to identify activities, which
were considered as duty. The means for time taken are, 7.35
(SD, 8.43) seconds to complete the task with the new data
visualization and 20.48 (SD, 15.45) seconds for the old data
visualization. The t-test result is t = -3.39, p <0.0006.
Therefore, the new data visualization prototype was
significantly faster than the old data visualization prototype in
terms of time taken to complete the task.

Task 3, asked participants to identify activities, which
were considered as less energy consuming, or giving energy.
The means for time taken are 8.97 (SD, 9.96) seconds to
complete the task with the new data visualization and for the
old data visualization 35.25 (SD, 25.95) seconds. The t-test
result is t = -4.91, p<0.00006. Therefore, the new data
visualization prototype was significantly faster than the old
data visualization prototype in terms of time taken to complete
the task.

Task 4, asked participants to find out details of at least
three activities. The means for time taken are, 27.59 (SD,
16.66) seconds to complete the task with the new data
visualization and for the old data visualization 35.97 (SD,
21.73) seconds. The t-test result is t = -1.24, p <0.11.
Therefore there is no significant difference between the two
visualizations in terms of task time.

Task 5, asked participants to interact using a screen reader.
The means for time taken are 131.34 (SD, 58.85) seconds to
complete the task with the new data visualization and for the
old data visualization 129.44 (SD, 59.21) seconds. The t-test
result ist=0.08, p <0.46.

Therefore there is no significant difference between the
two visualizations in terms of task time. However, in the
interviews the participants clarified that the new visualization
was significantly better when used with screen readers than
the old visualization. However, there were still serious issues
with the new prototype because certain screen elements could
not be selected and some of the sliders were difficult to
operate.

Task 6 was specific to each data visualization prototype.
These tasks were not considered as a part of the paired t—test
because the data is statistically irrelevant since the two tasks
are not similar to each other and measure different things.
Task 6 for the new data visualization asked participants to
change the color and size of the text, whereas Task 6 for the
old data visualization asked participants to discover further
information about each quadrant in the XY-axis plane. The
participants were asked to think aloud when they were
performing these tasks. The reactions thus obtained from the
participants were used as suggestions for improvement.

All participants completed all the tasks under both
conditions and so there were no incorrect option selection
errors during the tasks.

The results from the “speak-aloud” process used in the
experiment did not reveal any new information, which could
provide help with the issues of improving universal design and
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usability in the new visualization. The aim of the “speak-
aloud” process was to see if this could provide the authors
with more information regarding design issues of the user
interface.

The results from observing the participants interacting
with the prototypes using the impairment simulation gloves
suggested that the gloves caused mobility problems when
tapping the icons, which were small in size for both
visualizations. The gloves also affected two-handed use of the
applications, as some participants were accustomed to use a
mobile device with both hands. Further, all participants used
their index fingers to tap and scroll on the screen rather than
using their thumbs, which may suggest difficulty in using the
thumbs. Lastly it was also observed that the very action of
grasping the smartphone was difficult when wearing the
simulation gloves.

1) Results From the Semi-Structured Interview

A semi-structured interview was conducted at the end of
every experiment for all 18 participants of the experiment.
Each participant was asked a total of nine questions. This
interview was conducted to get opinions and discover
impressions of the participants concerning the two prototypes.
For the first question, which asked the participants about their
experiences using smartphones, all the participants answered
that they were familiar with them and everyone had used such
devices for more than 1 year, which was the mandatory
minimum that was set in the recruitment survey. All the users
used various features of smartphones and they were familiar
with different mobile applications such as the organizer and
games, etc. The main purpose of using smartphones for all the
users in most cases was social media.

For the second question, which asked users about their
preference between the two prototypes, all 18 of the
participants suggested they would prefer the new visualization
because it was easier and more convenient to use. They said it
was more understandable and the visualized data was more
legible.

For the third and fourth questions, which asked about the
meaning of icons in each prototype, the opinions were almost
similar for both prototypes. For the old prototype all 18
participants replied that none of them were able to understand
the meanings of icons until they were explained. For the new
prototype, the icons were not even perceived as important
since the data was sorted according to their selection. Some
participants never even realized that there were icons in the
new visualization and they were familiar with icons such as
the Settings lIcon, icon used for voice input, text-size and
language options.

The fifth question asked the participants about the
customization settings available in the new prototype. Almost
all the participants were satisfied with the base design of the
prototype and they did not feel it necessary to change it.
However, they tried changing the colors of the user interface
elements for exploration purposes and discovered it to be very
useful.

The sixth and seventh questions asked the participants
about whether they were able to obtain details about desired
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activities for each prototype. For both of these questions, the
answers were almost the same and they found it almost
equally easy for both prototypes to navigate for finding the
details of activities, since all 18 participants were able to
complete the tasks. However, for the new data visualization
the interaction time was found to be faster and easier as well
as requiring less touch gestures for interaction.

The eighth and the ninth questions asked about their
experiences while using the two prototypes with screen
readers. For the old prototype, the participants were not
satisfied since the data visualization lacked complete screen
reader compatibility and therefore little could be read by the
screen reader. However, for the new prototype there was a
mixed reaction. Some users found it easy to use and
understand with the screen reader while some wanted it to
have further improvements. None of the participants were
completely satisfied with the screen reader compatibility of
the new prototype, but all of them appreciated that it was
much more screen reader friendly than the old prototype.

Finally participants were asked about the use of the
simulation gloves and their effects. The basic response from
all participants was that they felt the new visualization was
better.

V. DISCUSSION

The issues raised at the beginning of this paper and in
Section 11l and their solutions provided in Section Il
including the new prototype developed are discussed further in
this section.

Although the new prototype has not addressed all the
issues raised at the beginning of this paper, it has tried to
accommodate as many of them as possible.

Furthermore, the experiment was designed to provide
evidence to support the solutions provided in the new data
visualization that are actually effective in real-time use. The
first issue that was raised in this paper was related to Principle
2, Guideline 2a, which was addressed in the new data
visualization by providing customization options to customize
user interface elements according to the needs of the users.
The evidence suggested through the results of the semi-
structured interviews that the customization settings were very
useful. The new visualization also supports the increasing in
size of on-screen icons and the font. This would appear to be
useful as it was observed during the experiment that small
icons were difficult to select with the simulation gloves.

The second issue was related to Principle 3, Guideline 3a,
which was addressed in the new data visualization by
providing drop-down lists of categories, which could be
selected, and the data would automatically be sorted according
to the selection. The experiment showed that the users took
very little time to complete tasks 1, 2 and 3 in the new data
visualization in comparison to the old data visualization. This
evidence along with the results from the interviews suggests
that the new data visualization prototype was easier to use and
understand.
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For Principle 3, Guideline 3c, the new data visualization
consisted of dual language support for English and
Norwegian, which could be selected as needed by the user.

For Principle 4, Guideline 4d, the new data visualization
provided multi-modal communication through screen-readers.
Also as stated above the prototype was developed to be
platform independent and so could run on Apple and Android
devices without change. The experiment showed that the old
prototype did not support screen-reader interaction. The new
prototype supported screen-reader interactions for Android
and Apple devices. However, the participants were not
completely satisfied with the performance. Therefore, there is
still room for improvement in this context.

Principle 5, Guideline 5a was addressed in the new
prototype by the use of drop-down categories. The users were
allowed to select one item from each drop-down menu and
each selection filtered the data. From the experiment, it was
shown that the time taken to complete tasks 1, 2, 3 and 4 for
the new data visualization prototype was significantly less
than the time taken to complete the same tasks for the old data
visualization prototype. The evidence from the experiment
was strengthened by the results from the semi-structured
interviews.

Principle 6, Guideline 6¢c and 6d were addressed in the
new prototype by arranging user interface elements in drop-
down menus using categories. Customization options were
placed in appropriate categories for changing text, background
and other user interface elements. The evidence from the
experiment shows that the time taken to complete tasks for the
new data visualization was shorter than the time taken to
complete the same tasks for the old data visualization. In the
semi-structured interviews the participants also stated that due
to the short time taken to complete the tasks for the new
prototype they felt less fatigue in their hands and arms in
comparison to the old prototype.

Therefore as this discussion suggests that overall the new
visualization was indeed more usable and universally
designed, the authors accept both positive hypotheses stated
earlier. These essentially postulated that the new visualization
would be better in terms of usability, universal design and user
preference.

VI. CONCLUSION

The main goal of this research was to design and develop a
data visualization prototype adhering to the standards of
Universal Design. Through a literature review it was
discovered that there is a lack of use of Universal Design
principles in design and development of “mHealth”
applications. There are several national and international laws,
which are created to enforce and encourage the use of
Universal Design standards to provide equality for all.
However, there seems to be a lack of strong motivation for
adherence and enforcement of these laws.

The goal of designing a new prototype was to make it
accessible for people with rheumatoid arthritis who had
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problems related to dexterity and movement of hands and
fingers. Therefore, the new prototype consisted of various
customization options, which could be used to customize it
according to the needs of the users. Special considerations
were also made for screen-reader users and the prototype was
designed to be compliant with screen-reader technologies.
Experiments were conducted with the built-in screen reader
technologies in Android and Apple mobile phones to extract
further information regarding improving the screen reader
experiences. The findings suggested that although the new
prototype had better screen reader support, it still needs further
improvements.

Previous literature, as well as different Universal Design
guidelines suggest that multi-modal means of communication
should be established. Therefore, in future, the new prototype
can consist of features containing multi-modal input like
speech input and a tactile keyboard. These features can be
beneficial for our user group. Another issue is related to the
use of icons. Although this issue is not within the scope of this
research, there are some issues regarding the usage of
abbreviations in the place of icons in the new visualization.
The icons used in the old data visualization model were
discovered to be difficult to understand by the users; therefore
these icons were replaced with new abbreviations of
categories. Although this approach was found to be more
relatable to categories when the English language was used for
the prototype, it had no meaning when used with the
Norwegian language. This suggests that abbreviations are
language dependent and it becomes difficult to use
abbreviations when multiple languages are used for mobile
applications. Therefore, more research is required to
understand the use of suitable icons, which can be universal in
nature and translate across different languages. Furthermore,
the new prototype used sliders with RGB values and
displaying above the sliders the resulting selected color. While
this option gives users more color choice, it may not be the
best option. Therefore more research is needed on this aspect,
but one option could be to use a color palette in place of
manipulating sliders.

This evaluation could have been improved by having a
larger sample of users. Another issue was regarding the use of
an impairment simulation using the Cambridge Simulation
gloves. A similar future experiment could be improved by
perhaps using actual participants with rheumatoid arthritis in
the hands/fingers to a certain level. The experiment has shown
that the new prototype seems promising to solve some issues
related to usability and universal design and with some
improvements as mentioned above; it can be useful for
different user groups besides the target population. A future
experiment could also be expanded to include participants
with cognitive impairments to test if the prototype is simple
enough to be used by them.
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Abstract—Text to Speech (TTS) Conversion Systems have
been an area of research for decades and have been developed for
both handwritten and typed text in various languages. Existing
research shows that it has been a challenging task to deal with
Urdu language due to the complexity of Urdu ‘Nastaliq’ (rich
variety in writing styles), therefore, to the best of our knowledge,
not much work has been carried out in this area. Keeping in view
the importance of Urdu language and the lack of development in
this domain, our research focuses on ‘handwritten’ Urdu TTS
system. The idea is to first recognize a handwritten Urdu
character and then convert it into an audible human speech. Since
handwriting styles of different people vary greatly from each
other, a machine learning technique for the recognition part is
used i.e., Artificial Neural Networks (ANN). Correctly recognized
characters, then, undergo processing which converts them into
human speech. Using this methodology, a working prototype has
been successfully implemented in MATLAB that gives an overall
accuracy of 91.4%. Our design serves as a platform for further
research and future enhancements for word and sentence
processing, especially for visually impaired people.

Keywords—Artificial Neural Network; Classification; OCR;
Text To Speech; Urdu Handwritten Character

. INTRODUCTION

Urdu is the national language of Pakistan and there are
more than 100 million Urdu speakers worldwidel. Urdu is
predominantly the combination of two languages i.e. Arabic
and Persian which contains variety of features, properties,
scripts and writing styles that makes it more difficult for
common algorithms to work on it [1].

A TTS System is an application used to read text aloud.
TTS systems take text (handwritten or typed) as an input and
produce audible speech as an output. They have a wide range
of application in different areas like games and education,
vocal monitoring, voice enabled email and very useful for
visually impaired, etc.

A TTS system is composed of two parts: Optical Character
Recognition (OCR) and Speech Synthesis.

OCR is a process of converting an image into machine
code. It may be classified into two categories hamely online

Technology
Karachi, Pakistan

and offline [2]. In online character recognition, the recognition
process requires real time data from user and in case of offline
character recognition existing (stored) data is used. The
complex task of performing accurate recognition is based on
the nature of the text to be read and on its quality [3]. The
process of OCR comprises of a series of steps that are
essential for the preprocessing of input image. Usually, these
steps include: Binarization, Segmentation, Feature Extraction
and Classification.

The process of speech synthesis creates speech artificially
on the basis of the input text. The aim of speech synthesis is to
acquire speech that is easily understandable.

In this reported work, we have constructed a mechanism to
develop an efficient TTS system. The paper advances with the
review of the literature. Then, the proposed methodology is
presented that highlights different phases of TTS construction.
The major parts of algorithm are image acquisition,
preprocessing, classification, speech synthesis and GUI
development. The manuscript ends with the discussion of the
important results with possible extension of the work.

1. LITERATURE REVIEW

TTS Systems have been an area of research for decades.
The complete TTS system was first developed for English
language by Noriko Umeda [4]. An overview of the early
attempts to develop TTS systems is done by Klatt [5] that
gives an extensive database of the methodologies employed to
develop these systems.

In fact, the OCR systems should be efficient enough to
read handwritten or typed text in different languages such as
English, Sindhi, Persian and Arabic etc. M. Farhad et al. [6]
proposed a novel methodology for OCR of English alphabets
using ANN as the classification algorithm with curvature
features of characters as input to the network. They used
different seeking angles for the recognition of characters
considering the predetermined features of them. This
technique vyields ~90% accuracy for different character
seeking angles but it was computationally expensive as feature
extraction proves to be time consuming.
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Amit Choudhary et al. [7] presented an extensive work on
offline handwritten English character recognition using
multilayer feed forward neural network reporting an accuracy
of 85.62%. Ganai et al. [8] focused on improving the speech
quality of existing system by combining the methods of
Hidden Markov Model (HMM)-based speech synthesis and
waveform-based speech synthesis to develop human like
speech. Despite of the different techniques used for character
recognition and speech synthesis, the overall performance of
TTS systems developed by both authors led to lesser accurate
results and reduced overall performance. Moreover, both TTS
systems were developed for English language whose alphabets
are easier to detect.

Sarmad Hussain [9] presented his work on Urdu text to
speech system. The work emphasized on the use of Urdu
phonological processes and divided it into three stages. In the
first stage, text was converted into its respective phonemes. In
second stage, these phonemes were converted into numerical
parameters known as text parameterization and at final stage;
speech was synthesized through these parameters. However,
this work was based on typed Urdu words.

Kashif Shabeeb and D.S Singh [10] developed a GUI for
handwritten Urdu Text to Speech Converter. It was based on
the recognition of isolated typed Urdu characters using
Artificial Neural Networks (ANN). However, the accuracy of
OCR was not mentioned and it did not provide facility for
online handwritten Urdu character recognition.

1l. PROPOSED METHODOLOGY

Unlike [9] & [10], our methodology is based on
recognizing ‘online handwritten” Urdu text. The framework of
the proposed methodology is illustrated in Fig 1 and the
details of each step are provided here:

A. Image Acquisition

Handwritten Urdu characters are input to the system in the
form of images which are captured with the help of a webcam
or smart phone as shown in Fig 2. The acquired images may
be utilized to function in two modes i.e. offline mode and
online mode.

In offline mode, the system uses images which are already
stored in dataset whereas in online mode a webcam is used to
capture images in real time. The images acquired are then
preprocessed for further analysis.

B. Preprocessing

The steps involved in preprocessing of an input image are
binarization, boundary detection, thinning, feature extraction
and padding as shown in Fig 1.

1) Binarization

In the first step, the acquired colored image is converted
into grayscale. In order to change any color to its gray level, it
iS necessary to obtain the value of its primary colors (Red,
Green, and Blue). Then, by adding 30% of red, 59% of green
and 11% of blue of each value together, we may get our
desired grayscale value. Once the image is converted to
grayscale, it is then binarized by assigning the value ‘0’ to the
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weaker intensity of gray showing black and ‘1’ to the stronger
intensity of gray showing white.

In fact, a single threshold value is determined using Otsu’s
method [11] above which a pixel value is considered as ‘1’
and below it as ‘0’. This is a global binarization technique
which is very simple and efficient for separating background
and foreground pixels with high accuracy in minimum
time. Sample result is shown in Fig 3.

Recognized
Character

Speech Synthesis

Fig. 1. Methodology of Proposed Framework

Fig. 2.

Image Acquisition

2) Boundary Detection

In order to detect the character in an image, it is essential
to detect its boundary. By locating regions having abrupt dark-
light transfigurations and suppressing regions with
homogenous intensity, the boundaries of the characters present
in the image can be found. This also provides information
about the number of connected elements in an image.
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Fig. 3. Input image (left), Binarized image (right)

3) Thinning

When applied to binary images, image thinning is used to
remove selected foreground pixels that may be presented as
noise. The end result of this is another binary image that has
these undesired pixels removed. The process of median
filtering, which is a non-linear method is applied to perform
thinning.

4) Feature Extraction
Features are distinctive characteristics present in the image
of a character such as dots, strokes, edges, etc. These are
extracted and cropped so that the task of classifying characters
becomes less rigorous as shown in Fig 4.
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Fig. 4. The ‘nugta’ of character ‘baay’ is extracted here

5) Padding

To reduce computational complexity, the processed
images are resized and padded so that the dimensions of each
image are the same before processing to the classifier as
shown in Fig 5.
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Fig. 5. Cropped image (left), Padded image (right)
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C. Classification

In this work, an efficient technique of Artificial
Intelligence is utilized for the purpose of classification that is
Artificial Neural Network (ANN). ANN is a computational
tool that replicates the structure and function of biological
nervous system. This model can be changed and adapted
according to the information that is passed through the
network for processing. It consists of three layers: input layer,
hidden layer and output layer. These layers comprise of a
number of interconnected neurons and weights. All these
parameters are set according to the requirement through trial
and error method. ANN are very useful for finding patterns in
data [12].

1) Designing the Neural Network

In this study, the neural network that is used has specific
parameters as tabulated in Table 1. Here validation shows
network generalization.

TABLE I. PARAMETERS OF NEURAL NETWORK

Network Specification

Type Feed forward neural network
Learning method Back propagation

Number of layers

Number of hidden layers 1

Number of nodes in hidden layer 16

Activation function used Gradient descent

Training set volume 70%

Validation set volume 15%

Testing set volume 15%

Input, Output nodes 1024,24

2) Sample Preparation and Training

For the purpose of training the neural network, all the
characters are first divided into distinct classes. Characters
that have similar primary structure like ‘baay’, ‘paay’, ‘taay’
are placed in a single class and 24 such classes are created on
the basis of primary structural discrimination as shown in
Table 2. Similarly, based on the number of connected
elements, characters are further classified within a class. For
example, if the character 'taay' is taken as an input, the
primary structure of 'taay' is first classified into the second
class as shown in Table 2 and then based on the number of
connected elements, which are three in this case, it is
recognized as ‘'taay'. In this way all the characters are
recognized into their respective classes. Further classification
of individual characters is based on the number of connected
elements in each character. Network was trained on 60
samples where each sample represents a matrix of 1024 x 24,

A target matrix of 24 x 24 is also set which represents ‘1’
diagonally at the index of each class with rest of the indices
being 0. Network is then trained and ready for implementation
as shown in Fig 7.
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TABLE II. 24 CLASSES OF URDU ALPHABETS
Class No Characters/Groups
1 )
2 GRS o Q
3 d
4 d
: £s
6 a3 -l Algorithms
7 S ISP Training: ~ Gradient Descent with Momentumn & Adaptive LR - {traingdi)
8 Sl Performance: Mean Squared Error  (mse)
9 o= ue Calculations:  MEX
10 B
11 1 Progress
12 ¢ & Epoch: o N 118 terations | 1000
13 = Time: 0:.00:05
14 5 Performance: 0170 [ Sree T N | 0.00
15 =< Gradient: 0.129 606 ] 1.00e-05
16 S Validation Checks: o Q 6
17 Jd
18 S
19 o
20 )
21 ° N
22 s v Minimum gradient reached.
;j i . Stop Tramng ‘ Cancel
_—
» -
I < 2 I _v el S5 Fig. 7. Neural Network training
T | G Tad LT & T &
. sl 3) Results of OCR
| RS To test the system, a novel input is given to the network.
s o J This novel input is an image of a character. If the character is
& & correctly recognized, an output matrix of 24x1 is displayed

which shows ‘1’ at the place of that character’s index and 0 at
the rest of the indices as shown in Fig 8. After 1000 epochs
(iterations), an overall accuracy was computed as 91.4%. The
37 characters are classified into 24 distinct classes and there is

R e no major misclassification of characters as shown in Fig 9. An
Fig. 6. Sample handwritten Urdu Text enlarged view of the confusion matrix showing classification
of two character classes i.e. 23 and 24 is shown in Fig 10.
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D. Speech Synthesis

Speech synthesis is the final step of the proposed
methodology which is achieved using MATLAB to acquire
human like speech. For this purpose, Digital Signal Processing
(DSP) toolbox is used to manually record prosodies of each
character which are then stored in a format of .wav file. A
database is created which contains the recorded sounds of all
characters. Once the character is recognized, stored sound is
retrieved by the system through program for audible output.
The speech synthesis system works effectively.

E. Graphical User Interface (GUI) Development

For the purpose of testing, a Graphical User Interface
(GUI) is also developed which displays the following features:

e Input image: Shows the uploaded character image.

e Output character image: Shows the image of
character recognized by the system.

e Output character text: Shows the character text,
recognized by the system.

e Output speech: Shows the speech generation of
recognized character.

LI 2401 double

' \ a a
] — |
2| 9| ‘
2| ol ‘
a o ‘
L o| ‘
6 | ol |
7| 0 ‘
o ol ;
o 0 |
10| o ‘
" 0| |
1% o| |
13| 0| ‘
14 o ‘
15 o|
10 0| ‘
17| 0
18 o '
19 0
20| o
21| 0
22| o ‘
2 o
24 0 |

Fig. 8. Output matrix of character ‘alif’ displaying lat first index and 0 at
other indices
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Fig. 10. Enlarged view of confusion plot
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V. CONCLUSION AND DISCUSSION

The system proposed here has two parts; handwritten Urdu
character recognition and speech conversion. The Urdu
alphabets were initially divided into twenty four classes
grouping similar characters. After that, sixty samples of
different handwritings were collected and presented to the
classifier for training the network. Once the training is
completed, novel samples were used for testing and validation.
For every input character, a matrix of 24 x 1 is displayed as an
output. Results show 91.4% accuracy for 60 sample data set
thus ending the recognition process. The recognized character
is then passed through MATLAB’s digital signal processing
toolbox which converts it into its corresponding human speech
recorded earlier.

TABLE IIl. COMPARISON OF DIFFERENT OCR TECHNIQUES
OCR
i i 0f-
Paper Languag | Online/Offlin | (%
e e accuracy
)
[7] English Offline 85.62
Latin & .
[13] Bengali Offline 98.3
[14] Urdu Offline 94.97

The proposed approach accomplishes the aim of
recognizing Urdu characters in real time and its conversion
into human speech. This system has an advantage over other
systems as it serves as a basic architecture for handwritten
Urdu characters captured in real time. In Table 3, TTS systems
developed for different languages are compared and their
character recognition accuracies are highlighted. In
comparison, the overall OCR accuracy for the proposed
methodology is 91%. In addition, the TTS developed here
uses simple algorithms, has online recognition feature and a
dedicated GUI for easy implementation. Most of the literature
available doesn’t incorporate online character recognition.
Moreover, although a dedicated GUI for TTS is included in
many studies [1, 10], the GUI proposed here is very easy to
use. On the basis on these advantages, this system can be
extended to use for people with limited vision or are illiterate
and unable to read important text messages and instructions.

Like other TTS systems, the reliability and efficiency of
this system can be affected due to certain environment
constraints (such as light intensity and direction) while taking
real time data as input. It is observed that poor visibility acts
as a barrier for correct OCR process. The accuracy of OCR
and classification can further be enhanced by including other
features like estimating the curve angles of characters [6]. We
anticipate that although this approach produces better results,
improved algorithms will be needed to improve the
computational time.

The database used for training classifier only consists of
handwriting styles of the people aged between 18 and 24
years. The above system can be improved by presenting the
handwritten samples of children and senior citizens to the
classifier. The network trained on the basis of the handwriting
of these age groups covers a wide range of handwritten text
and improves the OCR process. In addition, this modification
is beneficial so that the TTS system can be used for the senior
citizens having poor muscle control due to disease or illness.

Vol. 7, No. 12, 2016
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Urdu Handwritten Text-to-Speech Converter
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Fig. 11. Graphical User Interface showing character to speech Conversion of
Urdu Character ‘Zuad’

In addition to the technique proposed above, we have also
attempted template matching rather than ANN but it did not
produce good results. This was mainly because of the obvious
differences in typed character’s topology with the handwritten
character’s shape.

This research project can be further extended for complete
Urdu words and complete sentences for a fully functional TTS
system that may serve the visually impaired people. The
system may also be extended as platform independent to any
particular software such as MATLAB, etc.
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Embedded Systems
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Abstract—Recently, the advent of embedded multicore
processors has created interesting technologies for power
management. Systems consisting of low-power and high-efficient
cores create new possibilities for the optimization of power
consumption. However, new design methods, dedicated to these
technologies should be developed. In this paper we present a
method of static task scheduling for low-power real-time
embedded systems. We assume that the system is specified as a
distributed algorithm, then it is implemented using multi-core
embedded processor with low-power processing capabilities. We
propose a new scheduling method to create the optimal or
suboptimal schedule. The goal of optimization is to minimize the
power consumption while all time constraints will be satisfied or
the quality of service will be as high as possible. We present
experimental results, obtained for sample systems, showing
advantages of our method.

Keywords—Embedded system; distributed algorithm; task
scheduling; big.LITTLE; low power system

l. INTRODUCTION

Embedded systems are dedicated computer-based systems
that are highly optimized for a given application. Besides the
cost and performance, power consumption is one of the most
important issue considered in the optimization of embedded
systems. Design of energy-efficient embedded systems is
important especially for battery-operated devices. Although the
minimization of power consumption is always important,
because it reduces the cost of running and cooling the system.
It was observed that power demands are increasing rapidly, yet
battery capacity cannot keep up [1].

Embedded systems are usually real-time systems, i.e. for
some tasks time constraints are defined. Therefore, power
optimization should take intconsideration that all time
requirements should be met. In general, higher performance
requires more power, hence, the optimization of embedded
system should consider the trade-off between power,
performance and cost. Performance of the system may be
increased by applying a distributed architecture. The function
of the system is specified as a set of tasks, then during the co-
design process, the optimal architecture is searched [2].
Distributed architecture may consist of different processors,
dedicated hardware modules, memories, buses and other
components. Recently, the advent of embedded multicore
processors has created an interesting alternative to dedicated
architectures. First, the co-design process may be reduced to

Albert Dzitkowski

Department of Information Systems
Kielce University of Technology
Kielce, Poland

task scheduling for multiprocessors systems. Second, advanced
technologies for power management, like DVFS (Dynamic
Voltage and Frequency Scaling) or ARM big.LITTLE [3],
create new possibilities for designing of low-power embedded
systems.

Although there are a lot of synthesis methods for low-
power embedded systems [4], the problem of optimal mapping
of a distributed specification onto the multicore processor is
rather a variant of the resource constrained project scheduling
(RCPSP) [5] one, than the co-synthesis. Since the RCPSP is
NP-complete, only heuristic approach may be applied to real-
life systems. According to the best of our knowledge there is
no synthesis methods taking into consideration ARM
big.LITTLE architecture as a target platform for real-time
embedded systems. Only, some work considering run-time
scheduling were done [6].

The most of RCPSP approaches are dedicated to the task
graph specification of a system. But in many cases, especially
in case of embedded software, more general distributed models
[7] would be more convenient. It was occurred that the
function of a real-time distributed system may be efficiently
specified as a distributed echo algorithm [8]. Moreover, such
specification may also be statically scheduled [9].

In this paper we present the novel method for synthesis of
the power-aware scheduler for real-time embedded systems.
We assume that the function of the system is specified as a
distributed echo algorithm [10] that should be executed by the
multicore processor supporting the ARM big.LITTLE
technology. The goal of the static scheduling is the reduction of
power consumption by moving some tasks to low-power cores
(LPCs), while critical tasks are assigned to high-performance
cores (HPCs), to satisfy all time constraints. The proposed
method is dedicated to high performance embedded computing
systems.

1. RELATED WORK

The problem of design of low-power embedded systems
has attracted researchers for many years. One direction of these
research is finding the low-power architecture by optimizing
the allocation of resources and task assignment according to
the power consumption (e.g. COSYN-LP [11], SLOPES [12],
LOPOCOS [13]). The overview of some power aware
codesign methods is presented in [4]. But all above methods
create the dedicated hardware/software architecture and cannot
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be applied to multicore processors.

Another direction of research concerning the design for
low-power is to develop methodologies that takes into
consideration dynamic reduction of the power consumption
during runtime. AVR (Average Rate heuristic) [14] is a task
scheduling method for variable speed processor. Dynamic
Power Management [15] tries to assign optimal power saving
states. Other methods reduces power consumption by
efficiently using voltage scale processors [16]. All above
methods are based on power-aware scheduling called YDS.
Above methods schedules dynamically a set of tasks by
selecting the proper speed for each task. ARM big.LITTLE
uses only 2 predefined speeds, thus it is rather not possible to
adopt above methods to this technology.

There are a lot of scheduling methods for real-time
embedded systems. Earliest Deadline First (EDF) [17] or Least
Laxity First (LLF) [18] is ones of the most efficient dynamic
scheduling methods. But above methods are dedicated to
homogeneous architectures (SMP). Discussion concerning the
problems of task scheduling in real-time systems is presented
in [19]. Most of them optimize schedule length.

Embedded software consists of the given set of tasks.
Usually it is possible to estimate the task parameters like
execution time, power consumption, memory requirements.
Most static scheduling methods are based on specification
represented as task graph [20]. But in many cases it is difficult
to specify function as a task graph, some other models e.g.
distributed algorithms [7] are more suitable. It seems that the
echo algorithm [10] would be attractive for this purpose.

According to our best knowledge there is no scheduling
method for real-time systems specified as distributed echo
algorithm, as well as the static scheduling method optimizing
energy consumption in embedded systems based on the
big.LITTLE platform.

1. PRELIMINARIES

We assume that the target embedded system is based on
multi-core processor with LPCs and HPCs. LPC requires less
power to execute tasks but execution times are longer. HPC
executes tasks faster but consumes more energy. We consider
soft real-time systems, i.e. all tasks should be executed before
the specified deadline. But it is acceptable to slightly exceed
the deadline. In this case the quality of service (QoS) decreases
with increasing delay. The goal of optimization is to find
schedule for which the power consumption is minimal while
time constraints are satisfied or QoS is maximal. Since we
consider shared memory architecture, transmissions between
tasks may be neglected

A. Echo algorithms

Echo algorithms [18] are a class of wave algorithms [7]
used for describing distributed computations. The system is
specified as a set of tasks communicating by message passing.
One task is an initiator, which starts all computations. After
finishing its execution the initiator sends explorer messages to
all neighbours. After receiving the first explorer message the
task stores source node as an activator and after execution
sends explorer message to all neighbour nodes except the
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activator. After finishing execution of all tasks, all tasks which
were not activators execute again to compute echo message
which is sent to their activators only. Each task, after receiving
echo messages from all activated task, executes again and
sends echo message to its activator. Finally, the initiator should
receive all echo messages and then it computes the final result.

Fig. 1 presents sample echo algorithm consisting of 10
processes. Assume that task 0 is the initiator. Therefore this
task will be executed first. Then, tasks 1, 5 and 4 should be
executed. It should be noted that the order of activation of tasks
depends on times of execution of the following tasks, e.g. task
6 may be activated by task 5 but also it may be activated by
task 7, in case when tasks 1, 2, 3, and 7 will finish their
execution before finishing task 5. Thus, the scheduling on
heterogeneous processors is complex even when the execution
times of all tasks are known e.g. are estimated or when the
worst case execution times are assumed.

(7) (s)
(7 B

Fig. 1. Sample distributed algorithm

B. Functional Specification of Distributed Systems

We assume that the system is specified as a collection of
sequential processes coordinating their activities by sending
messages. Specification is represented by a graph G = {V, E},
where V is a set of nodes corresponding to the processes and E
is a set of edges. Edges exist only between nodes
corresponding to communicating processes. Tasks are activated
when required set of events will appear. As a result, the task
may generate other events. External input events will be called
requests (Q), external output events are responses (O) and
internal events correspond to messages (M). The function of
the system is specified as finite sequences of activation of
processes. There is a finite set of all possible eventsA = Q U
OUM = {A;:i =1,.,7r}. System activity is defined as the
following function:

D:VXC—>0xIx24 (D)

where C is an event expression (logical expression
consisting of logical operators and Boolean variables
representing events), Q=/w_, wy] are workloads of the
activated process defined for LPC and HPC respectively, and
I1=[n, my] defines power consumption.

Using function @ it is possible to specify various classes of
distributed algorithms. The algorithm from Fig.1 may be
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described using 20 actions. Assume that estimation of task
workloads and energy consumption are given (Tab. I). Thus,
actions will be the following:

Ao: @(vofdo})  — (13.2], [9,20], {m11,m25,m3,})

A d(vi{ml}) — ([13,8],[34,81],{x1,m4}) |
@(v1,{m10:}) — (/13,8],[34,81],{X2,m5,})

Ax: D(vs{M2s}) — ([6,4],[16,40],{x3,m66,M7g}) |
@(V5,{m155}) — ([6,4],[16,40], {X4,m80,m79}

Az: D(v,{m4z}) — ([10,5],[26,52],{x5,m93})|
D(v,Am12,}) — ([10,5],[26,52],{xs,m104})

Ag: D(vs{M93}) — ([7,4],[18,40].{x7,m117}) |
D(v3{m17s}) — ([7,4],[18,40],{xs,m12,})

As: @(Vg,{m(s@}) — ([5,3],[]3,29],{Xg,m137,m148}) |
D(ve{M16g}) — (5,3].[13,29],{x10,m155,m14e}

As: (v {M1l7}) — ([9,5],/23,50],{x11,m16}) |
D(v7,{m137}) — (19,5],/23,50],{x12,m173}

Az D(va{m3a}) — ([11,6]./28,58],{x13})
Ag: P(ve{m7o}) — ([12,7].[30,67],{x14})
Ag: D(vs,{Ml4s}) — ([4,2].[11,22],{x15})

Aso: P (vo,{(MSo|M180)&(M8o|M190)&M20o)})—(/9,5]./23.52],
{rd)

A @ {X1&m21,}) — ([17,9],[42,93],{m18}) |
D, {X%&mly}) — ([17,9],[42,93],{m22,})

Avp: D (Vo {Xs&M23,}) — ([7,4],[17,40],{m21}) |
Dy, {X6e&M22,}) — ([7,4],[17,40],{m245})

Arg: D(v3,{x:&M253}) — ([2,1].[4,10].{m235}) |
D(vs,{xe&m243}) — (/2,1].[4,10].{m267})

Asg: P(vs,{Xs&M275&M28s}) — ([11,6],/27,59],{m194}) |
D (s, {X4&M25&M28s}) — ([11,6],[27,59],{m32¢})

Ass: P (v, {Xe&mM295&M30s}) — (/6,3],/15,31],{m27s}) |
D(vg,{X10&M32&mM30s}) — (16,3],[15,31],{m317})

Asg: P(v7{x11&m317}) — (/3,2]./8,20].{m253}) |
D(v7,{x12&M267}) — (/3,2].[8,20],{m29¢})

Aaz: D(va{Xs3}) — ([3.2]./8,21],{m20o})
Asg: D(ve,{X1s}) — ([2.1].[4,9].{m30¢})
Ase: D(vo,{X1a}) — ([5,3].[12,30],{m28s})

Each action is activated only once, when the corresponding
condition will be equal to true. Actions A;+As, and A +Ag
contain alternative sub-actions. Only the first action, for which
the condition will be satisfied, will be activated. According to
the echo algorithm specification, process vq is the initiator,
messages mly, ..., m17; are explorer messages, while mi8, ...,
m31, are echo messages (indices are added only for readability,
mx; means that message mx is sent to v;. Events xy, ...,X;5 are
internal events, used for storing the state of processes between
successive executions.
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TABLE I. TASK CHARACTERISTICS
iI'ask | }'Il'ask u@ﬁpn time [ms] Energy c_msnmpﬁnn [mJ]
0. xploration Explorafion
mode Eche mode mode Echo mode
HPC |IPC | HPC |LPC | HPC |LIPC | HPC | LPC
0 2 3 5 9 20 9 52 3
1 8 13 9 17 81 3 93 42
2 5 10 4 7 32 26 40 17
3 4 7 1 2 40 18 10 4
4 6 11 2 3 58 28 21 3
5 4 6 6 11 40 16 9 | 27
& 3 5 3 & 29 13 31 15
7 5 9 2 3 30 23 20 2
3 2 4 1 2 22 11 9 4
9 7 12 3 5 67 30 30 12

Since different requests may be processed by distinct
algorithms, the function of a system may be specified using a
set of functions @ sharing the same processes. Each function
has only one initiator (process activated by the request).
Processes may be activated many times, but the algorithm
should consists of the finite number of actions and infinite
loops are not allowed.

C. ARM big.LITTLE technology

ARM big.LITTLE technology is an architecture where
high-performance CPU cores are combined with the most
efficient ones. In this way the peak-performance capacity,
higher sustained performance, and increased parallel
processing performance, at significantly lower average power,
are achieved. It was shown that using this technology it is
possible to save up to 75% CPU energy in low to moderate
performance systems and it is possible to increase the
performance by 40% in highly threaded workloads.

Three different methods of applying big.LITTLE
technology for minimizing the power consumption were
proposed [3]:

1) In the cluster switching, LPCs are grouped into “little
cluster", while HPCs are arranged into “big cluster". The
system uses only one cluster at a time. If at least one HPC core
is required then the system switches to the “big cluster"”,
otherwise the “little cluster” is used. Unused cluster is
powered off.

2) In CPU migration approach, LPCs and HPCs are
paired. At a time only one core is used while the other is
switched off. At any time it is possible to switch paired cores.

3) The most powerful model is a Global Task Scheduling
(GTS). In this model all cores are available at the same time
i.e. tasks may be scheduled on all HPC as well as LPC cores.

Different configurations of LPC/HPC core are available.
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For example Samsung Exynos 5 Octa consists of 4 LPCs
(Cortex-A7) and 4 HPCs (Cortex-Al5), Exynos 5 Hexa uses
2LPC/4HPC configuration, while the MediaTek MT8173
contains only 2 LPCs (Cortex-A53) and 2 HPCS (Cortex-A72).
Big.LITTLE technology is applied also in Qualcom
Snapdragon, NVidia Tegra X1, Apple A10 Fusion and
HiSilicon processors.

Our approach is dedicated to the global task scheduling
model. GTS is the most flexible and the most efficient method
of applying big.LITTLE architecture. Moving tasks between
HPCs and LPCs is fast, it requires less time than a DVFS state
transition or SMP load balancing action.

V. POWER-AWARE SCHEDULING

The draft of our algorithm of power-aware scheduling is
given in Fig.2. First, a list of schedulable tasks (S;is;) consists of
the initiator, only. Then time marker (T) is initialized to 0. The
main loop schedules the successive tasks, ordered according to
their priorities. Priority of each task is based on the laxity (L),
defined as a difference between task start times, obtained using
ALAP (As Late As Possible) and ASAP (As Soon As Possible)
methods, assuming the deadline (TL). These methods are
applied assuming non limited number of cores. The Sort()
method orders all schedulable tasks according to increasing
laxity.

Tasks with the lowest laxity are scheduled first. If the laxity
is higher than the difference between task execution times for
LPC and HPC, then the task is scheduled on the LPC (if any
LPC is available). If the laxity is lower than above difference,
then the task is scheduled on the HPC (if any HPC is
available). If no HPC is available, the task is scheduled on the
LPC (if any LPC is available). If the difference between the
time limit (deadline) and the time maker is higher or equal the
system execution time obtained from ASAP method (in version
for LPC), then the task is scheduled on the LPC. If none of the
above conditions is fulfilled, the task stay in S, and will be
attempted to schedule in the next time frame.

Finally, all scheduled tasks are removed from the Sjg.
Before starting the next iteration of the main loop, the next
tasks are added to the S using NextReadyTasks() method. The
tasks are chosen according to rules of distributed echo
algorithm. When all cores are busy or S is empty, the time
marker is moved to the next time frame (function
NextAvailableTimeFrame()), i.e. the nearest time when any
core will finish executing task.

The presented algorithm is a greedy approach. First, it tries
to reduce the power consumption by assigning tasks to LPC
whenever it is possible. Although it is heuristic, we observed
that in most cases it is able to find the solution for which all
time constraints are satisfied.
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Sjis: = all source nodes;
T=0;
while Sj#¢ do
{
ASAP,, scheduling of all unscheduled tasks (HPC);
ALAP,, scheduling of all unscheduled tasks (HPC);
ASAP, scheduling of all unscheduled tasks (LPC);
for each t;
{
L; = ALAPy, (t;)- ASAPy, (t);
1
Sort(s/ist)/'
for each tie Sjf
if L;> It-ht; and available(T,LPC) then
{
Assign t; to LPC;
Mark t; as scheduled;
1
else
if systemExecutionTime(ASAP) <TL—-T
and available(T,LPC) then
{
Assign t; to LPC;
Mark t; as scheduled;

1
else
if L <ht-It; then
if available(T,HPC) then
{
Assign t; to HPC;
Mark t; as scheduled;
1
else if available(T,LPC) then
{
Assign t; to LPC;
Mark t; as scheduled;
1
if scheduled(t;) then

remove t;from Sj;

1
add NextReadyTasks() to Sy

T=NextAvailableTimeFrame();

}

Fig. 2. Power-aware scheduling algorithm
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V. EXAMPLE

Assume that the target embedded system is based on multi-
core processor with 2 LPCs and 4 HPCs. The sample system
specification (Fig.1) consists of 10 tasks that are executed
twice, first time in the exploration phase and the second time
during the echo phase. The initiator is defined as task 0. It
starts the computations in the exploration mode and it returns
the final result after execution in the echo mode. Assume that
the soft deadline is equal 37 ms.

The algorithm starts with S;;x={0} and T=0. During the first
pass all tasks are initially scheduled using the ASAP and
ALAP methods. Results are given in Tab. II.

TABLE II. INITIAL TASK SCHEDULING
Exploration phase
Task | 0 (1 (2 | 3| 4 (5|6 |7 |8 |0
Asap, | 0|2 (10|14} 2 )2 6|9 |9 |6
ALAR, | 1 6 1415124 3 | 7 102016
ASAP, | 0|3 |16 231 33| 9 |14|14/0
L 1141411 )22]1 1 1|11 ] 10

Task | e |le | 2e | 3¢ | de | 5 | 62 | 72 | 8e | 92
ASAP, |30 (19| 15|18 ) 8 [ 24|21 |19 )11 |13
ALAP, |32 (23|19 | 1930 (2623|2022 |23
ASAP, | 52|33 |26 | 30| 14 |41 (35|32 (18 | 2

L 2 (441222 2|1 |11]10

During the exploration phase tasks are identified by the task
number, for the echo mode tasks are identified by adding suffix
“e” to the task number. It may be observed that according to
the ASAP, method scheduling on LPCs, the minimal system
execution time is equal 61 ms and it requires 5 cores. The
energy consumption equals 368 mJ. Initial ASAP_ scheduling
gives an information about minimal execution time using LPCs
only. It gives also the solution with minimal energy
consumption. The initial ASAPy scheduling returns the
following  results:  execution time=35 ms, energy
consumption=824 mJ, and requires 5 HPCs. Above results
specifies the fastest solution, which consumes the maximal
power.

The algorithm proceeds as follows:

1. T=0: S|i$t={0}
Task 0: Lo=1, Ity-htg=1, (65<37-T) =false, 0— HPC1

Vol. 7, No. 12, 2016

2. T=3:Six={51,4}
Task 5: Ls=1, It5-hts=2, (64<37-T)=false, 5— HPCl1
Task 1: L;=4, It;-ht;=5, (64<37-T)=false, 1— HPC2
Task 4: L,=22, It;,-ht,=5, 4 — LPCl1

3. T=6: S;ix={6.9}
Task 6: Lg=1, It5-hts=2, (62<37-T)=false, 6— HPClI
Task 9: L9=lO, |t9-ht9:5, 9— LPC2

4. T=9:S,={7,8}
Task 7: L;=1, It;-ht;=4, (60<37-T)=false, 7— HPCI
Task 8: Lg=11, Itg-htg=2, LPC not available

5. T=10: S|i5t:{2,8}
Task 2: L,=4, It,-ht,=5, (60>37-T)=false, 2— HPC2
Task 8: Lg=10, Itg-htg=2, LPC not available

6. T=13: S={8,4e}
Task 8: Lg=8, Itg'htgzz, 8 — LPCl1
Task 4e: L4=22, Itse-htse=1, LPC not available

7. T=14: S;={3,4¢e}
Task 3: Ls=1, It5-ht3=3, (56<37-T)=false, 3— HPCl1
Task 4e: L,=21, It,e-htse=1, LPC not available

8. T=15: Slist:{4e}
Task 4e: L4=20, Itse-htse=1, LPC not available

9. T=17: S.ist:{8e,4e}
Task 8e: Lge=11, Itg-htg.=1, 8¢ — LPCl1
Task 4e: L,=18, It,e-ht,e=1, LPC not available

10. T=18: S;x={3e,2¢,9¢,4¢}
Task 3e: Lye=1, Itse-htz=1, (53<37-T)=false, 3e— HPCl1
Task 2e: Lye=1, Ity-hty=1, (53<37-T)=false, 2e— HPC2
Task 9e: Lg.=10, ltge-htge=2, 9e— LPC2
Task 4e: L4=17, Itse-htse=1, LPC not available

11. T=19: S|i5t:{7e,4e}
Task 7e: L7e=1, It7e-ht7.=1, 7e— LPCI
Task 4e: L4=16, Itse-htse=1, LPC not available

12. T=22: S;={1e,6¢,4¢}
Task 1e: Li=1, Itse-ht; =8, (52<37-T)=false, 1e— HPC1
Task 6e: Lge=1, Itge-htg.=3, (52<37-T)=false, 6e— HPC2
Task 4e: L4e:13, |t4e'ht4e:1, 4e— LPC1

13. T=25: Sji={5e}
Task 5e: Lse=1, Itse-htse=5, (49<37-T)=false, 5e— HPC2

14. T=31: Sjix={0e}
Task 0e: Loe=1, ltge-htee=4, (6<37-T)=false, 0e— HPCI1

The final schedule is presented in Fig. 3. After executing
ASAP and ALAP initial scheduling, task 0 has laxity equal 1
and difference between execution time for LPC and HPC
equals to 1. Since the first two conditions specified in if
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HPC1 | O 5

HPC2 1 R

HPC3
HPC4

LCP1 F ] 8

LPCZ 9 9

Time 1 3 5 7 9% 11 13 15 17 19 21

23 5 27 19 31 i3 35 37

Fig. 3. Sample schedule for algorithm from Fig.1

statements evaluate to false, task O is scheduled on the
HPC1.Next, tasks 1, 4 and 5 are added to the list to be
scheduled in the next time frame. Tasks 1 and 5 have lower
laxity than the difference between LPC and HPC, therefore
they are assigned to HPC. Otherwise, the laxity of task 4 is
significantly greater than the above difference, thereby the task
is scheduled on the LPC. Similar cases take place for tasks 9, 8,
8e, 7e, 9e and 4e. All other tasks are scheduled on HPCs in
order to fulfil given time constraint. The energy used by the
processor is equal to 698 mJ. It gives 15% power saving, in
comparison with the fastest solution. We observed that for
lower time constraints our method can give even 55% of
energy savings.

VI. EXPERIMENTAL RESULTS

The efficiency of our method was evaluated using the
example from Fig.1 as well as using other examples consisting
of 25 and 45 tasks. Unfortunately there is no standard
benchmark sets for echo algorithms. There is also no similar
approaches of scheduling that may be compared with our
approach. Therefore for comparison the classical list
scheduling and ASAP methods were chosen.

Tables I, 1V and V present results obtained for all sample
algorithms using our method (EchoLPS) and list scheduling.
Two different big.LITTLE architectures were examined, the
first consists of 4 LPCs and 2 HPCs, the second one consists of
2 LPCs and 4 HPCs. For each architecture 4 different deadlines
were examined. The mildest constraint was chosen in such a
way that all tasks may be scheduled on LPCs. Such systems are
found for reference, as the most power savings systems.
Experimental results show how the tightening of time
constraints affects the energy consumption. It should be noted
that, nevertheless that our method is heuristic, in all cases
solutions satisfying the deadline were found. But of course
EchoLPS does not guarantee the fulfilment of hard real-time
constraints.

For comparison the results obtained using classical list
scheduling was given. List scheduling, first assigns tasks to
HPCs i.e. it tries to find the fastest solution. Lists of tasks are
ordered according to priority that is based on ALAP-ASAP
values. We may observe that for comparable results (as far as
the execution time is concerned) the solution found using the
List Scheduling consumes significantly more energy than
solutions obtained using our method.

For reference we also performed scheduling of all sample
systems using List Scheduling, ASAP and ALAP methods.
Table VI presents the results. For each solution the minimal
number of LPC or HPC cores was found. Using List
Scheduling it was possible to find the lowest energy consuming
solutions. In some cases solutions are faster than obtained our
method, but more LPC cores are required. Solutions found
using ASAP/ALAP methods usually found the fastest
solutions, but these methods do not minimize the number of
cores required to execute task.

VII. CONCLUSIONS

In this paper a power-aware static scheduling method for
embedded systems was presented. The method schedules real-
time tasks on multi-core processor with power management
capabilities. We applied our method to processors supporting
ARM big.LITTLE technology, but the method may be adopted
also to DVFS. The method gives better results than classical
scheduling methods adopted to low-power embedded systems.

The method assumes the specification of the system in the
form of a distributed echo algorithm. Such specification is
more general than task graphs used in the most of existing
static scheduling methods for real-time embedded systems.
According to our best knowledge this is the first static
scheduling method for real-time embedded software specified
as the echo algorithm.

Our future work will concentrate on extending our method
to systems specified using other classes of distributed
algorithms, systems using other power management
technologies as well as adaptive systems [21], considering the
dynamic power optimization. Other direction of our work is to
perform scheduling of the set of applications on the same
system. Another interesting result may be obtained by
developing quasi-static or quasi-dynamic scheduling method
for distributed specifications. Such methods may be applicable
to systems where the time of execution for tasks is not known
or it is difficult to estimate.

The presented method uses simple heuristic to find the best
tradeoff between the power consumption and efficiency of the
system. Although the method gives quite good results, we will
consider to apply more sophisticated optimization methods like
constraint logic programming, mathematical programming [22]
and developmental genetic programming [23].
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TABLE IIl.  RESULTS FOR 10 TASKS
System size 10 10
Architecture 2HPCand 4 LPC 4HPCand 2 LPC
. List List
Algorithm EchoLPS Scheduling EchoLPS Scheduling
Time constraint 65 56 46 37 NO 79 65 51 37 NO
Execution time 65 56 45 36 37 79 65 51 36 37
Energy consumption 368 499 637 698 716 368 458 570 698 813
Power increase 100% | 136% | 173% | 190% | 195% 100% | 124% |155% |190% |221%
Time decrease 100% [86% [69% |[57% |57% 100% [82% |[65% |47% |47%
TABLE IV. RESULTS FOR 25 TASKS
System size 25 25
Architecture 2HPCand 4 LPC 4HPCand 2 LPC
. List List
Algorithm EchoLPS Scheduling EchoLPS Scheduling
Time constraint 201 168 143 117 NO 357 280 204 127 NO
Execution time 194 167 142 117 125 357 279 202 127 99
Energy consumption 1672 | 2033 |2280 |2604 |2864 1672 | 2165 |2631 |3177 |3431
Power increase 100% | 122% | 136% | 156% | 171% 100% | 129% | 157% | 190% | 205%
Time decrease 100% [86% |73% |60% |64% 100% |78% |57% |36% |28%
TABLE V. RESULTS FOR 45 TASKS
System size 45 45
Architecture 2HPCand 4 LPC 4HPCand 2 LPC
. List List
Algorithm EchoLPS Scheduling EchoLPS Scheduling
Time constraint 246 215 185 154 NO 466 | 368 271 171 NO
Execution time 246 215 185 154 133 466 | 363 271 171 130
Energy consumption 2169 |2559 |2900 |3313 |[3630 2169 |2821 |3437 |4169 |4537
Power increase 100% |118% |134% | 153% |167% 100% | 130% | 158% | 192% | 209%
Time decrease 100% [87% |75% |63% |54% 100% | 78% |58% |37% |28%
TABLE VI.  RESULTS FOR LIST SCHEDULING, ASAP AND ALAP
System size 10 |25 |45 10 25 45 10 25 45
Architecture 6 LPC 5 HPC 9 HPC 15 HPC 4HPC |[8HPC 13 HPC
Execution time 65 193 230 37 109 130 37 109 130
Energy consumption 368 1672 2169 824 3864 5202 824 3864 5202
Algorithm List Scheduling ASAP ALAP

REFERENCES

M. Ditzel, R.H.Otten, W.A.Serdijn, Power-Aware Architecting for data-
dominated applications, Springer, 2007.

S. Deniziak, Cost-efficient synthesis of multiprocessor heterogeneous
systems. Control and Cybernetics, vol.33, 2004, pp.341-355.

big.LITTLE Processing with ARMCortexTM - Al5 & Cortex-A7,
ARM Holdings, http://www.arm.com/files/downloads/
big.LITTLE_Final.pdf, September 2013,

L.Benini, A.Bogliolo, G. De Michelli, A Survey of Design Techniques
for System-Level Dynamic Power Management, IEEE Transactions on
Very Large Scale Integration (VLSI) Systems, vol.8, no.3, June 2000,
pp.299-316.

S. Hartmann, D. Briskorn, A survey of variants and extensions of the
resource-constrained project scheduling problem, European journal of

(6]

(71
(8]

(9]

operational research : EJOR. - Amsterdam : Elsevier, Vol. 207., 1

(16.11.), 2010, pp. 1-15.

L. Costero, F. D. Igual, K. Olcoz, S. Catalan, R. Rodriguez-Sanchez and
E. S. Quintana-Orti, "Refactoring Conventional Task Schedulers to
Exploit Asymmetric ARM big.LITTLE Architectures in Dense Linear
Algebra,” 2016 IEEE International Parallel and Distributed Processing
Symposium Workshops (IPDPSW), Chicago, IL, 2016, pp. 692-701.

G. Tel, “Introduction to Distributed Algorithms” Cambridge University
Press, 2nd edition, 2001.

S. Bak, R. Czarnecki, S. Deniziak "Synthesis of real-time cloud
applications for Internet of things" Turkish Journal of Electrical
Engineering and Computer Sciences, vol.23, no.3, 2015, pp. 913- 929.

S. Bak, S. Deniziak "Synthesis of real-time distributed applications for
cloud computing”, IEEE Federated Conference on Computer Science
and Information Systems, IEEE, 2014.

37|Page

www.ijacsa.thesai.org



[10]

[11]

[12]

[13]

[14]

[15]

[16]

(IJACSA) International Journal of Advanced Computer Science and Applications,

Ernest J.H. Chang: Echo Algorithms: Depth Parallel Operations on
General Graphs. IEEE Transactions on Software Engineering, Vol. 8,
No. 4, July 1982.

B. P. Dave, G. Lakshminarayana and N. K. Jha, "COSYN: Hardware-
software co-synthesis of heterogeneous distributed embedded systems,"
in IEEE Transactions on Very Large Scale Integration (VVLSI) Systems,
vol. 7, no. 1, March 1999, pp. 92-104.

L.Shang. R. P. Dick. N.Jha. SLOPES: Hardware/Software Cosynthesis
of Low-Power Real-Time Distributed Embedded Systems With
Dynamically Reconfigurable FPGAs, IEEE Trans on Computer-Aided
Design of Integrated Circuits and Systems, vol.26, no.3, 2007, pp.508-
526.

M. T. Schmitz, B. M. Al-Hashimi, P. Eles, System-Level Design
Techniques for Energy-Efficient Embedded Systems, Kluwer Academic
Publishers, 2004.

F.F. Yao, A.J. Demers and S. Shenker. A scheduling model for reduced
CPU energy. Proc. 36th IEEE Symposium on Foundations of Computer
Science, 1995, pp.374-382.

J.Luo, N.K. Jha, Low Power Distributed Embedded Systems: Dynamic
Voltage Scaling and Synthesis, Proc. 9th Int. Conference High
Performance Computing - HiPC 2002, Lecture Notes in Computer
Science, vol. 2552, 2002, pp. 679-693.

C.Steger, C.Bachmann, A. Genser, R. Weiss, J, Haid, Power-aware

hardware/software codesign of mobile devices, e & i Elektrotechnik und
Informationstechnik, vol.127, no. 11, 2010.

[17]

(18]

(19]

[20]

[21]

[22]

(23]

Vol. 7, No. 12, 2016

J. Anderson, V. Bud, and U. C. Devi. An edf-based scheduling algorithm
for multiprocessor soft real-time systems. In IEEE ECRTS, July 2005,
pp. 199-208.

Han, Sangchul and Park, Minkyu, Predictability of Least Laxity First
Scheduling Algorithm on Multiprocessor Real-Time Systems, Proc. of
EUC Workshops, Lecture Notes in Computer Science, vol.4097, 2006,
pp.755-764.

Li Jie, Guo Ruifeng and Shao Zhixiang, "The research of scheduling
algorithms in real-time system,” 2010 International Conference on
Computer and Communication Technologies in Agriculture Engineering,
Chengdu, 2010, pp. 333-336.

Abusayeed Saifullah, David Ferry, Jing Li, Kunal Agrawal, Chenyang
Lu, Christopher Gill, "Parallel Real-Time Scheduling of DAGs," IEEE
Transactions on Parallel and Distributed Systems, vol. 25, no. 12, Dec.,
2014, pp. 3242-3252.

S.Deniziak, L.Ciopinski, "Synthesis of power aware adaptive schedulers
for embedded systems using developmental genetic programming",
Proc. Federated Conference on Computer Science and Information
Systems (FedCSIS), 2015, pp.449-459.

P. Sitek, J. Wikarek, “A Hybrid Programming Framework for Modeling
and Solving Constraint Satisfaction and Optimization Problems”,
Scientific Programming, vol. 2016, Article ID 5102616, 2016.

S. Deniziak, L. Ciopinski, G. Pawinski, K. Wieczorek, and S. Bak, “Cost
optimization of real-time cloud applications using developmental genetic
programming”, in IEEE/ACM 7th International Conference on Utility
and Cloud Computing (UCC 2014), December 2014, pp.774-779.

38|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 7, No. 12, 2016

RSECM: Robust Search Engine using Context-based
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Abstract—With an accelerating growth in the educational
sector along with the aid of ICT and cloud-based services, there
is a consistent rise of educational big data, where storage and
processing become the prime matter of challenge. Although
many recent attempts have used open source framework e.g.
Hadoop for storage, still there are reported issues in sufficient
security management and data analyzing problems. Hence, there
is less applicability of mining techniques for upcoming search
engine due to unstructured educational data. The proposed
system introduces a technique called as RSECM i.e. Robust
Search Engine using Context-based Modeling that presents a
novel archival and search engine. RSECM generates its own
massive stream of educational big data and performs the efficient
search of data. Outcome exhibits RSECM outperforms SQL
based approaches concerning faster retrieval of the dynamic
user-defined query.

Keywords—Big Data; Context; Cloud; Educational Data;
Hadoop; Search Engine

. INTRODUCTION

There is a revolutionary change in the educational system
in the modern times, where ICT plays a crucial role right from
primary to advance technical education [1]. At present, it is not
possible for an educational institution to provide extra
knowledge and skills required for getting through any
competitive examination or cracking the interviews for top
notch Multinational organization. In order to cater up to the
educational need, various enterprises have come forward to
furnish educational knowledge and skill. This system is also
called as online learning or e-learning system [2]. The
conventional online learning system is not interactive, and it is
one way communication dominantly, where students have to
listen to the instructions presented in the form of the webinar.
However, with the changing requirement of education, the
needs of the students are also changing that demands the
Learning Management System to be highly interactive [3].
Students requires the Learning Management System to be more
real-time and more interactive to feel them a virtual presence:-

e.g. i) omnidirectional communication system among
students-instructors, instructor-instructor, and student-student,

ii) availability of more offline assessments,
iii) exchange of course materials,
iv) sharing of students or instructor-centric study materials,

v) application to support a wide variety of plugins and
various add-on features,

Dr. G. Shobha

Dept. of CSE, RVCE
Bangalore, Karnataka

vi) access policy to be controlled by user owing to the
collaborative educational network. Another trend observed in
the present era is the migration of the majority of the enterprise
applications over the cloud in order to give pervasiveness to the
data and services. Our prior studies [4][5][6] has showcased an
existing system towards digital learning along with a novel
framework for providing security to big educational data. It
also considers the design of interactive digital learning
framework. However, the existing studies were quite analytical
and need much more focus on query handling, complexities
handling, and ensuring faster response rate for the stream of
educational big data. Our prior framework [5][6] have
discussed a system that can generate the big data efficiently.
However, there is a presence of tradeoff found in our prior
work introduced most recently in the research community and
the actual need. When we conducted a thorough review, we
found that there exists various industrial standards and tools for
analyzing big data e.g. Hadoop, Hive, Pig, Cassandra, etc. We
potentially felt that our existing framework have the better
scope of enhancement and could bring the most additional
feature that can potentially enhance the teaching and learning
experience. It was also explored that till now there exist a
massive archival of search engines on conventional data but
never on big educational data. From any existing archival or
digital repository, the outcome of the search for some specific
content is either time consuming or gives irrelevant outcomes.
The prime factor behind this is that existing search engines are
not capable enough to identify the exact data that is valuable to
the user [7]. Apart from this problem, the existing data mining
algorithms are also not applicable for analyzing big educational
data owing to the problem of high dimensionality and problems
in the extraction of appropriate feature vector [8][9][10].

This paper reviews the existing system specifically about
the mining techniques over the cloud and the techniques that
are based on context mining. A significant problem statement
is derived and then it proposes a novel technique that performs
efficient, secure, and faster mining operation over educational
big data using context-based approach. The technique
introduced is quite simple and cost effective. Section I
discusses the existing review of literature followed by problem
identification in Section Ill. Discussion on proposed model is
carried out in Section IV followed by research methodology
discussion in Section V. Section VI illustrates the
implementation techniques focusing on the algorithm and their
respective operations. Outcomes being accomplished from the
study are discussed on Section VII while the conclusion of the
paper is made in Section VIII.
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1. RELATED WORK

This section provides the glimpse of various significant
studies that are being carried out by different researcher and the
different mechanisms used by them to evaluate the
performance of their work. Since the evolution of dataset for an
educational sector is still in infancy stage; therefore different
disciplines of application are considered for studying the
mechanisms of approach with a common factor called Big
Data. There has been remarkable work and literature available
in the field of medical analytics on big data, one of such work
by Belle et al. [11], where medical image analysis,
physiological signal processing, and genomics data processing
is discussed. The author recommended building a reconstructed
network with close co-operation among clinicians,
computational scientist, and experimentalists.

This can be mimicked in the case of digital learning
framework to have a collaborative learning — teaching
intelligent mechanism. Such collaborative platforms of
learning require an efficient mechanism of context retrievals,
which needs robust aggregation techniques, one of such work
in the context of image data is carried out by Cao et al. [12] for
web-scale image retrieval, which uses distributed learning for
ranking. It supports for billions of images. Data mining is an
integral part in BigData where less informative words are
ignored, and only significant words are considered. One such
work is carried by Chen et al. [13] by reviewing data mining in
10T (Internet-of-Things). The authors have used data mining to
enhance the performance as well as to save storage. The
storage of ever growing data for the analytical purpose requires
a large storage which is achieved using the cloud. One such
work towards using the cloud as storage of analytical data was
carried out by Khan et al. [14] about the smart cities. The
prototype work is developed using Hadoop and Spark. The
proposed work also makes use of cloud for storage using
HBase in Hadoop framework. An increase in data is also
associated with tedious work of managing, analyzing and
integrating the data using big data. Reviewing the challenges
and future perspective in managing, analyzing and integrating
big data in the field of Medical Bioinformatics is carried out by
Merelli et al. [15]. The system uses data management,
performs data analysis along with the integration of data from
various actors like students and faculties. Usage of deep
learning can contribute the effective implementation of any
work. One such work is carried out by Najafabadi et al. [16]
who have implemented the concept of deep learning of big data
analytics. The efficiency of any system depends on the
effectiveness of the algorithms or techniques used in the
system. One such kind of work is carried out by Oyana [17]
where disease identification and analytics of visual data was
achieved using Fangled FES-k means clustering algorithm.
Different algorithms are used for various functionalities like
multiple logins or in the case of search operations. In any
educational system, the credibility of the system depends on
the quality of the information posted by the system as well as
its source. Refinement of Quality Information was carried out
by Ramachandramurthy et al. [18]. This is achieved by using
fuzzy Bayesian process which helps in improving the
truthfulness in big data.

Vol. 7, No. 12, 2016

Effectiveness and efficiency of the system are dependent on
the nature of its design modeling, and performance
enhancement is based on optimization. One such work is
carried out by Slavakis et al. [19] in signal processing domain,
wherein the authors have presented encompassing models
which capture huge range of signal processing relevant data for
analytics (includes Principal Component Analysis (PCA),
Dictionary Learning (DL) and Compressive Sampling (CS)). In
an educational system, the queries submitted by the user or
clients need to be appropriately addressed. This addressing
requires individual search mechanism to provide a suitable
solution. One of such work is carried by Cataldi et al. [20]
wherein the author's present context-based search and
navigation system based on the KBC (keyword-by-concepts)
graph. Santini and Dumitrescu [21] have presented a search
system which provides the search result considering the
context related to certain activities. Fisher and Hanrahan [22]
presented a mechanism for the context-based search of the 3D
scene. They also proved that context-based performs better
than the keyword-based search. Lane et al. [23] presented a
local search technology which in comparison to other context-
based searches also uses various factors such as location, time,
user activity as well as weather. It also constructs a behavioral
model and provides the result of the basis of personal
requirement making using of similarity among users rather
than the conventional result. Adomavicius [24] has emphasized
on the significance of relevant contextual data in a
recommendation system. Authors have introduced different
framework such as contextual pre-filtering, post filtering, as
well as modeling to facilitate the incorporation of contextual
data in recommendation system. Li et al. [25] have formulated
context-based people search wusing a grouping-based
mechanism in a labeled social networking. Silva et al. [26]
have introduced a context-based system which allows the
evaluation of related data that is associated with a concept. It
performed by certain distinct contextual information
considering certain facts like user domain as well task,
perspective and task intended to use the data. Thangaraj and
Gayathri [27] have proposed searching techniques which
consider not only context but also synonyms in comparison to
the conventional keyword search engines. Vasnik et al. [28]
presented a semantic and context-based search engine for the
Hindi language. It is developed by lexical variance, user
context as well as a combination of these two mechanisms.
Gupta [29] has proposed a focused searched based on
contextual data where the search engine is devised to such that
it can decide the relevance of the data by certain context of user
query keyword.

Depending on the quality as well as desired relevance, the
result set size is minimized by eliminating irrelevant
documents. Rahman et al. [30] have demonstrated a context-
aware meta-search engine based on Eclipse IDE. Authors have
taken advantage of the API's provided by different search
engines like Bing, Google, and Yahoo as well as Stack
Overflow site to provide the basic solution to errors and
exceptions. The search engine works by content relevance;
popularity as well context relevance. In the system, a search
operation is carried in two ways in a conventional way as well
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as advanced way whereas the conventional way uses
conventional keyword search whereas advanced search is
performed by context.

Hence, it can be seen that there are various studies towards
developing search engines using typical mechanism. Each
mechanism has its advantages as well as pitfalls. The next
section discusses the problems identified after reviewing the
existing literature.

11. PROBLEM IDENTIFICATION

After going through the contribution of existing literature
from prior section, it was seen that conventional relational
database management system (RDBMS) is adopted for
reporting as well as archiving the data. However, Hadoop is
deployed to deposit a massive quantity of data over a
distributed cluster nodes and at the same it processes it as well.
Performing data mining or analysis over the structured data can
be easily done over RDBMS as it structures the enterprise data
in the patterns of rows and columns. One interesting finding is
that there is a myth that conventional data mining approach
cannot be applied as the data is unstructured. However, the
statement is not completely true. It is because, whenever there
is a need for analyzing a part of the data from the big data,
RDBMS may be a perfect choice. However, there are various
challenges posed by the big data to be working on conventional
RDBMS system. The inherent characteristics of big data (e.g.
high dimensionality, heterogeneity, data veracity, data velocity,
etc.) make the RDBMS system out of the picture when it
comes to deploying mining approaches. Adoption of Hadoop
mitigates this problem as it has various characteristics that
support processing big data. With HDFS (Hadoop Distributed
File System), it supports processing big data with complete
optimization of the unused space too. HDFS is the frequently
used approach even for storing and processing (mining) big
data. However, there are certain issues in it. The problem
identifications of the proposed study are as follows:

e The SQL-based database system cannot be used to
store and process educational big data owing to its
incapability of handling unstructured data. EXxisting
data mining algorithms are not applicable directly over
the massive streams of big data owing to the
unstructured pattern of data.

e The security features of Hadoop are highly challenging
and potentially complex to be configured. It doesn't
have any form of standard encryption mechanism over
its storage as well as network levels giving rise to
authentication-based attacks. Hadoop is designed in
Java, and same Java is also used by cyber criminals to
launch an attack.

e The frequently used HDFS is not good enough for
handling smaller files and incapable of performing an
effective data compression. The design principle of
HDFS is even capable of handling random reads of
smaller files.
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e The biggest problem is that although Map Reduce,
another frequently used software framework, supports
batch-based architecture, which will eventually mean
that it will never permit itself to be deployed as the use
case that will require real-time access to data.

Owing to the problems as mentioned above, existing data
mining algorithms cannot be integrated over Hadoop and will
thereby pose a challenge to generate a precise search of
specific data in the cluster node. Therefore, after briefing the
problems above, the problem statement of the proposed study
can be stated as — "It is the quite computational challenging
task to evolve up with a mechanism that supports highly
relevant search engine over complex and unstructured
educational big data." The prime goal of the proposed system
is thereby to overcome this problem.

V. PROPOSED SYSTEM

The prime aim of the proposed system is to develop a
technique that can perform both archival and search of the
relevant data from the massive stream of educational big data.
The technique is termed as RSECM i.e. Robust Search Engine
using Context-based Mining for educational big data. The
contributions of the proposed system are as follows:

e To develop an efficient archival process that can store
the educational big data.

e To develop a precise search engine that can perform
faster retrieval of the outcome with better accuracy.

e To show that proposed system is the better approach
than conventional SQL-based approach.

In order to achieve 1% research objective of RSECM, the
proposed system first develops three different actors associated
with the educational domain and develops a prototype
application for generating real-time educational big data. The
big data is designed in the highly unstructured way as it
consists of multiple forms of data with higher dimensionality.
The next part of the RSECM technique is to provide enough
security features to address the problems of security from
Section I11. Supported by a recent version of the cryptographic
hash function, SHA3, the proposed system ensures higher
secrecy in data transaction as well as system security. The next
part of the functional operation is to perform conversion of
unstructured data to structured data using Hbase. All the
problems of frequently used HDFS highlighted in Section Il
can be addressed potentially using Hbase. The next functional
operation of RSECM is to perform a search from the education
data over the cloud. A novel search engine is designed using
context based mining approach that initially preprocesses and
then it applies post processing to generate the feature vector.
The feature vector is stored in the cluster node. The proposed
system will also introduce a simple query system using simple
search mechanism and contextual search mechanism. The
architecture of RSECM is highlighted in Fig.1
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Fig. 1. RSECM Architecture of RSECM

V. RESEARCH METHODOLOGY

The proposed research work has adopted the analytical as
well as experimental research methodology. Analytical
modeling was developed for designing the context-based
search, while experimental approach was considered to
validate the outcomes on machines mapping with the cloud
infrastructure. RSECM has the capability to generate real-time
educational data rather than using existing available database.
This section discusses the various significant task handled by
the proposed RSECM for educational big data.

a) Actor Modelling

The proposed RSECM possess multiple forms of an actor
of the cloud-based educational domain as well as learning
management system to leverage teaching and learning
experiences. RSECM has been developed over Java using a
common interface protected by a novel authentication system.
The interface supports accessibility to three types of actors i.e.
i) students, ii) instructors and iii) policy makers. Fig.2 shows
the system architecture associated with the actor modeling of
RSECM. It also shows three actors associated with the
interactive educational system. Initial state consists of profiling
the student that records all the necessary information e.g.
student's name, contact information, educational history,
professional experience, etc.

A conventional database system can be used to store all
profiling information. Upon successful profiling operation, the
student is provided with access id and a static password
originated from the cloud server. RSECM assumes that the
static password is secured by the security patches practiced by
the enterprise. As the existing security patches over cloud runs
over the internet, we also assume that it is not safe and it
requires to be protected too.
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Fig. 2. System Architecture of RSECM Actor Modelling

The protection mechanism of RSECM is given by a novel
authentication policy (discussed in next sub-Section B).
RSECM possessed the feature of single as well as multiple
authentication mechanisms, where the verification of the
legitimacy of the user is done over cloud environment. The
static password is only used for single authentication operation
while in multiple authentication system prompts for multiple
interfaces to validate the user multiple times over the internet.
After successful authentication, the student actor is provided
with feature to opt for an online educational system. The
features about student actor are as follows:

e Can make the selection of the available list of course
materials.

e Can visualize the skills and professional experience of
their online instructors.

e Can download the study materials for the specific
course enrolled.

e Can upload the study materials in the form of office
files, PDF files, image files, audio files, video files.

e Can upload a particular file of new extension permitted
by policy makers.

e Can take up the online test to assess their skill set on
particular course.

e Can check their ratings provided by the instructors as
an outcome of the test.

e Can communicate and share heterogeneous data with
other members (students) as an open discussion forum.

e Can able to perform contextual-based search

mechanism on appropriate educational data.
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The second actor of RSECM maodeling is an instructor, who
is responsible for knowledge delivery services to the students
using the remote connectivity applications in ICT. Before
starting using their individual feature, the instructor will need
to authenticate themselves on the same uniform interface (even
used for authentication by the student actor). Similar profiling
features will also be used to store the unique identity-based
information of the instructor. The features pertaining to
instructor actor are as follows:

e Can create a course on a particular subject and stream.

e Can upload various forms of study materials of
multiple file formats permitted by policy makers.

e Can communicate with students by sharing and
exchanging various forms of study contents.

The third actor of RSECM modeling is policy-maker, who
is responsible for supervising the complete operations by
instructors and students. RSECM emphasizes on the policy-
maker as it is the only actor that monitors the activities as well
as the privilege of student and instructors. The system also
provides various forms of features in order to assist proper
operations of the users e.g. it is policy-maker who can
configure about the allowances of upload and download of the
study contents. It can also configure the type of file extension
(.doc, xls, .ppt, .pdf, .avi, .jpg. WMV, .mp3 etc). As the
policy-maker acts almost like the administrator of RSECM,
hence it is skipped from the profiling process. However, they
will be required to get themselves authenticated in order to
execute their privileges.

Hence, the existing database consists of the high
dimensional data which is massively growing and also is
highly unstructured data. Before attempting to create a search,
it is essential that such data should be stored efficiently as
existing data mining approaches cannot be applied. RSECM
uses Hbase data management, which is elaborated in next sub-
section.

b) Security Management

The proposed system of RSECM uses the SHA3 algorithm
in order to secure the authentication mechanism. Our work is
the first attempt to implement the most recent cryptographic
standards introduced in the year 2014. The schematic
architecture of the security modeling of RSECM is discussed in
Fig.3. The static input password of the user is considered as
seed, where the SHA3 algorithm is applied. The system then
generates two arbitrary functions for generating pseudonym A
and B. The SHA3 is subjected to the pseudonym some iteration
for the seed i.e. SHA3 (seed)A in order to generate 512 bits of
fingerprint that is again subjected to the MD5 algorithm. This
operation further generates 128 bit of print that is again split
into two sub-keys of equal size in order to re-encrypt with
AES. The final encrypted key is hidden in QR barcode, while
one of the sub-keys generated from the 128-bit fingerprint is
forwarded to user's email using email APIs in Java.

The proposed framework is now able to perform secure
authentication of the user (student and instructors); however, as
the proposed study relates the user to student actors mainly.
The next process relates to an effective data management using
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Fig. 3. RSECM Security Management

¢) H-base Data Management

The proposed system of RSECM essentially generates a
massive stream of random educational data which is highly
unstructured and is not possible to store in the conventional
database management system. However, at present, Hadoop is
said to be made up of i) file system i.e. HDFS and ii)
computational framework i.e. Map Reduce. Although HDFS
permits repositing massive amount of extensive data in highly
parallel as well as distributed manner, it doesn't support
arbitrary read and write features being a file system. Although
such feature is quite suitable for HDFS to access sequential
data, in reality, it is not necessary that massive streams of data
should be sequential in order. That's why the design principle
of RSECM doesn't use HDFS but uses Hbase as it strongly
supports random data with read and writes features on it. In a
nutshell, Hbase has strong support to process and store
unstructured data. Adoption of Hbase has another advantage of
faster data access. Owing to storage characteristics of data in
columnar pattern considering data as keys, Hbase can process
and store the data quite faster than HDFS. Another interesting
point about HBase usage is its potential for replica
management with the aid of the feature termed as "region
replication." According to this framework, it is possible to store
and access multiple replicas over the region servers. An added
advantage of replica management using HBase is its flexibility
where it can manage multiple replicas in one region. The
system uses a distinct replication identity to complete available
replica initializing from 0. Hence, we call the primary region
for any region whose replication identity corresponds to O.
Similarly, there are secondary replication regions too. All the
significant writers are possessed by primary replication region
along with all the updated alternations on the data. Therefore,
with this feature, HBase provides a better data consistency.
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Although, there is certain search engine like ElasticSearch [31]
that can perform the search over cloud using graphical
exploration tool, the proposed system chooses to stick on to the
usage of HBase owing to its better editable properties of HDFS
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architecture. The data modeling in RSECM is designed in
order to facilitate the unstructured data that significantly differs
in size of the field, data type, and columns.

rowkey | Column Column qualifier Timestamp Value
family
Cfl “bar™ “1368394583” 7
“1368394261” “hello™
“foo™ “1368394583” 22
“1368394925" 136
“1368393847 “world™
a Cf2 “2011-07-047 “1368396302” “fourth of July™
“1.0001% “13683976584 “almost the loneliest number™
b Ci2 “thumb™ “1368397684™ “[3.6 kb png data]”
- Key s
Key | Value | Row Row|Column Family Colur_nn Colu_n_m Time | Key value
length | length | length length Family JQualifier| Stamp | Type

Fig. 4. Components of Hbase used in RSECM

The data modeling supported by RSECM possess multiple
components are as shown in Fig.4. The functions of each
component are briefly discussed below:;

e Tables: All the unstructured data is organized in tables
which are coined by string-based name and is consist of
multiple collections of rows reposited in discrete
partitions that are called as regions.

e Rows: It is a position where the data is reposited and is
identified using the respective key. There is no data
type for a row keys. It is also called as the byte array.

e Column families: It is group under which row each data
resides. It is a string and is made of characters that are
safe for deployment.

e Column Qualifier: It is a type of flag that is used for
addressing the column family. It doesn't possess any
form of data type and is often considered as a byte
array.

e Cell: A cell is a combination column family, a key of a
row, and column qualifier. The value of the cell is used
to flag the data stored in it. It doesn't possess any form
of data type and is often considered as a byte array.

e Version: It is a number that is used for signifying the
time of generation of the cell. The default number of
version of cell in HBase is 3.

Therefore, the storage framework of the RSECM will
consist of the database with columnar pattern and table with
rows. There is a primary key for each row also called as row
keys. It is also possible to have multiple columns in each row
with timestamp data stored in each cell. The method to access
the data is only through the row key, table, family, timestamp,
and column. The system has also used the simple APIs e.g. get,
put, scan, and delete. This the way how unstructured data is
converted to structured data and stored in Hbase storage. We
choose to use Hbase as it supports transactional data
exchanging mechanism in Hadoop that is essentially required
by the user to get the updates and do personalization of their
educational data.

d) Mining with Contextual Search Engine

The proposed system carries out a novel design of data
analytics by carrying out mining operation as well as
contextual-based search operation. The proposed system offers
the generation of a query through HBase that already uses
Hadoop metrics framework. The system then inherits the
features as well as its classes. The mining operation of the
proposed system is carried out by a simple statistical method.
The presented method aggregates the statistics of a varied
relationship among the words from the educational data in
order to provide query specification and comparison of the
objects. A contextual database is built by initially compiling the
relationship between the words in order to encapsulate the
statistics of similarity measures among the words. During the
data retrieval, we compute a search matrix of keywords given.
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The schematic diagram for this is shown in Fig.5.
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Fig. 5. Mining with Contextual Search Engine

Fig.5 shows that the transactional education big data is
initially an unstructured data for which reason; it is not feasible
for carrying out data mining technique. The problem is
mitigated after directing the stream of unstructured data to the
Hbase that performs self-indexing of the data. The unstructured
data is first processed to become compatible with the Hbase
index. This operation is carried out using data mining technique
that performs both preprocessing as well as post processing.
The preprocessing operation includes identification and
removal of noise in the data, redundant data, etc., while post-
processing operation involves feature extraction operation.
Finally, a significant feature is extracted and stored in cluster
node (or Hbase). The next process is about the search technique
implementation that is initiated using user-based query
keywords. The search technique can be both single as well as
multiple searches. The second step is to convert the user query
to the Hbase query, where depending on the number of the
words, it generates multiple HBase queries. As per the number
of the words in a user-based query, the loop will work for
generating some Hbase query. Finally, the Hbase query returns
results in sequential form for each HBase query. Finally, it
matches queries from the source of files and matching
sentences. The entire process is called as simple search design
that is functional when the users access the common interface
of RSECM. The proposed system develops context-based
search in two ways,

e Historical Context: The proposed system considers the
search history as the prime factor of developing
context. If the user-centric search history, as well as
user query, are found similar than the result of the
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Hbase query will act as recommended result of the
context-based search.

e Background Context: The background of the user is
also included for forming the context-based search. If
the information pertaining to the background of the
user (from profiling data) as well as the user-centric
query is found to be similar than the result generated by
the Hbase query will be considered as recommended
results of the context-based search.

VI. IMPLEMENTATION

As the proposed system considers the experimental
approach, so it is essential to have a standard and perfect
prototyping of the experimental test-bed. RSECM experiments
over Oracle VirtualBox in Linux machine that provides a
standard virtualization with a supportability of guest operating
platform. For this purpose, a virtual machine is created and
configured with the necessary parameters as well as settings for
creating a cluster node (or Hbase). Cloning of this reference
virtual machine is carried out multiple times for an
experimental purpose. The inclusion schema used of
VirtualBox integration is shown in Fig.6.

Query Context-Search
Knowledge
Repository Hbase
(multiple (linux)
Platforms)
%Virlual!&ox -—

Fig. 6. Inclusion Schema of VirtualBox

The above Fig.6 shows the use of multiple forms of
operating system, where the knowledge base is created. It
means that user application interface lies on the 1* block where
the operating system and machine configuration may quite
differ from each other. It is the block that is responsible for the
generation of big educational data, which is characterized by
unstructured and massive streams. The user-based search is
also generated from this block. The second block consists of
the virtual environment where VirtualBox is configured to
create Hbase in Linux machine. The contextual-based search is
carried out in this block. Both the blocks are connected via
cloud environment and query processing in order to accomplish
better data synchronization. The implementation of the
RSECM is carried out in 32/64 bit operating system consisting
of 8GB RAM, and a storage capacity of 1TB. The interface
designing, as well as HBase work, is carried on Java platform
using JDK 1.7, using NetBeans IDE and Oracle Virtual Box. A
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laboratory prototype is a setup performs this implementation
using the cloud. The proposed system is supported by
essentially four types of algorithms actor modeling, security
management, Hbase data management, and mining with the
contextual search engine.

TABLE I. ALGORITHM FOR GENERATING UNSTRUCTURED DATA

Algorithm-1: Generation of Unstructured Data

Input: n (number of actors), p (number of characteristics)
Output: unstructured data generation

Start

1. Define type of actors [i, | n = 3]

2. Define characteristics of actors [i,=C,]

3. i,>files(m) V me 14

4. Stream data to Hbase

End

Table 1 highlights the algorithm that has used in the
generation of the unstructured data. The algorithm takes the
input of n number of actors where n is considered to be three
i.e. i) student, ii) instructor, and iii) policy maker. It is also
feasible for enhancing some actors depending on the type of
application. Each actor is defined a particular set of
characteristics p to represents their privilege. Any event of p
will lead to generation of m files (.doc, .docx, .xls, xIsx, .ppt,
pptx, .pdf, .jpg, .bmp, .tif, .png, .avi, .mpeg, wmv). The higher
limit of m is controlled by policy-maker. Line-3 of the
algorithm-1 represents the generation of transactional data by
the users leading to a generation of highly unstructured data
that is now streamed to cluster node (or Hbase). The security
features responsible for maintaining authentication for the
actors are as discussed next.

TABLE II. ALGORITHM FOR SECURITY MANAGEMENT

Algorithm-2: Security Management
Input: pswd (password)
Output: Key generation and authentication

Start

1. str (pswd)—>S

2. 9(X)=(Z4, Z,)

3. Apply hash-> SHA3(S)Z,~> FP,
4. Apply hash->MD5(FP,)Z,>FP,
5. Div(FP,)—>[S1(64 bit), Sy(64 bit)]
6. Enc(S1)>Ser

7. Embed S,; in QR barcode

8. Forward S, to user-email

9. Extract S¢; and S,

10. Authenticate using S,
6. Allow access
End

The working of the Algorithm-2 is illustrated as follows.
Initially, the unique data i.e. confidential data such as password
from the user profile is retrieved. This unique data is used to
generate the secured key for authentication. The unique data
undergoes two kinds of the hashing function. The first hashing
function is denoted by Z; and is performed using the SHA3
algorithm. The next hashing function is denoted by the Z, and
is carried on the unique data using the MD5 algorithm. The
SHAZ3 encrypted output resulting Z; acts on the unique data for
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X iteration, whereas the MD5 encrypted data resulting Z, acts
on unique data, and the result of SHA3 encrypted unique data
represented by Z; for y iterations. These results in the
generation of the desired secured key required for
authentication of the login process.

After the generation of the secure key, the authentication
process continues as follows. The secured key resulted from the
multi-login Algorithm is 128 bit. The 128-bit key is then split
into two parts by dividing it using a simple division. This
results in a generation of two subsets of secured key denoted by
S; and S, each of which is of 64-bit long. The first subset S; is
sent to the user mail. These subset keys are further subjected to
encryption using the AES algorithm, i.e. The Subset key act as
data and plaintext for the encryption algorithm. Here the first
subset key is used as data/plaintext and the second subset key
acts as an encryption key. The first subset key is encrypted by
using the second subset key using AES algorithm. The output
of this operation results in a bit data which is converted into a
string. This string is used to generate a QR Barcode. This QR
Barcode consists of the encrypted string. In order to generate
the authentication key, we require two sets of keys; the two
keys are one which is present in the user mail (first subset S,),
and the other key is hidden in the QR Barcode. This QR
Barcode is scanned using a user developed the application. The
decryption operation is performed using the key. In simple
words, the authentication needs the two key one in the user
mail and the key in the barcode. This feature provides robust
security since the chances of comprise of both the keys are
negligible. As the secured authentication requires both keys, a
user having single key will never be successful in log in to the
system. This multi login algorithm is applicable for both
faculty and student who have multi login option. On successful
login, the user will be directed to a page containing details
about courses which will facilitate various operations such as
download information; syllabus and other queries like FAQ
will also provide details related to faculty. The student with the
privileges will be provided different options like, upload,
download, search, thread, start a new thread so on.

e Upload: Here if the student is granted privilege from
the admin staff, a student can upload his own file.

e Search: Allows the student to perform context based
search.

e Thread: Provides platform for discussion for students.
This can be used for knowledge sharing.

e Start a new thread: Allows the user to start a new
discussion. It should be noted that all these threads are
used in the background for context generation.

After the RSECM provides enhanced security capabilities
using the most recent version of the cryptographic hash
function, the next step is to perform data conversion using
Hbase management. The algorithm used for big data
conversion is shown in Algorithm-3.

TABLE III. EXTRACTING STRUCTURED DATA USING HBASE

Algorithm-3: HBase Data Management
Input: m (unstructured data)
Output: structured data
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Table 3 shows the process of conversion of the unstructured
educational data db(m) to the structured one. Although from the
Algorithm-1, it was discussed that we choose to experiment
with 14 file types; however, for further challenges, we also
consider multiple forms of files or types of educational data.
The variable j represents such forms of education data which
are normally log files, streams of events, and various forms of
educational course materials. Although there can be many more
categorizations, RSECM chooses only these forms of
educational file and subject it to Hadoop. The variable p
basically represents HRegion, and q represents MemoryStorage
and HFile of Hbase. The variable k represents the number of
blocks of HRegions in Hbase, while r represents HLog. The
data j is then finally passed on to the reducer that forwards the
data to Hbase and thereby converting the entire data to
structured one.

= log files

e v streams of Reducer

o TS

o @ events

S ) :

O | education data +

HRegionServer

HRegion

o MemStore
a1z StoreFile StoreFile
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Fig. 7. HBase Architecture

HBase architecture essentially acts as the filter to eliminate
the complexities associated with unstructured data (Fig.7). The
context-based search in the secure educational interactive
digital library provides various features to the instructor and
student. The privileges are controlled by the Policy maker. The
student and instructor are provided with single as well as
multiple authentication schemes. The policy maker performs
the action of enrolling of instructor and students. The instructor
and students are entitled to different kind of privileges such as
downloading, uploading or both as provided by the policy
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maker who acts as administrator. The instructor and student are
required to satisfy certain requirement to access the uniform
interface successfully. The policymaker will provide a single or
multiple authentication schemes to the instructor and student.
Each time a student or instructor is enrolled into the digital
library, he/she is required to provide certain information’s, for
instance, such as his credentials, background interests, prior
knowledge and so on. All these information is used to generate
context and are saved in the form of simple text in the cloud,
which will contain all other information such as credentials like
passwords, blog history and so on. In order to have access to
the digital library, instructor and students must provide certain
credentials such as username/email and password for single
login. In a case of multiple authentication schemes, the
procedure is illustrated in the form of the algorithm. The
algorithm for performing data mining using the contextual
search engine is highlighted in Table 4.

TABLE IV. DATA MINING WITH CONTEXTUAL SEARCH ENGINE
Algorithm-4: Mining with Contextual Search Engine
INPUL: jnpase(row, coty (Structured data)

Output: Matched data

Start

1. jhbase(row, Col)épreprocess

. Extract FV

. Store FVin jhbase(row, col)

. For Simple Search

. queryuserequeryhbase

. For I=1:size(queryyser)

Match querypyase With source file
Match querynnase With matching contents
9. Return rypase;

10. For Contextual Search

11. If (USH! queryuser) = = T'hbase

N

0 ~NOoUA W

12. reCOMeont=rhbase

13. If (UBln queryuser) == I’hbase
14. reCOMcont="nhbase

End

The output of Algorithm-3 i.e. structured data from Hbase
is considered as input for Algorithm-4. A simple preprocessing
is applied to the structured data and feature vector FV is
extracted that is ultimately stored back to the same cluster node
i.e. Hbase. The entire algorithm works in two methods e.g. i)
simple search and ii) contextual search. In simple search
method, the size of the user-defined query is considered to be
the highest limit of for loop in order to perform an iteration of
similarity match in the search mechanism of RSECM. The
user-defined query is matched with source file as well as
matching contents to finally return a result from Hbase i.e.

I'hbase-

In contextual-based search, the system checks if the search
history of the user Ugy, as well as their query queryy, is found
equivalent to outcomes of Hbase i.e. ryse than the system
considers ryase @S recommended outcome against the user-
defined the query. Similarly, if the background information
UBI and user qery are found equivalent to rip.e, that the system
considers ryae as recommended outcomes against the user
search. Therefore, the search operation supports two kinds of
search; one is the simple search whereas the other is contextual
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search. These two search operations are illustrated using
algorithms. The search operation is preceded by the streaming
of data, wherein the data is received, mined, and stored in the
HBase in order to perform the search operation, data mining of
the unstructured data which is collected as plaintext from the
various context and stored in the cloud is used. The mining
operation is as follows.

e Reads the unstructured data from the cloud

e Perform operations like preprocessing which include
removal of stop word, URL, HTML content, removing
spaces, noisy data, special characters and less
informative or less significant words.

e Feature Extraction performs the tokenization or
vectorization of string; extracts featured data, and
stores these featured data into HBase.

A simple keyword-based search is initiated by the user. The
system performs tokenization on this basis and searches for
relevant data based on a keyword is searched. Here the user
authentication is not needed. Be it simple or advance search
mechanism, the system keeps a consistent check of the
statistical information i.e. frequencies of the word and word
proximity for all the input objects. Simple inferential statistics
could be used for better inference mechanism in order to
extract better knowledge after every query processing.
Algorithm-4 uses the advantage of statistical computation
carried out by Hbase in order to perform discrete query
processing. In advanced search, the algorithm differs slightly
from the earlier one used for the simple search. Here also the
search begins with the keyword provided by the user, and the
same principle of tokenization is also followed here. The search
here differs from prior step in the sense, here the search
performed is based on the context basis, i.e. the search here
considers different parameters like the user's search history,
context related to his background, context from his profile, and
various context related to the user available within the cloud.
The important thing to be noted here is the user authentication
is needed here; the user needs to be in active session, so it has
to access the user profile. One more difference between the
simple search and the advanced search is the output of the
advanced search is recommended whereas the simple search
provides relevant data. The recommended data is obtained by
checking the user profile history and other parameters based on
the context. When this context matches with the keyword for
search, these are generated as recommended search and
provided to the user. When the search query is not matched
with the result of user background or user profile history, the
result returned is simple search result without recommendation.
In case of multiple keywords each of the keyword is checked
within the user profile history and when matched with the
result are provided as recommended output. Compared to
simple search, the advanced search gives more precise and
more accurate data required by the user as it involves the
searching of the user profile history, it also searches the most
searched content or data by the user during the process of
recommending advanced search result. The complete operation
of the novel contextual-based search is highlighted in Fig.8.
Hence, the proposed system uses quite a novel and simple
process for extracting the features in order to provide a relevant

Vol. 7, No. 12, 2016
search outcome for the users of this framework. The search

engine is designed to provide both extensive search outcomes
as well as narrowed and highly relevant search outcomes.

User provided
keyword

v

vectorization

Context no

based

yes

Advanced Search

v

Search user
background

v

Search user profile
history

v

»1 Simple search

Search
result=Keyw
ord

no

Recommended
suggestion

Relevant data

Fig. 8. Process flowchart of search operation

VII. RESULT AND DISCUSSION

This section discusses about the outcomes of the study that
is compared with the conventional data mining technique using
the SQL-based search engine. In order to talk about the results,
it is necessary that we generate data on real-time basis. We
have already developed an experimental prototype over Java to
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generate educational big data [6] along with security features
incorporated in it [5]. Hence, the output of unstructured or
semi-structured data is fed to Hbase and proposed algorithm to
design and develop contextual-based search engine. The
software testing is done using black-box testing, unit-testing,
integration testing, and system testing. The formulations of
text-cases are done on the basis of evaluating the core
objectives of proposed system i.e. accuracy of search
outcomes. Owing to the nature of novelty in the proposed
study, we choose to craft novel performance parameters in
order to gauge the effectiveness of the study. Following are the
performance parameters:

e Processing Time (PT): It is the total time consumed to
process the entire algorithm processing right from
query origination to recommendation generation from
Hbase cluster node.

e Actually Recognized Context (ARC): It is a measure of
actual context being correctly matched with that of
user-defined query.

e Falsely Identified Context (FIC): It is a measure of
outcome for context that doesn’t completely match
with the query of the user.

e Missing Context (MC): It is a measure of an outcome
that doesn’t have any matching context for the user

query.

The technique uses manual approach for evaluating the
Total Context (TC) where the Context ldentification Rate
(CIR) can be computed as:

CIR=ARC/TC
TC can be initialized to a number corresponding to some
search history as well as background information of the user.
And the error in the context identification rate (ECIR) is
evaluated as,

ECIR=FIC / [ARC+FIC]
The system also has computation of Non-Context
identification rate (NCIR) as

NCIR=MC/ARC

The numerical outcome of the study is shown in Table 5. In
order to make the analysis easier, we consider the equal
number of TC. A closer look into the outcomes will show that
proposed study offers significantly lesser rate of error in
contextual search as witnessed by the values of ECIR and
NCIR as compared to the SQL. The prime reason behind this is
SQL uses relational structuring of the database while proposed
RSECM is based on wide column data storage on Hbase. This
results in maximum processing time for SQL which is never
recommended for analyzing big educational data. Moreover,
SQL based mining approach is based on tabular data stream,
JDBC, and ODBC, while the RSECM is designed based on
Java API with supportability of Hbase resulting in an efficient
conversion of unstructured to structured database. Another
interesting part is the inclusion of MapReduce that allows
processing the distributed file system.
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TABLE V. COMPARATIVE ANALYSIS OUTCOME
TC ARC FIC MC | CIR ECIR NCIR
500 | 393 17 19 0.786 | 4.146341 4.834606
500 | 349 14 11 0.698 | 3.856749 3.151862
500 | 251 27 22 0.502 | 9.71223 8.76494
500 | 458 18 25 0.916 | 3.781513 5.458515
g 500 | 350 17 19 0.7 4.632153 5.428571
i) 500 | 485 27 21 0.97 5.273438 4.329897
500 | 175 87 79 0.35 33.20611 45.14286
500 | 161 50 35 0.322 | 23.69668 21.73913
500 | 251 94 94 0.502 | 27.24638 37.4502
500 | 188 39 55 0.376 | 17.18062 29.25532
500 | 167 55 70 0.334 | 24.77477 41.91617
Ué; 500 | 105 38 37 0.21 26.57343 35.2381

Map Reduce is highly essential to be used for data mining
process as the data is actually stored in distributed nodes and
Map Reduce can process the data in highly distributed manner
on the cluster nodes. This capability is quite missing in the
SQL based data analyzing techniques. Every node has the
capability to process the data potentially rather than simply
moving the data on the network. Apart from the conventional
database (SQL or any other RDBMS) system, RSECM enables
to carry out the querying of the data in real-time by building the
data over columnar fashion using Hbase. Originally, this
columnar pattern in Hbase acts like a hash table resulting in
faster query processing as compared to conventional SQL.
Fig.9 is the evidence of it.
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2 <
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£ /
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£ "
% 3 = —
> -
g 2 ,,././
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1 4 W

Iterations
Fig. 9. Processing Time of RSECM and SQL

After reviewing the cumulative outcomes, it can be said that
RSECM is highly suitable if there is a need to process massive
educational data which lies in idle servers in educational
institutions. The approach is also quite cost effective as
RSECM doesn't require any particular modeling, however,
SQL based approach of context mining is 100% dependent on
data modeling. The system also offers an enormous scale of
processing capabilities as well as storage facilities at a
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comparatively lower cost as compared to any SQL-based
search engines. Another interesting point of optimistic outcome
is RSECM also supports parallel processing and can even run
various set of data in parallel and yield the outcomes as faster
as possible.

VIIL. CONCLUSION

From the study of existing literature as well as observing
the industrial trends, it is found that Hadoop has been
familiarized too much. One of the most challenging facts
explored is that the existing technique based on Hadoop for
storing and processing the big data is just beginning. The fact
of familiarization is only because of the open source nature.
There are multiple sources which say advantageous features of
Hadoop as well as disadvantageous features of Hadoop not
only for data storage but also for mining approaches. The
phenomenon of inapplicability of conventional mining
technique is another reason to boost various research attempts.
This paper has focused on one of the rising arenas of education
system where the entire data management of educational
system will give rise to big data, which is not possible for any
conventional RDBMS framework or data mining technique to
normalize it and make it valuable for us. Hence, this paper has
developed a technique with the aid of Oracle Virtual Box
where the unstructured data is converted to structured data, and
then a context based mining is used to extract the knowledge of
the data. The proposed system has been tested on multiple
platforms as well as multiple machines in order to cross-check
its performance of processing the educational big data. The
outcomes are quite optimistic and highly encouraging. We gave
more emphases on computational speed as it is an only problem
that many researchers are encountering to achieve in
developing data mining techniques over cloud.

For the future research prospective considering scope of
educational big data, the proposed framework can be used to
improvise the students learning skills. This work gives the hints
for future researches to improve further more computational
speed along with the futuristic real time educational data.
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Abstract—Wireless sensor network (WSN) has been broadly
implemented in real world applications, such as monitoring of
forest fire, military targets detection, medical and/or science
areas and above all in our daily home life as well. Nevertheless,
WSNs are effortlessly compromised by adversaries due to their
broadcast transmission medium as a means of communication
which are lacking in tamper resistance. Consequently, an
intruder can over hear all traffic, replay previous messages,
inject malicious data packets, or can compromise a node.
Commonly, sensor nodes are very much vulnerable of two main
issues in security aspect that are node authentication and
compromising a node. In this paper, a heterogeneous framework
of node capture and intrusion detection for WSNs is proposed.
This framework efficiently detects the captured nodes by using a
novel technique, embedded with an Intrusion Detection
mechanism which aggregates Signature and Anomaly based
approach with Neural Network Multi-Layer Perceptron (MLP)
classification in a clustering environment. Moreover, the
proposed framework achieves efficiency at reasonable
computation and communication costs and it can be a security
shield to real WSN applications.

Keywords—Intrusion; node compromise; anomaly; signature;
MLP

. INTRODUCTION

Sensor networks are immensely distributive networks of
tiny, light-weight wireless nodes, deployed in huge numbers
for the monitoring of environment by the calculation of
physical parameters e.g., pressure, temperature, or relative
humidity. The current advances in (MEMS) Micro electro
mechanical systems technology made possible to build sensors
[1]. Some of the important applications of wireless sensor
networks are as follows:

e Wireless sensor networks could be an essential part of
military command, computing control,
communications,  surveillance, intelligence, and
targeting systems [2].

e Sensor networks are also largely applied in agriculture
research, habitat monitoring, fire detection and traffic
management [3].
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e Sensor networks are extensively used in home
appliances, health care, classroom operations, and
structural monitoring [4-8]

The topology design in the WSNs differs from an easy star
network to a complex wireless multi-hop mesh network. Data
propagation technique used in between the different network
hops could be flooding or routing. Conventional WSNs are
susceptible to various kinds of attacks. These attacks could be
typically classified into following types [9-10]: (i) attack on the
authentication and secrecy, (ii) attack on availability of the
network, and (iii) hidden attacks on service integrity. The focus
of this paper is on the first and third types of attacks on sensor
networks. Currently, security mechanisms for sensor networks
focus on external attacks, and these mechanisms fails to protect
internal attacks where a group of sensor nodes being
compromised. In hidden attacks, an intruder tries to
compromise a sensor node so as to inject fake data. In this form
of attack, an intruder accesses the codes and encryption keys
utilized by the network. The adversary can constantly interrupt
or halt the normal functions of the sensor network e.g.,
building routing loops. A compromised node might impact the
sensor network by sending the authenticated data to the base
station. By physically accessing the sensor nodes an intruder
can fully control the operations of few sensor nodes.
Compromising a node is normally contemplated as one of a
most challenging problem in WSN security [11].

An adversary attacking a node tries straightaway to tamper
the captured node physically to retrieve the cryptographic
information. This attack can harm the security in the
architecture of the underlying network. Furthermore, it can
possibly increase many consecutive power-full insider threats
[12]. Once compromised by an adversary, the node can
perform variety of tasks which it is commanded to do. The
node can be directed to be a launch pad for spam posting,
stealing private information, or spread spyware. Considering
the operation of a WSN depends on the accuracy of the secret
information exchanged between the nodes, the node
compromise poses detrimental impact in WSNs. Consequently,
a single compromised node could be a mighty weapon for an
adversary in WSNs.

52|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Since, wireless communication is susceptible to
eavesdropping, an intruder can oversee the flow of data and
tries to modify, intercept, disrupt, or falsify data packets [13]
and disseminates incorrect information to the sink. Typically,
sensor nodes have scarce resources and short transmission
range, an intruder possessing huge processing capability and
farther range of communication could compromise many
sensors at a time in order to modify the real data during
communication.

A large number of security relevant solutions are
previously proposed e.g., exchanging the key, authentication,
secure routing, safety mechanisms for particular attacks. To
some level these security techniques are able to ensure the
security; however, they can’t remove the security attacks
completely [14]. To overwhelm the challenge faced by WSNs,
this paper proposes a scheme which efficiently detects the
captured nodes by using a novel technique, embedded with an
Intrusion Detection mechanism which utilizes Anomaly and
Signature based approach in the combination of Clustering, and
Neural Network Multi-Layer Perceptron (MLP) classification
algorithm [15].

The remaining parts of this paper are organized as follows:
Section 2, gives the literature review and related works.
Section 3 describes the framework with details of algorithms of
the proposed solution. The experimental results are
demonstrated in section 4. The paper is concluded in section 5.

. LITERATURE REVIEW

In [9] the authors propose ‘software based attestation for
embedded devices’ (SWATT) to discover an immediate
change in the content of sensor memory which indicates the
chance of an attack.

In [16], Hartung et. al., retrieve the cryptography secrets on
a sensor node of MICA2 type by removing its inner memory
via the JTAG interface. This attack is further explored in [17],
where Becher et. al., displays how to retrieve many
components of node hardware like external memory, and the
boot-strap loader or the JTAG-interface. The authors suggested
that the programming interfaces should be disabled so that un-
authorized access to the microcontroller is prevented. They
also indicated that if the node is captured it certainly remains
absent for a considerable period which is enough to figure out
node captivity.

[18] presents an absolute distributed-detection system
which cooperates with nearest node(s) to yield a decision
regarding the malicious behavior of the sensors. The authors
enhance the starting security framework and develop a more
promising Intrusion Detection System agent architecture which
is known as LIDeA (lightweight-intrusion detection
architecture) in [19]. They proposed a new encryption scheme
which secures the network from external attacks and also
devised few rules to detect sinkhole attack. They focused on
MintRoute-routing protocol, and the approach they proposed is
not applicable to the routing protocols like LEACH protocol
and more.

In [20] the authors developed an Intrusion Detection system
which is based upon SEP (Stable Election Protocol) for
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clustered-heterogeneous WSNs. The advantage of adopting
SEP protocol is its heterogeneity awareness in order to increase
the life time of the first node before its death. They trained
their system to identify four-types of attacks that are DOS,
Probe, R2L, and U2R. Their proposed scheme used the KNN
(K-nearest neighbor) classifier to detect an anomaly in the
system.

In [21] the authors proposed the IP address, MAC address,
and Port Number based intruder sniffing system for cluster-
based WSNs. According to them, the proposed approach is
truly efficient in energy consumption for initial detection &
prevention of security risks and attacks. They argued that initial
detection & prevention of the adversary by effective security
system restricts several problems such as network slowdown,
injecting of fake data, and much more. They also believed that
by designing a security mechanism where a Base Station has
the responsibility of the overall network security, higher
security measures are expected without draining the energy
levels of the cluster heads as well as individual sensor nodes.

In [22], Coppolino et.al, has shown a light weight, hybrid
and distributed IDS for WSNs. They utilized both anomaly
based and misuse based techniques. Their technigue consists of
a central agent (CA) which carries out an extremely accurate
intrusion detection by devising data mining methods and they
consider local agents (LA) that are lighter running on motes to
detect intrusions.

In [23], Yassine et.al, proposed an IDS model which uses
anomaly detection based on SVM technique and a set of
attacks that are represented by fixed rule signatures. These
signatures are designed to detect the malicious behavior of the
intruder by anomaly detection method. This approach is
implemented in a cluster based topology to increase the
network lifetime.

1. THE PROPOSED FRAMEWORK

The proposed framework defends the network from various
types of attacks on service integrity, authentication and secrecy
etc., and at the same time it doesn’t depend on a particular
routing protocol. The proposed framework is assumed
geographic routing with a slight modification in multi-hop
topology. In the proposed routing protocol, nodes need to only
be aware about the locations of nearest neighbors’ in the
cluster; through the network the data packets are routed by
being forwarded to a cluster. The major advantages of
geographic routing over other routing strategies of WSNs
include; (i) stateless, and therefore highly energy efficient,
nature of routing, (ii) fast adaptability to network’s topological
changes, and (iii) scalability [24-25] which should be the main
objectives while deploying any type of WSN. These
distinguished characteristics makes the protocol efficient,
simple, and physically deployable, averting the use of practical
routing that can originate complexity and also overhead in the
mobile framework. The methodology of the proposed
framework as follows:

A. Hidden attacks on Service integrity:

The sensor nodes are deployed sparsely in the network.
After the deployment the sensors those are physically closer
chooses a cluster head unanimously which depends upon
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various parameters like battery power etc at the selection time.
This selection is dynamic in the sense the node with higher
battery power is selected as a CH. The sensors in a cluster
dynamically create the node ID lists of the neighboring nodes
and the CH. This list is maintained until the nodes changes the
cluster itself or by the deployed authority or an adversary who
tries to displace/compromise the node. The cluster head is
responsible for the data transmission between the clusters
which finally arrives to the sink. The deployed sensor
reads/senses the data from the environment and disseminates it
to the cluster head by applying geographic routing protocol.
Then it is the responsibility of the cluster head to transmit the
data to another CH or to the sink. This paper proposes an
algorithm to prevent the possible node compromise by an
adversary:

ALGORITHM 1:

Begin

1) If ‘ny’ and any other neighboring node ‘n,’ talks to each
other (by transmitting messages) after a specified interval of
time about their presence and non-compromising behavior in
the network. Two cases arise about this scenario:

a) If a node ‘n;’ is not sending the message to its
neighboring nodes due to some other reason except node
compromise in the specified period of time say ‘t’, there may
be many possible reasons like traffic congestion, re-
configuring its hardware etc.

b) If a node ‘n;’ is compromised, the neighboring node
‘ny’ waits for the message for a specified period of time say
‘t’, and then broadcasts the failure mode of node ‘n;’ all the
neighboring node blocks the node ID in their lists temporarily
for a certain threshold time ‘T’. When the compromised node
doesn’t acknowledge its presence after the expiration of the
threshold is blocked permanently and black listed from the
network.

2) If an adversary tries to shift the location of any
particular node(s) from the deployed area so as to compromise
its immediate neighboring node ID list, retrieve the
cryptographic keys etc. Two cases arise:

a) The attacked node senses the displacement by an
unauthorized authority without a certain predefined
verification shuts down the system immediately and erases its
memory and node 1D list.

b) The displaced node before shutting the system down
raises an alarm and notifies about the attack to the neighboring
nodes and the CH.

End

Below is the flow chart representation of proposed node
compromise algorithm, as shown in Fig. 1.

B. Attack on the authentication and the secrecy:

An Intrusion Detection System is one potential resolution
for several security attacks in WSNs. IDS can only detect the
attacks but are unable to prevent them. Once detected, the IDSs
can raise an alarm to apprise the controller to take appropriate
action. The standard classification of intrusion in networks fall
into four major categories: DoS, Probe, U2R and R2L Two
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main classes of IDSs exists. (1) rule based IDS and (2)
anomaly based IDS [26]. Rule based or signature based IDs is
used for the detection of intrusions with the assistance of built
in signatures. Rule based IDS has the ability to detect known
attacks with greater accuracy, however, it is not able to detect
attacks that are new and for which there are no signatures
present in the intrusion database. Whereas, Anomaly based
IDSs are able to detect new and novel intrusions using the
matching of routine traffic patterns and/or resource utilizations.

For authentication and secure data transmission in the
wireless sensor network, a hybrid Intrusion Detection System,
anomaly & Signature based is proposed. The proposed IDS
scheme is also distributed in the following way; (i) misuse
based IDS are implemented locally in the nodes. The network
is trained to detect several types of known attacks before the
deployment phase, and the signatures are added in the nodes
profile. This misuse (signature) based IDS is a light weight
scheme and is used to detect known attacks on the network.

Y

i Node 'nt’

A

Wait 't

Traffic cong.,
reconfig

Wait'T"

A 4
Block and
shutdown
A

Node Shift

Yes No

Shift Verify

A\ 4

Fig. 1. Algorith #1 Flowchart

In case of new or novel attacks which can’t be detected by
the signature based scheme in the sensor nodes, (ii) anomaly
based IDS which is implemented in the CHs comes into action.
Anomaly based IDS scheme in the CHs detects any deviation
from the normal functioning of the network. If a deviation is
being detected, the CH immediately stops the transmission of
data and informs the neighboring CHs by raising some kind of
alarm. Simultaneously, the new signature pattern which is
based on this deviation is added to the misuse based IDS
profile in the sensor nodes for future detection.

In this way, both the IDS techniques are utilized in a very
efficient and optimal manner. This technique makes the
proposed network robust and secure from several kinds of
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intruder attacks. This scheme is basically a blend of stand-
alone and hierarchical architecture in WSNs. The proposed
IDS scheme has an advantage over the monitoring node
schemes in the literature, IDS is implemented in all the sensor
nodes which makes them self-dependable to resist any kind of
attack to a large extent, and at the same time not to rely on any
other monitoring node for the intrusion detection purpose,
which if compromised disrupts all the network functionality.

C. Anomaly based detection model:

This model is proposed to implement the Multi-Layer
Perceptron (MLP) (Fig. 2) and the backpropagation algorithm
for the training of anomaly based detection system. It is a
supervised learning algorithm [27]. The MLP is an artificial
neural network which is extensively used to solve different
problems like pattern recognition, digression etc. Multi-layer
Perceptron is a network that is composed of several neurons,
which are divided into input layer, output layer, and one or
more hidden layers. The function that connects the input and
the target output is what the perceptron must find. The way it
accomplishes this is by this very simple rule:

m
yi=f Zwijxj+bi (€Y)
=

Equation (1) calculates y; which is the output of the node, w
denotes the vector of weights, x is the vector of inputs, b is the
bias and f is the activation function.

Input Layer Hidden Layer Output Layer
Input 1 ‘/"
\
Input 2 /
\
V7N Output

Fig. 2. MLP Diagram
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Design: In this case, the proposed IDS consist of several
neural networks which operate in parallel [28]. Every CH is a
three-layer neural network and has its own training data sets for
intrusion detection. The back-propagation algorithm is used to
train the individual CH nodes. The parameters were
implemented are listed below:

e Back propagation algorithm used for CH IDS learning.

e MLP structure is utilized with input, hidden, and output
layers.

e Learning rate is set to n (0.1 — 1.0).
e Sigmoid function is used as activation function.

The MLP algorithm which is implemented in CHs for
anomaly based IDS is defined as follows:

ALGORITHM 2:

Begin
o [Initialize weights at random, choose a learning rate n

e Train the network for each training example (input
pattern and target output (s)):

Do - Until output is produced:
Do - forward pass through network layer by layer:
. Apply Inputs
o Multiply by weights
. Sum up the outputs

) Apply sigmoid activation function

. Pass the output to next layer
. Done
. Compute error (delta or local gradient) for

each output unit ¢ &

. By backpropagation Layer-by-layer,
compute error (delta or local gradient) for
each hidden unit ¢ j

. Correct the output layer of weights.
. Correct the input weights.

. Update all the weights Awij
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Below is the flow chart representation of the proposed
anomaly detection (MLP) algorithm, as shown in Fig. 3.
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Fig. 3. Algorithm #2 Flowchart

The structure of neural networks and WSNs has similar
characteristics i.e., inter-connected components. Both types of
networks implement functions which maps the input values to
the output values. Artificial neural networks (ANN) have
general characteristics which are desirable in WSNs also. The
selection of ANN MLP classification algorithm for the training
of anomaly based detection in CHs has many reasons which
are defined as under:

e This technique is designed to be parallelized.
o |tis very fast to evaluate new attacks.

e Itis also robust on noisy training data which is inherent
in WSNs.

MLP classifies the data into five categories which are
Normal, Probe, DoS, U2R, and R2L.This approach reduces the
(FA) false alarm at the same time maintains accuracy and
detection at higher range. With respect to previous researches
in intrusion detection, the performance of IDS is calculated and
evaluated by measure of accuracy, detection rate and false
alarm which are defined in the “(2)”, “(3)” and “(4)” as
follows:

Accuracy (A) =TP +TN/(TP + TN + FP + FN) 2)
Detection Rate (DR) = TP/ (TP + FP) 3)
False Alarm (FA) = FP/ (FP +TN) 4)
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V. EXPERIMENTAL RESULTS

The performed experiments have been conducted to
evaluate the proposed framework in terms of accuracy, attack
detection rate and false alarm. The evaluation of proposed IDS
detection system is conducted using KDD Cup 99 dataset [29].
The specified dataset is denounced for repetition of records.
This repetition of records precludes the learning algorithms to
detect unknown attacks [30]. Notwithstanding, it is the only
publicly available labelled dataset which has been used
extensively in the research field of intrusion detection. By
experiments the proposed approach on KDD Cup 99 dataset
provides a significant evaluation and makes the performance
comparison with other advanced technique proportionate.

Two experiments have been carried out on MLP classifier
and SVM using the KDD Cup‘99 dataset. All experiments
were performed on an Intel® core™ 2 Duo CPU T7500 @2.20
as computing machine with the following specifications: 4 GB
main memory, and running Microsoft Windows 8. During the
evaluation, the 10 percent labeled data of KDD Cup 99 dataset
is utilized, where three types of legal traffic (TCP, UDP and
ICMP) are available.

The evaluation of these experiments is based in terms of
accuracy, attack detection rate and false alarm. Fig. 4 classifies
the result for each type of data using testing dataset. Data from
Table 1 is represented graphically in Fig. 5 which clearly
shows that for the given attack categories, MLP performs
better than K-M algorithm. Moreover, the data collected from
Table 2 which is represented in Fig. 6 shows that in detecting
false alarm MLP lags behind only in the probing category.
MLP shows better detection performance more than 85% of
attack records for probing category, more than 95% in DoS and
more than 97% in R2L category.

TABLE 1. DETECTION PROBABILITY OF ATTACKS

Comparison | Approaches

Criteria MLP K-M

Probe 0.887 0.876

DoS 0.973 0.973

UZR 0.298 0.298

R2L 0.096 0.064

TABLE II. DETECTION PROBABILITY OF FALSE ALARMS

Comparison | Approaches

Criteria MLP K-M

Probe 0.004 0.026

DoS 0.004 0.004

U2R 0.004 0.004

R2L 0.003 0.001
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Data Classification Types (%age)
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Fig. 4. Result of different classification Data types (Testing Dataset)
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Fig. 5. Comparison of Detection probability of different Attacks
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Fig. 6. Comparison of Detection probability of False Alarm

The Fig. 7 and 8 represent how different types of data
(PN=Predicted Normal; PA=Predicted Attack) are classified by
MLP network using the testing data set. As it can be seen
clearly in Fig. 7 and 8 MLP Neural Network resulted fewer
false positives and Negatives.

Vol. 7, No. 12, 2016

Detection of Normal Data (in %age)
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0 -+ T T
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Fig. 7. Detection of Normal Data (Testing Dataset)

Detection of Intrusion Data (in %age)
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=
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RURRY

Fig. 8. Detection of Intrusion Data (Testing Dataset)

V. CONCLUSION AND FUTURE WORK

The proposed framework aims to protect the network from
the attacks on service integrity, authentication and secrecy by
employing a heterogeneous approach of intrusion detection. A
heterogeneous IDS framework which utilizes many state-of-
the-art approaches together to achieve the maximum
probability of intrusion detection in WSNs. The different
experiments which were carried out in comparison with K-M
algorithm evaluates the performance of proposed technique of
IDS on the KDD 1999 Cup dataset which showed that MLP
detects more than 85% of attack records for probing category,
more than 95% in DoS and also more than 97% in R2L
category. It also showed promising results in detecting false
alarms. In future, will be considered some more innovative
techniques for intrusion detection in WSNS.
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