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Editorial Preface

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current
home desktop computers to put a man on the moon. In that 50 year span, the field of computer science has
exploded.

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the
calculation process has given birth to fechnology once only imagined by the human mind. The ability to communicate
and share ideas even though collaborators are half a world away and exploration of not just the stars above but the
internal workings of the human genome are some of the ways that this field has moved at an exponential pace.

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for
quality research. We want to promote universal access and opportunities for the international scientific community to
share and disseminate scientific and technical information.

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we
deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a
place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field.

We utilize the talents and experience of editor and reviewers working at Universities and Instifutions from around the
world. We would like to express our gratitude to all authors, whose research results have been published in our journal,
as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review
process.

We hope that this edition of IJACSA inspires and entices you to submit your own conftributions in upcoming issues. Thank
you for sharing wisdom.

Thank you for Sharing Wisdom!

Managing Editor
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Abstract—Application of existing mobile telemedicine system
is restricted by the imperfection of network coverage, network
capacity, and mobility. In this paper, a novel telemedicine based
handover decision making (THODM) algorithm is proposed for
mobile telemedicine system using heterogeneous wireless
networks. The proposed algorithm select the best network based
on the services requirement to ensure the connected or targeted
network candidate has sufficient capacity for supporting the
telemedicine services. The simulation results show that the
proposed algorithm minimizes the number of unnecessary
handover to WLAN in high speed environment. The throughput
achieved by the proposed algorithm is up to 75% and 205%
higher than Cellular and RSS based schemes, respectively.
Moreover, the average data transmission cost of THODM
algorithm is 24% and 69.2% lower than the Cellular and RSS
schemes. The proposed algorithm minimizes the average
transmission cost while maintaining the telemedicine service
quality at the highest level in high speed environment.

Keywords—Mobile telemedicine system; vertical handover;
heterogeneous networks; unnecessary handover; throughput; cost

. INTRODUCTION

The rapid growth of wireless communication technologies
has led to the development of telemedicine. Telemedicine
provides remote monitoring and diagnosis services via
information and communication technologies. Wireless Local
Area Network (WLAN), Worldwide Interoperability for
Microwave Access (WiMAX) and cellular networks are the
three wireless technologies widely applied in telemedicine.

WLAN is the most preferable by users due to the high
transmission capacity and low network access cost, however,
the small coverage area limits the user’s mobility support.
WLAN based telemedicine systems are typically for indoor
application (home, hospital, clinic, etc.) [1-4]. To tackle the
issue in WLAN, researches on cellular network based
telemedicine were raised. Authors in [5-8] present a cellular
network based telemedicine system. The advantages of
cellular based telemedicine system are that it supports high
mobility and offers large service coverage. However, the
capacity of cellular network is insufficient for high quality
images and continuous video transmission as the channel
bandwidth is limited. The high bandwidth Fourth Generation
Long Term Evolution (4G-LTE) system is still under
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Eko Supriyanto, M Haikal Satria* and Yuan-Wen Hau
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deployment. The coverage is imperfect in rural and suburban
areas. Consequently, the use of 4G-LTE in telemedicine is
limited.

The performance of telemedicine service is dependent on
the network quality. Poor network quality will disrupt the
health data in transmission. Authors in [9, 10] proposed
WIMAX based telemedicine application to provide higher
bandwidth than cellular network with extended network
coverage than WLAN. Authors in [11] integrate both WLAN
and WiMAX networks where WLAN is for indoor application
and WiMAX is for outdoor environment. However, handover
scheme between WLAN and WiMAX is not discussed by
authors. WiMAX technology overcomes the issues of small
coverage and insufficient bandwidth encountered by WLAN
and cellular network, respectively. Unfortunately, most of the
network service providers are ceasing development of
WIMAX [12]. As a result, the mobile telemedicine system that
relies on WiIMAX technology cannot guarantee the users
connect continuously to the telemedicine services provider at
anywhere due to the imperfection of network coverage.

Each wireless technology has its own advantages and
disadvantages. None of them can fully support the
telemedicine services in terms of data transmission rate and
mobility. Therefore, application of existing mobile
telemedicine system is sometimes restricted by mobility,
coverage and constraints of data transmission rate issues. The
continuous service connection and guarantee of data
transmission rate are the two main factors to maintain the
quality of telemedicine services. For this purpose, a mobile
telemedicine system that has capability of accessing multiple
wireless networks is needed so that the system has wider
service coverage and guarantee the service quality by
connecting to the best network based on the services
requirement.

The rest of the paper is organized as follow. Section Il
reviews the existing handover algorithms in heterogeneous
networks. In Section [IIl, the framework of mobile
telemedicine is introduced. Section IV descries the proposed
THODM handover algorithm for mobile telemedicine system.
The performance of the proposed algorithm is discussed in
Section V. Finally, Section VI concludes the paper.
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1. VERTICAL HANDOVER IN HETEROGENEOUS NETWORKS

Vertical handover in heterogeneous network is a process of
the mobile terminal (MT) migrating network connection from
one network technology to another. The vertical handover
process can be divided into three phases which are handover
initiation, decision and execution [13]. The handover initiation
phase discovers and obtains available network information via
Media Independent Handover Function (MIHF) [14]. The
handover decision is a process of selecting the most suitable
network based on the calculated network information and
triggering handover at the right time. Executive phase is
establishing the connection with targeted network and
releasing the old network.

Numerous handover decision making algorithms have
been previously proposed. A received signal strength (RSS)
based handover algorithm introduced by [15, 16] reduces
handover failure rate from WLAN to cellular network based
on the MT’s speed and handover latency. Authors in [17, 18]
proposed a prediction based handover decision scheme to
estimate MT dwelling time in WLAN coverage. Mobile
terminal triggers handover to WLAN cell if and only if the
estimated dwelling time is greater than the time threshold.
However, high handover delay is observed because these
methods need to take two RSS sample points (P, and P, in
Fig. 1) within WLAN coverage for dwelling time estimation
process. This processing time will reduce the dwelling time
within WLAN as soon as the handover process is done at P.

-~ WLAN coverage ™

// I \\
;“l RSSt -—-9
7
\\0\"5/ ."‘
- ‘
\\\\ //,,
MT ~7 P -

Fig. 1. Scenario of prediction process in [17, 18]

Cost function based handover algorithm for wireless wide
area network (WWAN) and WLAN integrated networks has
been proposed by [19]. The results showed that WLAN s
more preferred than WWAN due to the low network access
cost. Also, authors in [20] proposed a cost per signal-to-noise-
plus-interference-ratio (SINR) function to improve the
throughput and reduce the cost for accessing the integrated
wireless networks (WLAN and WWAN). In this approach,
authors assumed total cost equal to packet transmission cost
plus handover processing cost. However, MT’s velocity is not
considered by these schemes. The small coverage of WLAN
cell will lead to high number of unnecessary handovers in high
mobility.

Vol. 7, No. 7, 2016

Authors in [21-23] proposed a multiple attribute decision
making (MADM) based handover algorithms. In these
schemes, a weighting system is given to the handover criteria
based on user preference. The network candidate that scores
the highest weight sum is selected as a handover target.
Recently, intelligent based MADM handover algorithm is
presented to improve the performance of handover. A Neuro-
Fuzzy based MADM handover algorithm is proposed by [24].
Authors in [25] presented Fuzzy based MADM handover
algorithm. Furthermore, Artificial Neural Network (ANN)
based handover decision making in heterogeneous networks is
presented in [26]. The disadvantage of using intelligent based
handover algorithm is high handover latency caused by ANN
learning/training, and Fuzzy Logic fuzzification or
defuzzification processes. Moreover, handover latency further
increases while more handover criteria are taken into account.

In high speed environment, most of the handover
algorithms optimize their performance by predefining a speed
threshold for WLAN. MT triggers handover to WLAN if and
only if MT’s speed is below the predefined speed threshold to
avoid the handover failure and unnecessary handover to
WLAN. The application of WLAN s restricted to static or
pedestrian navigation environment [27]. For example, authors
in [21, 28-30] predefined the speed threshold for WLAN at
10m/s and below (depending on the radius of WLAN). In
addition, Fuzzy MADM based handover algorithm presented
by [25] and [31] set the fuzzy if-else rule, “if MT velocity is
low then the probability of rejecting WLAN is low; else the
probability of rejecting WLAN is high”. In this paper,
Telemedicine based vertical handover decision making
(THODM) algorithm is proposed for mobile telemedicine
system aims to maintain the quality of telemedicine service at
the highest level with minimum cost in high speed
environment.

1l. FRAMEWORK OF MOBILE TELEMEDICINE SYSTEM IN
HETEROGNEOUS NETWORKS

Fig. 2 shows the proposed mobile telemedicine system
framework. The telemedicine device is integrated with various
type of electronic health sensors such as pulse oximetry, body
temperature and Electrocardiogram (ECG) sensors. The
signals or data collected by these sensors will be analyzed by
an embedded self-interpretation algorithm [7]. In case an
abnormal health signal is detected, the system will set patient
health condition (PHC) to “LOW?” or “0” and give priority to
“Critical” buffer to transmit the abnormal health signal to
hospital to let the patient get treatment promptly. The PHC is
set to “HIGH” or “1” when the patient is in normal health
condition. The health data is stored in the “Non-critical”
buffer queue for transmission via WLAN or cellular network.

Telemedicine based handover decision making (THODM)
algorithm assists the device to select the best wireless network
to transmit the patient’s health data to hospital based on the
inputs from accelerometer, MIHF, user setting (e.g. video,
audio, signal, image, etc.) and predefined database. The
function of these modules is illustrated in TABLE 1.
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Fig. 2. Mobile Telemedicine Framework

TABLE I. INPUT MODULES OF THODM ALGORITHM
Modules Function
Accelerometer Measure the MT traveling speed.

Discover neighbouring networks and measure the
network quality.

Monitor type of telemedicine services applied by user.
Contains predefined values such as RSS threshold,
network tariff rate, and minimum data rate required by
each type of telemedicine service. These values will
be the reference values for THODM algorithm during
handover decision making.

MIHF
User setting

Database

V. THODM ALGORITHM

THODM algorithm consists three structured phases of
self-inspection, pre-handover filtering and network selection.
The handover parameters required by this algorithm are RSS,
Signal-to-Noise ratio (SNR), data rate requirement (DRgreg),
cost (C), and velocity (v). The RSS and SNR parameters can
be obtained via MIHF. The MT’s velocity can be measured
using an accelerometer. The network access cost and DRgegg
are predefined and stored in the database or memory of the
telemedicine device.

RSS measurement is used to discover the neighboring
wireless networks. The SNR parameter is for algorithm to
evaluate the capacity of the available networks. In order to
guarantee the quality of telemedicine services, the connected
or targeted network candidate must has sufficient capacity to
support the data rate required by telemedicine services. The
priority level and DRgegq Of telemedicine services is shown in
Table II.

THODM algorithm also takes network tariff rate into
consideration with the purpose of reducing the data
transmission cost of telemedicine services. The parameter
velocity is used to estimate the dwelling time within WLAN
coverage. The energy saving issue is not considered in this
work because THODM algorithm is mainly designed for high
speed environment such as ambulance or vehicle based
telemedicine system. The system could be powered by the
power source from ambulance or vehicle.

Sumas Jasn

. Cellular

Transceiver

= 5
o
T g
@
Q
TABLE Il.  DATA RATE REQUIRED BY DIFFERENT TYPE OF TELEMEDICINE
SERVICES [32, 33]
Data type Telemedicine service  Data rate (DRreq) Eg?;llty
Biosianal ECG (12 channels) 24 kbps
d;ct);'gna Heart rate 2-5kbps 1
Blood pressure 2-5kbps
Audio Voice 4-25kbps 2
Uncompressed image  30-40Mbytes
File transfer ~ Region-of-interest 15-19Mbytes

(ROI) JPEG image

Video Diagnostic video 768kbps-10Mbps 4

A. Self-inspection Phase

In self-inspection phase, THODM algorithm monitors the
RSS of current connected network (RSSccn), SNR of current
connected network (SNRccy), and DRgeq periodically to
ensure the capacity of current connected network fulfills the
services requirements. The current connected network (CCN)
can be WLAN or cellular network. Assumed the cellular
technology that integrated in the telemedicine device (Fig. 2)
is Universal Mobile Telecommunication System (UMTS)
network. The proposed algorithm is continuously searching
for WLAN if the current connected network is not a WLAN.
THODM algorithm gives priority to WLAN because WLAN
provides high capacity with lower cost. The transmission cost
can be reduced by optimizing the connection to WLAN. The
quality of current connected network (Qccyn) is determined by:

Qccv = F(RSScen) * (SNReey — SNRREQ_CCN) 1)

where F(RSS.cy) is a unit step function as shown in (2)
where the output is equal to 1 if RSSccy is greater than RSS¢cy
threshold (RSS;;ccn), Otherwise 0.

0, RSScen < RSStneen

F(RSS) = FRSScon = RSSmaen) {7 pss 5 pos ™ (@)

SNRgeg cen is @ dynamic SNR threshold defined based on
the sum of the data rate of the telemedicine services that
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applied by user, DRggq. It can be calculated by using
Shannon-Hartley theorem and given as

DRrgq = Ween 1092(1 + SNRgeg_con)

DRREQ
SNRggg ccn = 2Ween — 1 3
where Wcey is bandwidth of current connected network.
Since SNR of the WLAN and cellular network cannot be
compared directly, we standardize the SNR threshold
(SNRggg) for both WLAN and UMTS networks by selecting
SNRgeq Of WLAN (SNRgeg wian) @s a reference value.
According to Shannon-Hartley theorem, the DRgeg 0of WLAN

and UMTS channel can be calculated by

DRppg = Wiran log,(1+ SNRREQ_WLAN) (4)

DRggg = Wymrs log,(1+ SNRREQ_UMTS) (5)

Where SNRREQ_UMTS is SNRREQ of UMTS and Wwian and

Wymrs represent channel bandwidth (Hz) of WLAN and

UMTS networks, respectively. Assuming DRgeq for both (4)

and (5) are identical, we substitute (4) into (5). The

relationship between SNRrgg wian @Nd SNRgeg umrs 1S given
as:

Wymrs
W 1092(1 + SNRREQ_UMTS)
WLAN "
uMTS

SNRREQ_WLAN :(1 + SNRREQ_UMTS) WLAN — 1 (6)
By replacing SNRgeg umrs in (6) with measured UMTS

SNR value (SNRymts), We can obtain an equivalent SNR value
in WLAN (E_SNRywmrs)-

logz(l + SNRREQ_WLAN) =

Wuymrs

E_SNRyyrs =(1 + SNRypyrs)"WLan —1 (7)
Therefore, set of SNR values for both WLAN and UMTS
networks is given by:

SNR = SNRWLAN U E—SNRUMTS (8)
Rewrite (1),

Qcen = F(RSS¢cen) * (SNR — SNRREQ_WLAN) )
In the case of Qccy <0 or CCN # WLAN, THODM
algorithm scans for neighboring wireless network to find a
better network candidate to support the telemedicine services.
The detected available network candidates will proceed to the
pre-handover filtering phase. Conversely, if no available
network is detected, the proposed algorithm will deactivate the
lowest priority service systematically in order to adapt to the
current connect network [34]. The higher priority services that
supportable by current connect network are remaining active
with guarantee of service quality.

B. Pre-Handover Filtering Phase

Pre-handover filtering phase consists of dwelling time
prediction and network quality evaluation processes. The
dwelling time prediction process applies to WLAN cell only
whereas the network quality evaluation process is applied to
all the available networks. The aim of dwelling time
prediction process is to avoid unnecessary handover to WLAN
in high speed environment. The proposed dwelling time
prediction process predefined two RSS thresholds: RSS
boundary (RSSpoundary) @nd RSS threshold (RSSy,). RSSyoundary
represents the edge of the WLAN coverage and RSSy, denotes
minimum RSS for reliable packet delivery. MT initiates
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prediction process once the measured RSS (RSSwian) i
greater than RSSpoyndary-

Fig. 3 shows the scenario of MT traveling within the
WLAN coverage. MT enters the WLAN coverage at point
Peniry and exits at point Peyr. R is the radius of WLAN cell, r is
distance between Py, rssy and WLAN access point (AP), | is
distance between P, rssin and Poy; rssm, and d denotes MT
traveling distance from Py t0 Py grssi. The value of d is
varying according to the MT’s direction of motion from Pgpyy.

M’l',

~ Predefined RSS
= threshold RSSn

4N
VAR
/ \
{7
e \

A
Boundary of
~— WLAN coverage
RSSh«mndnr}

Pout RSSth

Fig. 3. MT trajectory in WLAN coverage

The distance d is determined by

d=ty*v, A< d <d, (10)
where ty is MT’s traveling time from Penyy t0 Py rssin, and
vis MT’s velocity. The A and d, are given as

A=R-r (11)

d, = VR% — 12 (12)

The R and r values can be calculated by using the Log-
distance path loss model [35], expressed as

Boc R
RSSpoundary = Prx — PLo — 10nlog i + &
0

(PTX_PLO_R_“boundary*'g)
R = do * 10 on (13)
where Py is AP transmit power, dq is the distance from
AP to reference point (Pg) usually 1 m, PL, is the power loss
at Po, RSSpoundary 1S mean of RSSpoungary, N is  path loss
exponent, and ¢ is a zero-mean Gaussian random variable
caused by shadow fading. Similarly, the r value can be
@sured by replacing RSSyounaary in (13) with RSS,,. The
RSSpounaaryCan be calculated by

i=N
__ 1
RSSboundary = NZ RSS; (14)

i=0
where N is number of samples. N is adjusted dynamically
to the MT’s velocity. It given as
L
N = [QU * v*Tg

| ¢e01,02..,09 (15)
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where Tgis RSS sampling time (5 ms [36]) and L is a fixed
distance of 1 m [37]. In this work, MT monitors RSSy an
periodically in every meter. The higher the MT’s velocity is,
the smaller the sample size. The maximum N is limited to 20
to prevent over sampling when MT is at low mobility. The
impact of Doppler shift can be mitigated by using the Doppler
frequency offset estimation and compensation algorithms that
presented in [38, 39].

The distance | can be determined by using a trigonometric
function as follows:

l
cosa = o
l = 2rcosa, (16)
where a = m — B (Fig. 3) and r can be calculated by using
(13). Rewrite (16),

l = —2rcosp a7
By using Law of cosine, angle j can be calculated by

R? =1% 4+ d? — 2rdcosp
1 _R2—r2—d2

B = cos™ ( e (18)
Substitute (18) into (17), estimated traveling distance | is
given as

R2—12_g2

l= (19)
d
The estimated beneficial time to MT within the WLAN
coverage (Twian) Can be determined by

l

Twiran = >
2 2 2

Twian = £ ;v 4 (20)
The duration of Ty_an is depending on the R, r, d and v.
The WLAN cell which estimated Ty.an iS greater than the
threshold time (Twianm) Pproceeds to network quality
evaluation process, otherwise rejected. The Ty for
unnecessary handover is 2 seconds [17, 18]. The dwelling
time in proposed method will be predicted as soon as MT
detected RSSy,. This improves the previous method in [17, 18],
where the dwelling time prediction is initiated after MT
detected RSSy. By using two predefined thresholds, the
proposed method reduces the prediction processing time

within the dwelling time.

The network quality evaluation process evaluates the
quality of all available network candidates except the WLAN
cell which estimated Ty a is less than Ty an . The quality of
each network candidate (Q) is evaluated based on the
measured RSS, SNR and C values. Q is given as

Qe = k={12,..n} (21)

Ck
where each network candidate is represented by k of n
candidates and Cy is predefined cost per Mb of network
candidate k.

F(RSS)(SNR- SNRREQ _WLAN)
)

In this process, the network candidate which scores less
than or equal to zero (Qx < 0) will be rejected. Only the qualify
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network candidate that is greater than zero (Qx > 0) will be
added to a qualify network list (QNL) for network selection
phase.

C. Network Selection Phase

The network selection phase usually falls into three
possible conditions. The first condition is that the number of
network candidates in QNL (Ugn) is equal to zero. In such
case, MT will adjust the services requirement DRgegq by
removing the lowest priority service and back to the self-
inspection phase. Next condition is only one network
candidate in QNL (Ugn.=1). MT triggers handover to the sole
network directly. The last condition is that Ugn> 1. Typically,
the network candidate which has the highest score will be
selected as a handover target or the best network. The best
network (24) is given as

3 =max(Qy) (22)

V. RESULTS AND DISCUSSION

In this section, performance of the THODM algorithm is
evaluated by its number of unnecessary handovers,
throughput, and cost of transmission. The evaluation is done
by simulating the proposed algorithm at high speed
environment (50km/h to 120km/h). Fig. 4 shows the
simulation scenario where six WLAN cells are covered by a
UMTS cellular network. The scenario involves an ambulance
or an MT traveling from point A to point B crossing
WLAN_1, WLAN_2, WLAN_3 and WLAN_4. The actual
traveling distance | within WLAN_1, WLAN_2, WLAN_3
and WLAN_ 4 is 71.4m, 43.6m, 34.1m and 19.9m,
respectively.

The performance of THODM algorithm is compared with
the RSS threshold based handover (RSS) algorithm, Cellular
based scheme and ideal solution. The RSS threshold based
handover algorithm triggers handover to WLAN whenever
RSSwian is greater than RSSy,. Cellular based scheme always
connect to the UMTS network. It represents the existing
handover algorithms which set the speed threshold for WLAN
and only select the WWAN at high mobility. Ideal solution is
a theoretical result of MT connection to WLAN and UMTS
network while traveling from point A to point B without any
unnecessary handover.

It is assumed network providers reserve certain network
channels at each UMTS base station and WLAN access point
for telemedicine purpose [11]. These reserved channels have
average throughput of 1 Mbps [24] and 6 Mbps [19] for
UMTS and WLAN, respectively. Therefore, telemedicine user
does not have to worry about the network channel availability.
The average transmission cost of WLAN and UMTS is 1 and
5 units cost per Mb, respectively [19].

The experiment is simulated for 100 loops. The starting
point A is set randomly within the range of & (as shown in
Fig. 4) so that the ambulance or MT has different starting
point A in every loop. The experiment parameter settings are
shown in Table I1I.
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B
4
i
\\WLAN 4l
N // \.
OWLAN2 ( i ]
(o) | WiaNS

Fig. 4. Simulation scenario in heterogeneous wireless networks (MT travels

from point A to point B)

TABLE Ill.  SIMULATION METRICS
Parameter Value
OFuce 609 Vi GG Vol Hear
Prx 100 mW [20]
n 3.5 [36]
€ 4.3 dB [36]
RSS at boundary, RSSpoundary -76.61 dBm
RSS threshold, RSSi, -75.16 dBm
WLAN data rate (Mbps) 6[40]
UMTS data rate (Mbps) 1[24]
WLAN cost per Mb (unit) 1[19]
Cellular cost per Mb (unit) 5[19]
R (m) 55
r (m) 50 [18]
v 50 to 120 km/h
Monitoring time interval (s) Im/v
Twian_th (S) 2[18]
O (m) Random [0~5]
® 0.2

A. Unnecessary Handover

Unnecessary handover is defined as a handover that does
not benefit the user. It occurs when user failed to establish
connection with targeted network due to an abnormal call
release or inappropriate handover and the reestablishment of a
connection with previous network is required. The number of
unnecessary handover (NUHO) can be determined by

NUHO, = NHO, — NHO;4.,; , a € {THODM,RSS} (23)
where NH 0,4, 1S total number of handover achieved by
ideal solution. In ideal solution, any handovers to WLAN_4
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will be considered as unnecessary at the speed of 35km/h and
above because Twian i WLAN_4 (Twian 4) is less than
Twian . Similar to WLAN_3, WLAN_2 and WLAN_1, an
unnecessary handover occurs when the velocity of MT is
higher than 61, 78 and 128 km/h, respectively. Fig. 5 and Fig.
6 show the total number of handover and unnecessary
handover occurred in THODM, RSS and ideal solution
schemes.

The result in Fig. 6 shows that THODM algorithm has less
number of unnecessary compared to RSS scheme. This is
contribution of dwelling time prediction process which rejects
all the WLAN cells that estimated Tyyan is less than Twian i
even though these WLAN cells have better network quality
than UMTS.

1000

I Rss
[__1THODM
800 - [ \deal solution

800 -
700 -
600 -
500

400 -

Number of handovers

300
200 -

100+ I | I 1
o

50 60 70 80 %0 100 110 120
Velocity(km/h)

Fig. 5. Total number of handovers

900

] THODM
I RSS
800 -

o @ ~

g =1 =1

k= =] =]
T T

Number of unnecessary handover
g
;

50 60 70

80 %0 100 110 120
Velocity(km/h)

Fig. 6. Number of unnecessary handovers

B. Throughput

The total throughput achieved by MT is dependent on the
connection time with UMTS and WLAN, respectively.
However, it is affected by the number of unnecessary
handovers. The total throughput (Trhroughput) aChieved by MT
can be determined by [24]
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TThroughput =
)_ (Reellular*Rwian)*NUHO*TyHo

2
(24)
where Typo is time consumed by each unnecessary
handover (2 seconds) [18], Reeiular aNd Ryan represent average
data rate of UMTS and WLAN, teeuar and tya, denotes total
time connected to UMTS and WLAN, respectively.

(Rcellulurtcellular + Rwlantwlan

Fig. 7 shows the average throughput achieved by MT
based on different approaches (Cellular, RSS, THODM, and
ideal solution) in single loop (from point A to point B) at
speed of 50km/h to 120km/h. The average throughput
decreases when the MT’s velocity increases. This is because
MT takes less time to travel from point A to B. It can be seen
that the total throughput obtained by the proposed THODM
algorithm is higher than RSS and Cellular schemes.
Furthermore, the throughput achieved by the THODM
algorithm is proximate to ideal solution.

The percentage of throughput gain (G) can be determined
by

G= W x 100% |, x € {Cellular,RSS} (25
X

where TPryopy 1S total throughput achieved by THODM
and TP, represents total throughput of RSS or Cellular based
scheme. As depicted in Fig. 8, the throughput of THODM s
up to 75% and 205% higher than Cellular and RSS schemes,
respectively.

140

T T T T T T
I Cellular
[ RSS
THODM
120 I |d=al soluticn

60+

40

Average Throughtput (Mb)

50 60 70 80 90 100 110 120

Velocity(km/h)

Fig. 7. Average throughput achieved by MT in single loop at the speed of
50km/h to 120km/h.
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250 T I I
I THODM vs Cellular
THODM vs RSS

200+

Throughtput Gain (%)

120

° l I\_l I.U “ l I I. IL
50 60 70 80 20 100 110

Velocity(km/h)

Fig. 8. Percentage of throughput gain

C. Transmission Cost

Assumed the transmission cost of UMTS is five times
higher than WLAN [19]. The transmission cost per Mb (C)
can be calculated by

C = ReettulartcetiularCeellular + RwiantwianCwian + NHoCHO (26)
TThroughput
where Nyo is number of handover, Cyo represents
handover cost (predefined Cpo = 3 units), Cyan and Ceejuar
denote average cost per Mb offered by WLAN and cellular
network. As can be seen in Fig. 9, THODM algorithm has the
lowest average cost per Mb compared to RSS and Cellular
schemes. At speed of 120 km/h, the average cost of THODM
is 24% and 69.2% lower than Cellular and RSS schemes,
respectively.

Average Cost per Mb (unit)

- 2 4
..... £ -
2 . , . .
50 60 70 80 80 100 10 120
Velocity(km/h)

Fig. 9. Average cost per Mb
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VI. CONCLUSION

This paper presented a THODM algorithm to support
telemedicine  service in  high speed heterogeneous
environment. The proposed algorithm resolves the problems
such as limited coverage and mobility issue faced by the
existing mobile telemedicine system by selecting the best
network according to the services requirement. The dwelling
time prediction process in THODM algorithm has successfully
reduced the number of unnecessary handovers while
optimizing the usage of WLAN in high speed environment.
The simulation results show that the proposed algorithm has
higher throughput and more cost effective than RSS and
Cellular schemes. The proposed THODM algorithm is suitable
for ambulance based mobile telemedicine system.

The limitation of this work is that we assume the MT
moves at constant speed when crossing the WLAN coverage.
For future work, we will enhance the dwelling time prediction
method in THODM algorithm so that it can accurately
estimate the MT’s dwelling time in WLAN coverage even
though MT moves in dynamic speed.

REFERENCES

[1] J. C. Tejero-Calado, C. Lopez-Casado, A. Bernal-Martin, M. A. Lopez-
Gomez, M. A. Romero-Romero, G. Quesada, et al., "IEEE 802.11 ECG
monitoring system," in Engineering in Medicine and Biology Society,
2005. IEEE-EMBS 2005. 27th Annual International Conference of the,
2005, pp. 7139-7142.

[2] A. Moein and M. Pouladian, "WIH-Based IEEE 802.11 ECG
Monitoring Implementation,” in Engineering in Medicine and Biology
Society, 2007. EMBS 2007. 29th Annual International Conference of the
IEEE, 2007, pp. 3677-3680.

[3] P. A Sakthi and R. Sukanesh, "A reliable and fast routing data
transmission protocol for Wi-Fi based real-time patient monitoring
system," in Electronics and Communication Systems (ICECS), 2014
International Conference on, 2014, pp. 1-5.

[4] K. Cai and X. Liang, "Development of WI-FI Based Telecardiology
Monitoring System," in Intelligent Systems and Applications (ISA),
2010 2nd International Workshop on, 2010, pp. 1-4.

[5] S. Mitra, M. Mitra, and B. B. Chaudhuri, "Rural cardiac healthcare
system-A scheme for developing countries,” in TENCON 2008 - 2008
IEEE Region 10 Conference, 2008, pp. 1-5.

[6] M. Abo-Zahhad, S. M. Ahmed, and O. Elnahas, "A wireless emergency
telemedicine system for patients monitoring and diagnosis," Int J
Telemed Appl, vol. 2014, p. 380787, 2014.

[7]1 H. Anpeng, C. Chao, B. Kaigui, D. Xiaohui, C. Min, G. Honggiao, et al.,
"WE-CARE: An Intelligent Mobile Telecardiology System to Enable
mHealth Applications,” Biomedical and Health Informatics, IEEE
Journal of, vol. 18, pp. 693-702, 2014.

[8] H. Mateev, I. Simova, T. Katova, and N. Dimitrov, “Clinical Evaluation
of a Mobile Heart Rhythm Telemonitoring System,” ISRN Cardiology,
vol. 2012, p. 8, 2012.

[9] I. Chorbev and M. Mihajlov, "Wireless telemedicine services as part of
an integrated system for e-medicine," in Electrotechnical Conference,
2008. MELECON 2008. The 14th IEEE Mediterranean, 2008, pp. 264-
269.

[10] D. Niyato, E. Hossain, and J. Diamond, "IEEE 802.16/WiMAX-based
broadband wireless access and its application for telemedicine/e-health
services," Wireless Communications, IEEE, vol. 14, pp. 72-83, 2007.

[11] D. Niyato, E. Hossain, and S. Camorlinga, "Remote patient monitoring
service using heterogeneous wireless access networks: architecture and
optimization," Selected Areas in Communications, IEEE Journal on, vol.
27, pp. 412-423, 2009.

[12] D. Pareit, B. Lannoo, I. Moerman, and P. Demeester, "The History of
WIMAX: A Complete Survey of the Evolution in Certification and

[13]

[14]

[15]

[16]

[17]

(18]

(19]

[20]

[21]

[22]

(23]

[24]

[25]

[26]

[27]

(28]

[29]

(30]

(31]

Vol. 7, No. 7, 2016

Standardization for IEEE 802.16 and WiMAX," Communications
Surveys & Tutorials, IEEE, vol. 14, pp. 1183-1211, 2012.

I. F. Akyildiz, J. McNair, J. S. M. Ho, H. Uzunalioglu, and W. Wenye,
"Mobility management in next-generation wireless systems,"
Proceedings of the IEEE, vol. 87, pp. 1347-1384, 1999.

M. Aguado, J. Astorga, J. Matias, and M. Huarte, "The MIH (Media
Independent Handover) Contribution to Mobility Management in a
Heterogeneous Railway Communication Context: A IEEE802.11/802.16
Case Study," in Communication Technologies for Vehicles. vol. 6596,
T. Strang, A. Festag, A. Vinel, R. Mehmood, C. Rico Garcia, and M.
Rackl, Eds., ed: Springer Berlin Heidelberg, 2011, pp. 69-82.

S. Mohanty and I. F. Akyildiz, "A Cross-Layer (Layer 2 + 3) Handoff
Management Protocol for Next-Generation Wireless Systems," Mobile
Computing, IEEE Transactions on, vol. 5, pp. 1347-1360, 2006.

S. Mohanty, "A new architecture for 3G and WLAN integration and
inter-system handover management,” Wireless Networks, vol. 12, pp.
733-745, 2006/12/01 2006.

R. Hussain, S. Malik, S. Abrar, R. Riaz, H. Ahmed, and S. Khan,
"Vertical Handover Necessity Estimation Based on a New Dwell Time
Prediction Model for Minimizing Unnecessary Handovers to a WLAN
Cell," Wireless Personal Communications, vol. 71, pp. 1217-1230,
2013/07/01 2013.

Y. Xiaohuan, N. Mani, and Y. A. Sekercioglu, "A Traveling Distance
Prediction Based Method to Minimize Unnecessary Handovers from
Cellular Networks to WLANSs," Communications Letters, IEEE, vol. 12,
pp. 14-16, 2008.

K. Hong, S. Lee, L. Kim, and P. Song, "Cost-based vertical handover
decision algorithm for WWAN/WLAN integrated networks," EURASIP
J. Wirel. Commun. Netw., vol. 2009, pp. 1-11, 2009.

Y. Kemeng, I. Gondal, and Q. Bin, "Multi-Dimensional Adaptive SINR
Based Vertical Handoff for Heterogeneous Wireless Networks,"
Communications Letters, IEEE, vol. 12, pp. 438-440, 2008.

E. M. Malathy and V. Muthuswamy, "Knapsack - TOPSIS Technique
for Vertical Handover in Heterogeneous Wireless Network," PLo0S
ONE, vol. 10, p. e0134232, 2015.

R. Tawil, G. Pujolle, and O. Salazar, "A Vertical Handoff Decision
Scheme in Heterogeneous Wireless Systems," in Vehicular Technology
Conference, 2008. VTC Spring 2008. IEEE, 2008, pp. 2626-2630.

S.-m. Liu, S. Pan, Z.-k. Mi, Q.-m. Meng, and M.-h. Xu, "A Simple
Additive Weighting Vertical Handoff Algorithm Based on SINR and
AHP for Heterogeneous Wireless Networks," in Intelligent Computation
Technology and Automation (ICICTA), 2010 International Conference
on, 2010, pp. 347-350.

A. Singhrova and N. Prakash, "Vertical handoff decision algorithm for
improved quality of service in heterogeneous wireless networks,"
Communications, IET, vol. 6, pp. 211-223, 2012.

F. Kaleem, A. Mehbodniya, K. K. Yen, and F. Adachi, "A Fuzzy
Preprocessing Module for Optimizing the Access Network Selection in
Wireless Networks," Advances in Fuzzy Systems, vol. 2013, p. 9, 2013.

N. Nasser, S. Guizani, and E. Al-Masri, "Middleware Vertical Handoff
Manager: A Neural Network-Based Solution,” in Communications,
2007. ICC '07. IEEE International Conference on, 2007, pp. 5671-5676.

W. Song and W. Zhuang, “Introduction on Cellular/WLAN
Interworking," in Interworking of Wireless LANs and Cellular
Networks, ed: Springer New York, 2012, pp. 1-10.

M. Khan and K. Han, "An Optimized Network Selection and Handover
Triggering Scheme for Heterogeneous Self-Organized Wireless
Networks," Mathematical Problems in Engineering, vol. 2014, p. 11,
2014.

H. T. Yew, E. Supriyanto, M. Haikal Satria, and Y. W. Hau, "User-
centric based vertical handover decision algorithm for telecardiology
application in heterogeneous networks," Jurnal Teknologi, vol. 77, pp.
79-83, 2015.

T. Janevski and K. Jakimoski, "Mobility sensitive algorithm for vertical
handovers from WiMAX to WLAN," in Telecommunications Forum
(TELFOR), 2012 20th, 2012, pp. 91-94.

H. T. Yew, Y. Aditya, H. Satrial, E. Supriyanto, and Y. W. Hau,
"Telecardiology system for fourth generation heterogeneous wireless

8|Page

www.ijacsa.thesai.org



[32]

[33]

[34]

[35]

(IJACSA) International Journal of Advanced Computer Science and Applications,

networks," ARPN Journal of Engineering and Applied Sciences, vol. 10,
pp. 600-607, 2015.

J. R. Gallego, A. Hernandez-Solana, M. Canales, J. Lafuente, A.
Valdovinos, and J. Fernandez-Navajas, "Performance analysis of
multiplexed medical data transmission for mobile emergency care over
the UMTS channel," IEEE Trans Inf Technol Biomed, vol. 9, pp. 13-22,
Mar 2005.

C. Yuechun and A. Ganz, "A mobile teletrauma system using 3G
networks," Information Technology in Biomedicine, IEEE Transactions
on, vol. 8, pp. 456-462, 2004.

H. T. Yew, E. Supriyanto, M. H. Satria, and Y. W. Hau, "Adaptive
network selection mechanism for telecardiology system in developing
countries,” in 2016 |EEE-EMBS International Conference on
Biomedical and Health Informatics (BHI), 2016, pp. 94-97.

P. Santi, "Modeling Next Generation Wireless Networks," in Mobility

Models for Next Generation Wireless Networks, ed: John Wiley & Sons,
Ltd, 2012, pp. 19-32.

(36]

(37]

(38]

(39]

[40]

Vol. 7, No. 7, 2016

Y. Xiaohuan, Y. A. Sekercioglu, and N. Mani, "A method for
minimizing unnecessary handovers in heterogeneous wireless
networks," in World of Wireless, Mobile and Multimedia Networks,
2008. WoWMoM 2008. 2008 International Symposium on a, 2008, pp.
1-5.

B. Singh, "An improved handover algorithm based on signal strength
plus distance for interoperability in mobile cellular networks," Wireless
Personal Communications, vol. 43, pp. 879-887, 2007.

Y. Yang, P. Fan, and Y. Huang, "Doppler frequency offsets estimation
and diversity reception scheme of high speed railway with multiple
antennas on separated carriages,” in Wireless Communications & Signal
Processing (WCSP), 2012 International Conference on, 2012, pp. 1-6.

E. A. Feukeu, K. Djouani, and A. Kurien, "Compensating the effect of
Doppler shift in a vehicular network," in AFRICON, 2013, 2013, pp. 1-
7.

Z. Yan, N. Ansari, and H. Tsunoda, "Wireless telemedicine services
over integrated IEEE 802.11/WLAN and IEEE 802.16/WiMAX
networks," Wireless Communications, IEEE, vol. 17, pp. 30-36, 2010.

9|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 7, No. 7, 2016

A New Approach for Improvement Security against
DoS Attacks in Vehicular Ad-hoc Network

Reza Fotohi Yaser Ebazadeh Mohammad Seyyar Geshlag
Young Researchers and Elite Club Department Of Computer Department Of Computer
Germi Branch, Islamic Azad Engineering Engineering
University Germi Branch, Islamic Azad Shabestar Branch, Islamic Azad
Germi, Iran University University
Germi, Iran Shabestar, Iran

Abstract—Vehicular Ad-Hoc Networks (VANET) are a
proper subset of mobile wireless networks, where nodes are
revulsive, the vehicles are armed with special electronic devices
on the motherboard OBU (On Board Unit) which enables them
to trasmit and receive messages from other vehicles in the
VANET. Furthermore the communication between the vehicles,
the VANET interface is donated by the contact points with road
infrastructure. VANET is a subgroup of MANETSs. Unlike the
MANETSs nodes, VANET nodes are moving very fast. Impound a
permanent route for the dissemination of emergency messages
and alerts from a danger zone is a very challenging task.
Therefore, routing plays a significant duty in VANETS.
decreasing network overhead, avoiding network congestion,
increasing traffic congestion and packet delivery ratio are the
most important issues associated with routing in VANETSs. In
addition, VANET network is subject to various security attacks.
In base VANET systems, an algorithm is used to dicover attacks
at the time of confirmation in which overhead delay occurs. This
paper proposes (P-Secure) approach which is used for the
detection of DoS attacks before the confirmation time. This
reduces the overhead delays for processing and increasing the
security in VANETS. Simulation results show that the P-Secure
approach, is more efficient than OBUmodelVVaNET approach in
terms of PDR, e2e_delay, throughput and drop packet rate.

Keywords—component; VANET; P-Secure Protocol; DoS
Attack; detection; OBUmodelVaNET; security

. INTRODUCTION

VANETS is particular, MANETS by which where vehicles
and fixed location at the roadside can keep in touch speak with
each. It can self-structure, spread comfortably and cost low
with open structures. VANET can pleasure an increasingly
significant role in multiple regions: when an event an episode
occurs, it sends the procedure message speed to other cars
besides the procedure regions that actually help to prevent
crashes again; cars catch vehicle velocity, density status of
several roads, and they can they are able to take actions ahead
of time which facilitates traffic congestion; also, cars can surf
the internet via the fixed stations at the roadside. As a result of
more and more apps, VANET has turned into an into the focus
of research institutes and scientists worldwide [1-5]. Each year
there are more and more traffic jams on the roads. This is large
due to every year there are more and more cars on the streets so
that in 2013 there will be1410 a million vehicle in the world. It
is feasible to find conditions where communications between

cars can help to prevent accidents. In this approach, cars can
help with these questions every week. This can prevent great
wastes of time, money and of oil reserves, in addition,
governments spend lots of money and destroy the landscape
when creating more roads because existing roads do not
support the generated traffic. The resultant, a restructuring of
traffic can prevent some of the aforementioned dilemmas.
There are many points to consider in any wireless networks in
overall. The Figure following gives an illustration of VANETS.

.'% -‘f‘\?\ : ' i - &

Fig. 1. An example of VANETS senario

In VANET's safety is a significant issue that needs to be
taken into account when any wireless network is designed.
VANETSs have weaknesses to various kinds of DoS attacks [6],
Blackhole, gray hole and wormhole portion of the region of the
safety problems existent in this kind of networks. Nevertheless,
an another approach is presented in this paper. The main
purpose of this work is to define a proposed approach, a
scalable free system for VANETSs where users can cooperate
via their mobile technology and obtain updated information of
interest about the traffic and attacks area in order to choose the
best-refreshed path to their goals. in this paper, we proposed P-
Secure approach detection algorithm is that attacks, for
detecting DOS attacks used to commit time. This decreases the
overhead for processing and securing the VANET is delayed.
This approach has better special depending criteria removal
rate, throughput, PDR and latency to develop e2e delay,
Therefore, this work proposes a self-managed VANET without
any infrastructure, which will serve as an introduction to a
more complex VANET, all this with better levels of security.
In this paper, we implement the proposed P- Secure approach
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as the solution in NS-2 simulator to test its performance it. In
the second section of paper, related works are presented.
Afterward, section 3, Dos Attack in Vehicular Ad-hoc Network
(VANETS), section 4, The proposed method, Section 5
Experimental Data and Analysis, Finally, in section 6
conclusion.

Il.  RELATED WORK

Security in the network is of specific problems due to man
lives are permanently at the condition as in traditional networks
the major security concerns include confidentiality, integrity,
and availability none of which involves primely with life
security. Essential information can't be either changed nor
deleted by a malicious node. Yet, security in the network also
contains the ability to specify the driver responsibility while
maintaining driver privacy. Information about the car and their
drivers within must be swapped securely and more importantly,
timely in that the delay of message exchange may cause
catastrophic consequences such as the collision of vehicles.
The spread of a general security model for the network is very
challenging in practice.

With its dynamic characteristics and high mobility, the
usage of wireless technology also makes VANET vulnerable to
DosS attacks that exploit the open and broadcast characteristics
of wireless networks. [7] Cryptographic attacks in VANET are
classified in the next section. Further common networks
security problem, unique security challenges arise because of
the unique characteristics of VANET such as high mobility,
dynamic topology, short connection duration and frequent
disconnections. These novel characteristics bring safety
concerns such as trust group formation, location detection, and
security as well as certificate management. Corresponding
preview work will be given in following sections based on the
characteristics of the protection issue in similar work. The
clustering system has been well thought in wireless technology
in recent years [8]. Nevertheless, considering the natures of
VANETS, such as sufficient energy, high speed, the clustering
methods proposed for conventional wireless networks are not
proper for VANETSs. Hence, the clustering approach for
VANETS should be designed exactly. The lowest ID clustering
algorithm [9] is one of the easiest methods to cluster mobile
nodes for VANETSs. Using this method, all of the nodes
broadcast becomes stages in which the node IDs are
encapsulated. Further, these nodes IDs are assigned uniquely.
In [10], authors proposed a clustering approach using affinity
propagation for VANETs. Affinity propagation is first
proposed to solve data clustering problem and it is show that
this algorithm can generate clusters more efficiently compared
with traditional solutions. The node which has the lowest ID in
its neighborhood is selected as the cluster head node, and other
nodes are selected as the cluster member nodes. The lowest ID
algorithm proposed a basic idea to cluster mobile nodes. First,
we need to define a metric to model the property of wireless
nodes; and then we can use the metric to group nodes based on
some rules. The follow- ing clustering schemes are all based on
this basic idea. The difference of various clustering scheme is
the metrics used for modeling. Density Based Clustering
(DBC) algorithm is proposed in [12]. Using DBC, connectivity
level, link quality and traffic conditions are taken into account
completely to cluster vehicle nodes. The mobile network is
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divided into the dense part and sparse part. A node which has
links more than a predefined value is considered as in the dense
part; otherwise, it is in the sparse part. During the clustering
process, link quality is estimated to make a re-clustering
decision. According to the experiment results, the cluster head
change ratio is less than the lowest ID algorithm [13]. So, there
are some works devoted to design and develop specific
simulators of VANET. Groove Net [14] is a hybrid simulator
which enables communication between simulated vehicles, real
vehicles and between real and simulated vehicles, and it
models inter-vehicular communication within a real street map-
based topology which is based TIGER map data. MOVE and
Translated [15] can rapidly generate realistic movement model
which can be directly used in network simulators such as NS2,
SUMO. VG Sim [16] combines movement model of vehicles
and network simulation and transforms vehicular moves and
applications to events for further processing of network
simulators. NCTUns [17][18] Different kinds of attacks have
been analyzed in MANET and their effect on the network.
Attack such as grayhole, where the attacker node behaves
maliciously for the time until the packets are dropped and then
switch to their normal behavior [19]. MANET's routing
protocols are also being exploited by the attackers in the form
of flooding attack, which is done by the attacker either by using
RREQ2 or data flooding [20]. Design and presentation of
different security obstacles and attacks in mobile ad hoc
networks as well as finding appropriate solutions to them is a
challenging research area for researchers. Black hole attack is
one of the famous related attacks. In [11], the idea of affinity
propagation is used to cluster vehicle nodes in a distributed
manner. The vehicle nodes exchange messages with their
neighbor nodes to transmit availability and responsibility and
make the decision based on the availability and responsibility
values for constructing clusters. The simulation results
demonstrate that the performance of the clustering scheme
using affinity propagation is better than MOBIC in terms of
stability.

I1l.  Dos ATTACK IN VEHICULAR AD-HOC NETWORKS

In a VANETs, usually the attacker attacks the
communication medium to cause the channel jam or to create
count obstacles for the nodes from approachability the
network. The essential purpose is to forbid the authentic nodes
from approachability the network services and from using the
network sources. The attack would result in failure of the nodes
and VANET sources. Finally, the VANETs are no longer
available to legitimate nodes. In VANETS, DoS should’nt be
permissible to happen, where seamless life critical information
must reach its intended destination securely and timely. In
short, there are 3 routes the attackers could get DoS attacks,
scilicet communication channel, network overloading, and
dropping the packets [8]. In calculating, a DoS attack is an
attempt to make a system or VANET source unavailable to its
intended users, like to temporarily cut off or suspend tasks of a
host connected to the network. A DDoS is where the attack
source is more than one, often hundreds of, unique IP. It is
similar to a set of people crowding the entry door and not
letting legitimate parties enter into the store, disrupting
ordinary tasks. sinful perpetrators of DoS attacks mostly target
services hosted on high-profile web servers such as banks,
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credit card payment gateways; but motives of revenge,
blackmail or activism can be behind other attacks. in Dos
Attackers diffuse false information to affect the behavior of
other drivers In Figure 2 is shown an example of DOS attacks.

Fig. 2. An example of the problems in the Dos attacks in VANET

In Figure 2, A2 sends a false message with traffic info, and
V changes its route and frees the road, in conclusion, Attackers
tracks vehicles to obtain those drivers’ private information ,and
routing disrupts DOS efforts of to influence the sentences are
as follows:

A. Types of outbursts network include TCP, UDP, and ICMP that
disrupt legitimate traffic site

B. Trying to disconnect the machine and thus not being able to use
their service

C. Trying to prevent a particular individual from accessing a service.
Trying to sabotage the service to a specific system or person

E. Trying to disrupt the hair routing network

IV. THE PROPOSED METHOD (DETAILS)

The essential aim of the VANETS is to supply security and
welfare for the travelers. To achieve this object, a specific
electronic device is embedded in any vehicle that makes it
possible to establish communication between the passengers.
Such a network must be implemented without client-server
network limits of communication structures. Each vehicle
armed with a VANET machinery is a node in a mobile wireless
network and is able to receive and send others’ messages via
the wireless network. Traffic alerts, road signs and traffic
observation for a moment that can be transmitted through such
a network, provide the necessary tools to make decisions about
the best path for the driver. In this paper we proposed a
approach in a vehicle network improves road safety, transport
efficiency, but also reduces the impact of transport on the
environment; all three of these applications are not perfectly
perpendicular to each other. For example, reducing the number
of accidents, in turn, can reduce the traffic congestion and this
can lead to a reduction of the environmental impact.

A. The proposed approach

At first, we must have a system model to express, the
proposed method based on which we know the position of the
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vehicles and roadside equipment as well as antennas etc. We
introduce our proposed method with the name P -Secure
Protocol that has been named as P-SP in the Figure.

B. The proposed system model

Figure (3) indicates a road that has radio transmissions and
vehicles that have onboard radio. RSRU (roadside radio unit)
decides to depend on its transmission range and set up in the
area where the vehicles can form a network. In fact, we
consider it as a threshold. The vehicles can send messages to
RSRU through the proposed P-Secure Protocol mechanism. In
this way, detection of the exact position of the vehicle that has
sent the message is conducted. After discovering the situation,
the vehicle’s data are saved in some RSRU. Any vehicle with
OBU and anti-tampering sensors is (Tamper PROOF). These
devices have the responsibility of storing the accurate
information about the vehicle like speed, location and more.
The position of the vehicles is obtained through the frequency
and speed of vehicles and the use of OBU. Vehicles can use the
P-Secure Protocol mechanism to request from RSRU. In fact,
RSRU conducts the approval of vehicles and maintains the
database. Location, time, and etc. along with the data package
are provided to RSRU. Traffic devices use the requests using
another database and provide the service responses only to the
radio transmitter which has been approved, therefore causes the
reduction of DOS attacks which could be created due to

Flooding.
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Fig. 3. The proposed system model (RSRU range of vehicles and a process
in which the request is sent)

C. The phase 1 of the P-Secure approach

Proposed P-Secure, discovers the vehicle location and
information packets that the vehicles have sent and if the
packet was not related to the attack, the vehicle is not detected.
To conduct the algorithm, it is required to consider a number of
variables:

Definition 1: We consider a maximum packet capacity and
display it with M where we consider the value 20 for our work.
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Definition 2: p parameter is the number of packets sent to
RSRU per second.

Definition 3: a is the coefficient which is determined by
the characteristics of the road.

Definition 4: V_m is the maximum speed of the vehicle.
Definition 5: V is the speed of the vehicle.

In addition to the maximum speed, a minimum speed is
also required that it demonstrated by low. To obtain the
number of packets that are sent by the RSRU vehicles per
second (P) the Equation (1) is used:

V—vm 1
P=as| 5 "

Since the number of packets and the maximum speed is
higher than the nod speed, the position of the vehicle is
changing rapidly. We consider this as an attack and if the speed
is too low, the vehicle's position will not change much and we
consider this as an attack. For the attack detection algorithm,
we act as the following steps:
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TABLE I. REQUAREED PARAMETERS
p The number of packets per second
M The maximum capacity packet
o Coefficient
VU Maximum speed
\Y Speed
low Minimum speed

1. The confirmed vehicles are buffered at previous stages in the
2. Any vehicle wishing to enter the VANET network must submit

3. RSRU updates its” counter for that vehicle.
4. Allocating time slot to the devices is approved by RSRU

1. First we get the required information from the vehicles

2. We set the threshold for RSRU

3. The confirmation requests are sent to RSRUS by the vehicles.
4. Atime stamp is expressed for each device.
5

If (the time stamp of the transmitter — time stamp of the receiver)
is greater than the threshold value, the packet is discarded,
otherwise the package is acceptable.

6. Have the value of M equal to 20 and find the p value for all
packets less than or equal to 20.

7. If the p value is greater than or equal to 20 and the v value is
greater than or equal to the maximum speed (v_m), the packet is
then discarded and the packet is detected as an attack.

8. The next mode of attack is that: if the p-value is less than or equal
to 20 and the v value is less than or equal to the minimum speed
(low), then the packet is discarded and the packet is detected as
an attack.

5. RSRU counts the number of steps of the vehicles; if the number

6. The new requests are assessed.
7. If the vehicle has a new request in the same time slot and/or the

8. Indicates the number of the damaging vehicle as the malicious.

RSRU

its application RSRU

of steps is equal to the number of counting times, the counter
then updates the vehicle’s next step and declares the vehicle as
valid.

request number of this vehicle is more than the other vehicles,
it is identified as malicious.

D. phase 2 of the P-Secure approach

In phase 2 of the P-Secure approach, we detected attacks
the packet capacity and/or their speed has been more or less
than the minimum whereas the probability of DOS attack also
exists in the delivery of any vehicle. To detect these attacks, we
improve the proposed algorithm and add the following steps to
it:

P-Secure approach discovers DoS attack before the
confirmation stage. Location, time stamp, speed and etc. of the
vehicle are considered to find out whether it is within the radar
range or not. The proposed algorithm is also used in detecting
the false alerts. If the count of packets and the MAX speed are
above the node’s speed, it is considered as an attack on the
position of the vehicle is changing quickly. Likely, if speed is
too low, the vehicle's position will not change much and this is
also considered as an attack. After completing the process of
valid vehicles, they are stored in the RSRU database.

‘ Receiving the traffic data ‘
W
‘ Setting the threshold value for the PSR Us |
)y
| Sending the approval request by the vehicles ‘
D

Detecting m alicious vehicles using the p-secure control algorithm

R

Allocating tim e slots to all vehicles approved by the BESREU after
the confirm ation

Y

RSRU checksthe num ber of the steps for determ ining the validity
of the request and updates the counter

W

RESRU checks the new request sent by the car.

W

If the device has a request at the sam e tim e slot or has a higher
num ber of requests than other vehicles, 1t is identified as
m alicious.

Fig. 4. Flowchart of the P-Secure approach
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The phase 2 of the approach is to confirm the new request
that wants to join the network. This algorithm compares the
previous valid database with new requests and reduces false
requests through allowing valid nodes.

The proposed P -Secure Protocol algorithm reduces attacks
by limiting the counter and also not allowing the fake vehicles
by the attackers. The flowchart of the proposed method is fully
displayed in Figure (4).

V.  SIMULATION RESULT AND ANALYSIS

This part contains evaluation of P-Secure approach
compared with OBU model VANET approach. With the help
of the NS-2 we were able to prove, ns is simulator project, start
1989 as a different of real. We run two senario, one P-Secure
approach, and OBUmodelVVaNET approach, we have repeated
the experiments by changing the several times. To, 200, 400,
800, 1000, and 1200. The simulation parameter are shown in
table 2 the parametess used to implementation the performance
are given follows.

TABLE Il SIMULATION PARAMETERS
Simulator NS2.34
Area 1000m X1000m
Density 150-20
Transmission Range 250m

Antenna Omni Antenna
Simulation duration 200,400,600,800,1000,1200
MAC Layer 802_11
Traffic Type CBR (UDP)
Buffer Size 150 Packet
Node placement Random
Simulation methods OBUmodelVaNET AND

P-Secure approach

As we saw in the previous section, DOS attack causes
weakness in making the network unsecure and weakening the
ordinary approach of the network, in this article we deal with
providing a solution for security improvement in car networks
against denial-of-service attacks which improves the standard
end-to-end delay, packet delivery ratio, the number of drop
packets and throughput.

A. PDR
PDR is define as shown in Equation (2).

Number of sent Packets 2

PDR = 100

*
Number of received Packets

Where PDR is the package delivery rate, SendPacketNo is
the number of sent packages, and RecievePacketNo denotes the
number of received packages.
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B. Packet Drop Rate
It is the measure of the number packets dropped due to
malicious node (DoS attack). Thus, we can define Thro as
shown in Equation (3).
Send Packet — Received Packet (3)
Send Packet

Drop =

C. Endto End Delay

End-to-end delay refers to the time taken for a packet to be
transmitted Around the Network from source to destination.

D. Throughput

Throughput is the number of data packets transmited from
source node to destination node [21]. Thus, we can define
Thro as shown in Equation (4).

Request
Thro = q— “)
Time

Where Thro variable is the throughput, requests is the
number of requests that are accomplished by the system, and
time shows the total time of system observation.

End to end delay
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Fig (5) and (6), shows e2e delay against the time and
dencity. P-Secure approach is significantly lower compared to
OBUmodelVVaNET aproach. The reason is that using the
proposed algorithms in the P-Secure approach, the suspicious
nodes are not allowed to be sent and the attack was also
diagnosed quickly and the security messages are delivered with

a very little delay to the vehicles that are at risk.

1000
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Fig. 8. Packet Delivery Ratio vs density

Fig (7) and (8), shows PDR against the time and dencity.
From following graph, we can say that value of PDR is
decreasing for OBUmodelVaNET under attack. When we vary
pause time from 200 to 1000 as well PDR values for proposed
approach is high. Thus, we can say that PDR of proposed
method is improved than OBUmodelVaNET under attack
which degraded due to DoS attack.

Fig (9) and (10), shows drop ratio against the time and
dencity. It shows that, between the pause times 200 to 1000,
the OBUmodelVaNET under attack had a high packet drop,
while the packet drops of proposed approach in these times,
has decreased.
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Fig (11) and (12), shows throughput against the time and
dencity. So we can claim that the P-Secure approach has better
performance in the field of throughput rather than
OBUmodelVaNET approach in MANET. This is due to the
proposed mechanism that shown in fig 4.

VI. CONCLUSION

VANETS are a kind of wireless networks which have been
created to communication between the adjacent vehicles as
well as adjacent vehicles with constant equipment which are
usually roadside equipment. One of the main concerns in
Vehicular ad hoc networks (VANETS) is the attacks and
influence to the system and of course having safety from the
key concerns for many road users. In this paper, we introduce
the (P-SECURE PROTOCOL) attack detection algorithm that
is applied for detecting DOS attacks before the confirmation
time. In the proposed RSRU method depending on its
transmission range and using the proposed algorithm decides
on what is the secure message, and sets the area where the
vehicles can form a network. Traffic devices use the requests
using another database and provide the service responses only
to the radio transmitters which are approved therefore lead to
the reduction in DOS attacks. The P-Secure approach leads to
the reduction in processing delays and improving safety in
VANET. To demonstrate the performance of P-Secure
approach using the NS-2 simulator, the proposed system is
compared to OBUmodelVaNET approach. The simulation
results shows that P-Secure approach outperform than
OBUmodelVaNET approach in terms of e2e_delay, PDR,
packet drop rate and throughput.

REFERENCES

[1] Al-Sultan, Saif, et al. "A comprehensive survey on vehicular Ad Hoc
network." Journal of network and computer applications 37 (2014): 380-
392.

[2] Huo Meimei, Zheng Zengwei, Zhou Xiaowei, “Research overview of
simulation of vehicular ad hoc networks,” Application Research of
Computers, 2013, VVol.27, No.5, pp.1614-1620.

[3] Jani P. 2002.Security within Ad-Hoc Networks, Seminar on Network
Security Position Paper,pp:16-17

Vol. 7, No. 7, 2016

[4] Jose Maria de Fuentes, Ana Isabel Gonzalez-Tablas, Arturo Ribagorda,
"Overview of security issues in Vehicular Ad-hoc Networks", Handbook
of Research on Mobility and Computing 2010.

[5] Deng H, Li W.2002. Routing security in wireless ad hoc networks.
Communications Magazine, IEEE,pp: 70-75.

[6] Sumra, I.A.; Hasbullah, H.; Manan, J.A., "VANET security research and
development ecosystem,” National Postgraduate Conference (NPC),
2011, vol., no., pp.1,4, 1920 Sept. 2011. doi:
10.1109/NatPC.2011.6136344 URL:
http://ieeexplore.ieee.org/xpl/articleDetails.jsp?&arnumber=6136344[3]
Jing Zhao, Guohong Gao, “VADD: Vehicle-Assisted Data Delivery in
Vehicular Ad Hoc Networks,” IEEE Transactions on Vehicular
Technology, 2008, Vol.57, No.3, pp.1910-1922.

[7]1 J. Yuand P. Chong. A survey of clustering schemes for mobile ad hoc
networks. Communications Surveys Tutorials, IEEE, 7(1):32-48, May
2005.

[8] M. Gerla and J. Tzu-Chieh Tsai. Multicluster, mobile, multimedia radio
network. Wireless Networks, 1:255-265, 1995. 10.1007/BF01200845.

[9] C. Shea, B. Hassanabadi, and S. Valaee. Mobility-based clustering in
VANETSs using affinity propagation. In Global Telecommunications
Conference, 2009. GLOBECOM 2009. IEEE, pages 1-6, December
2009.

[10] C. Shea, B. Hassanabadi, and S. Valaee. Mobility-based clustering in
VANETSs using affinity propagation. In Global Telecommunications
Conference, 2009. GLOBECOM 2009. IEEE, pages 1-6, December
2009.

[11] S. Kuklinski and G. Wolny. Density based clustering algorithm for
vanets. In Testbeds and Research Infrastructures for the Development of
Networks Communities and Workshops, 2009. TridentCom 2009. 5th
International Conference on, pages 1-6, April 2009.

[12] M. Gerla and J. Tzu-Chieh Tsai. Multicluster, mobile, multimedia radio
network. Wireless Networks, 1:255-265, 1995. 10.1007/BF01200845.

[13] R. Mangharam, D. S. Weller, R. Rajkumar, “GrooveNet: A Hybrid
Simulator for Vehicle-to-Vehicle Networks,” Proceedings of Second
International ~ Workshop ~ Vehicle-to-Vehicle =~ Communications
(V2VCOM) Invited Paper. San Jose, USA. July 2006.

[14] R. Mangharam, D. S. Weller, D. D. Stancil, R. Rajkumar, J.S. Parikh.
“Groovesim: A Topography-Accurate Simulator for Geographic Routing
in Vehicular Networks. Proceedings of Second ACM International
Workshop on Vehicular Ad Hoc Networks (Mobicom/\VANET 2005)
Cologne, Germany. September 2005.

[15] Karnad | F K, Mo Zhihai, Lan Kun-chan, “Rapid generation of realistic
mobility models for VANET,” Proceedings of Wireless
Communications and Networking Conference, 2007,pp.2506-2511.

[16] TraNSlite. http://trans.epfl.ch, 2009.

[17] Lu Bojin, Khorashadib, Du Haininf et al. “VGSim: an integrated
networking and microscopic vehicular mobility simulation platform,”
Communications Magazine, 2009, Vol.47,No.5, pp.134-141.

[18] Wang S Y, Chou C L, “NCTUns 5.0 network simulator for advanced
wireless vehicular network researches,” Proceedings of the 10th
International Conference on Mobile Data Management System, Services
and Middleware, 2009, pp.375-376.[5] S.Marti, T.J.Giuli, K.Lai,
M.Baker, “Mitigating Routing Misbehavior in Mobile Ad-Hoc
Networks”.

[19] Khabbazian, M., Mercier, H., & Bhargava, V. K. (2009). Severity
analysis and countermeasure for the wormhole attack in wireless ad hoc
networks. Wireless Communications, IEEE Transactions on, 8(2), 736-
745.

[20] M.T.Refaei, V.Srivastava, L.Dasilva, M.Eltoweissy, “A Reputation-
Based Mechanism for Isolating Selfish nodes in Ad-Hoc Networks,”
Second Annual International Conference on Mobile and Ubiquitous
Systems, Networking and Services, pp.3-11, July, 2005

[21] Shahram Behzad, Reza Fotohi, Shahram Jamali,"Improvement over the
OLSR Routing Protocol in Mobile Ad Hoc Networks by Eliminating the
Unnecessary Loops”, WNITCS, vol.5, no.6, pp.16-22, 2013. DOI:
10.5815/ijitcs.2013.06.03

16|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 7, No. 7, 2016

Performance Evaluation of Routing Protocol (RPL)
for Internet of Things

Qusai Q. Abuein, Muneer Bani Yassein, Mohammed Q. Shatnawi, Laith Bani-Yaseen, Omar Al-Omari, Moutaz
Mehdawi and Hussien Altawssi
Faculty of Computer and Information Technology

Jordan University of Science and Technology
Irbid, Jordan

Abstract—Recently, Internet Engineering Task Force (IETF)
standardized a powerful and flexible routing protocol for Low
Power and Lossy Networks (RPL). RPL is a routing protocol for
low power and lossy networks in the Internet of Things. It is an
extensible distance vector protocol, which has been proposed for
low power and lossy networks in the global realm of IPv6
networks, so it selects the routes from a source to a destination
node based on certain metrics injected into the objective function
(OF). There has been an investigation of the performance of RPL
in the lighter density network. This study investigates the
performance of RPL in medium density using of two objective
function in various topologies (e.g. grid, random). The
performance of RPL is studied using various metrics. For
example, Packet Delivery Ratio (PDR), Power Consumption and
Packet Reception Ratio (RX) using a fixed Packet Reception
Ratio (RX) values.
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. INTRODUCTION

Internet of Things (loT) is a technology in which everyday
objects form an Internet network through where they can
communicate with each other. The Internet of Things is a huge
network of things or objects that can be embedded with a
unique ID which then allows it to be connected to the internet,
this huge network allows the devices to exchange data
simultaneously for its specific purpose. The loT allows the
object to sense and collects data in the existing network
infrastructure, which then will create opportunities for the real-
time integration between the Machines and the physical world,
this will result in economic benefit, improved accuracy and
efficiency. The Internet Engineering Task Force (IETF)
STANDARDIZED a powerful and flexible Routing Protocol for
Low Power and Lossy Networks (RPL). It selects the ideal
routes from a source to a destination node based on certain
metrics injected into the Objective Function (OF). Previous
studies. Many previous studies have investigated the
performance of the OF0 and MRHOF objective functions in
the light density network. This study will investigate the
performance of the two OFs using various metrics like Packet
Delivery Ratio, Energy Consumption in the medium density
network. In this study, the performance of RPL will be
investigated in terms of two Objective Functions under two
topologies (grid, random) which make this work distinctive. To
study the RPL performance, various metrics are considered
Packet Delivery Ratio (PDR), Power Consumption and RX.

The evaluation will be conducted based on these parameters
(RX, topology) and compared for both OFs within a medium
density network. In [1], Objective function Zero is the default
Objective function in the Routing Protocol for Low-Power and
Lossy Networks, OFO0 is simple, it selects its parent depending
on the minimum ranks of the neighbors. The node rank is
usually an integer, it represents the nodes location. The most
common objective function in RPL is Of0, This objective
function permits the upward traffic to be routed through the
selected parent (preferred parent) without performing any load
balancing. In [2], Minimum Rank with hysteresis Objective
Function (MRHOF) was proposed, it is commonly used for
metrics as it is based on metric-containers, the container is used
to determine the features and the nature of routing objects, this
objective function the path cost is equal to the cost of the
selected metric, from a child node to the sink node through its
neighbors. The route cost is calculated by the node by adding
the two components, the cost of the nominated measurement
and the selected measurement for the connection to a nominee
neighbor.

1. RELATED WORK

The growing attention of the research and industrial
communities towards RPL is sworn from the amount of the
recently published research, where RPL performance has been
studied under the umbrella of different contexts and platforms.
The authors of [3-5] show the effectiveness of RPL pertaining
to exiguous delay, quick configuration, and self-healing. RPL
is a Distance Vector IPv6 routing protocol designed for Low
Sensor Networks, it is specifically designed represents the
building of Destination Oriented Directed Acyclic Graph
(DODAG) wusing OF0 or MRHOF with a set of
constraints/metrics, the purpose is to calculate the best path, the
node can operate with multiple OFS concurrently because the
distribution varies greatly in different network topologies and
different objectives may need to transmit traffic with different
necessities of route superiority. The objective function does not
require the metric and restrictions however does impose some
rules to form the DODAG. One of the responsibilities of the
network layer is delivering packets to the destination nodes via
multiple hops separating the source node from the destination
node. The routing table allows the packet to gain knowledge of
the next hop neighbor node, the routing tables is populated by
routing protocols. RPL builds a logical routing topology graph
which is constructed ended a physical network to come across
a assured measures and the network supervisor decides to have
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multiple direction-finding topologies operating at the same
time used to transmit the stream of traffic with multiple set of
requests. Any node in the network can join one or more graphs,
in this case they are called RPL occurrences and label the
traffic tolerating to the graph characteristics.

The authors [9] provide the comparison for both OFs
performances in a light density network under two different
topologies (grid, random). RPL supports peer-to-peer
communication which means any node in the graph in
communicate with any other node in the same graph. When a
node communicates with another node in the LLN network, the
packet moves 'upwards' to a parent and 'downwards' to the
destination.

11. PERFORMANCE EVALUATION

The main point of this study is to investigate the
performance of the RPL in terms of OFs under two different
topologies. A comparative study of broadcast mechanisms of
RPL in 10T in conducted. Broadcast mechanisms using the
rooted DAG-like logical structure maintained by the unicast
routing protocol in RPL will be introduced and their
performance will be studied in order to create a new broadcast
mechanism with self-pruning to make the RPL OFs
performance more efficient.

A. Results and Deduction

The experiments are conducted under the medium density
network which consists of (50, 65, 75 and 85) nodes using
random and grid topologies and with a Fixed RX=60.The RPL
behavior in terms of power consumption and packet delivery
ratio and is investigated. The OF0 was installed and results
were obtained.

Figure 2 shows the behavior of the PDR based on a fixed
value of RX=60 and a various number of nodes for the grid and
the random topology using the objective function OFO0. In the
Grid topology, the PDR increased between the 50-65 nodes but
it decreased between the 75-85 nodes, this shows that the PDR
is more efficient when using the OFO in the grid topology when
the density is between 50-65 nodes. In the Random topology,
the PDR increased between the 50-65 nodes, the PDR also
increased at 75 nodes and above, this shows that the PDR is
more efficient when using the OFO in the random topology
when the density is between 50-65 nodes and above 75 nodes.

PDR USING OFO IN GRID
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Fig. 1. Values of PDR in GRID Topology using OFO
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Fig. 2. Values of PDR in random Topology using OFO
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Fig. 3. Power Consumption Using OFO in Grid
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Fig. 4. Power Consumption Using Of0 in Random Topology
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Fig. 5. Values of PDR with OF0 and MRHOF in random topology

Figure 5 shows the presentation of the power depletion
based on a fixed value of RX=60 and a various number of
nodes for the grid and the random topology using the objective
function MRHOF. In the Grid topology, the Power
Consumption increased gradually as the number of nodes
increased, this shows that the Power Consumption is not
efficient when using the MRHOF in the grid topology when
the density is between 50-85 nodes. In the Random topology,
the Power Consumption increased gradually as the number of
nodes increased, the power consumption was almost stable
between 65-85 nodes. This shows that the Power Consumption
is more efficient to use MRHOF in the random topology when
the density is above 50 nodes.
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Fig. 6. Values of PDR with OF0 and MRHOF in grid topology
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Figure 6 shows that the PDR of Objective Function Zero is

roughly 0.956%, and that the PDR of MRHOF is around
0.97%.

Values of PDR with OF0 and MRHOF in grid
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Fig. 7. Values of PDR with Of0 and MRHOF in Grid Topology

In Figure 7, the values of the PDR of MRHOF is
approximately 0.97%. The average Packet Delivery Ratio of
OFO decreases as the number of nodes increases.

Values of Power Consumption with
OF0 and MRHOF in random topology
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Fig. 8. Values of Power Consumption with OF0 and MRHOF in the
Random Topology

In Figure 8, shows the appearance of power depletion
with OF0 and MRHOF in the Random Topology, power
depletion of MRHOF which is around 1.29% and the power
depletion of OFO0 is approximately 1.50% using Random
Topology. Figure 9 shows the behavior of the Power
Consumption has almost stable figures for both MRHOF and
OFO0 when the Packet Reception Ratio=60% and in a Medium
Density Network.
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Values of Power Consumption with
OF0 and MRHOF in GRID topology
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Fig. 9. Values of Power Consumption with OF0 and MRHOF in GRID
topology

V. CONCLUSION

This research proved that the Routing Protocol for Low
power and Lossy networks is extremely demanding upon using
the Objective function Zero and Minimum Rank hysteresis
Objective Functions in terms of Packet Delivery Ratio and
Power Consumption in the Medium Density Network. It has
been revealed that the Packet Reception Ratio is best when it is
equal to 60% for both Objective functions in the relation to
Packet delivery ratio and Power Consumption. The best
performance of The Routing Protocol for Low power and
Lossy networks performances is at its best when the network
density is between 50-65 motes for the RX=60% in the Grid
and Random Topologies.
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Abstract—Term sense disambiguation is very essential for
different approaches of NLP, including Internet search engines,
information retrieval, Data mining, classification etc. However,
the old methods using case frames and semantic primitives are not
qualify for solving term ambiguities which needs a lot of
information with sentences. This new approach introduces a
building structure system of natural language knowledge. In this
paper all surface case patterns is classified in advance with the
consideration of the meaning of noun. Moreover, this paper
introduces an efficient data structure using a trie which define the
linkage among leaves and multi-attribute relations. By using this
linkage multi-attribute relations, we can get a high frequent access
among verbs and noun with an automatic generation of
hierarchical relationships. In our experiment a large tagged
corpus (Pan Treebank) is used to extract data. In our approach
around 11,000 verbs and nouns is used for verifying the new
method and made a hierarchy group of its noun. Moreover, the
achievement of term disambiguating using our trie structure
method and linking trie among leaves is 6% higher than old
method.

Keywords—Information Retrieval; NLP
Disambiguation; Word Semantics; trie structure

Knowledge;

. INTRODUCTION

Natural language processing (NLP) systems use many
dictionaries. In this paper, we discus two types of information.
The first is morphological information about morphemes, or
words, and their fundamental attributes such as a part of
speech [11], and the second is semantic primitive
[16][17][28], and so on.

The understanding of implicit in events is of great interest
in recent years. Nouns in NL is assumed as real-world entities
due to the implicit with nouns in most of work. The lexical
nouns name classes of entities, some of which are kinds and
some of which are not. This is compatible with the view of
compositional semantic in which nouns are viewed as one-
place predicate. They are argument-taking functions which
take individuals into truth values. On the other hand, verbs are
viewed as n-place predicates, functions which take n-tuples
into truth values. The (extensional) meaning of any sentence is
composed by recursively combining functional terms with
quantifiers, operators, and logical connectives.

So first, generic knowledge of events consist of

implication is very essential for understanding. For example a
person buys something because he wants it. Such knowledge
incorporates the implications that buying is enabled by having
enough money, and that asking implies that subject of the
asking wants something. The second type of knowledge
classifies verbs with subject, object, and place into groups
which are considered relation. It is important to design an
Implicit Inference of nouns and linking group that can
efficiently integrate multi-attribute relation.

Implicit inference iinformation is defined by knowing the
verbs deepest meaning, determining a deep knowledge about
nouns. Also, multi-attribute relation information is defined by
a pair of basic words and its record includes the attribute of
relation . Consequently, the problems, are a very large space
cost for storing all pairs and a high frequent access of pairs
and their attribute in the record. A trie, or a digital search
structure, must be introduced to the basic scheme since a
word is basically a string. Relational information such
compound words is formed significantly, and occupies a large
spaces in the morphological dictionary. Artificial intelligence
(Al) basic knowledge 1S-A also depend on term relationships.

A case frame [25][27] is an important technique to solve
ambiguity in syntax and semantic analysis [20][21]. Japanese
to English, machine translation systems in both direction [25]
requires using case frame to build translation dictionaries.

Aoe et al.[1][2][3][4] and Morita et al.[5] introduced a
two-trie structure for storing compound words into the
compact structure. Morita et al. [6] presented a link trie.

This paper present an implicit inference of nouns, and
collect all knowledge about the sentence and make it groups of
linking and high frequent access between verbs with subject,
object and place. Moreover, by introducing a trie that can
define the linkage among leaves, this paper present an
efficient data structure. Therefore, the proposed structure
defines, multi-attribute relationships between words which
can be merged into the same record.

Section Il of this paper describes relational information as
multi-relations among terms with a case frame of the basic
knowledge. The link trie and an integrating morphological is
presented in Section Ill. The proposed method is verified by
simulation results in Section V. In Section V, we discuss
conclusions and potential future work.
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1. MULTI — RELATIONSHIPS AMONG WORDS

A. Information Of Multi-Attribute Relation

MOR(x) is the morphological information for word X. here
we will discuss relational information, call a multi-attribute
relation, for a finite of relational attributes briefly.

Multi-attribute relation's information can be defined as a
triplet (X, y, Alpha), where x and y are interrelated, and the
attribute is Alpha. In natural language processing one can get
a variety of attributes, and clearest meaning by using
relationships among words as follows.

B. Case frame

To cope with this complexity we have to use the services
of some syntactic and semantic information at the same time
for the analysis of a sentential structure. The best grammatical
framework for this purpose is the case grammar (C. Fillmore
in 1968). the semantic primitive shown in Table 2 is utilized to
determine which kind of noun can be in which case slot. For
instance, the verb eat load a noun connected with one of the
semantic primitive animal as the cause of the verb, and noun
of semantic code eatable stuff as an object. This case slot
determination is specified for each handling of all verbs in a
dictionary.

The information to be inserted in the dictionary record
differs depending on each part of speech, but in general
include this kind of information: head word, number of
character of words end, alternate, root word, correlated words,
morphological piece of spoken language, conjugation, prefix
information, area code, grammatical part of speech, sub-
categorization of piece of speech, patterns case, feature,
model, option, semantic primitives, co-occurrence information
(adverb, predicative modifier), idiomatic expressions, degrees,
degrees of nominality and so on.

TABLE II.

Vol. 7, No. 7, 2016

Here, Verbs and nouns case pattern is one of the important
information. We have renowned over 30 instances, see Table
1. Each case slot in a pattern of verb use include semantic
information about the noun, which could be seen in the slot.
The noun has the matching semantic code in an entry. We
have renowned over 50 semantic primitives (codes) in Table
2.

TABLE I. CASE RELATIONS USED IN THE ENGLISH DEPENDENCY

STRUCTURE [M.NAGAO,ET.AL[13]]

(1) Subject (17) Attribute
(2) Object (18) Cause

(3) Recipient (19) Tool

(4) Origin (20) Material
(5) Partner (21) Component
(6) Opponent (22) Manner
(7) Time (23) Condition
(8) Time-From (24) Purpose
(9) Time-to (25) Role

(10) Duration (26) Content
(11) Space (27) Range
(12) Space-From (28) Topic

(13) Space-To (29) Viewpoint
(14) Space-Through 30) Comparison
(15) Source 31) Accompany

1
2) Degree

(
(
(16) Goal (
(33) Predicative

SYSTEM OF SEMANTIC PRIMITIVES FOR NOUNS (NAGAO ET AL., 1986)

NATION & ORGNAZATION
ANIMATE 1-HUMAN.PROFFSION
2-ANIMAL

3-PLANT

4-OTHERS
INANIMATE 1-NATURAL SUBSTANCE
2-PARTS MATERIALS
3-ARTIFICAL PRODUCT
4- SYSTEM

5-OTHERS

ABSTRACT
PRODUCT

1-INTERLLECTUAL PRODUCT
2-INTERLLECTUAL TOOL

3-INTERLLECTUAL MATERIALS

4-INTERLLECTUAL GOODS
5-OTHERS

PART 1-PARTS ELEMNET
2-ORGANS OF HUMAN OR ANIMAL
3-OTHERS
ATTRIBUTE 1-NAME OF ATTRIBUTE
2-RELATION
3-SHAPE
4-STATE

5-PROPERTY
6-OTHERS

PHENOMENON 1-TURAL PHENOMENON
2-PHYSCAL PHENOMENON
3-POWER&ENERGY
4-PHYSIOLOGICAL PHENOMENON
5-SOCIAL PHENOMENON
6-SOCIAL SYSTEM

7-OTHERS

FEELING 1-FEELING MENTAL
2-THINKING
3-OTHERS

ACTION 1-DOING

2-MOVING
3-OTHERS

MESURMENT 1-NUMERIC
2-MEASURABLE PROPERTY
3-STANDARD

4-UNIT
5-OTHERS

PLACE LOCATION

TIME 1-TIME POINT
2-TIME DURATION
3-TIME PROPERTY
4-OTHERS

OTHERS
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In view of the Machine Translation (MT) example by
[M. Nagao, et. al. [26],[27] as in Table 1, the semantic
primitive is employed to determine which kind of noun can
be in which case slot. For instance, the verb eat requires a
noun linked with one of the semantic primitive animal as the
cause of the verb, and noun of semantic code eatable
substance as an object. That case slot determination is
specified for each use of all verbs in dictionary.

The VERB and NOUN (OBJECT, PLACE) relation
relations are defined as follows:

Ahmed reside in EGYPT <VERB -PLACE>

Ahmed speak Arabic <SUB. - VERB>
Cat eat food <VERB - OBJ.>
Fish live in water <VERB - OBJ.>

Ibrahim treat sickness ~ <SUB. — VERB>
In the following sub section, more detailed study can be
carried out with examples to have an implicit meaning of
term disambiguation.

Example [1]. SEMANTIC(“Chocolate”) [PLACE
\ MOUNTAIN]

Sentence: Jhon will climb the Chocolate in the next
winter holiday.

(ACTOR: Jhon, HUMAN)
(OBJECT: Chocolate)

As in Table 2 of semantic primitives, we will find that
“Chocolate” is an OBJECT, and by the information of verb
“climb”, then the noun “Chocolate” is a PLACE where
HUMAN will climb on it. Therefore,
SEMANTIC(“Chocolate”) in the previous sentence is
[PLACE \ MOUNTAI][9-15].

Example [2]. SEMANTIC(“Chocolate”) [FOOD \ EAT]
Sentence: Hala eats Chocolate.

(ACTOR: Hala, HUMAN)
(OBJECT: Chocolate)

As in Table 2 of semantic primitives, we will find that
“Chocolate” is an OBJECT, and by the information of verb
“eats”, then the noun “Chocolate” is an EATABLE
MATERIAL that HUMAN will eat. Therefore,
SEMANTIC(“Chocolate”) in this previous sentence is
[FOOD \ EAT].

Example [3]. SEMANTIC(“Chocolate”) [PRODUCT
MOBILE PHONE]

Sentence: Data is organized in Chocolate.

(ACTOR: Data, INTELGENT PRODUCTS)
(OBJECT: Chocolate)

As in Table 2 of semantic primitives, we will find that
“Chocolate” is an OBJECT, and by the information of verb
“organized”, then the noun “Chocolate” is an INTELGENT
PRODUCTSs that can be organized data on it. Therefore,
SEMANTIC(“Chocolate”) in this sentence is [PRODUCT
\ MOBILE PHONE].

Examples show in sentence ambiguities, WSD can be
carried out based on the clear semantic primitives in

Vol. 7, No. 7, 2016

sentences. However, in the case of context ambiguities,
although the sentence includes semantic primitives, context
ambiguities are still hard to be solved, Appendix A.

C. Implicit Inference of a Noun

It is very essential to have systematic study on the verbs
and nouns, to have a deep knowledge. Due to implicitly in
the events, a generic knowledge is necessary. By creating a
verb semantic representation in the case frame, we can get
more information about noun. A detailed study has been
carried out with many examples to get nouns implicit
inference as follows:

Example [1]: Mr. Atlam eat fried fish in a restaurant.
For a case frame of this sentence;

(ACTOR: Mr. Atlam)
(OBJECT: fried fish)
(LOCATION: Restaurant)

We notice that, a noun has just semantic primitive. For
example in this example, we find that fried fish is one kind
of food. This means that by using Table 2 (semantic
primitive) that food one PLANTS and plants have no
knowledge about ‘eatable material.” Also, a restaurant by
Table 2 just a LOCATION, and has no knowledge about
‘eating place.’

By using implicit inference (deep information of a verb),
we find a SEMANTIC_REFER of slot, which indicates that
the frame may possibly refer to the semantic depiction of
that slot. The knowledge of the verb eat in this example
refers to knowledge of fried fish and a restaurant, then an
object fried fish is referred to ‘ecatable material’ and a
restaurant is referred to ‘eating place.’

Example 2:  Mr. Samouda swims in a river.
For another case frame of the sentence;

(ACTOR: Mr. Samouda)
(LOCATION: River)

By using the semantic primitive of noun Table 2, we
find in this example that a river refers to only LOCATION,
and has no knowledge about ‘swimming place,” and Mr.
Samouda refers to the HUMAN.

But by employing the deep information of the verb we
see a slot of SEMANTIC_REFER indicating that the frame
may refer to the semantic description of that slot. The
knowledge of the verb swim in this example is refers to the
knowledge of a river, then the place a river is referred to
‘swimmable place” where the HUMAN swim, and if there is
relation that LOCATION has OBJECT, then the dynamics
knowledge that a river has water.

Example 3]. Mr. Atlam wants to buy a computer from
a store.

For this case frame of this sentence;

(ACTOR: Mr. Atlam)
(OBJECT: Computer)
(LOCATION: Store)
(TOOL.: $10,000)
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By using the semantic primitive for nouns Table 2, this
refers to a computer which is an ARTIFICIAL PRODUCT,
a store refers to the place location, and $10,000 just TOOL
(has no information about the price of computer).

But by employing implicit inference, we find the slot of
SEMANTIC_REFER indicating that the frame may possibly
refer to the semantic depiction of that slot. The knowledge
of the verb buy in this example is refers to knowledge of a
computer, a store, and $10,000, then the knowledge refers
that Mr. Atlam is enabled, so by having money and the cost
is $10,000, that Mr. Atlam intends to use what he buys, also
store is referred to ‘buyable place’, if there is a relation that
LOCATION has OBJECT, then a store has a computer.

By using verb information in the case structure, implicit
knowledge of nouns can be derived. By extending this
knowledge, we can build some linkage groups between a
subject with a verb, a verb with an object, and a verb with a
place. We can write the same typical sentence, as follows:

1) My wife eat some meat in a restaurant.

2) My father eat some rice in a restaurant.

3) Mr. Mohammad swims in the sea.

4) My son swims in a pool.

5) My daughter buys a toy from the store.

6) Mr. Mathew buys a television from the store.

7) My Mother buys some fruits from the market.

8) The students drink a glass of juice in his house.

9) Math teacher drinks some coffee in the school, and so
on.

By collecting a large number of this examples, we could
build the following groups: the linking between nouns and
verbs is shown in the figure 1, and this group is arranged
from down to up depending on the strong and has the weak
relation. This means that the relation between nouns and
high-leaky verbs, such as talk, think, speak, and so on. They
are verbs of a higher animal action, and strong verbs. But
another is general verbs, such as eat, drink, and so on, or a
weak verb, as follows:

o= DO

cat,swim, drink, think.speak.talk.buy

pigecon

Atlam
Strong

Fig. 1. Group of Link between a Subject and VVerbs

Although each knowledge dictionary in primitive
systems is built separately, almost all modern natural
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language applications become more complicated combining
the above relationships. For this reason, it become necessary
to design a fast and compact structure to be efficiently
integrated with any of multi-attribute relation.

Since information about multi-attribute relation is
defined by a pair of basic words and its record as well as the
attribute of relation, the problems become a very large space
cost for storing all pairs and a high frequent access of pairs
and their attributes in the record. Since a word is basically a
string, a trie, must be added to the basic scheme
representation

D. Compound Word

The triple <x, y, a> is called Compound Word relations
which indicates that x composite with y to give new
information. By using case frame relation <tool> + <Verb>
- of computer processing, and <Subject> + <Verb> - of
language processing are called compound word relation. By
using this case frame relation the clearest meaning and
information about word can be extract rather than the single
one, another example as follow:

Information Retrieval
Natural language.

I1. LINK TRIE (LT) FUNCTION

A. Tries and Efficient Representation of Verb and Noun

Linkage

Trie is an n-array tree [2], [10], [11], [15] having n-place
vectors as nodes with components corresponding to digits or
characters. For confusion avoidance between keys like the
and then, let us insert a special end marker; # to the end of
all keys, so no prefix of a key can be a key itself [1]. Let K
be a keys set. Each path in the trie starting from the initial
node (root) to a leaf corresponds to a key in K. Therefore,
the nodes of the trie correspond the prefixes of keys in K. A
trie definition is as follows [3], [4], [5].

1) Sis a limited set of nodes, represented as a positive
integer.

2) lisa limited set of input characters, or symbols.

3) gisagoto function from S [ | to S U{fail}.

This means that, a node r is in F if and only if there is a
path from 1 to r reads some string x in K. A move titled
with a (in 1) from r to t means g(r, a) = t. The nonexistence
of a move means stoppage (failure). Figure 2 shows a trie
example for eleven words with ‘#, where enclosed in a
square nodes will be later discussed. The key °Atlam#’
retrieving can be done by applying the transitions g(1, ‘a’) =
3, g3, ‘) = 22, g(22, ‘I') = 14 , g(14, ‘a’) = 32,
2(32,)m’)=15, and g(15,’#)=2, sequentially.
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D3

Ay 7 B W I

\“\,@_Y.@_#_.@

b D)) 6)

Fig. 2. Example of Trie Structure

B. Link Trie(LT) Function [K. Morita, 6]
Term Relationships Definition

Assume (X, Y, R) is the relation R between termss X and
Y. With tries, there is one-to-one correspondence between
leaves and keys, so we can define its link trie by linking leaf s
for X and leaf t for Y. In such case, the definition of function
LINK is t € LINK(s) and the relation by the record R
CONTENTS(s, t). Link trie is the trie including the function
LINK and CONTENTS. Link information for figure 2 is
shown in Table 3.

We can see the relationship between Atlam as a subject
and buy as a verb by the trie and there exist one-to-one
correspondence, the leaf 2 correspondence key Atlam and leaf
52 correspondence key buy, and link function is defined by 52
e LINK(2) and the record (<subject>, <verb>) e
CONTENTS(2, 52). We can see the relationship between
words (<verb>, <object>) and (<verb>, <place>), as follows:

Retrieval Algorithm

For the relationship (X, Y, R), the proposed retrieval
algorithm (i): retrieve Y and R from X, (ii): retrieve R from X
and Y.

(o))

N )BT (35— Lr63)—E63)
L}—+(0) )25~ 8)--+0) 0 2+0)— 1050

)06 LG22 61)-£(6)

For LT and for key X, the function GET_LEAF(LT, X)
gives the leaf for X# and gives fail if LT has no X#. The
function GET_LEAF (LT, "store") gives leaf 6 in Figure 2.

For the relationship (X, Y, R), the following
ALGORITHM returns leaves s for X# and t for Y# if they are
recorded in the trie. s and t could be processed to recover
CONTENTS(s, t) including relationship R. If any of s or t is
not recorded in the trie, then ALGORITHM outputs s =t = 0.

[ALGORITHM]

start
s« GET_LEAF (LT, X);
t GET_LEAF (LT, Y);
if (s = fail or t = fail) then output s =t = 0;
if ((t € LINK(s) and R € CONTENTS(s, t)) then output s
and t;
end;
(Algorithm End)

C. System Frame work

Figure 3, shows the frame work of our approach by
Searching for Some English Textbook &Papers, concerning
with  Cross  Language  Information,  Classification
Summarization, and Noun Extraction from the Penn
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Treebanke Extract compound noun after stemming and use
stop word dictionary , from large Corpus. Moreover, Extract
the linkage between verb with noun, verb with place , and
verb with place , by using part of speech dictionary, and make
linkage group and high leaky relation between them. By using
this frequent and high leaky relation we can make
disambiguate for word, where the surrounding words
frequently associated with a sense are used to disambiguate a
word.

TABLE IIl. EXAMPLES OF INFORMATION LINK
X |'S  LINKS CONTENTS(s 1)
Atlam | 2 {4152} | CONTENTS(24L)={<subject><verb>}
CONTENT§(2,52)={<subject> <verb>}
Smouda | 31 {243} | CONTENTS3L,2)={<subject> <subject>}

CONTENT§(31,43)={<subject> <verb>}
CONTENT§(41,37)={<verb> <object>}
CONTENTS(41,47)={<verb> <object>}
CONTENT §(41,9)={<verb> <object>}
CONTENT §(52,6)={<verb> <place>}
CONTENT§(52,57)={<verb> <object>}

et | 41 {37479)

by |52 {576}

TABLE IV.

Vol. 7, No. 7, 2016

Fig. 3. System Framework

D. Semantic Field Information

As Section 2.1 discussed that some words have many
semantic meaning. Therefore, various semantic(x) usually
appears in various branches. Table 4 shows that [PLACE
\ MOUNTAIN] is in fields <TRIP \ AMERICA>, and
<SPORTS \ MOUNTAIN CLIMBING>. [FOOD \ EAT] is in
<FOOD \ SUPERMARKET>. [PRODUCT \ MOBILE
PHONE] is in <COMPANY \ TELPHONE SHOPE>.
Therefore, words with various fields in the context could be
utilized to discriminate the semantic(x).

EXAMPLES OF RELATIONSHIPS BETWEEN SEMANTICS AND FIELDS

SEMANTIC(“Chocolate”)

semantics Ambiguities Field

[PLACE \ MOUNTAIN]

[FOOD \ EAT]
[PRODUCT \ MOBILE PHONE]

After dinner, our manager eat
some snacks. Both Hala and Jhon
usually eat Chocolate, because
they use Chocolate.

<TRIP\ AMERICA>,
<SPORTS \ MOUNTAIN
CLIMBING>,
<FOOD \ SUPERMARKET>

< COMPANY \ TELPHONE SHOPE
>

V. AUTOMATIC KNOWLEDGE GENERATION FOR AN
UNKNOWN WORD

This section describe how to get more information &
new knowledge from case-frame storing by using trie
structure and linking between leaves, perhaps by keeping
links between them to reflect some relationships. e.g. Jhon
* is unknown word

Context (case frame)
Levell: Jhon * eats apple, Jhon IS — A animal?, Jhon is
similar to dog, or human
Level2: Jhon * buys computer, Jhon IS — A human.

(‘:_‘;-_.(; ) e By TN )

. .O10505050,0
= OO EOEOO
LT e @ @ 2@ R E S
EENCLIOLICEIGLICES

Fig. 4. Trie structure
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By using this information as common knowledge, we
will show later by using trie structure and link trie, how we
can know new automatic & variety relation from this
common knowledge. This new knowledge are very useful in
NLP, because it make a text more readable and
understandable for human, this new knowledge can be
combined to provide additional useful <IS —A> hierarchical
information, as follow:

In this examples with <SUB. — VERB> relation using
the information:

1- Ahmed treat the illness
2- Ahmed eat food
nurse
3- Ahmed drink milk
4- Jhon drink tea
teacher
5- Cat eat food 10- Cat drink water
and create the structure of trie as Figure 4. and links
between leafs in this trie, we can build the linking as in table
5 from the given information as follows:

2- Ahmed cure the sick
4- Ahmed speak with the

6- Jhon eat orange
8- Jhon speak with his

TABLE V. TRIE LINK FOR <SUB. —-VERB> RELATIONSHIP

X s RELATION(s)
Jhon 33 {218829}

ATTRIBUTE(S, )
ATTRIBUTE(33,2)= <SUB. - VERB >
ATTRIBUTE(33,18)= <SUB. -- VERB>
ATTRIBUTE(33,8)= <SUB. -- VERB>
ATTRIBUTE(33,29)= <SUB. -- VERB>

Ahmed | 13 {28,29,18,38} ATTRIBUTE(13,2)= <SUB. -- VERB>
ATTRIBUTE(13,8)= <SUB. -- VERB>
ATTRIBUTE(13,18)= <SUB. -- VERB>
ATTRIBUTE(13,38)= <SUB. -- VERB>
ATTRIBUTE(13,29) = <SUB. -- VERB>
Cat 16 {2,29} ATTRIBUTE(16,2) =<SUB. -- VERB>
ATTRIBUTE(16,29) = <SUB. -- VERB>

Next using this automated linking information, one can
understand from this linkage that things which can eat and
drink only and cannot speak and buy (i.e. eatable &
drinkable only) is Animals, also things which can eat ,buy,
drink, and speak and cannot treat sickness (i.e. buyable,
speakable , eatable, drinkable only) is a provoke (hormal )
human, and the man who can eat food , drink drinks , buy
goods , speak languages and have the ability to care for
sickness (treatable) is a doctor. And we can create also this

group as in Figure 5.
S

-4 c Eatable
Animal A e
[ I5-A

IS-A . Speakable Eat, drink, buy

Human 4 + speak
IS-A Treatable Eat, drink , buy
+— Speak, treat

Fig. 5. Hierarchy and clear knowledge extract from link trie

Vol. 7, No. 7, 2016

From this link trie, we can get the < IS -- A> hierarchy
relationship that Doctor is a human, and human is an
animal.

V. SIMULATION RESULTS

A. Experimental data and information

99,714 statements from tagged corpus (Pan TreeBank),
having diverse of features, is implicated in this experiment.

Data Set 1:

About 11,970 subject-verb case relationship and about
2,514 of verb-object relationship, and 679 verb-places are
used. Due to high frequent access of pairs, we could not
take them up. See Table 6.

TABLE VI. HIGH FREQUENT ACCESS OF PAIRS & LINKING
Verb Subjed Frequent Objed Freq Piace Frequent
buy holders {(41) food (28) company(24)

manufacturers (41) computer (27) mstitutions (21)
consumers {19) recorder (18) market {14)
worldbank {13) dothes (14) famn (10)
people {12)
company(10)
change Jhon {30) money (70) bank {31)
farmners (35) shares (30) hotel (22}
rules (25) rate {43) company (13)
money {30) dollar (50)
self traders (24) car (61) institutions (51)
townists (19) curendies {41) company {23)
famars (15) computer (31)
fhon {13) bus (50)
foreign (10}
read Jhon {30) money (70) bank {31)
bank {30) program (30) company (45)
company {(48) ole (20) office {(34)
shirt (7)
eal Jhon {100) apple{150) office (34)
people {38) orange{140) resturant (70)
famars (70) Duck {50) company({12)
towrists {19)
draw foreign {100) book(100) bank {31)
famars{67) shirt{ 50) nstitutions{20)
jhon{50) duck (40)
Data Set 2:

Utilizing case frame with trie structure to present a lot of
relationships between words as shown in section I1.

Data Set 3:

Employing trie structure with linking trie among leaves
for additional information as shown in Figure 4, and Table
3.

Data Set4:

Restrict 10 group of typical verbs and objects from Data
1,asin Table 5.

Result [1].

By employing Data 1,2,3. We can establish an
automated generation of hierarchy of relations among words
as shown in Figure 5 and Algorithm 2.

Result [2].

By gathering this data and establishing relationships
among verbs and other kinds of keys with link trie, we can
see the hierarchy group. Figure 6 for example shows the
subject and verb linkage.
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m aintain33)

support(39) sandbags

exchange(29) . make({29)
m aintain(49), n(49)
Support(31)

COm pany

make(14) . send(14)
maintain(34) , support(34), eat (34
buy (63). exchange(63). talk (63

Thon

Fig. 6. Subject and verb Linkage group

Utilizing high-leaky this indicates that sandbags are
maintainable and supportable but not exchangeable or
buyable, company exchangeable , buyable supportable,
maintainable , but not eatable ,talkable, but Jhon can ,
maintain, support, , buy, exchange, eat, talk.

Result [3]. Disambiguation

Figure 7 shows how the algorithm fare with sentences
containing ambiguous element, be able to handle many such
cases, as will be illustrated here. Consider the pair of
sentences below:

1) Investment company support the bank.

2) The sandbags support the bank.

By this three sentence we show the semantic meaning of
the word bank have two meaning financial house & edge of
rive and by use more information about the word bank by
another verbs, we can change the case to disambiguation
case. As follow: The first approach: semantic meaning of
bank is financial house in the first sentence, this by using
another verbs to declare this meaning as in these sentence
say : Jhon exchange from bank. and for more information
about bank we can say that : Bank buy money . By this more
information we find all sentence speak about money this
implies more disambiguate for word bank and now the clear
semantic is financial institution .the second approach:
semantic meaning of bank is edge of river in the second
sentence, this by using another verb to declare this meaning
as in these sentence: Sandbags maintain bank, and for more
information about bank we can say: Bank maintain river i.e.

Vol. 7, No. 7, 2016

By this more information we find all sentence speak about
hold up physically this implies more disambiguate for word
bank and now the clear semantic is edge of river.

@ =T

@

r>gggf”_;; =" Fimancial howse

Fig. 7. Example of disambiguation

Result [4]. The accuracy of experimental results is
defined as:

Accuracy = o/p
Where a is the number of words disambiguated correctly
and B is total number of ambiguous words.

Table 7 summarizes the experimental observation of
using the old method (TM) and new method using the trie
structure and linking trie between leaves. All English terms
of our experimental are in Appendix A.

In Table 7, both performed with accuracies 73% for TM
and 79% by new method using the link trie between leaves
which is significant than the value that can be obtained by
TM one. This means that, our new approach is viable in
solving term ambiguities.

TABLE VII. EXPERIMENTAL RESULTS OF THE WHOLE WORDS
TM* NM*
EN* EN
Number of terms used in the Experiments 38372
No. of Ambiguous Words 520 520
o No. of Unambiguous Words 380 410
Sentence Ambiguities
Accuracy 73% 79%
* EN = English TM*= Traditional method NM*= New method (Using Linkage)
paper introduces an efficient data structure using a trie
VI. CONCLUSION

In this paper, we proposed a new approach for building
structure system of natural language knowledge. In this
paper all surface case patterns are classified in advance with
the consideration of the meaning of noun. Moreover, this

which define the linkage among leaves and multi-attribute
relations. By using this linkage multi-attribute relations, we
can get a high frequent access among verbs and noun with
an automated generation of hierarchical relationships. In
our experiment a large tagged corpus (Pan Treebank) is used
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to extract data. In our approach around 11,000 verbs and
nouns is used for verifying the new method and made a
hierarchy group of its noun. Moreover, the achievement of
term disambiguating using our trie structure method and
linking trie among leaves is 6% higher than old method. The
preliminary result of our method shows a good promise,
because the extracted information structures of a special
database, can be extended by a more large input of data and
more general relations from a large information corpus. The
results of disambiguating the word ambiguities are much
better than that of case frames. Experimental results also
show that enough distinctive terms can help determine the
semantic sense of a word in a specific context. The
preliminary syntactic analysis can be achieved by many
natural language processing system, we will be able to
obtain more precise semantic information from the syntactic
resource. Moreover, the accuracy of disambiguating words
by our method using trie structure and linking trie between
leaves is 6% higher than traditional method. Future work
could focus in wusing context analysis to improve
disambiguates of words. Extract Arabic keyword By using
stop word Dictionary and stemming rule, from large Arabic
Corpus with Classification for Arabic text by using
Classification engine.
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APPENDIX A: ENGLISH WORDS IN EXPERIMENTS

Number  English words Semantics

1 Kilimanjaro [Place \ Mountain] [Food \ Drink]
[Product \ Software]

2 puma [Cougar] [Car] [Sportswear]

3 beetle [Animal \ Insect] [Car]

4 polo [Sports] [Clothing]

5 hawk [Animal] [Aircraft in military] [Sports
club]

6 gueen [Person] [Animal] [Games]

7 jaguar [Animal] [Car]

8 apple [Fruit] [IT company]

9 panda [Animal] [Chinese car] [Fast-Food ]
[Software]

10 fish [Animal] [Food]

11 blackberry [Fruit] [Mobile phone ]

12 Barcelona [Place \ City] [Sports club]

13 office [Working place] [Software]

14 thunderbird [Animal] [Software] [Food \ Drink]
[Aircraft in military]

15 tree [Plant] [Structure in computer science]

16 tiger [Animal] [A name of golf player] [Car]
[Beer]

17 dove [Animal] [Aircraft] [Food \ Chocolate]
[Toiletry]

18 Mont Blanc [Place \ Mountain] [Writing instruments
and accessories ]

19 chocolate [Food] [Place \ Mountain] [Mobile
phone]

20 window [Object] [Software]

21 match [Tool \ Fire] [Game] [Japanese car]

22 branch [Plant] [Structure in computer science]

Number  English words Semantics

23 Liverpool [Place \ City] [Sports club]

24 phoenix [Film] [Sports club] [Television ,
Broadcasters]

25 Oracle [Ancient text] [Software company]

26 cobra [Snakes] [Aircraft] [IT products]

27 rocket [Vehicle, missile, aircraft] [Sports club]

28 maverick [Animal] [Sports club] [Car]

29 mustang [Animal] [Aircraft in military] [Car]

30 QQ [Messaging program] [Chinese car]

31 lotus [Plant] [Car]

32 Amazon [Geography, river] [IT company]

33 crocodile [Animal] [Aircraft in military]

34 penguin [Animal] [Clothing] [Sports club]

35 virus [Program] [Infectious agent]

36 bridge [Architecture] [Sports game] [Hardware]

37 line [Object \ Product] [Formation] [Calling]
[Cord]

38 bass [Musical sense] [Animal \ Fish]

39 cone [Part of tree] [Sharp of object] [Part of
eye]

40 interest [Curiosity, attraction] [Advantage]
[Financial] [Share]

41 taste [Preference] [Flavor]

42 sentence [Punishment] [Set of words]

43 train [Object \ Series] [Movement \ Prepare]

44 book [Object \ Published document]
[Movement]

45 bank [Institution] [Architecture \ Ground]

46 serve [Movement \ Ball game] [Movement \
Food]

47 dish [Food \ Meal] [Receptacle]
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Abstract—With the advancement of computer technology,
computer simulation in the field of education are more realistic
and more effective. The definition of simulation is to create a
virtual environment that accurately and real experiences to
improve the individual. So Simulation Based Training is the
ability to improve, replace, create or manage a real experience
and training in a virtual mode. Simulation Based Training also
provides large amounts of information to learn, so use data
mining techniques to process information in the case of education
can be very useful. So here we used data mining to examine the
impact of simulation-based training. The database created in
cooperation with relevant institutions, including 17 features. To
study the effect of selected features, LDA method and Pearson's
correlation coefficient was used along with genetic algorithm.
Then we use fuzzy clustering to produce fuzzy system and
improved it using Neural Networks. The results showed that the
proposed method with reduced dimensions have 3% better than
other methods.

Keywords—Educational Data Mining; Simulation-Based
Training; Dimensions Reduction; ANFIS

. INTRODUCTION

Data mining is a kind of computer-based information
system (CBIS), which can be used for big data warehouse, peer
review, production information, and knowledge discovery. The
traditional term of mining is affected the foundations of data
mining. But instead of searching for minerals, here discover the
knowledge. The purpose of data mining is to identify data
patterns, hidden links with organized information,
communication rules are structured, the unknowns are
estimated to be classified topics, create homogeneous clusters
of issues and a wide variety of findings that do not come easily
obtained by classical CBIS be uncovered. By the way, the
results of data mining are invaluable the basis for decision-
making.

Education, a new basin for the use of data mining to
discover  knowledge, decision-making and  provide
recommendations. The use of data mining in education is early
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stages and created the field of "educational data mining"”. The
first decade of this century marks the beginning of educational
data mining.

Educational data mining can be an example for the design,
assignments, methods and algorithms for data discovery
learning environments. The purpose of data mining is to find
patterns and make predictions of the behavior and development
of trained people, content knowledge application environment,
assessments, training and application functions to define. With
the emergence development of computer technology,
simulation systems closer to reality and is one of the most
important and has become efficient tool in education. As
mentioned, a virtual environment that simulates real conditions
creates absolutely arises [1-2].

1. LITERATURE REVIEW

Tian et al in an article work on the evaluation of
simulation-based training for pilots. In this article, they have
used cubic learn and krikpatrick model. In fact, to review and
evaluate of results is used of simplified krikpatrick model. The
results show that simulation-based training to 26% better than
the education based on booklet [3].

Pamela et al to evaluate simulation-based training for
teaching assistants midwife at the birth of babies. Simulation-
based training was conducted on 111 persons and 14 persons
were trained as usual. This research was conducted at medical
centers in Ghana. The analysis was performed using 4 surfaces
krikpatrick model. The results showed that better results are
Simulation-based training [4].

Natassia et al in an article work on driver training base on
simulation. In this paper, they do the impact of simulation
training for drivers of vehicles [5].

Sophia et al in an article work on eye surgery Simulation-
based training. This article is used a review of five different
database. In this paper, expressed validity of the model and
learned the ability to transfer to the operating room has been
measured [6].
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Shu-Hsien et al [7] Recent advances in data mining
involves the collection of the works of the last decade have
offered.

Collection approaches began Narli, Ozgan and Alcan [8],
the theory of multiple intelligences unaccounted for identifying
the relationship between people and their learning styles used.
By using multiple intelligences the data collected to teach the
learning style scales and tests for prospective teachers.

Gonzalez et al [9], the hidden conditional random field
applied to complete the reading assignment predict. They are
classified as self-paced dialogue as a matter of classification to
classify sequences considered dialogue to assess.

Barbell et al [10], they seek to solve some issues: How can
learning processes using process models and control rule
based, the optimization? How can process models created
based on the concept of learning styles? Therefore, they are a
method for modeling a student using a combination of learning
styles and approaches proposed mining process, and it gave
way to model pupil.

Terry, Pardos, Sarkozy and Heffernan [11], a clustering
strategy with common building envelope created to predict the
results of students' self-learning function.

Yu et al [12] features expanded with redundancy and
discrete optimization techniques. Series of features were
learned by logistic regression L1. Then, features were dense to
help statistical techniques and random trees. Finally, the results
were combined together with adjusted linear regression.

Approaches complete set with Levy and Wilensky [13]
began in the behavior of query students studied in complex
models, while their goal is to create an equation linking the
physical parameters of the system. They looked at how
students adapt their systems with different behaviors.

Il. PROPOSED METHOD

In the framework presented in Figure 1 feature selection is
shown. In this paper we proposed a method based on genetic
algorithms with two different fitness function based on linear
discriminant analysis and Pearson coefficient. A genetic
algorithm is an effective method for solving optimization
problems.

Here problem space is multi-dimensional, discrete and
complex. Genetic algorithm represents each chromosome is a
binary vector and each number represents a feature. If | show
the collection features so that it is composed of N member, in
this case a subset X of Y ( X <Y ) represents the i-th
chromosome | with N gene so that it is equal to one if the i-th
feature was selected and the otherwise is zero (Figure 1).

In addition to, simply coding solutions genetic algorithm
for solving such problems is very appropriate because the
search space of exponentially in a very difficult, complex and
non-linear services. algorithm starts with a P random
populations. The fitness of each chromosome created using
appropriate fitness function is calculated as described.

After calculating the fitness, 80% chromosomes are

Vol. 7, No. 7, 2016

selected using the roulette wheel. Combine the two point
method is carried out. Then mutations in chromosomes or
individuals carried a distinct possibility.

A. Fitness function based on linear discriminant analysis

We use a fitness function with two statements, a J index
called the separability index. The second term represents the
number of members of set and if it is desirable to be less.
Separability index J is derived from linear discriminant
analysis.

In this paper, it is assumed that each feature can be
modeled as a random variable. Separability index can calculate
uses the covariance matrix of the features.

Since the variance of the random variable dispersion
around the mean to express a certain value the covariance
matrix of n variables, probability distribution around the mean
vector in n-dimensional space. If we have n random variables

D4 X X0} , SO that each variable is m samples
(dimensions m x n stored in the matrix D), the covariance
matrix X, an n X n is the matrix of the elements in row 1 and
column j indicates the covariance between the variables xi and
yj is the (equation 1):

Si, j]=Cov(x,. y;)

Cov(x,y,) == 3 (O~ ), )~ 41)

Here y; and p; are mean’s variables in matrix D.

1)

Two classes of observations by a specified means and
variances to consider. Fisher separation between the two
distributions for the variance between two classes to the
variance within the class definition:

T — —T — —_ —
S = szetween — (W "uyzliw 'fuy:C')z — (W‘(luyzlfluyzo))z

e = Q
Ouitin W X, WHW X W W (X, +X, )W
Sw =W'S,w (3)
Se =w'S,w 4)

According to the above definitions can define separability
index using eq 5:

AR
J() =tr(——=2—
® (WT )W W) ()
Here, W is the transition matrix is defined as follows:

Available features four-dimensional space, so we assume N

= 4. If the chromosome | = (0,1,0,1) is, in this case on
chromosome 2 and 4 are traits | so:
00
W = 10 ©)
00
01

tr (\) is a trace matrix. High levels of separability index J(I)
show that the subsidiary created by chromosomes | have been
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at the center of the well separation On the basis of the proposed
fitness function and genetic algorithms can be defined
relationship 7:

F(l):%JrK—NRIN' (7)

Here, N number of available features, N, number of
features on chromosomes | and K constant to determine the
effect of the second sentence ineq 7.

B. Pearson correlation-based fitness function

A feature largely is correlated with response variable and
with other features in sub-features is at a lower correlation.
Correlation is a measure of the strength of the relationship
between the two variables in bi-directional.

NF,

JN+N(N -y

re . .
S subset of N feature,  is that the average correlation

(8)

Fitness, =

Mg . .
feature-class and is average correlation features - features.

Eq 8 is Pearson correlation relationship in which all variables
have been homogeneous.

C. Neural Networks

Back propagation method is the iterative process that runs
on a set of training samples and each of the outputs obtained by
comparing the output target and this process continues until a
specified condition stems. Target values can be labels for
training (for classification issues) and continuous values
(numerical calculations). For all samples by repeating the
correction process is weights modified to minimize the mean
square error between the outputs of the network and target
values.

This modification is done in the weights in the reverse
direction, so that the beginning of the last layer (output layer)
started in the hidden layer continues to be the first hidden layer,
hence it is called back propagation. There is also no guarantee
the convergence of weight. The algorithm are shown in Table
1.

D. Fuzzy Inference System

At first, a fuzzy inference system based on the existing
database defined using Takagi-Sugeno-Kang. Using FCM,
fuzzy set of rules for modeling the behavior of the database is
extracted. The number of fuzzy inputs used here is the number
of features of the database and the number of outputs equal to
the number of classes (clusters). Since the four clusters
(scores), so we considered 4 levels of output. To define the
initial fuzzy system of fuzzy membership functions are used.
Figure 2 shows an example of fuzzy rules that used for
clustering with 8 features in 4 clusters.

E. Neuro-Fuzzy Systems

Figure 3 shows the structure of neuro-fuzzy system for 8
features. As shown any features connected to four membership
functions and the fuzzy rules have been used here. Combined
method is used for training.

Vol. 7, No. 7, 2016

F. Datasets Used

Preparing the database in an educational institution in
Mahshahr shooting took place. A total of 200 patients were
used for this database. At first tab contains personal
information was prepared and then people were trained based
simulation. The following characteristics were obtained from
each individual 17 are introduced.

The first feature points was shot from a distance of 175
meters. This feature was extracted from the training and
expertise in the institute's rate.

The second feature shooting accuracy in the training.
Shooting accuracy of the diversity of positions x and y on
Targets for each beam i is obtained. Since each person was 6
shooting at this stage of the relationship 9 was used to calculate
accuracy:

6
> Jo=x) +(i-y,) ©
o= i=1, j=i+1
6
Smaller numbers indicate greater accuracy in high regard.
The third feature indicates the shooting accuracy in the
training. Shooting accuracy of the calculated difference
between each beam to the center of target position is calculated
from equation 10.

a: 2+ 5-y,)’ (10)
6

x; and Y, the center of target location is here considered to
be the origin. x; and y; the location of each shot is on target.

The fourth feature is in testing phase accuracy that can be
obtained from the above equation.

The fifth feature of the profile of the individual units had
been achieved.

The sixth feature of confidence in the firing position is that
professionals in the Institute's rate.

The seventh Feature is grade in school was that of profiles
of individuals.

The eighth Feature is Confidence in eight shooting rule.
The ninth feature of confidence in the usefulness of the use of
guns.

The tenth features is the accuracy of the test step.
The eleventh feature is the body mass index was calculated
from height and weight. Relationship between body mass and
BMI of 11 is as follows.

_ mass,
~ height?

The twelfth degree of confidence about the performance
characteristics shooting.

(11)

The thirteenth features is the left eye and 14th feature is the
right eye sight.

The 15" Feature is the location of weapons.
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The 16™ feature is the months of military service status.
The seventeenth feature is belief in focus.

IV.  EVALUATION OF THE PROPOSED METHOD
For this study we used a computer with certain properties,
Including:

Processor: Intel
2.60GHz

Installed memory (RAM): 4.00 GB

For modeling and simulation software program MATLAB
version R2014a (8.3.0) 64-bit was used.

A. Neural Networks Standard

For non-reducing features the network includes 17 input
that used the same database features. The number of neurons in
the hidden layer to all states is constant and equal to 20. Since
each class is shown with binary code so the output layer of the
Neural Networks includes four neuron.

Pentium(R) CPU G620, 2.60 GHz

As described in previous, two different methods have been
used to reduce the dimensions by using a genetic algorithm
Table 2 shows characteristics of each method with the code
number. The purpose of coding here, references in the text to
the new method is better.

Table 3 shows recognition rates for the standard Neural
Networks for database without reducing the size of the feature.
As shown in table recognition rate for data in LDA1 and LDA2
is 94.5%.

B. Fuzzy Inference System

Table 3 shows recognition rates for fuzzy inference system
for database no decrease in size. Here confusion matrix for all
the data is shown. Here is a detection rate of 94.5% for the
entire data. Here's detection rate is slightly less than the Neural
Networks. Recognition rate for fuzzy inference system for
databases with size reduction for LDAZ2 is better than other.
Here confusion matrix for all the data is shown. Here 95%
detection rate for all data.

C. neuro-fuzzy system

Figure 4 confusion matrix for neuro-fuzzy systems for
database shows no decrease in size. Here confusion matrix for
all the data is shown. Here is a detection rate of 94.5% for the
entire data. Detection rate here is like Neural Networks.

Figure 5 confusion matrix for neuro-fuzzy system for
databases with size reduction method shows LDA3. Here
confusion only for all data matrix is shown. Here 95%
detection rate for all data. Such as Neural Networks and fuzzy
detection rate here is better than PC.

In the case of the Neural Networks with 13 features we
have the highest detection rate is 94.5 and the amount is lower
than the other two methods. While this happened to fuzzy
inference systems also feature 13 to achieve the highest
detection rate. But the combination of neuro-fuzzy system
achieved the highest rate of diagnosis for nine features with

Vol. 7, No. 7, 2016

this mode with less computing power to achieve better
accuracy.

V. CONCLUSION

Here a genetic algorithm with binary encoded with two
fithess function includes linear discriminant analysis and
Pearson coefficient was used. Here the results of three
simulations in various environments, including neural
networks, fuzzy systems based on fuzzy clustering and neuro-
fuzzy were compared. The highest detection rates in the neural
networks, fuzzy systems and neuro-fuzzy inference system was
shown. As has been stated that the Neural Networks is used in
a state where the number is 13 features we have the highest
detection rate is 94.5 and the amount is lower than the other
two methods. While this happened to fuzzy inference systems
also feature 13 is required to achieve the highest detection
rates. But the combination of neuro-fuzzy system achieved the
highest rate of diagnosis for 9 Features can achieve better
accuracy.
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TABLE I. BACK PROPAGATION ERROR METHOD BASED [14]

Input:
D, a data set consisting of the training tuples and their associated target values;
, the learning rate;
network, a multilayer feed-forward network.

Output: A trained neural network.

Method:

(1) Initialize all weights and biases in network;

(2) while terminating condition is not satisfied {

(3) for each training tuple X in D {

(4) /I Propagate the inputs forward:

(5) for each input layer unit j {

(6) O; = I;; // output of an input unit is its actual input value

(7) for each hidden or output layer unit j {

(8) L=} ;w;O; +6;; //compute the net input of unit j with respect to

the previous layer, i

(9) 0;= ﬁ; } /I compute the output of each unit j

(10) /I Backpropagate the errors:

(11) for each unit j in the output layer

(12) Err; = O;(1 — O;)(T; — 0;); // compute the error

(13) for each unit j in the hidden layers, from the last to the first hidden layer

(14) Err; = O;(1 — 0)) }_y Errgwjg; /] compute the error with respect to
the next higher layer, k

(15) for each weight w;; in network {

(16) Aw;j = () Err;O;; // weight increment

(17) wij = wij + Aw;;; } // weight update

(18) for each bias 6; in network {

(19) AB; = () Err;; // bias increment

(20) 0; = 0; + Ab;; } // bias update

(21) M

1. 1f (in1 iz in1cluster1 ) and (in2 iz inZclustert) and (ind iz in3cluster1) and (ind iz indclustert) and {in5 is inScluster! )
and {inG iz inGcluster1) and (in7 is in7clustert) and (ing iz indclustert) then (outl is outlclustert) (1)
2. If {in1 iz in1clusterZ) and (in2 iz in2cluster2) and (ind iz in3cluster2) and (ind iz indcluster?) and (inS ig inScluster?)
and (ing iz inGcluster?) and (in7 is in7cluster2) and (ing iz indcluster2) then (outl is outlcluster?) (1)
3. If (in1 iz in1cluster3) and (in2 is in2clusterd) and (in3 is in3clusterd) and (ind is indcluster3d) and (in3 is inSclusterd)
and (ing iz inGcluster3) and (in7 iz in¥cluster3) and (ind iz in8clusterd) then (outl is outlcluster3) (1)

4. If {in1 iz in1clusterd) and (in2 is in?clusterd) and (in3 is in3clusterd) and (ind is indclusterd) and (inS is in5Sclusterd)

inG iz inGclusterd) and (in¥ i= in7clusterd) and (ind iz inBclusterd) then (out] is out clusterd) (1)

Fig. 2. Proposed four Fuzzy rules
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Fig. 3. Neuro-fuzzy inference system for 8 Features

Vol. 7, No. 7, 2016

TABLE II. NUMBER OF PROPERTIES WITH EACH PROCEDURE CODE
. . . . . LDA LDA LDA LDA
Dimension reduction method Pierson coefficient K=0.8 K=4 -8 K=10
Number of feature 5 15 13 9 8
Method code PC LDAl1 LDA2 LDA3 LDA4
AMFIS Clustring
o
o
o
2
. ]
=
[ =
i
=
L
1 2 3 |
Target Class
Fig. 4. Shows the confusion matrix for neuro-fuzzy system with no loss of features
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AMNFIS Clustring

(!

Qutput Class

I

1 z 3 4
Target Class

Fig. 5. Confusion matrix for neuro-fuzzy system with reduced features using LDA3

TABLE Ill.  RECOGNITION RATE IN ALL CLASSIFIERS
Method Dimension reduction | Recognition rate
17 Features 93.50
PC 78.50
LDA1 94.50
Neural networks
LDA2 94.50
LDA3 93.00
LDA4 92.00
17 Features 94.50
PC 74.00
LDA1 95.00
Fuzzy Inference System
LDA2 95.00
LDA3 94.50
LDA4 94.50
17 Features 94.50
PC 83.00
LDA1 94.50
Neuro fuzzy
LDA2 94.00
LDA3 95.00
LDA4 94.50
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Assessment of Patient Clinical Outcome
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Abstract—The assessment of patient clinical outcome focuses
on measuring various aspects of the patient’s health status after
medical treatments and interventions. Patient clinical outcome
assessment is a major concern in the clinical field as the current
measures are not well developed and, as a result, they may be
used without sufficient understanding of their characteristics.
This issue retards the development in the clinical field. This
paper proposes a general pure quantitative conceptual model for
the assessment of patient clinical outcome. The proposed model
contains five WHO?’s International Classification of Functioning,
Disability, and Health (ICF) measurable components: body
functions impairment, clinical elegancy distortion, pain, death,
and shortening of life expectancy. Total patient clinical outcome
is measured by summing the five WHO components. Five validity
types are used to validate the proposed model: content, construct,
criterion, descriptive, and predictive validities.

Keywords—quantitative; conceptual model; assessment; patient
clinical outcome

. INTRODUCTION

The assessment of patient clinical outcome is an endpoint
health care patient assessment. It is a measuring criteria that
focuses on measuring various aspects of the patient’s health
status after medical treatments and interventions. Outcome
assessments monitor and evaluate the quality of patient care by
recording clinical outcomes resultant from treatment programs
and interventions to observe their effectiveness [1, 2].

Recently, the assessment of clinical outcome in health care
has been emphasized, in which the effectiveness of care is used
to be determined based on purely clinician-centered outcomes
to be based on more patient-centered outcomes. Patient-
centered outcomes assess the patient’s experiences and
perceptions of his/her health status. Patient-oriented evidence
may be obtained via patient self-report scales that collect a
broad range of data that are significant to the patient to
measure functional limitations and disability. The use of self-
report scales facilitates the assessment of the net effects of both
the health care services on the patient’s health-related quality
of life (HRQOL) and the condition on the patient. According to
the means in which the data are gathered, clinical outcomes
measures are classified as patient-based outcomes or clinician-
based outcomes [1, 3, 4].

Patient-based outcomes provided by the patient via self-
report questionnaires or surveys to identify his/her perspective
regarding impairments, function, health, and HRQOL. In
general, patients have concerns about the effect on their

lifestyle due to their condition, including the capability to
accomplish common activities such as dressing, attending
events, joining in social occasions, and playing sports. The
assessment tools of patient self-report outcomes, that capture
patient’s experiences and perceptions, are the best to evaluate
variables such as disability, societal limitations, and quality of
life. Patient self-report measures can be used during any point
of the patient care to evaluate the status of a patient and to
examine changes in the patient status which resulted from
treatment of a medical condition. Patient-based outcomes cover
up a broad range of health status factors, including symptoms,
global judgments of health, physical function, cognitive
functioning, psychological, personal constructs, role activities,
and sensitivity to care [1, 3, 5].

Clinician-based outcomes are measures that clinicians do,
on the patient’s response to a treatment intervention, to stress
the assessment of illness and impairment. Even though the
clinician-based outcomes assessment is needed to assess the
illness and the impairment, it can be misinterpreted and
improperly used to deduce functional status. Some clinician-
based measures assess functional limitations as patient goals
should be directed toward enhancing function and disability
rather than overcoming impairments. Such measures of
functional limitations can then be used to direct treatment to
improve activities that are difficult to be performed by the
patient and are most important to the patient. Besides, third-
party payers are acquiring an enhancement evidence of the
patient’s functional outcomes after a treatment program. In
addition, self-report outcome tools are the best method to find
out the disease effect on the patient’s capability to carry out
activities on a daily basis and to complete wanted or required
roles and responsibilities.[1, 3, 6].

The research of clinical outcomes is the basis for evidence-
based practice, that has set the standard for modern health care
practice, in which it provides the finest research evidence that
facilitates clinical decisions. Particularly, the most significant
measures in assessing outcome are the patient-based outcome
measures due to the importance of the patient’s perception of
health status and change in health status. High-quality evidence
to verify the effectiveness of interventions can be derived from
studies of clinical outcomes. Besides, patient-centered data can
be obtained from studies of clinical outcomes that integrate
patient-based outcomes. For example, there are two major
reasons to justify the importance of clinical outcomes
assessment and research studies of clinical outcomes within the
athletic training profession. First, a clinical outcomes
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assessment practice and research can present necessary
knowledge to athletic trainers for providing best possible
patient care. Second, the integration of clinical outcomes
measures will allow the assessment of what is important to the
patient and to provide patient-centered health care that
concentrates on improving patients’ HRQOL. Thus, the clinical
outcomes assessment tools can be used to help in enhancing
patient care by offering patient-oriented evidence for clinicians
concerning the effectiveness of their interventions [1].

A number of clinical outcome assessment methods in some
clinical fields have been employed without sufficient
understanding of their characteristics [7]. This deficient in
understanding the characteristics of outcome assessment
methods together with the lack of high-quality tools for
outcome measurement of illness manifestations restrain the
development of therapy. Novel and enhanced methods of
assessing the patient clinical outcome can accelerate the
process of therapy development [2]. Accordingly, this paper is
proposing a quantitative conceptual model for the assessment
of patient clinical outcome. The proposed model contains five
WHO’s International Classification of Functioning, Disability,
and Health (ICF) components measurable components: body
functions impairment, clinical elegancy distortion, pain, death,
and shortening of life expectancy. Total patient clinical
outcome is measured by summing the five WHO components.
Five validity types are used to validate the proposed model:
content, construct, criterion, descriptive, and predictive
validities. The remainder of this paper is organized as follows.
Section 2 presents the components of the proposed model.
Section 3 discusses the validation of the proposed model. In
Section 4, we conclude this work and outline potential research
directions

1. EASE OF USE THE PROPOSED PATIENT CLINICAL
OUTCOME ASSESSMENT MODEL

A. General Definitions of Terms in the Proposed Model

e Harm: it includes any damage in the body function or
structure including disease, injury, suffering and death
[8,9].

e Tolerable risk: it is the accepted risk that can be
managed. [8].

e Causality assessment: it is concerned with the
probability of adverse effect arise from using medicine.
[10].

e Strength of clinical evidence: it is concerned with
evidence quality [11].

e Patient characteristics: it the related attributes under
focus [8].

B. The Mathematical Equations of Components of the
Proposed Model

1) The Body Function
Equation

According to the WHO classification, there are eleven body
functions that are used to calculate the multiple body function
impairments score for (uncertain) diseases and adverse events

Impairments Mathematical
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[12]. The following formula us used to calculate the body
impairments score:

N
BFI ;= > IMPR g.x Do IR gox OP gox CRgex SR, (1)

=)
Where:

BFls: (Uncertain) total body function impairments score.
IMPRgg: Severity ratio of body function impairment.

Dg: Duration of body function impairment.

IRge: Intolerability ratio of body function impairment.
OPgg: Occurrence probability of body function impairment.
CRge: Causality ratio of body function impairment.

SRgg: Strength of clinical evidence ratio of body function
impairment.

BF: Body function impairment.
N: No. of body function impairment.

2) The Clinical
Equation

Clinical elegancy represents the elegant components of the
human body, which could be affected by disease or adverse
event, and handled in the clinical setting. Clinical elegancy has
mainly the following components: Physical appearance change,
Undesired odor, Undesired taste, and Undesired audible. The
following formula us used to calculate the multiple body size
distortions score:

Elegancy Distortions Mathematical

83D _i IBSNS, - BSDS,|
* &\ [BSNS, - BSDS|

Where:
BSDs: (Uncertain) total body size distortions score.

stX D gs IR gox OP ggx CR gox SR g (2)

BSNSe: Body size at normal state for patient.
BSDS;: Body size at distorted state for patient.

BSNSs: Body size at normal state for the most severe
clinical body size distortion case.

BSDSs: Body size at distorted state for the most severe
clinical body size distortion case.

Dgs: Duration of body size distortion.

IRgs: Intolerability ratio of body size distortion.
OPgs: Occurrence probability of body size distortion.
CRgs: Causality ratio of body size distortion.

SRgs: Strength of clinical evidence ratio of body size
distortion.

BS: Body size distortion.
M: No. of body size distortions.

The following formula is used to calculate the multiple skin
disclorations score:
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Q (DI, x BA
SDD, = —L — — P | xD.xIR.,xOP.,xCR .,xSR 3
s SDZA[DIS » BASJSD spXIRsp D sD o (3)
Where:

SDDs: (Uncertain) total skin discoloration distortions score.
Dlp: Skin discoloration intensity for patient.
BA-: Body area affected with discoloration for patient.

Dls: Skin discoloration intensity for the most severe clinical
skin discoloration case.

BAg: Body area affected with discoloration for the most
severe clinical skin discoloration case.

Dsp: Duration of skin discoloration distortion.
IRsp: Intolerability ratio of skin discoloration distortion.

OPgp:
distortion.

Occurrence probability of skin discoloration

CRgp: Causality ratio of skin discoloration distortion.

SRsp:  Strength of clinical
discoloration distortion.

evidence ratio of skin

SD: Skin discoloration distortion.
Q: No. of skin discoloration distortions.

The following formula is used to calculate the multiple skin
hardness distortions score:

R (HD, x BA
SHD, = 3 (B g o DO R,
Where:

SHDs: (Uncertain) total skin hardness distortions score.
HD5: Degree of skin hardness for patient.
BA;: Body area affected with hardness for patient.

HDs. Degree of skin hardness for the most severe clinical
skin hardness case.

BAs: Body area affected with hardness for the most severe
clinical skin hardness case.

Dgy: Duration of skin hardness distortion.

IRgy: Intolerability ratio of skin hardness distortion.
OPgy: Occurrence probability of skin hardness distortion.
CRgy: Causality ratio of skin hardness distortion.

SRgy: Strength of clinical evidence ratio of skin hardness
distortion.

SH: Skin hardness distortion.
R: No. of skin hardness distortions.

The following formula is used to calculate the multiple
undesired odor distortions score:

Vol. 7, No. 7, 2016

L (uUos
uoDg =)’ [ uosp
S

Juox Dyox IR yoxOP jox CR ;ox SRy (5)
uUo=1

Where:

UODs: (Uncertain) total undesired odor distortions score.
UOS;: Severity of undesired odor for patient.

UOSg: Severity of undesired odor for most severe clinical
undesired odor case.

Duo: Duration of undesired odor.

IRyo: Intolerability ratio of undesired odor.

OPyo: Occurrence probability of undesired odor.

CRyo: Causality ratio of undesired odor.

SRyo: Strength of clinical evidence ratio of undesired odor.
UO: Undesired odor distortion.

T: No. of undesired odor distortions.

The following formula is used to calculate the multiple
undesired taste distortions score:

< (UTS
oo, - [ e
S

J urXD rxIR (jr xOP (1 xCR [t xSR 1  (6)
uT=1l

Where:

UTDs: (Uncertain) total undesired taste distortions score.
UTSs: Severity of undesired taste for patient.

UTSs: Severity of undesired taste for most severe clinical
undesired taste case.

Dyr: Duration of undesired taste.

IRyT: Intolerability ratio of undesired taste.

OPyr: Occurrence probability of undesired taste.

CRyr: Causality ratio of undesired taste.

SRyr: Strength of clinical evidence ratio of undesired taste.
UT: Undesired taste distortion.

U: No. of undesired taste distortions.

The following formula is used to calculate the multiple
undesired audible distortions score:

< (UAS
UAD (= > ( UASP
S

] uaXD yaXIR o X OP (4 xCR ;A xSR 44 (7)
UA=L
Where:

UADs: (Uncertain) total undesired audible distortions
score.

UAS;: Severity of undesired audible for patient.

UASs: Severity of undesired audible for most severe
clinical undesired audible case.
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Dya: Duration of undesired audible.

IRya: Intolerability ratio of undesired audible.
OPya: Occurrence probability of undesired audible.
CRya: Causality ratio of undesired audible.

SRya: Strength of clinical evidence ratio of undesired
audible.

UA: Undesired audible distortion.
V: No. of undesired audible distortions.

Finally, the following formula is used to calculate the
Clinical elegancy distortions score:

CED (= BSD (+SDD ¢+SHD ,+UOD (+UTD (+UAD, (8)

Where:

CEDs: (Uncertain) total clinical elegancy distortions score.
BSDs: (Uncertain) total body size distortions score.

SDDyg: (Uncertain) total skin discoloration distortions score.
SHDs: (Uncertain) total skin hardness distortions score.
UODs: (Uncertain) total undesired odor distortions score.
UTDs: (Uncertain) total undesired taste distortions score.

UADs: (Uncertain) total undesired audible distortions
score.

3) Physical and Non Physical Pains Mathematical
Equation

Pain is defined as an extremely unlikable physical feeling
due to illness or injury. Pain is associated by tissue damage and
emotional experience. [13]. Depression, anger, frustration, fear,
and anxiety feelings are examples of emotional pain [14]. The
following formula is used to calculate the multiple pain types
score:

Y (PTI
PT, = z[PTIPjpTxDpTlepTxoPPTxcRpTxSRpT ©)
PT=1 s

Where:
PTs: (Uncertain) total pain types score.
PTlp: Pain type intensity or severity for patient.

PTls: Pain type intensity or severity for the most severe
clinical case of the same pain type.

Dpr: Duration of pain type.

IRpr: Intolerability ratio of pain type.

OPpr: Occurrence probability of pain type.

CRpr: Causality ratio of pain type.

SRpr: Strength of clinical evidence ratio of pain type.
PT: Pain type.

W: No. of pain types.

Vol. 7, No. 7, 2016

Pain severity can be quanitifed and scale standardized to
enable comparability between differnet cases [15].

4) Death Mathematical Equation

Death is a body functionalities and all clinical elegancy
component distortion. Death is associated with the presence of
all extreme pain types, therefore, the sum of the highest clinical
values for body function impairments, clinical elegancy
distortions, and different pain types is used to calculate the
death clinical score. Constant value is added to the first three
components model to differentiate severity of different clinical
death cases. The following formula is used calculate death
clinical score:

DCS = (HBFI ;+HCED (+HPT ;+MCV) x OP ,xCR ,xSR , (10)

Where:
DCS: (Uncertain) death clinical score.

HBFIs: Highest clinical value recorded for body function
impairments.

HCEDg: Highest clinical value recorded for clinical
elegancy distortions.

HPTs: Highest clinical value recorded for different pain
types.

MCV: Smallest clinical value recorded for body function
impairments, clinical elegancy distortions, or different pain

types.
OPp: Occurrence probability of death.

CRp: Causality ratio of death.
SRp: Strength of clinical evidence ratio of death.

C. Total Value of Patient Clinical Outcome Mathematical
Equation

By summing all model components, the following formula
is used to calculate the patient clinical outcome:

PCO = BFI ,+CED+PT +DCS (11)

Where:

PCO: Patient clinical outcome.

BFls: (Uncertain) total body function impairments score.
CEDs: (Uncertain) total clinical elegancy distortions score.
PTs: (Uncertain) total pain types score.

DCS: (Uncertain) death clinical score.

1. THE VALIDATION OF THE PROPOSED MODEL

Validity measures the reliability of the results obtained
from experiment [16-18]. It also verifies the freedom of results
from errors [19]. The proposed model is measured against
three types of validity: content, construct, and predictive
validities.

e Content validity: it concerns with experiment domain
construction. It also signifies the domain clarity,
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completeness and confirmation [17, 20-26]. In our
model, the domain criteria that are included for
validation are all ICF health items.

e Construct validity: it tests and assesses the logical
relationships between related concepts [17, 20, 22]. In
our proposed model, the logical relationships between
all health dimensions are represented and precisely
defined.

e Descriptive validity: it is the expression of proposed
decisions in any situations [27]. In our proposed model,
the output from the model is verified by explaining and
describing the obtained decisions in any clinical
environment.

To sum up, there is no standard validity test for the results.
Using the described validity test described previously does not
certain the obtained results [27-29]. Therefore, before
validating the results, a threshold should be established.

V. CONCLUSIONS

This paper proposes a general pure quantitative conceptual
model for the assessment of patient clinical outcome. The
model contains five major measurable components which are
mainly based on the WHO’s International Classification of
Functioning, Disability, and Health (ICF) components. Those
components are body functions impairment, clinical elegancy
distortion, pain, death, and shortening of life expectancy.
Patient clinical outcome is calculated as the summation of
model component values for the patient with specific
characteristics and status. The proposed model is verified
against five types of validity checks: content, construct,
criterion, descriptive, and predictive validities. Future study
will focus on identifying facilitators and barriers to the
successful implementation of the proposed model in clinical
practice.
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Abstract—Identity Management systems are used for securing
digital identity of users in reliable, automated and compatible
way. Service providers employ identity management systems
which are cost effective and scalable but cause poor usability for
users. Identity management systems are user-centric applications
which should be designed by considering users’ perspective. User
centricity is a remarkable concept in identity management
systems as it provides more powerful user control and privacy.
This approach has been evolved from amending past paradigms.
Thus, evaluation of digital identity management systems based
on users’ point of view, is really important. The main objective of
this paper is to identify the appropriateness of the criteria used in
evaluation of user-centric digital identity management systems.
These criteria are gathered from the literature and then
categorized into four groups for the first time in this work to
examine the importance of each parameter. In this approach,
several interviews were performed as a qualitative research
method and two questionnaires have been filled out by forty six
users who were involved with identity management systems.
Since the answers are perception based data the most important
criteria in each category are assessed by using fuzzy method.
This research found that the most important criteria are related
to security category. The results of this research can provide
valuable information for managers and decision makers of
hosting companies as well as system designers to adapt and
develop appropriate user-centric digital identity management
systems.

Keywords—management of information technology; digital
identity management systems; evaluation criteria; fuzzy analytical
hierarchy process (FAHP); user-centricity

. INTRODUCTION

In today’s Information Systems, users have various
compounds of login-name and password for every online
service or even distinct credentials for different roles inside
the services which are available for them. This can result in
privacy risk for end-users and jeopardize service providers by
security threats. Applying identity management systems is
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therefore the solution. These systems issue a digital identity
for each user and users can control the full life cycle of their
identities, from creation to termination [30]. In federated
identity management model, identities from various service
provider, particularly identity domains, are identified across
all domains [3]. The major goals of these systems are to
increase user convenience and privacy, and to decentralize
user management tasks inside or across the trust circle [1]. It is
complicated for user to choose his/her identity provider along
with username and password in federated identity
management systems which can be considered as a drawback.
In addition, the user should remember which federations
he/she belongs to or can utilize [33]. In Single Sign-On (SSO)
solution, the user authenticates him or herself only once and it
is very similar to the federated identity scenario as the same
identifier of the user is automatically used by each service
provider when the user logged into. Capturing the information
of authentication and identification by system and giving the
user access to services is the functionality of single sign-on
systems [29].

In order to overcome the complicated, unintuitive
difficulties which affect the actual users’ needs, the latest
approach in identity management systems that is user-centric
identity management systems has been emerged [32]. These
systems support user control and privacy and designed from
the users’ perspective [7]. A beneficial control of the use and
management of Personal ldentification Information (PII) is
considered in these systems [35]. There are two different user-
centric identity management concepts: relationship-focused in
which a relationship between the user and identity provider
must be established, and credential-focused identity
management that is offering user a long-term credentials from
the identity provider and keeping them locally [6].An instance
of a user-centric identity management system is PRIME which
is a European government-funded project [8]. Enhancing user
control which is accepted by user-centric identity management
paradigms is one the objectives of PRIME project along with
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considering identity credential misuse and physical stealing of
devices [26]. Former studies have presented features and
frameworks, and considered numerous metrics for user-
centricity paradigm, but most of them have not examined the
prioritizing of a comprehensive classification concerning the
most important criteria. Since, user-centric digital identity
management approach has been emerged in order to conquer
the drawbacks of previous identity management models, and
concentrates particularly on users’ perspective rather than
other entities, prioritizing the evaluation criteria which can be
aggregated in a universal system is very worthwhile and will
assist the design and implementation of these systems
beneficially. This paper identifies and prioritizes evaluation
criteria for user-centric digital identity management systems.
These evaluation criteria have been surveyed in the literature
and then evaluated through several interviews with experts in
Iran and Canada. In this research, Fuzzy Analytical Hierarchy
Process (AHP) has been applied for prioritizing identified
criteria, by providing a web-based questionnaire based on the
most important criterion in each group.

The rest of this paper is structured as follow. Section two
provides literature review. The paper’s approach is evaluated
in section three. In particular, fuzzy AHP and pairwise
comparisons which have been performed in each category are
discussed in section four. Finally, we conclude and give an
outlook for future work in section five.

. LITERATURE REVIEW

In order to identify appropriate criteria for evaluating
identity management systems, we have conducted a vast
search in related literature. In this section, user-centric digital
identity management systems are examined based on their
characteristics and requirements. VVossaert et al. [40] proposed
a user-centric federated identity management approach based
on trusted secure modules which meets several requirements,
including: 1) Verification to prove that the only information
from identity providers for which they gave their consent, is
inquired. 2) Performing access restriction to the information
by users. 3) Managing the disclosure of personal information.
4) Trustworthiness of service providers in order to request
their information. 5) A flexible revocation procedure can be
predicted. 6) Scalability property in order to add new identity
and service providers. 7) User consent on release of data.

According to Ahn et al. [1] privacy is a major issue as a
result of the immense exchange of sensitive information.
Pseudonymity is the key principle for protecting user identities
and personal information. Furthermore, user-centric models
used in the organizations are required to pursue four key
principles: 1) Notice: gaining notice about information
practice. 2) Choice: Users have the capability of the usage of
information type and its purpose. 3) Access: Users should
have access to their personal information and be able to
modify it whenever is essential. 4) Security: Organizational
system must confirm securing users’ personal information.

As stated by Ahn et al. [2] an identity metasystem is
designed to provide minimal disclosure for a limited usage
and consistent experience across contexts in order to improve
security and privacy enhanced interoperable architecture,
based on the laws of identity.

Vol. 7, No. 7, 2016

Poursalidis et al. [31] introduced a multi-pseudonym
Identity Management Infrastructure in which users can
manage and make an excessive amount of pseudonyms. Their
scheme has several advantages. First, users can maintain their
anonymity. Next, preventing the existence of a single point
that keeps numerous digital identities to preserve the privacy
of the user.

According to Ben Ayed et al. [5] the notion of user-
centricity has emerged by offering convenience and control to
the users over their personal data and fulfilling to their
requirements. The attribute management systems are
developed to guarantee that any system section can’t collect
an individual’s confidential attributes. From privacy-
preserving perspective, keeping track of which digital identity
attributes have been revealed and operate by whom, are also
considerable issues. In order to prohibit other parties’
unpleasant  context-spanning  linkage and  profiling,
pseudonyms can be applied.

Claycomb et al. [12] discussed that, the user control over
the kind of information being kept, the actual content of the
information and the authorizing individuals to view the
information are the major motivations in the concept of user-
centric identity management systems. Another motivation is
privacy and confidentiality, accomplished by offering users
the option about what is shared, and with whom it is shared.
Furthermore, various service providers such as financial
institutions or online merchants must use a centralized
repository of user information. Scalability and data
authenticity should be taken into account as well.

Josang et al. [21] proposed a user-centric identity
management approach in a single tamper resistant device in
order to improve usability, simplify the user experience,
provide mobility by supporting the user in using any hardware
platform while obtaining online services and enhance user
control. These systems introduce process automation and
system support of the identity management at the user side.

According to ElI Maliki et al. [17] there are some basic
rules which have been considered in the new user-centric
identity paradigm, specifically: 1) Enhancing the user privacy
by providing them full control over their identity information
2) Usability and user experience quality as a result of
consistent identity interface and using the same identity for
each identity transaction 3) Decreasing identity attacks,
including phishing 4) Reducing reachability/disturbances
caused by spams 5) Policy specification on both sides, identity
providers and service providers 6) Profiting from huge
scalability 7) Providing secure conditions at the time of data
exchange 8) Separating the digital data from applications.

As stated by Suriadi et al. [35] communication security,
minimal data sharing and disclosure, negotiation, user
registration, anonymous authentication, data storage,
accountability and user control are the requirements for user-
centric identity management systems. It also requires that
users have an effective control of the use and management of
their personal identifiable information, leading to a better
privacy.

Some properties have been laid out in Bhargav-
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Spantzeletal et al. upon which user-centric federated identity
management is based on. The key properties of a user-centric
federated identity management system are user control and
consent, and numerous system properties help to achieve user
control. The properties that are not based on the realization of
other properties are basic properties whereas composite
properties are composed of basic properties. There are four
basic system properties: 1) User chosen identity provider 2)
Policy specification and enforcement 3) Auditing 4)
Assurance support. Another basic property is transaction
property. Transaction properties concern all the transactions
which deal with identity-related information that is: 1) Context
bound transactions 2) Unlinkability 3) User consent. The final
properties in this category are identity information properties
which are: 1) Confidentiality 2) Integrity 3) Availability 4)
Stealing protection 5) Revocation 6) Portability 7) Sharing
prevention 8) Selective release and 9) Conditional release.
Several composite properties are defined which build on one
or more of the basic properties: 1) Attribute security 2)
Service protection 3) Non-repudiation 4) Data minimization 5)
Attribute privacy 6) Accountability 7) Privacy policy,
obligations, and restrictions 8) Notification 9) Anonymity 10)
User in the middle. It is also stated that multi-device
management and usability are the unique properties which are
essentials for these systems. Usability addresses the
relationship between the user-centric tools and their users.
Some Kkey aspects are 1) To have consistent user experience,
2) An intuitive and easy Ul which may also help required
functionality from the user like policy specification, and
finally 3) Process automation that is, automating user-side
processes of identity management as far as possible through
policy and preferences-driven methods [6]. On the other hand,
some research projects look at Digital Identity Management as
the core of the Internet economy and from public policy
concept [14]. Or another research project studies identity
through one’s whole life. [19].

To sum up, previous research projects have surveyed key
principles and properties required in user-centric digital
identity management systems. Our work demonstrates
taxonomy of criteria in terms of security, user control, system
capabilities and cost-effectiveness. These groups of criteria
and criteria within each group are first evaluated and then
prioritized based on fuzzy Analytical Hierarchy Process.

1l. EVALUATION APPROACH

As the first step to evaluate identity management criteria, a
thorough list of identified criteria was provided to the
specialists in this domain in order to obtain their verification.
Then a common decision making tool has been used to
prioritize these criteria.

A. Decision Making Models

In recent decades, researchers have paid attention to multi
criteria decision making model (MCDM) for complex
decision making. In such models, instead of using one optimal
evaluation criterion, several evaluation criteria may be used.
[22]

These decision making models are categorized into two
groups: Multi objective decision making models (MODM)
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and Multi attribute decision making models (MADM). Multi
objective models are used to design the alternatives whereas
multi attribute models include the choice of the best option
[30]. One of the methods for MADM is Analytical Hierarchy
Process (AHP) which is based on pairwise comparison [37].

B. Analytical Hierarchy Process

Analytical Hierarchy Process was developed by Thomas L.
Saaty in 1970 which is a tool of decision making that can deal
with structured and semi-structured decisions [23]. In AHP,
both qualitative and quantitative features of human thoughts
are included in decision making process. The analytical
hierarchy process deals with the inconsistency because people
are more likely to be inconsistent when they are making
judgments. Therefore, the pairwise comparison matrix is used
which is perfectly consistent [34].

The first step in AHP is creating a multi-level hierarchical
structure of objectives, criteria, sub criteria, and alternatives
[36]. Then, the priorities for each level of criteria are required
which come from pairwise comparison [34]. These
comparisons obtain the relative importance of each factor that
is defined by their weights [37]. The decision maker has to
present his idea about the value of one single pairwise
comparison at a time [36]. After obtaining the relative
weights, the best alternative can be determined from the
aggregation value of them [37]. Relative weights can be
evaluated from least square, geometric means, and eigenvalue
methods [36]. In order to quantify pairwise comparison which
is the most crucial step in decision making process, a scale is
used. Since people cannot distinguish between two very close
values of importance (e.g., 3.00 and 3.02), Saaty used 9 as the
upper limit and 1 as the lower limit in his scale [11] and for
the comparison of factors, the available values are the
members of this set: {1.9,1.8,...,1.2,1,2,...,8,9} [38].

C. Fuzzy Analytical Hierarchy Process

Although the aim of applying Analytical Hierarchy
Process is to obtain the opinions of experts, the typical AHP
method does not reflect the human thoughts because the exact
numbers are used in pairwise comparisons method. After
supplying the graph of hierarchy in FAHP, the decision
makers are asked to compare the elements of each level to
each other and to express the relative importance of elements
by using fuzzy numbers [9].

Van Laahoven et al. [38] have introduced the triangular
fuzzy numbers based on vector operation to represent the
decision maker’s opinion for alternatives compared to each
criterion.

Chang [9] introduced triangular fuzzy numbers as a new
approach in fuzzy AHP. This approach uses triangular fuzzy
numbers for pairwise comparisons in FAHP. Noorul Haq et al.
[28] proposed a model to evaluate and select the supplier
based on fuzzy AHP approach. The main advantage of their
proposed method was considering qualitative and quantitative
criteria in hierarchy structure and problem solving of supplier
selection using fuzzy AHP. Lee et al. in [25] applied fuzzy
AHP method for assessing the importance of effective factors
in choosing the supplier. These factors include: cost,
performance and number of suppliers. Then based on fuzzy
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AHP results, goal planning was used to formulate the
constraints. Lee [24] utilized the fuzzy AHP approach in order
to analyze and evaluate the relation between the supplier and
purchaser.

V. ANALYSIS AND RESULTS

A. Interview

Interviews are among the most familiar strategies for
collecting qualitative data. The interview is a method in
which, the researcher establishes direct contact with subjects
and through this method he/she assesses the perceptions and
attitudes. Table I shows the first full list of criteria which have
been confirmed and modified by experts. For instance,
according to them, confidentiality and user’s privacy must be
presented as one item, with respect to their definitions. In
addition, it was stated that sharing prevention should be a
second-order criterion related to security issues in that we only
share credentials when we try to obtain services and then we
need to invent security mechanisms to avoid identity theft and
misuse. As a result of experts’ verification and change, second
list of criteria, as depicted in Fig 1, was prepared which indeed
became an outline for the main questionnaire.

First interview resulted to removing some of the criteria.
Security and stealing protection covers features and
characteristics of some other criteria. Therefore, these criteria
should be removed. In addition, unlinkability criterion should
be eliminated since it can’t be applied in face-to-face
healthcare transactions. Policy specification and enforcement
is also not obvious because it should be identified that the
policies are related to entities or they are related to privacy
policy. Sharing prevention should be considered as a second-
level and related to security criteria since sharing the
credentials; connection of apps is tempted to share feeds of

TABLE I.

Criteria
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“data” efficiently so, there is no need to share data by value.
Data minimization is an important one but it’s very hard to
achieve given business model imperatives in most ecosystems.
Scalability is one of the most main criterion because without
that, no system is likely to succeed any more.

Another interview leads to merging security and stealing
protection criteria as they both have the same meaning. In
addition, anonymity criterion prevents from revealing
identification information of a person and when the
conditional release of information exist, this one is fulfilled
too. Furthermore, Pseudonymity with anonymity were
combined because a person has an identity in the system but
he/she has a pseudonym and its anonym.

The outcome of third interview was that Notification
should be considered as a second-level criterion related to
systems capabilities’ criteria. The definition of auditing
criterion is that it must support enforcement of responsibility
for actions among several loosely coupled identity actors in
case of unexpected results. In addition, User Chosen ldentity
Provider criterion is a hard criterion to achieve but must be
considered an important goal to strive for. Many governments
are managing to achieve it through contracting with private
sector partners.

In the last interview, it is concluded that Confidentiality
and Privacy criteria can be considered as one criterion since
they have two aspects: Data protection is usually about the
service provider’s intended security mechanisms, vs. its
policies, where it may intend to release sensitive data because
it suits the organization’s own ends (such as making money).
Additionally, Conditional Release seems very second-order
criterion related to system and users’ security criteria though
it’s an important one. Verifiability criterion must have
remediation abilities in the face of incorrect data.

FIRST LIST OF EVALUATION CRITERIA

Criteria

Bhargav-Spantzeletal et al.
[9], Quasthoff et al. [32],
Hoffman [20], Mashima et
al. [26], El Maliki et al.
[17]

Context Bound Transaction
Context—Detection

Ahn et al. [1], Suriadi et al. [35],
Bhargav-Spantzeletal et al. [9],
Quasthoff et al. [32], Mashima et
al. [26]

Data Minimization
Minimal disclosure
Minimal data sharing

Ben Ayed et al. [4],
Bhargav-Spantzeletal et al.
[9], Quasthoff et al. [32],
Marx et al. [27]

Unlinkability

Suriadi et al. [35], Bhargav-
Spantzeletal et al. [9], Quasthoff
etal. [32], Marx et al. [27]

Accountability

Vossaert et al. [40],
Claycomb et al. [12],

Confidentiality
Controlling the disclosure of personal

Notification
Notice
user awareness by SMS

Ahn et al. [2], Bhargav-
Spantzeletal et al, [9], Suriadi et

Mashima et al. [26], Marx
etal. [27]

Bhargav-Spantzeletal etal.  information al. [35], Quasthoff et al [32],
[9], Quasthoff et al. [32] Mashima et al. [26]
Integrity
data authenticity
Claycomb et al. [12], Accuracy Ben Ayed etal. [4], Claycomb'et' User in the middle
al. [12], Jgsang et al. [21], Suriadi g .
Bhargav-Spantzeletal et al. et al. [35], Bhargav-Spantzeletal giving sovereignty to the users
[9], Quasthoff et al. [32], ' ’ g P over their personal data
Cottrell [13] etal. [9], Quasthoff et al. [32], user control
Mashima et al. [26]
Vossaert et al. [40],
Bhargav-Spantzeletal et al. User experience quality
[9], Quasthoff et al. [32], Verifiability AU G2 ), ATt (A1) consistent experience

AR e w1 simplify the user experience
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El Maliki et al. [17],
Bhargav-Spantzeletal et al.
[9], Suriadi et al. [35],

Stealing Protection

Vossaert et al. [40], Claycomb et

Quasthoff et al. [32], i/llla[rizgt’ aEII ?gz;l]lkl etal. [17], Scalability
Poursalidis et al. [31], ’

Mashima et al. [26]

Vossaert et al. [40],

Bhargav-Spantzeletal et al. Vossaert et al. [40], Ahn et al. [2],

[6], Quasthoff et al. [32], Revocation Ahn et al. [1], El Maliki et al. Security
Poursalidis et al. [31], [17], Poursalidis et al. [31]

Marx et al. [27]

Vossaert et al. [40], Conditional release Josang et al. [21], El Maliki et al.
Bhargav-Spantzeletal et al. [17], Bhargav-Spantzeletal et al. Usability

[6], Quasthoff et al. [32]

Access Restriction

[9], Mashima et al. [26]

Bhargav-Spantzeletal et al.
[6], Suriadi et al. [35],
Quasthoff et al. [32],
Mashima et al. [26]

Sharing Prevention

Vossaert et al. [40], Bhargav-
Spantzeletal et al. [6], Suriadi et
al. [35], Quasthoff et al. [32],
Mashima et al. [26]

User Consent

(Negotiation: users should be
allowed to negotiate on the PII
that they want to reveal and at
what level they are willing to
disclose it)

Josang et al. [21],
Quasthoff et al. [32],
Bhargav-Spantzeletal et al.
[6], Marx et al. [27]

Portability
Mobility

Bhargav-Spantzeletal et al. [6],
Mashima et al. [26], Vecchio et
al. [39[40]

Delegation

Bhargav-Spantzeletal et al.
[6], Rieger [33], Quasthoff

et al. [32], Poursalidis et al.

[31], Mashima et al. [26],
Choi et al. [10]

User chosen Identity Provider

Josang et al. [21], Bhargav-
Spantzeletal et al. [6], Ben Ayed
[5], Marx et al. [27]

Fault Tolerant
(tamper resistant)

Vossaert et al. [40],
Bhargav-Spantzeletal et al.
[6], El Maliki et al. [17],
Quasthoff et al. [32],
Mashima et al. [26]

Policy Specification and enforcement
Privacy policy, obligation and restriction

Ahn et al. [2], Mashima et al.
[26], Claycomb at al. [12]

Availability

(Accessibility)

(User access)

Vossaert et al. [40],
Bhargav-Spantzeletal et al.
[6], Mashima et al. [26]

Auditing
the log of the transactions activities

Bhargav-Spantzeletal et al, [6],
Vossaert et al. [40], Quasthoff et
al. [32], Poursalidis et al. [31]

Service Protection

Vossaert et al. [40], Ben
Avyed et al. [4], Bhargav-

Vossaert et al. [40], Ahn et al. [2],
Ahn et al. [1], Poursalidis et al.
[31], Ben Ayed et al. [4],

Spantzeletal et al. [9], Attribute Security Claycomb et al. [12], EI Maliki et Privacy
Quasthoff et al. [32] al. [17], Suriadi et al. [35],

Poursalidis et al. [31]
Vossaert et al. [40], Dependable Vossaert et al. [40], Ahn et al. [2],

Bhargav-Spantzeletal et al.
[6], Poursalidis et al. [31],
Marx et al. [27]

Trustworthiness

Legitimacy of the end-entities
Authorized entity

Justifiable parties

Poursalidis et al. [31], Suriadi et
al. [35], Bhargav-Spantzeletal et
al. [6], Quasthoff et al. [32],
Poursalidis et al. [31]

Pseudonymity and anonymity
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Fig. 1. Second list of criteria-Hierarchical decision tree

B. The Results of Solving Hierarchy Model Using Change
Approach

TABLE Il Fuzzy SPECTRUM AND THE CORRESPONDING VERBAL
EXPRESSIONS

Row  Verbal Expressions Fuzzy Numbers

1 Equally Important 1,1, 1)

2 Weakly Important (0.75, 1, 1.25)
& Strongly Important (1,1.25,15)

4 Very Strongly Important (1.25,1.5,1.75)
5 Extremely Preferred (1.5,1.75, 2)

Evaluating User-Centric Digital |dentity Management Systems Questionnaire
YOU are: Femake

Yourage s -

vour field of wark: Suasnd -

Vol. 7, No. 7, 2016

Stepl. Hierarchical decision tree of this project is created
as it is shown in Fig. 1. Step2. In order to perform pairwise
comparison, the verbal expressions are used, namely: Equally
Important to Extremely Preferred, as depicted in Table II.

Results of fuzzy AHP approach for prioritizing the
evaluation criteria are presented in this section. In other words,
criteria in each category and their arithmetic means are
illustrated in details. Forty six experts (20 in Canada and 26 in
Iran) have filled the web-based questionnaires, as depicted in
Fig. 2.

The experts were both male and female students and
university professors with the range of age, 15 to over 45. The
questionnaire begins with some inquiries including services in
which the users have registered accounts as well as managing
and dealing with identity management systems.

Figures 3 to 7 show the arithmetic mean of experts’
opinions in which the numbers are separated by comma in Iran
and in Canada within each table. Additionally, the bar charts
illustrate the preference degrees of both countries.

Final weights of sub-criteria are displayed in Table Il1.

As mentioned before, identified criteria in level 2 as a result
of interviews are categorized into four groups:

1) Criteria related to security

2) Criteria related to system capabilities

3) Criteria related to user control

4) Criteria related to cost effectiveness

As it can be seen in Fig.3, the highest rank is dedicated to
criteria related to security, in both countries. Second and third
criteria are different in Iran and Canada, but forth criteria in
both countries are cost effectiveness.

Purpnse: Idunlifying & grinsilizing appeopriabe eritenia for scabosting Usee-csnlrie Digital dentitg Managuement Sy eme

Haw ta comphete: Gersnlly smenging s in e sonesp ol digital ety and its mansgeont chillenge T asses i oedes i ean ], maintain Jnd st s sgpslsms, Usss Ceniric Digital danlity

Fanagement Systemes have been decigned ta fulfil the user exspenence quality and be cost effective for them

Flasomie mmoted rarsefulby | stalermanis bl aned selact The ngline vhich b he mest seenndanesowith oo isply ragarding e desinesd seale

£ - - L} -

http://www.user-centric-idm.ir/

Fig. 2. Web based questionnaire
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TABLE Ill.  FINAL WEIGHT OF SuB CRITERIA
User Chosen User Chosen
Identity Provider 0.043 Identity Provider 0.053
Final Final
absolute absolute User in the User in the
Criterion weight of Criterion weight of Middle 0.039 Middle 0053
criterion criterion
User Consent 0.057 User Consent 0.056
Revocation 0.037 Revocation 0.038
Delegation 0.039 Delegation 0.052
Conditional 0.033 Conditional 0.035
Release ’ Release ' Verifiability 0.051 Verifiability 0.065
Confidentiality & Confidentiality & Scalability 0.036 Scalability 0.026
. 0.069 . 0.082
User’s Privacy User’s Privacy
Portability 0.037 Portability 0.029
Sharing Sharing
Prevention 0.059 Prevention U2 Notification 0.036 Notification 0.034
Security & Security & Dependable 0.057 Dependable 0.038
Stealing 0.069 Stealing 0.075
Protection Protection Accountability 0.051 Accountability 0.034
Integrity 0.051 Integrity 0.058 Auditing 0.037 Auditing 0.033
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Data Data

Minimization Lt Minimization 2207
Availability 0.035 Availability 0.032
Fault Tolerant 0.038 Fault Tolerant 0.035
Usability 0.044 Usability 0.039
Service Service

Protection 0.044 Protection L2

V. CONCLUSION AND FUTURE RESEARCH

According to literature review, transformation of ldentity
Management Systems can be in the range of development of
silo models to federated user-centric identity management
models. User-Centric Identity Management Systems should
consider scalability and cost-effectiveness issues from users’
perspective. Scalability is important because users register
with a growing number of services and deal with complexity
of managing more personal credentials which has become an
impediment [21]. This paper presented an approach for
identifying and prioritizing appropriate criteria in order to
evaluate user-centric digital identity management systems. It is
believed that no single perfect set of criteria is perceived
which can be implemented in all user-centric identity
management systems. four categoriesare proposed to place the
evaluation criteria for accomplishing the notion of user-
centricity. It can be observed that based on pairwise
comparison matrix and preference degrees of sub-criteria, the
highest rank is dedicated to criteria related to security.This
could be due to the fact that security issues enhance the trust to
these systems which is very important for the user. In addition,
most of the survey participants have had users’ account in
financial institutions and banks.

The second-best criteria in developing country (e.g. Iran),
are system capabilities whereas user control in the developed
countries (e.g. Canada) have had this spot as the second best
criteria. Perhaps for the reason that, digital identity
management systems have been more used in developed
countries like Canada than developing countries is because
system capabilities are more advanced in the developed
countries so users are more concern with user control. Lastly,
cost-effectiveness criteria have had the least priority both in
developed and developing countries. Furthermore,
considering sub-criteria of confidentiality and user’s privacy,
dependability, user consent and service protection in Iran,
whereas Confidentiality and user’s privacy, dependability,
verifiability and service protection in Canada were the ones
with highest preference degrees resulted from prioritizing
criteria using fuzzy AHP. Based on literature review, it can be
concluded that the future outlook of this research will be
further taxonomies of appropriate criteria in which the most
predominant one could be specified regarding to assessment of
user-centric systems. Interoperability with traditional identity
management systems would be an asset for this user-centricity
concept as it should incorporate the advantages presented by
the previous approaches and focus on adaptability [2]. Another
important direction for future work is unifying the
corresponding criteria implementable in user-centric devices,
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applications and solutions that facilitates user control and
privacy when accessing increasing amount of online services
[35]. Currently, web identity management is a technology
centered concept, designed to be profitable for service
providers but not for users. The browser must be a user-
centered identity layer between the service provider and the
user, leading to better control for user over his/her identity
attributes [13]. Progress in digital identity management
systems will become feasible to deploy user-centric paradigm
which operate on a massive scale and control the full life cycle
of digital identities from creation to termination, maintaining
its major advantage that is, involvement in each transaction
and improving its main drawback which is not being able to
handle delegation [6] along with focusing on users, controlling
what information is shared about them, the content of the
information and who is allowed to access it [12].
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Abstract—The present work examines a direct torque control
strategy using a high order sliding mode controllers of a doubly-
fed induction generator (DFIG) incorporated in a wind energy
conversion system and working in saturated state. This research
is carried out to reach two main objectives. Firstly, in order to
introduce some accuracy for the calculation of DFIG
performances, an accurate model considering magnetic
saturation effect is developed. The second objective is to achieve
a robust control of DFIG based wind turbine. For this purpose, a
Direct Torque Control (DTC) combined with a High Order
Sliding Mode Control (HOSMC) is applied to the DFIG rotor
side converter. Conventionally, the direct torque control having
hysteresis comparators possesses major flux and torque ripples
at steady-state and moreover the switching frequency varies on a
large range. The new DTC method gives a perfect decoupling
between the flux and the torque. It also reduces ripples in these
grandeurs. Finally, simulated results show, accurate dynamic
performances, faster transient responses and more robust control
are achieved.

Keywords—Doubly Fed Induction Generator (DFIG);
Magnetic saturation; Direct Torque Control (DTC); High Order
Sliding Mode Controller (HOSMC)

. INTRODUCTION

Recently, worldwide awareness for renewable energy
resources has been increasing. In particular, wind energy has
been largely considered because of its economy and reliability.
Wind turbines contribute a certain amount of the word
electricity consumption [1]. They usually use a Doubly-Fed
Induction Generator (DFIG) for the electrical energy
conversion process. As deduced from literature, many workers
investigate the DFIG from diverse aspects. However, in these
works, many simplifying hypotheses are considered in the
modelling of the DFIG, with the neglect of magnetic saturation
being the most important as in [1-10]. However, the
phenomenon of saturation is present in all electrical machines.
In addition, the exact calculation of the machine dynamic
performances depends considerably on the saturation of the
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Chlef, Algeria

Mohamed MATALLAH

Department of Technology
University DJILALI BOUNAAMA
Khemis Meliana, Ain defla, Algeria

mutual and leakage fluxes [11-17]. Because of this reason and
in order to realize an accurate representation of the DFIG,
saturation must be taken into account in their mathematic
modelling. Consequently, an accurate DFIG model taking into
account the saturation effect both in mutual flux and in leakage
fluxes is used in this paper.

After major advances in power electronics and material
technologies, many works have presented the DFIG with
different control algorithms. One of the conventional control
schemes used actually for the DFIG-based wind turbine is the
Direct Torque Control based on switching table and hysteresis
comparators [18]. This strategy, however, has a few
disadvantages which limit its use, such as variable switching
frequency and torque ripple [19, 20]. In many research works
on DTC, these disadvantages are reduced by using SVM
scheme, but with the price of scarifying the robustness of the
control [21].

To incorporate a robust DTC without torque and flux
ripples, we propose, in the present work, a direct torque control
based on high order sliding mode controllers (DTC-HOSMC)
for a DFIG in saturated state. Proposed by Levant in [22] the
HOSMC strategy has many attractive features such as its
robustness towards parametric uncertainties of the DFIG, and
moreover, it reduces the chattering effect.

The present work provides the important features of the
DTC-HOSMC and presents simulation results for a DFIG
system. We compare the proposed strategy with a conventional
DTC. The present paper is organized as follows: we present the
modelling of the wind turbine and the DFIG using the saturated
model in section II. In section 111, the proposed DTC-HOSMC,
is applied to control the saturated DFIG. The implementation
and the results obtained from the proposed controller are
shown in section 1V. Finlay, it will be shown that using the
developed DFIG model and the proposed controller, the
dynamic responses of the system can be determined accurately
and more precise robust control is achieved.
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1. MODELING OF WIND ENERGY CONVERSION SYSTEM

The wind energy conversion system adopted in this work is
based on wind turbine driven a DFIG. In such configuration,
the stator is directly connected to the network, whereas, the
rotor is fed by the grid via two converters (AC/DC) and
(DC/AC). In addition, the rotor side converter (DC/AC) is used
to control independently the DFIG active and reactive powers.

A. Modeling of the wind turbine

The mechanical power captured from the wind turbine,
used in this investigation, is expressed as below:

R =05Cp(LA)R?p v* (1

With:
R: radius of turbine (m), p: density of air (kg/m3), v: speed
of wind (m/s) and Cp: the power coefficient.

According to [3], the power coefficient C, is function of the
tip speed ratio A and the blade pitch angle $ (deg), as follows:

C _05109(113—0% 5)exp(—/1—)+00068/1 )

With:
1 1 0.035
%7 e ©)
i 4+0088 p7+1
The tip speed ratio 4 is given by:
A= 2R @)

\

In (4) ©, represent the rotational speed of the wind turbine.

B. Modeling of the DFIG

Below, we develop the conventional model of the DFIG
without saturation. According to this model, both mutual flux
and leakage fluxes saturation are considered. In these models,
the DFIG is considered as a generalized wound rotor induction
machine taking the stator resistance into consideration. The
latter is neglected in many works e.g. in [1-19].

1) Linear DFIG model
The d and g equivalents circuits for the DFIG are shown in
Fig. 1 [15]. Based in these schemas, the voltages equations of
the DFIG in the d-q synchronous referential are given by:

. d

Vsd = Rslgg +a‘//sd —WsY¥sq
. d

Vsq = Rsigq +a‘!/sq +osyWsq

)

. d
Vg = Rylpg +a‘//rq —OrY¥rq

. d
Vg = Rrirg tgpVrat Or¥rd
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Where the rotor frequency w; is given by:
-, (6)

The flux linkages in (5) are obtained from the following
equation system:

Wsd = Lsisd + Lmirg
Wsq = Lsisq + I—mirq

¥rd = Lyirg + Linisg
r = I—riqr + Lmiqs

)

The equation system in (7) is used to calculate the d and g
components of stator and rotor currents:

. 1
Isd _O'L L, (Lywsd —Lm¥rd)
isq O'L L, (Lrl//sq ml//rq) (8)
ird _O'L L, (Lswrd —Lm¥sd)
. 1
Irg = oL, —— (Ls¥rq — Lm¥sq)
With:
2
o=l-—T- Li=L+Ln , Lr=L,+Ln )
ST

The magnetizing current i, is given as follows [14, 15]:

im = \“r%d +ir%1q (10)

Where:
imd =lsd +irg imq :isq +irq (11)
In steady state and by aligning the g-axis of synchronous

rotating reference frame on stator flux vector, the following
equations can be written [2, 8]:

V
‘//ds:‘//s:_sl ‘//qs:0 (12)
2
. L.V
Wy =ol g+ m_S (13)
sWs

. di .
Vrd = Rrlrg + Lro'd_rtd_ gwsLroirg

dirg Ly, 4
Vrg =Rylg +Lio—— it +ga)sL Ol + Jos ”
Shads}
LV .
Tem =—p mes lgr (15)
S™S
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2) DFIG model with saturation

Using the linear model explained in the previous section,
we develop a DFIG model taking the mutual flux saturation
into consideration. The corresponding saturated value L
replaces the unsaturated mutual inductance Ly, in this approach,
(7)-(9). This saturated mutual inductance is calculated by
multiplying the corresponding unsaturated value, L with a
saturation coefficient K, corresponding to the saturation state.

The saturated mutual inductance L, which is a function of
the magnetizing current iy, can be written as follows:

L _ I-m im<|msat
R ORI (16)

msat

The saturation coefficient K, can be represented by the
function [11]:

1 im<lmsat

Kem(im) = | |

sm (im) ﬂarcsin(';‘Sat)+0,55in(2arcsin(ri“sa‘) in2lp (17)
m m

Here ls: represents the magnetizing current at which the
saturation starts. It is around 0.5 pu, i.e 0.7x1, [14,25].

In addition, in the modelling of DFIG, the representation of
saturation includes the variation in the stator and rotor leakage
inductances caused by the saturation in the leakage flux paths.
The saturation in the leakage flux paths is taken into account in
the model developed in previous section by replacing the
unsaturated stator and rotor leakage inductances (Lss, Lrs) in (9)
by their corresponding saturated values (Lsss, Lyss). The latter
inductances are obtained by multiplying their respective
unsaturated values by a saturation coefficient Kg. This
coefficient depends to the stator current or the rotor current.

The stator and rotor leakage inductances are given as
function of their corresponding currents as follows:

L i.<l

L | = so S sat

sos(s) {Ksa(is)-l-sa i > 1 (18)
L i<l

L (i)={ T r<lsat

) {KSU(ir).Lra i > (19)

Fig. 1. Equivalent circuits of a DFIG: (a) on d-axis, (b) on g-axis

Vol. 7, No. 7, 2016

The saturation coefficient K, can be represented by the
function [11]:

1 1<lgat

K., (i) = 20
so (1) g[arcsin(Isl—at)+0,55in(2arcsin(|5.—e‘t)} P> 1oy (20)
T i i

Saturation is taken into account at values of the current I
in the range 1,3-3 pu, that is 1,8x1,—4,2x1, [14,26,27].

1l. DIRECT TORQUE CONTROL USING HIGH ORDER SLIDING
MoDE CONTROLLERS OF DFIG

The goal of DTC-HOSMC is to regulate both the torque
and the rotor flux magnitude of the DFIG. The flux is regulated
using the direct axis voltage Vg, while the torque is controlled
using the quadrature axis voltage V. The phenomenon of
chattering that represents the important problem of the
conventional sliding mode control can be very harmful for the
DFIG due the fact that the discontinuous control can cause
overheating of the coils and the excitation of unmodelled high
frequency dynamics. In [28] some solutions were proposed in
order to avoid this disadvantage. The main idea was to adjust
the dynamics in a small region of the discontinuity surface so
to escape the real discontinuity meanwhile conserving the
major characteristics of the entire system. The lately proposed
HOSMC generalizes the main sliding mode idea which acts on
the high order time derivatives of the system deviation from
the constraint in place of influencing the first deviation
derivative as in standard sliding modes [6]. In addition to
keeping the major advantages of the original technique, they
discuss the chattering effect and even represent higher accuracy
in a real implementation. In HOSMC algorithm
implementations, the main difficulty consists of the increase in
the needed information. In fact, the knowledge of
$,$,...,50 D is required to achieve an n™ order controller. As
an exception to all the algorithms proposed for the HOSMC,
the super-twisting algorithm needs only the information on the
sliding surface [6]. As a consequence, this algorithm has been
utilized for the proposed control method. As mentioned in [28],
the stability can be obtained for all high order sliding mode
controllers with this algorithm. Figure 2 shows the proposed
DTC-HOSMC, which is used to control both the rotor flux and
the electromagnetic torque of the DFIG.

In this study, the errors between reference and measured of
the electromagnetic torque and the rotor flux have been chosen
as sliding mode surfaces, so the following expression can be
written:

Sy/r :'//r_ref —VYr (21)

STem :Tem_ref ~Tem
By substituting the rotor flux and the electromagnetic
torque in (21) by their expressions given, respectively, by (13)
and (15), one obtains:

. L
Sy, =Wr—rst —0lrlrg -
s
22
LV, | (22)
=Tem_rgt +P Igr

S
T Lo

em
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The first derivative of (22), gives:

S(//r = V}r—réf _GLrird

(23)

: . L
St =Tem—rss +P >
sWs
If we replace the d and q rotor currents derivatives in (23)
by their expressions given from (14), one obtains:

Irg

Swr =Wr_rét _[Vrd —Ryipg ‘HJQ)SGLrirq]

St = Tem—rest + pO‘ESLr

We define the functions G; and G, as follows:

N L
Vrg —Rrirg —gwsolyirg - gV L

S

G = [Rrirq —gwsolripg ]+ Vr—ref

Vslm
:pGLSL |: Rr'rq

(25)

. L .
gwsol iy —gag L_m‘//s:|+Temréf

S

After substituting (25) in (24), the derivative of (24) gives:

S'//r = Vrd + Gl

(26)

. V.L . .

STem = palislTr Vrg +G,
Basing on the super-twisting algorithm established by Levant
in [22,23], the high order sliding mode controller contains two
parts:

. 05 |
Vig = _“1j5'9”(3w, )dt—ﬁ1|SWr | sign(s,,. ) @

. 05 |
Vi =0t [ sign(Sr,, )dt—pofsr, | sign(sr, )
In order to guarantee the convergence of the sliding

manifolds to zero in set time, the constants a4, 51, a, and S, can
be chosen as follows [2,6,28]:

>t
BE =4y —Ezl J_rzl;
1— 4 (28)
1 >|Gs|
VsLbm
Ay > [y F;L
2
/"22>4/4[ J (a2 + u2)
(a2 — 12) (29)
Ha > |Gy

V. SIMULATION RESULTS

In this section, simulations are realized with a 7.5 KW
DFIG coupled to a (311V, 50 Hz) network, utilizing the
Matlab/Simulink environment. The parameters of the machine
are shown in Table 2.

The consideration of saturation into account for the mutual
flux of the investigated DFIG is realized by taking lysq in (16)-
(17) to be equal to 0.7x 1, = 6 A. In this equality, I, is the rated
current given in Table 2. The mutual flux saturation coefficient

Vol. 7, No. 7, 2016

Ksn used in the determination of the saturated value of the
mutual inductance L is sketched in figure 3. Likewise, the
consideration of the leakage flux saturation, lg in (18)-(20)
was assumed to be equal to 1.8x1, =15.8 A, where the leakage
flux saturation coefficient K, is shown in figure 4.

||
Stator Side
Converter
DCbus f— F—
Rotor Side /\
Converter ﬁ((DFIG 1

Sal Sbl ;l
Wr_ref
— DTC- o
Tem ref 4 HOSMC = <~
A 4 \ 4

Flux and Torque
Yr Estimation

Fig. 2. Bloc diagram of HOSMC-DTC applied to the DFIG

r,abc

£1.2

72}

0,8
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I msat| \\

Mutual flux saturation coefficient K

O’40 6 10 15 20 25 30
Magnetizing current i (A)

Fig. 3. Mutual flux saturation coefficient Ky

812
5
(&}
g 1
[<5}
3 \
5 08
g \
£ 06
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o 04
g leat \
3, /
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Fig. 4. Leakage flux saturation Coefficient K,
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The two DTC control strategies; classical DTC and DTC-
HOSMC are simulated and compared in terms of reference
tracking and robustness against machine parameter variations.

o

A. Test of reference tracking

The goal of this test is to explore the behaviour of the two
DTC control strategies while maintaining the DFIG’s speed at
its nominal value. The simulation results are shown in figures 5
and 6. From these figures we can see that for the DTC-
HOSMC control method, the torque and rotor flux track almost
perfectly their references values. In addition, and contrary to o3 oa os
the classical DTC strategy in which the coupling effect 60 02 0 P A —
between the two axes is quite apparent, we remark that, in the

Electromagnetic torque (N.m)

K 1.04 T
present DTC-HOSMC strategy, the decoupling between the v,
axes is guaranteed. Y] A R S v, !
= T
B. Test of robustness = S : I
In order to check the robustness of the used DTC control < '
strategies, the machine parameters namely the stator and the %= oos
rotor resistances Ry and R, have been intentionally doubled. §
The DFIG is working at its nominal speed and is in state of R~ oos
saturation. Figures 6 and 7 show the simulation results. From
these Figures, we see that the parameters variation of the 0.94
(0] 0.2 0.4 0.6 0.8 1

machine increase the time-response of the classical DTC .
strategy slightly. However the results show that these Time(s)

variations cause a marked effect on the torque and flux Fig. 6. DTC-HOSMC strategy responses (test of reference tracking)
variations and this effect is more marked for the classical DTC

strategy than that with DTC-HOSMC. C : : :
—_ Z —— With parmeters variation
E 0 T ~~ -10 — Without parmeters variation
: O
Z Tem = Tem*
~ 0N . T o 20
Q em =
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-5 30
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Fig. 5. Classical DTC strategy responses (reference tracking test) Fig. 7. Classical DTC strategy responses (test of robustness)
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V. CONCLUSION

In this paper, we have investigated a Direct Torque Control
using a high order sliding mode controllers. The goal of this
control strategy has been to improve the calculation of the
dynamic performances of saturated DFIG driven by a wind
turbine driven. In the first place, the modelling of the saturated
DFIG-based wind turbine has been carried out. The saturation
of both the magnetizing flux and of the leakage fluxes have
been taken into account in the proposed DFIG model. Then,
the synthesis of a new DTC combined with HOSMC has been
performed and this DTC-HOSMC has been compared with the
conventional DTC in term of reference tracking. The tacking of
their references was achieved almost perfectly by the two DTC
strategies, however there appeared a coupling effect in the
conventional DTC responses, whereas this coupling was
eliminated in the DTC-HOSMC. An investigation of
robustness test has also been realized in which the parameters
of the DFIG have been intentionally modified. Some
disturbances on the torque and flux responses have been
induced by these changes but with a major effect with the
conventional DTC strategy than with the proposed DTC-
HOSMC. On the light of these results, we conclude that the
robust DTC-HOSMC control method is a very attractive
solution for those devices that use the saturated DFIG as
happens in wind energy conversion systems.

APPENDIX

o s . TABLE I. LIST OF SYMBOLS
<= DTC —
= gk Symbol Significance
g DTC-HOSMC DFIG Doubly-fed induction generator
L 4 DTC Direct Torque Control
% HOSMC High Order Sliding Mode Control
g 2 bk } ds: Vas, Ver, Var d and g ax!s stator and rotor voltages,
3 o [Wds, Was, War, War d and g axis stator and rotor fluxes,
= Ve ret Reference rotor flux
g 2 lids, g, idr, iqr d and g axis stator and rotor currents,
%0 R, Ry Stator and rotor resistances,
g 4 L, L, Stator and rotor inductances,
o Lso, Lro Stator and rotor leakage inductances,
g -6 | Lsos, Lros Stator and rotor saturated leakage inductances,
=i s o Leakage coefficient
0 0.2 0.4 0.6 0.8 1 In Rated current,
1.5 . . L Mutual inductance,
DTC Lms Saturated mutual inductance,
DTC-HOSMC p Number of pole pairs,
@ 1 S Generator slip,
< ws, wr Stator and rotor current frequencies (rd/s),
s \ o Mechanical rotor frequency (rd/s),
E 0.5 | Tem, Tem ret Electromagnetic, Reference electromagnetic torque.
>
é 0 TABLE Il MACHINE PARAMETERS
§ Parameters Rated Value Unit
S Nominal power P, 7.5 KW
205 ' ' o Stator voltage V, 220 v
Stator voltage amplitude Vs 311 \Y
1 Stator current I 8,6 A
0 0.2 0.4 0.6 0.8 1 Stator frequency f 50 Hz
Time(s) Number of pairs poles p 2
. Nominal speed @ 144 rad/s
Fig. 9. Error curves (robustness test) Stator resistance R 17 o
Rotor resistance Ry 1.8 Q
Mutual inductance L, 0.15 H
Leakage stator inductance L, 0.0054 H
Leakage rotor inductance L. 0.0068 H
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Abstract—With the modernization of the telecommunication
standards, there has been considerable evolution of various
technologies to assist cost effective communication. In this
regard, the fourth generation communication services or
commonly known as 4G mobile networks have penetrated almost
every part of the world to offer faster and seamless data
connectivity. However, such services come at the cost of energy
drained from the smart phone supporting 4G services. This
paper presents an algorithm that is capable of evaluating the
actual amount of energy being dissipated while using next
generation mobile networks. The study also performs a
comparative analysis of energy dissipation of 4G networks with
other wireless local area networks to understand the networks
that cause more energy dissipation.

Keywords—G Wireless Networks; Energy Consumption; Smart
phone; Wi-Fi

. INTRODUCTION

There has been a remarkable improvement in the cellular
technologies right from handheld devices to services in last 5
years. This phenomenon has lead to a new era of mobile
computing that has potential supportability of ubiquitous and
pervasive computing. At present, the mobile applications are
mushrooming in faster pace in the commercial markets and its
adoptability seems to be exponentially higher. The users make
use of these mobile applications for multiple purposes: i)
entertainment, ii) social networking, iii) business utilities, iv)
remote monitoring system, v) educational purpose, vi) public
service utilities and many more. Although the usage of such
mobile apps makes the work easier and saves lots of productive
time, it is done at the cost of battery. Normally, mobile apps
with extensive threads use the hardware resources (brightness,
contrast, sound, touch etc.) leading to high energy dissipation
[1]. With advancement in hardware circuitry and mobile
operating system, various features have been evolved that are
in compliance with Moore's Law [2] [3] as witnhessed in the
existing evolution of different processors and circuit design in
the existing smart phones. But with the size of the hardware
circuits scaling down, the energy dissipation is quite difficult to
control and obtaining maximal performance is another
challenging factor. There are two prospects in this: (i) novel
hardware design to support execution of new mobile
applications and (ii) unique networking protocols that is
anticipated to support seamless application. The existing
wireless standards e.g. IEEE 802.11, 802.16, 802.15, etc. are
used for Wireless Local Area networks, 3G, 4G networks

S. Balaji

Center for Engineering Technologies

Jain Global Campus, Jain University

Jakkasandra Post, Kanakapura Taluk
Ramanagara Dist.-562112, Bangalore, India

respectively. This IEEE standard is now extensively used in
creating a network of mobile communications. It should be
known that all these IEEE standards do have distinct protocol
stacks and unique networking characteristics. Interestingly, the
usage of IEEE standard is not uniform in smart phone devices.
The prime reason behind this is that smart phone has multiple
forms of antenna e.g. main antenna, WLAN antenna, GPS
antenna, FM antenna, and diversity antenna. All these antennas
use different IEEE standards and specifications that cause
excessive energy dissipation. Hence, if the network has more
supportability of multicarrier signals e.g. 3G and 4G networks
than it is quite evident that energy dissipation from battery
would be increased. However, the users also switch option
between the usage of 3G/4G network as well as IEEE 802.11
networks for obtaining faster access to Internet-based
resources. Usage of IEEE 802.11 standard for wireless access
by the cell phone causes faster access even for heavier
applications which cannot be seen much in 3G/4G network. A
simple example is Skype calls whose quality is quite poor in
3G and 4G networks while it is superior in Wi-Fi networks.
However, there is an unsolved question i.e. which is energy
efficient network 3G/4G or IEEE 802.11 standard. The
researcher in [4] has shown that usage of any wireless network
works by task sharing and cooperation process in order to
balance the load and energy. Therefore, multiple network
participation permits decreasing the energy utilization of cell
phones and allow the use of a few services, like file streaming
or downloading, in addition to web scanning. Additionally, the
author in [5] depicts another efficient , method for saving
energy in portable VolP. The presented technique has used
GSM system in order to solve the energy consumption problem
in WLAN network assisting in making voice calls. This paper
discusses about a simple technique based on radio resource
control to evaluate energy dissipation in wireless networks. It
also provides a few results to demonstrate the effect of 4G and
WLAN networks on the energy utilization of smart phones
concentrating on voice services and data association. Further,
this paper exhibits a cost efficient approach for dependable
measurements of energy on smart phones and provides a
modeling technique for scaling the battery consumption over
IEEE 802.11 networks or in 4G networks. Section Il briefly
explains the background and motivation of the proposed work.
It includes cellular power management, Wi-Fi power
management, and the measuring methodologies for 4G and
Wi-Fi, motivation limitations of mobile devices and finally
quality of experience perception factors. Section 111 reviews the
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work being carried out by other researchers. Section IV
explains design and implementation of energy consumption
model along with an algorithm for the proposed model.
Section V presents results and discusses the proposed scheme.
Section VI gives concluding remarks and direction for future
work is given in Section VII.

1. BACKGROUND AND MOTIVATION

Different vendors differentiate among the mobile devices
by the services they offer and utilize completely accessible
computational energy to offer new services. As shown in
Figure 1, as more and more applications and services a smart
phones offer, more the energy utilization will be. A phone,
when runs out of battery, cannot provide access to mobile
services for its users, thus reducing the revenue generated by
the service to the service provider. This leads the
manufacturers to focus on developing ways to extend battery
life and hence the device operational time.

Energy

Mobile App Usage ¢ cumption

8 D ) —
DL -
< —

Yhatsdon

Fig. 1. Energy Consumption by Mobile Applications

A. Background

In order to retain superior service quality, the existing
manufacturers have started emphasizing on energy
optimization in smart phones along with associated constraints
of size and heat dissipation [6][7]. Basically, every smart
phone has three units: processing unit, power unit, and radio
(or communication) unit. All these units have varying energy
requirements. The energy drainage in the smart phone is
controlled by two significant parameters: i) radio resource
control and ii) transmission energy. The radio resource control
is responsible for managing the control plane and also causes
establishment of connection, broadcasting, notification of
paging etc. Similarly, the transmission energy is responsible for
allocation of energy required for forwarding definite bits of
data in a defined communication channel. Both the parameters
are dominantly used as the first preference to perform energy
management in low power communication devices. Figure 2
shows a description of the radio resource control and its

Vol. 7, No. 7, 2016

associated mechanism when implemented on existing GSM
networks as well as on any WCDMA networks with 4G
compliance [5]. The mechanism turns the radio in idle phase
when there is no significant activity in a network. This state of
idleness also consumes some amount of power. The radio
immediately switches to state of high power if an active
network is sensed. This principle either uses Forward Access
Channel (FACH) or Dedicated Channel (DCH). The prime
responsibility of DCH is to retain the dedicated channel in
order to obtain maximized throughput as well as minimized
latency. However, all these are achieved at the cost of energy.
On the other hand FACH state is responsible for channel
sharing with all available devices. It is preferred option of
energy management when there is less availability of traffic for
performing transmission. Power consumption capability of
FACH is better in comparison to DCH.

Connected Not
Connected
— FACH
DCH >
< IDLE
D Power

Fig. 2. Radio Resource Control Mechanism

The routers or the access points in the Wi-Fi networks are
responsible for controlling the energy dissipation. However, it
all depends on i) what type of Wi-Fi network it is? ii) How big
it is?, and iii) what protocol is used in routing? An older
version of Wi-Fi uses IEEE 802.11 a/b/g family quite
frequently. However, now we have IEEE 802.11n family too
and much higher versions are also available. Majority of them
use power up to 6 watts in 24 Hours. The WLAN router does
not have many options to save its energy consumption other
than turning it off. However, Wi-Fi features available on smart
phones use power saving mode to minimize unnecessary
energy depletion. According to the concept of power save
mode, the size of the data to be transferred and the transmitted
power value are directly proportional to amount of energy
being considered for data transmission in Wi-Fi networks. The
next part of the background discussion is on cellular networks
that support 4G services. The usage of 4G services make use of
LTE (Long Term Evolution) which already provides multiple
tools to conserve energy during radio access mechanism in 4G
networks. There is also availability of various routing
mechanisms that have significant energy conservation
properties in 4G.

B. Motivation

4G telephones offer good services compared with 3G
telephones, particularly with regards to bit rate while
downloading or transferring information. Besides, they can
support information and voice activity in the meantime
permitting video calls, for instance. However, utilization of
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data services is just gradually turning out to be more
widespread. Numerous customers still utilize their telephone
primarily for voice and Short Message Service (SMS) and very
little for data broadband services. Also, numerous areas still
have constrained 4G scope and the telephone persistently
makes hand-offs from 3G to 4G systems and the other way
around as the cell telephones move into and out of 4G scope.
Due to this switch over from 4G to 3G and vice versa
particularly when no information transmission is required, has
a high cost as far as energy utilization is concerned.

The need for Wi-Fi based phones is increasing rapidly due
to the ubiquitous presence of WLANSs. Power consumption is
the vital issue in the selection of a mobile phone [9]. Since all
these devices make use of rechargeable batteries, the attractive
services and features unfortunately drain lot of energy stored in
a capacity limited battery of a smart phone. Achieving low
power consumption for wireless devices has become a key
design issue [10] which motivated us to carry out this research.
For any mobile device, the major constraints are battery life,
size and weight [11]. Such handheld devices will require
enough power to perform processing. However, they attempt to
minimize energy consumption during idle networking
conditions. Discussion on energy saving schemes on such
devices can be seen in [12] [13]. In [14], recommendations for
amplifying the battery life of an Android device are given. It is
a typical issue among smart phone manufactures in figuring out
ways to expand battery life of their device and permit clients to
utilize portable administrations for a more drawn out time [12].
This is also another motivation behind carrying out this
research. Though mobile devices are making it easier for users
to communicate, many users get frustrated while accessing
certain applications and services using their mobile devices.
The technological advancements of mobile device are new and
yet they are improving [15]. Certain limitations of the mobile
devices are:

a) Limited memory

b) Limited processing power

) Battery consumption

d) Simplicity

e) Accessibility

Apart from technical specifications, it is also essential that

various factors should be used to scale the experience of user.
This perception is termed as QoE which determines the
usability of the service or application in subscriber's
perspective. The following are some of the critical perception
factors of QoE [16]

a) Speed

b) Accessibility

¢) Session quality

d) Integrity

e) Flexibility

The way clients perceive the execution of a system or a

mobile service is an ultimate method for measuring that
specific administration or system. This perception is named as

QoE and is a definitive method for measuring that specific
administration or system. The next section discusses about the
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existing techniques that have emphasized on the various
techniques for conserving energy with respect to various
network-based services.

1. RELATED WORK

A few studies have proposed models for assessing the
energy utilization of mobile services. In any case, as far as we
are concerned, proposed model is the first outline stage energy
utilization estimation model considering the different energy
utilization properties like signalling and media exchanges. The
related work depicted below clearly explains the advance
energy consumption schemes used in the past.

Gross et al. [17] present a study that can compute the
cumulative energy being drained in a smart phone which was
done on the basis of component-based modeling. The study has
shown the capability of the device to do so by approximately
4.7% of error. Another study by Haverinen et al. [18] showcase
an impact of certain forms of messages and notifications on the
lifetime of WCDMA networks. Usually such forms of
networks are capable of faster data delivery with high
throughput. The experiment performed by the author shows
radio resource control is highly influenced by the energy being
consumed. Vegara et al. [19] present a tool called Energy Box
which can measure the energy consumption in the devices
connected in 3G networks or in Wi-Fi Networks. According to
the author, the traffic pattern is responsible for the energy
being consumed over such mobile networks. The study shows
an accuracy of 99% in energy computation for both the
networks.

Balasubramanian et al. [20] present a mechanism to
evaluate the energy being consumed in utilizing regular GSM
networks as well as Wi-Fi networks. The computation of the
energy was carried out with respect to the overhead in tail
energy. The significant contribution of the study is to
formulate a protocol called Tail Ender for minimizing the
energy dissipation in mobile applications. Kelenyi et al. [21]
make use of distributed hash tables to analyze the energy being
spent by the mobile phones. Lane et al. [22] compute energy
in smart phone equipped by sensors. The technique allows
aggregation of the sensory data from the cellular phone to
minimize the energy overhead for the user. The mechanism
allows collection of the active usage data to develop a decisive
model for energy conservation. The studies carried out by
Damasevicius et al [23] have used the concept of measuring
the energy consumed due to running of multiple applications
on mobile device. The study also uses 3DMark06 (a
benchmarking tool) to measure the effectiveness of the
technique. Perala et al. [24] present a tool that can compute the
extent of energy utilization on WCDMA networks governed by
radio resource control.

Han et al. [25] present a scheme for energy being
consumed in smart phones. Study on energy consumption over
IEEE 802.11g network by Xiao et al. [26] and nearly similar
direction of study was also carried out by Zhang et al. [27].
Study towards energy efficiency in 4G networks as well as a
WLAN network was done by Harjula et al. [28]. The author
presents a sophisticated model for testifying the impact of
protocols residing in application layer on the energy dissipation
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of a cellular phone. Miranda et al. [29] investigate the role of
transport layer security on the energy consumption factor of the
cellular phones. Similar work was also carried out by Abbas et
al. [30]. However, the authors have incorporated a machine
learning-based algorithm. The technique also uses cross-
validation mechanism for evaluating the effectiveness of the
mechanism. The study carried by Le et al. [31] presents an
investigation of multiple radio-technologies used in advanced
mobile networks and studied the energy usage over uplink and
downlink transmission. Ravi et al. [32] have shown the
possible use of cloudlets to minimize massive energy
consumption in 3G and 5G mobile networks. The technique
has investigated the handoff mechanism considering multiple
parameters e.g. bit rate, signal strength, and number of
interaction. Fuzzy logic was applied to further strengthen the
decision. Wang et al. [33] and Sun et al. [34] have performed
research in similar lines to minimize the energy consumption
due to 4G and Wi-Fi networks.

Thus, it can be seen that there are many researchers
working on the existing systems to address the energy
dissipation problems while accessing the data from the mobile
devices using wireless networks like WLAN, 3G, and 4G.
However, a closer look into the existing systems will also show
that majority of the techniques have used radio resource control
but did not develop a mathematical model to quantize the
measurements. Hence, to bridge this gap, we propose a simple
mathematical model which is illustrated in the next section.

V. DESIGN AND IMPLEMENTATION OF ENERGY
CONSUMPTION MODEL

This section discusses about a simple computational model
that can perform evaluation of energy on mobile devices due to
the usage of mobile networks. This discussion of the proposed
system was carried out with respect to two distinct algorithms.

A. Energy Consumption Model

The core objective of this model is to investigate signalling
properties of mobile networks and their possible connections
with energy dissipation. We take the case study of standard
IEEE 802.11 network and 4G network protocols as the
communication media whose signalling properties will be
assessed. The proposed system does not use any form of
offline or pre-stored communication data in order to perform
computation of energy being dissipated from devices. We
develop a computational model with a backbone design of
analytical model considering the signalling properties of both
the types of the mobile networks. We also consider radio
resource control and its associated features with respect to the
mobile networks of Standard IEEE 802.11 and 4G networks.
The presented technique also considers the inherent
characteristics of data transfer of both the mobile networks. .
The simulation of the proposed logic was carried out using
Matlab where we developed user interface for both client and
server. The design principle of the study considers monitoring
the energy usage based on the multiple applications running on
the mobile devices. The study considers a cut-off based scheme
deployed over an interval of the transmission of the data
packets. We anticipate that our mechanism will bring better
probability of the minimization of an energy being consumed
with better linearity on the energy curves. We check for
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multiple prioritized applications and their respective threads
running on the mobile devices. The study was conducted
based on end-to-end monitoring of the energy factor on the
mobile devices that is connected by wireless communication
media of Standard IEEE 802.11 or 4G networks.

The discussion of the technique in the form of algorithm is
showcased here that is developed for evaluating the energy on
the mobile device.

Algorithm-1

Input: Fs, Ds, R_Ip, R_Port, Rec_port;
Output: D_matrix, Id_list;

1. Start

2. Initialize all the input parameters;
3. get Pkt_Size;

4. compute S" value;

5. if (Pkt_Size =Th)

6 Pkt++;

7 read Id_list and D_matrix;
8. End;

9. if (Pkt_Size <0)

10. Packet bad size;

11. End;

12. If (Pkt_Size < Th)

13. Pya(K)=X*Sgig- Y*k +Z;

14. End;

15. If (Ssig< Stn)

k
16. Pfach(k) = ?1 '[Ptra(kl) - Pfach]+pfachv;

17. End;

18. If (Pkt_Size >=Th)

19. P(k) = 2 [P (ks) = Pl +Pra;
20. End;

21. End;

Algorithm-1 presents a technique based on signalling
properties of wireless channels. The overall algorithm is
summarized in Algorithm-1 and Algorithm-2. Algorithm-1
gives the algorithm for the upload WLAN system. It uses Fs,
Ds, R_Ip, R_Port, Rec_port as inputs and the output is a data
matrix and an ID list. Here, the first step is to initialize the
input parameters at the server side GUI and select simulation
option, WLAN or 4G, and enter the values for remote IP
address, remote port number, received port number, average
signal frequency, average data size and data transfer rate. If the
packet size is equal to the threshold value, then increase the
packet size and read the ID list and data matrix. If the packet
size is less than zero value, the input is bad packet size. Then
discard the packet. If the packet size is less than threshold
value, then compute the equation (1) given below:

Pua(K)=X*Ssig- Y*k +Z, where k<k, (1)
then similarly, if the packet size is less than the signal
threshold value, then compute the equation (2) given below:

K
Peen (k) = 71 [Pya(k1) = Pracn]+Prach, Where ki<k<k; (2)

Finally check if packet size is greater than or equal to
threshold value; then compute equation (3) given below:

Pq (k) = %'[Ptra(kS) — Pig]+Pyq;, where kx>k; (3)
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where, K, ki, ko and ks are the threshold values. In the above
equation Py,(K) represents transmission power of the signal, the
variable Pyen(K) represents FACH power consumption of the
system, while the variable Piy(k) represents ideal power
dissipation of the signal. Then, X, Y and Z are the scaling
factors.

Algorithm2 shows the server part of the proposed system.
Here the data is uploaded through the wireless LAN.

Algorithm-2

Input: Fs, Ds, R_Ip, R_Port, Rec_Port;
Output: D_matrix, Id_list;

Start

Initialize all the input parameter;

Get Pkt_Siz;

Select network;

Initialize R_Ip, R_Port No, Recv_Port No, Avg_Fs,
Avg_Pkt_Size, D_Tr;

6. Getmsg;

7. If (WLAN=1)

8. Calculate Msg_In;

9. Download_WLAN;

10. End;

11. If (4G=1)

12. Calculate Msg_In;

13. Download_4G;

14. End;

15. Data downloaded/received successfully;
16. End;

Algorithms-2 gives the steps for server side and client side
respectively. In this procedure the input is taken as Fs, Ds,
R_Ip, R_Port, Rec_Port, msg, D_flg, Msg_In; at the output
side is data matrix and ID list. First initialize all parameters and
then start at step 2 and 3 of Algorithm-2. Then select the input
packet size along with message input, select WLAN option and
calculate the message input value. Then upload the WLAN
side. If 4G is selected directly upload the 4G message input.
Finally, download or receive successfully the uploaded input
message.

O whE

Table-1 shows the variables used in this algorithm for
different input and output side.

TABLE I. NOTATIONS USED
SI. No. Variables Description
1. Fs Signal frequency
2. Ds Data Size
3. R_Ip Remote IP
4, R_port Remote Port
5. Rec_port Received port
6. D_matrix Data matrix
7. 1d_list Id list
8. Pkt_Size Packet size

Vol. 7, No. 7, 2016

9. Sth Sthreshold

10. Th Threshold

11. Saig Ssig

12.. Avg_Fs Average Signal Frequency
13. D_Tr Data Transfer Rate

14. Msg_In Input Message

15. D_flg Data flag

V. RESULTS AND DISCUSSION
The results we obtained are discussed in this section.

A. Server Side
The inputs given to server side are:

a) Choose: Simulation Option
b) Choose Device Specific: WLAN Network Option

¢) Enter Remote IP: local host (you can also enter
System IP)

d) Enter the Remote Port No: 300
e) Enter the Received Port No: 301
f) Average Sign Frequency: 200
g) Average Pkt Size (bytes): 250
h) Data Transfer (kbs): 15,000

B. Client Side
The inputs given to client side are:

a) Choose: Simulation Option
b) Choose Device Specific: WLAN Network Option

¢) Enter Remote IP: local host (you can also enter
System IP)

d) Enter the Remote Port No: 301
e) Enter the Received Port No: 300
f) Average Sign Frequency: 200
g) Average Pkt Size (bytes): 250
h) Data Transfer (kbs): 15,000

The results analysis is carried out on the basis of an energy
being dissipated from the client module. Figure 3 highlights
the energy consumption trend for the proposed system with
increasing time scale. The assessment of the proposed model is
accomplished by transmitting a test data in the distinct wireless
channel of standard IEEE 802.11 and 4G networks. The trend
of Figure 3 shows that in idle state power consumption is quite
low while in an upload condition the power consumption is
found increasing linearly and then it maintains a better linear
behavior for 20-80 seconds of time limit. The trend is then
found to decrease in its overhead at the same time. The trend
eventually shows that power consumption lowers down in the
state of network.
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We have also performed a comparative analysis of the
proposed model in the context of Wi-Fi networks and 4G
networks with respect to lookup time in terms of hours as
shown in Figure 4. The study shows that energy dissipation is
more for 4G networks in contrast to Wi-Fi networks. The same
test file is forwarded twice in both networks in order to check
the rate of energy dissipation effectively. Both uplink as well
as downlink transmission were tested for this purpose and it
was found that there are frequent switch overs of FACH to
DCH by the 4G network which has resulted in exponential
increase of energy consumption in comparison to Wi-Fi
networks.

1 -
0.9 - ——WiFi -m-4G
0.8 -
0.7 -
0.6 -
0.5 -
0.4 -
0.3 -
0.2 -
0.1 -

0

Energy Dissipation (mW)

1 2 3 4 5 6 7 8 9 10
LookUpTime(Hour)

Fig. 4. Comparative Analysis on Different Networks

VI. CONCLUSION

Energy consumption is one of the critical problems in smart
phones and successful execution of multiple mobile
applications calls for extensive battery lifetime as well as
energy conservation schemes. The biggest problem with the
smart phone devices is to understand the importance of various
threads running inside the applications. The existing energy
conservation schemes call for suppressing some threads
leading to temporary minimization of energy which has
potential impact on application performance on the mobile
device. Therefore, a simple and yet robust framework is
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required that can study the signaling properties of the usage of
mobile networks and then perform investigation on the energy
drainage. We argue that a precise detection of energy
dissipation will always assist the energy saving schemes. In
this research manuscript, we present one such computational
model that is capable of measuring accurate energy drainage
rate.

VII. FUTURE WORK

The study towards the future direction will be to develop a
model for compensating the energy that was found to be
dissipating. As the presented model is capable of assessing
cumulative energy drainage owing to wireless local area
network and 4G, the study could now trace the priority by
identifying the applications or services consuming more energy
and choose to suppress those applications for balancing the
necessary power. As 4G services also offer increasing data
transfer, we will investigate a better possibility of antenna
management techniques for compensating the energy loss.
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Abstract—The prediction plays the important role in
detecting efficient protection and therapy/treatment of cancer.
The prediction of mutations in gene needs a diagnostic and
classification, which is based on the whole database (big dataset
enough), to reach sufficient accuracy/correct results. Since the
tumor suppressor P53 is approximately about fifty percentage of
all human tumors because mutations that occur in the TP53 gene
into the cells. So, this paper is applied on tumor p53, where the
problem is there are several primitive databases (e.g. excel
genome and protein database) contain datasets of TP53 gene with
its tumor protein p53, these databases are rich datasets that
cover all mutations and cause diseases (cancers). But these Data
Bases cannot reach to predict and diagnosis cancers, i.e. the big
datasets have not efficient Data Mining method, which can
predict, diagnosis the mutation, and classify the cancer of patient.
The goal of this paper to reach a Data Mining technique, that
employs neural network, which bases on the big datasets. Also,
offers friendly predictions, flexible, and effective classified
cancers, in order to overcome the previous techniques
drawbacks. This proposed technique is done by using two
approaches, first, bioinformatics techniques by using BLAST,
CLUSTALW, etc, in order to know if there are malignant
mutations or not. The second, data mining by using neural
network; it is selected (12) out of (53) TP53 gene database fields.
To clarify, one of these 12 fields (gene location field) did not
exists inTP53 gene database; therefore, it is added to the
database of TP53 gene in training and testing back propagation
algorithm, in order to classify specifically the types of cancers.
Feed Forward Back Propagation supports this Data Mining
method with data training rate (1) and Mean Square Error
(MSE) (0.00000000000001). This effective technique allows in a
quick, accurate and easy way to classify the type of cancer.

Keywords—Detection; Classification; Data Mining; TP53
Gene; Tumor Protein P53; Back Propagation Network (BPN)

. INTRODUCTION

Cancer is a main cause of death worldwide; it has
calculated for 7.4 million deaths in 2004 with an estimated 12
million deaths in 2030 [1]. Tumor protein P53, which is
produced by Tumor Protein (TP53) gene, is a sequence-
specific transcription factor that acts as a large tumor
suppressor in mammals. The disorder in the function of the
tumor suppressor p53 is one of the most common genetic
changes in human cancer, which is close to 50% of all human
tumors carry p53 gene mutations within their cells [2]. Fig. 1
shows the cancers and TP53 mutations on the worldwide.
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Fig. 1. Shows P53 (TP53 gene) mutations

Nowadays, biologists use a computer system like any other
trained professionals but in general function. In addition, they
use computers to solve problems that are very specific to them
in the specialist tasks. They are taken together, to support the
field of bioinformatics. More specifically, bioinformatics' focus
is to analyze biological data and to do anticipations about
biological systems, in order to provide more knowledge about
how living organisms function [3]. Bioinformatics is an
emerging discipline that bases upon the strengths of computer
sciences, mathematics, and information technology to
determine and analyze genetic information [4].

For instance, to predict whether two proteins react or not, it
could be used computational biology. If the prediction is
correct, then biological data that got from a wet lab experiment,
including the proteins, should be analyzed by using
computational biology to know how these proteins contribute
to the physiology of an organism. Computational biology can
be further broken down into molecular modeling and
bioinformatics [3].

Data Mining (DM) is defined as the essence of the
Knowledge Discovery in Databases (KDD) process. It includes
the algorithm conclusions that explore the data, develop the
model, and discover previously unknown models. The model is
applied to understand phenomena from the data analysis and
prognosis. The accessibility and abundance of data today
makes knowledge discovery and Data Mining an issue of great
necessity and importance [5].

At last, Data Base (DB) related to tumor protein P53 (TP53
gene) contains large amounts of data, these data in the database
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are represented as excel sheet file, and regular techniques may
not be helpful and impractical in such large volumes of data.
So, artificial intelligence techniques such as Data Mining are
used to simplify and improve the process of research and
education. Data Mining is the method of analyzing the data by
linking them with artificial intelligence techniques to examine
and search for specific information, in addition, to take the
useful data from a large amount of data. Moreover, Data
Mining can be done through the process of linking this data
analysis and artificial intelligence methods to become the most.
This proposed method predicts, diagnose, and Classifies cancer
mutations; So, the comparison between a person and standard
gene protein sequence is done firstly by using BioEdit package.
If differences might be found between the two proteins, then
there is a malignant mutation. This stage has been used by
bioinformatics techniques. Secondly, Data Mining technique
(back propagation algorithm) is trained by using UMD Cell-
line-2010 p53 mutation database that must be carefully
selected to function correctly.

Artificial Neural Network (ANN) can discover how to
solve problems by itself. Later, this trained Back Propagation
Neural Network (BPNN) offers an effective and flexible
predictions, diagnosis and genetic diagnosis technique of
cancers.

Il.  RELATED WORK

E. Adetiba, J. C. Ekeh, V. O. Matthews, and et al. [2011],
this proposed study is aimed at assessing the best back-
propagation learning algorithm for a genomic-based on ANN
system for NSCLC diagnosis. It used the nucleotide sequences
of EGFR’s exon 19 of a noncancerous cell to learn ANN.
MATLAB R2008a was used to test many BPNN training
algorithms to get an optimal algorithm for learning the
network. It were examined in the nine different algorithms and
achieved the better performance (i.e. the least Mean Square
Error MSE) with the minimum epoch (training iterations) and
learning time wusing the Levenberg-Marquardt algorithm
(trainlm) [6].

Syed Umar Aminl, Kavita Agarwal, and et al. [2013],
introduced a new method to predict heart disease based on the
neural network and genetic algorithm. The whole existent
systems predicted heart diseases that depended on the clinical
dataset, which is collected from complex tests that conducted
in pathology labs. There was no method, which predicts heart
diseases that depended on risk factors like diabetes, age, family
history, high cholesterol, alcohol intake, tobacco smoking,
obesity or physical inactivity etc. However, this system gave a
patient a warning about a probable existence of heart disease
even before he/she makes medical checkups. Two Data Mining
tools, genetic algorithms and neural networks were used in this
system. In this method, the system may not fall into the local
minimum, because the genetic algorithm was applied for
optimization of neural networks weights. This system used a
multilayered feed-forward network with structure 12 nodes in
the input layer, 10 nodes in the hidden layer and 2 nodes in the
output layer, where the number of input nodes depends on the
final set of risk factors for each patient. In the initial stage, the
‘configure’ function that available in MATLAB was used to
initialize the neural network weights. After that, "these
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configured weights were passed to the genetic algorithm for
optimization according to the fitness function”. Once the
weights were optimized, the ‘trainlm’ back propagation
algorithm was used for training and learning. The accuracy of
the system that predicts heart disease risk is 89%, because the
learning process of the derived system was quick, more steady,
and accurate as compared to back propagation neural network

[7].

Ayad. Ghany Ismaeel, and Raghad. Zuhair Yousif [2015],
proposed technique to classify, diagnose mutations' patient, and
predict the mutation's position for the patient. TP53 gene
(tumor protein P53) datasets were used and (6) fields were
selected from UMD_Cell_line_2010 database, in order to train
and test Quick back Propagation Network (QPN).The mining
method was based on training (QPN), which is an
improvement of the back propagation network, since (283-141-
1) the number of nodes were used in input, hidden and output
layers, by Alyuda Neurolntelligence package. The training for
all datasets (train, test, and validation dataset) led to the
following results: the Correlation (0.9993), R-squared
(0.9987), and mean of Absolute Relative Error (0.0057) [8].

I1l.  PROPOSED OF EFFECTIVE DATA MINING METHOD FOR
CLASSIFICATION CANCERS

The major functions of suggested Effective Data Mining
technique for classifying specific cancer are shown in Fig. 2.
The technique of classification specific cancer is done by
using two approaches. The first approach predicts whethere
the person has mutations that cause cancer or not. The second
approach tha classifies the mutations are obtained from the
first approach to know which kind of cancer it caused(cancers
types) . Those two approaches are:

A. Bioinformatics Techniques:

There are many bioinformatics techniques for analysis and
search genome, some of these helpful techniques are explained
below:

1) BLAST: "Is defined as A powerful tool for searching
sequence databases with an implementing sequence. BLAST is
Basic Linear Alignment Sequence Tool. An earlier program,
BLAST, worked by identifying local regions of similarity
without gaps and then combining them together. BLAST
includes an iterative process, as the emergent pattern becomes
better defined in sequential stages of the search”[9].

2) CLUSTALW: It is the first technique for examining
whether the person has a malicious mutation or not, which is
based on the idea of “Two proteins can have very different
amino acid sequences, it still be biologically similar
(Homology)” [10]. The gene mutation is detected by using
CLUSTALW. The gene mutation increases the probability of
cancer. In CLUSTALW, users must know there are two types
of sequence: one of them is the normal sequence of each gene
(without mutation), the second is the person's gene sequence.
The matching between them is examined [11].

The previous studies [11, 12] supported the following
algorithm, which clarifies the major functions of the
bioinformatics tools (sequences alignment).
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Input: Standard Gene and persons TP53 Gene Sequence
Output: Diagnose are there malicious mutations or not in
Person's P53 sequence.
BEGIN
Stepl: Make FASTA format of Standard Gene and
persons Gene Sequence
Step2: Use ClustalW for Sequences Similarity Check
Step3: If there is matching
Its normal gene
Step4: Else
Convert Gene Sequence from DNA to
Protein
Step5: Apply ClustalW for Protein Similarity Check
Step6: If there is matching
Its normal gene
Step7: Else
There is Malignant Mutations.

[ Collect dala of TPS53 gene ]

END

Search the normal gene sequence related to
Cancer

[ Sequence analysis (BLAST) ]

|

[ Get TpS3 person’s gene ]

[ Sequence alignment (Bioinformatics) tools ]

o YES
-— — Matching Veund berween \

NO

[ Train ANN, on gpecific gene mutations }

NO
Usbng ANTS, I there ks & manch for J
& mutation within the Datsne? |

YES

'3 £

J[ Sufe state ]
D —

Fig. 2. Flowchart for main tasks of proposed Data Mining method

Diagnosis a disease name via
mutation

B. Data Mining technique (Feed Forward Back Propagation
Neural Network):
After the first approach predicts there is a malignant
mutation or not in the person's genes, then these results which
obtained from bioinformatics technique(first approach) are not
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enough to classify a specific type of cancer. So, this proposed
method needs the second approach, which focuses on training
back-propagation neural network, because mutations which are
related to cancer and mutations are gotten from the first
approach need to be classified by neural networks. Learning or
training stage is done by applied The Levenberg-Marquardt
back propagation algorithm ‘trainlm’ is a network learning
function that updates weight and bias values according to
Levenberg-Marquardt optimization. The proposed structure of
training BPN has 3 layers (input layer within layers of BPNN).

"The BPNN is a multilayered neural network applies a
supervised learning method and feed-forward architecture. It is
by far the most extensively used network". Classifying and
predicting are done by using BPNN, because it is one of the
most frequently used neural network techniques. "The principle
of BPNN runs by approximating the non-linear relationship
between the input and the output by adjusting the weight
values internally”. The neural network model is constructed by
using the supervised learning algorithm of back propagation.
[13].

The feed forward BPNN is a very common model in neural
networks. The errors are back propagated during training,
because it does not have feedback connections [14]. The Back-
propagation learning process includes two stages in all
different layers of the network: forward pass and backward
pass [15]:

Forward pass: Input vector is entered to the sensory nodes
of the network and its effect spreads out through the network,
layer by layer. Lastly, a set of outputs is generated as the actual
reaction of the network. During the forward pass, the synaptic
weights of the network are all steady.

Backward pass: "The synaptic weights are all modified in
accordance with an error correction base". An error signal can
be computed by subtracted the actual response of the network
from the desired response. "Then the error signal is back
propagated through the network, against the direction of
synaptic connections".

The steps of training BPN are shown below [16]: The
terminologies needed in the algorithm are explained below:

Xi — Input value

vij — input weight of hidden node

vOj— Weight of bias node from input to hidden
z _inj — Weight from input to hidden node
Zj— output weight of hidden node

Wijk — bias node weight from hidden to output
Wok- bias node weight from hidden to output
y _inj — input to hidden node

y j— Final output value

During the forward pass, information passes from the input
node to the hidden node, until reaching to the output node.
"All input nodes in the input layer are loaded with the values
that are given for training. And for each input pattern, a target
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output is also supplied. Each hidden node sums up all incoming

values and its bias and then is passed to an activation function
f(x)".

Z—inj VO_]+Z =1 Xi Vg (1)

z _f(z—inj ) (2

The output value is passed from the hidden node to each output

node. The value from each hidden node is summed up by the

output node, and then the output value passes to activation
function.

y_mk_wok+ Zl 1 Z_| ij (3)
Yi=f¥_jp,) @)

Determining the error is the start of the backward pass
phase. The difference between the target and actual value
represents  the error. This error is back propagated to each
hidden node. "In order to find that it is passed through the
derivative of activation function".

Sty ), ) 5)

Once is found as &y, the change in weight can be easily
computed

Aij =a5k Zj (6)
Awok =a5k (7)

Learning rate determines how fast the model learns. If the
Learning rate sets to a small value, then the network will need
a long time to learn, but if it sets to a high value, then it will
make the network inefficient "when there are variations in the
input pattern. Updating the weights between the input and
hidden layers require more calculations".

O, = i Ok Wik (8)
8=5_inyf (z_;, ) 9)
AVij :(Iﬁj X (10)
AVoj :(ISJ (11)

To obtain the updated weights, the old weights are added
with the change.

ij (new)= ik (Old)+ ijk (12)
W (new)=w, (old)+ Aw,,  (13)

The process is repeated until the selected error criterion is
satisfied.

IV. EXPERIMENTAL RESULTS
The Implementation of the Effective Data Mining
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Technique for classifying cancers via mutations in the gene
(Tp53) is explained below:

1) First, the normal TP53 gene sequence is obtained from
The Catalogue of Somatic Mutations In Cancer (COSMIC)
site. It provides normal genes, genes information, and datasets.
The search for the normal gene can be done by sending gene’s
name to the server, then selecting the sequence option which
provides access to the normal gene (Deoxyribonucleic acid
(DNA) or protein sequence).

2) It uses BioEdit package to get TP53 gene for person by
selecting World Wide Web, then selecting BLAST at the
National Center for Biotechnology Information (NCBI), after
that selecting nucleotide blast. Then the gene sequence is
pasted or uploaded from the file of the normal TP53 gene
sequence, which is formatted in FASTA file.

3) The Effective Data Mining method uses BioEdit
package to complete the first approach for prediction and
diagnosis mutations. It applies clustalW to display alignment
result between the normal gene and person’s gene sequences.
A comparison between normal’s gene sequences (e.g. Tp53)
with the person's gene is executed to find whether there are
mutations in person’s gene or not, as shown in Fig.3.

4) Step (3) is not enough, because its result cannot
determine whether mutation affects in protein function or not.
So, normal and person TP53 gene are transformed to tumor
protein P53. Then, the same tool ClustalW in BioEdit package
is used in order to diagnose whether there is malignant
mutation as it is done in step (3) or not (No risk). Fig. 4 shows
there is malignant mutation (ACC 9CCC), i.e. the alignment
finds the codon 155 converted from T (at Normal P53) to P (at
Person's P53 gene).

Hod: St/ S v, P’*‘C’“ “meﬁ :‘“e e
DT imf C('E \{ﬂﬂﬁﬂ N
10 I3 s +EREIIBEE @qg,/
I"'lIll'lll'llll‘llll‘l|I|'|'|
._440 450 460 47
Normal TP53 TTGATTCCACACCCCCGCCCGGCACCCGLET
persof tph3 GBRe {ussawisswaawuisisanevie Cinnvs

Fig. 3. Shows there is a malignant mutation in TP53 gene
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Fig. 4. Shows there is a malignant mutation in P53 protien
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5) The previous step is used only to detect and predict
malignant mutations. Also it does not give the cancer
classification results, because the malicious mutations, which
are discovered, are general. These malicious mutations related
to Tp53 gene database. The common database
(UMD _Cell_line_2010) is used to train BPN , which consists
of (53) fields and 1448 records. The database
(UMD _Cell_line_2010) from TP53 website which is modern
and comprehensive database under
URL:http://p53.free.fr/Database/p53_MUT_MA T. htmi[2].
But in Effective Data Mining method, (12) fields are selected
for tralnmg and testlng BPNN (11) f|elds are selected from
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UMD_Cell_line_2010 database. The remaining field is a new
field called (gene location field), which is added to the (11)
fields selected, in order to get accurate and efficient results in
cancer classification. The sample of this database is shown in
Fig. 5.

6) Matlab R2015a is used on PC type core i5 for neural
network toolbox, because it contains  several tasks. The
classification of malicious mutations for cancer is created
successfully by using the structure of feed-forward BPNN and
(trainlm) algorithm to obtain an optimal classifier for
classification cancer with MSE (0.1E10-13) as shown in Fig. 6.
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Fig. 7 shows plots and the elements of this learning process
(Fig. 7; A reveals performance, Fig. 7; B shows regression and
Fig 7; C reveals training state).

7) The trainer BPNN with malignant mutations of TP53 is

1.00e-15%
©0.a0
1.00e+10
1000

completed. Then designed GUI for the doctors , biologists and
other users of proposed method is tested. The Effective Data
Mining method allows to classify cancers via mutations of a
certain person (by entering each field of data manually in
GUI).
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8) The malignant mutation at codon 155 (ACC CCC) is
obtained from using ClustalW in BioEdit package. Then
trainer BPNN can be used to classify cancer type that may

Vol. 7, No. 7, 2016

occur due to this mutation, for example, the result of
classifying the malignant mutation at codon 155 (ACC CCC)
is Head and Neck SCC Cancer, as shown in Fig.8.
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V. DISCUSSION THE RESULTS

The learning process is achieved, and it is highly
successful. To meet the performance goal, it only takes 22
minutes to complete the learning process. Then the problem is
presented to the trained model to classify the cancers. The DM
method is an effective way in the classification cancers via
mutation, since BPN is used in training and testing a minimum

number of fields, which is (12) out of (53) fields in each record
of TP53 database. The data of p53 database was saved in
columns and records in Excel sheet file, as shown in Fig. 5.
Whereas, (7) out of (53) fields for each record of TP53
database were used in the Novel Mining method, and 14 fields
were used in the heart diseases method. These fields depend on
the final set of risk factors for each patient. In addition, the
proposed DM method adds a new field called Gene Location
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field to the UMD TP53 database in order to make the neural
network be able to classify specific type of cancer, and give
accurate results; While the other related methods base only on
the original database. Moreover, the proposed DM method of
classifying cancer is compared with other related techniques or
methods. The comparison is done in terms of goals, the used
database, neural network structure, techniques, and
performance; While all the other related methods use neural
network but with different structure, training algorithm,
performance, and results. More details are shown in Table I.

TABLE I. SHows COMPARISON oF EFFecTIVE DATA MINING
METHOD WITH TwO OTHER METHODS
Feature The proposed Amin, et. al., [7] Ayad, et. al.,
method [8]
The goal Prediction, prediction ,diagnosis | Prediction,
diagnosis heart diseases diagnosis
,Classification ,Classification
specific cancer mutation
position
Universal Yes with two no yes
method approaches, and
adding new data
field to DB
Including yes no yes
Tp53 gene
DNA and yes no yes
Protein check
Sequence yes no Yes
similarity
check
Data base used | UMD TP53 American Heart UMD TP53
mutation DB Association survey mutation DB
Technique Bioinformatics DM techneques Bioinformati
used and DM (neural cs tools,
tools(BPN networks and quick BPN
algorithm) genetic algorithms) algorithm
Weight update | trainlm trainlm QBP
function
ANN topology | (11-100-1) (12-10-2) (283-141-1)
Performance 0.1E10-13 0.034683 0.000006
Program MATLAB MATLAB R2012a Alyuda
R2015a Neurolntellig
e-nce
Support for Researchers, Researchers
bioinformatics Doctors
doctors, and
biomedical Eng.

VI. CONCLUSIONS

The proposed Data Mining method of cancer classification
explains the following conclusions:

1) The proposed Data Mining method provides flexible
diagnosis and prediction. Also, it classifies cancers via
mutations in tumor protein P53 sequence. BBNN algorithm is
used with the best performance (MSE), which reaches to
(5.6339E-17), and the training rate(R) equals (1), as shown in
Fig.7A&C. While in the Novel Mining method, Quick BPN
algorithm was used with performance (0.000006), the training
rate(R) equals (0.9987). Whereas in the heart diseases method,
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BP neural network and genetic algorithms were used with
performance (0.034683).

2) The proposed approach shows the classification of
cancer via predicting mutated P53 gene, in order to reduce the
risk of cancer infection. This is done to keep people away
from radiation, exposure to toxins, control themselves at older
ages, and arrange their food system. In addition, the earlier
diagnosis can predict the therapy for the mutated tumor protein
P53.

3) Since cancer is an inherited disease and many different
cases have been appeared in many families history around the
world, this study is important for a further work to set up a
database for a local area (e.g. for Middle East). This database
would include the background or history of each family
datasets, by taking into consideration the genetic diseases data
of the family history. Then a complete system would
constructed that is able to predict genetic disease early. Also,
this local database would support therapy process by using
therapy techniques like replacement, drug discovery, etc.

4) The results are obtained from this method can be
forwarded to include the gene therapy by using therapy
techniques as it is mentioned in the previous point, where
therapy is a field in Biotechnology science.
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Abstract—Flood disaster is among the most devastating
natural disasters in the world, claiming more lives and causing
property damage. The pattern of floods across all continents has
been changing, becoming more frequent, intense and
unpredictable for local communities. Due to unforeseen
scenarios, some evacuation centers that host the flood victims
may also be drowned. Hence, prime decision making is required
to relocate the victims and resources to a safer center. This study
proposes a Firefly Algorithm (FA) to be employed in an
emergency evacuation center management. Experimental
analysis of a minimization problem was performed to compare
the solutions produced by FA and the ones generated using Tabu
Search. Results show that the proposed FA produced solutions
with smaller utility value, hence indicating that it is better than
the benchmark method.

Keywords—Firefly Algorithm; Swarm Intelligence; Flood
Management; Evacuation Center Management

l. INTRODUCTION

Disaster management is extremely important in today’s
world and it focuses on the organization and management of
resources and responsibilities for dealing with all
humanitarian aid. Despite all activities accomplished by
governments in the disaster preparation stage, flood occurs
and affected people’s daily routines and the economic flow
since offices, businesses and schools are closed. In the past
decade, Malaysia has experienced a number of major
floods. Floods are caused by a combination of natural and
human factors. Malaysians are historically riverside people as
early settlements grew on the banks of the major rivers in the
peninsula. Coupled with natural factors such as heavy
monsoon rainfall, intense convection rain storms, poor
drainage and other local factors, floods have become a
common feature in the lives of a significant number of
Malaysians. The vast increasing numbers of the lost due to
flood enforces the government to take proactive steps such as
setting up supervisory bodies, implementing flood mitigation
programmes, implementing non-structural steps with the
setting up of flood forecasting and warning systems for the
flood prone area. The evacuation and relocation of flood
victims involves a lot of capital. As informed by the Minister
in the Prime Minister Department in March 2011, almost USD
21.12 million was spend in for 89,000 flood victims in five
states effected by the disaster and it was estimated that 53
percent of that amount was spent on relocation of the victims,
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which also includes food and other daily necessities. At the
moment, there are 5,143 evacuation centres (EC) which could
accommodate 1.4 million flood victims around the country.

Flood evacuation centres in Malaysia are managed by the
Department of Social Welfare (Jabatan Kebajikan
Masyarakat) and works closely with a number of
governmental and non-governmental agencies to provide
necessary steps to ensure safety and comfort in every
evacuation centre. These individuals are the backbone of the
flood evacuation centre and often face difficulty in decision
making such as for resource allocation. Various work can be
seen in resource allocation pertaining to disaster management
such as in flood. In the work by Zhu, Huang, Liu and Han [1] ,
the researchers propose a resource allocation model that is
aimed at determining the location of reserve depots and the
amount and type of resources to be stored. It is modelled
based on discrete scenarios that is divided into two; local
government and national. Their optimization focuses on the
commodities inventory holding and transportation cost. On the
other hand, a more recent work [2] was discussed in that
identifies the optimal number, location and inventory level of
warehouses around the world in the occurrence of a disaster.
The model considers uncertainties on product quality,
availability and production capacity in affected areas.

This study proposes the employment of a swarm
intelligence algorithm (i.e Firefly Algorithm) in the Adaptive
Emergency Evacuation Center Management (AEECM) that
monitors and manage evacuation centers. Similar to existing
work on disaster management, the AEECM focuses on
resource allocation. However, the study reported in this article
is limited to the management of victims located in ECs. The
proposed AEECM adapts a recent computing approach known
as Swarm Intelligence. Swarm Intelligence is defined as an
emergent collective intelligence of groups of simple agents
[3]. It is used to find optimal solutions in hard problems, such
as Travelling Salesman (TSP) [4], scheduling [5] and nurse
rostering [6]. Examples of algorithms that are considered as
Swarm Intelligence are the Ant Colony Optimization,
Artificial Bee Colony, Fish School, Bat Algorithm and Firefly
Algorithm (FA). In this study, a variant of Firefly Algorithm
that provides optimal solution to the management of victims in
an evacuation center is presented. In particular, the proposed
FA determines to where (i.e which available centers) victims
in an evacuation center should be re-located and how many of
them should be moved to each identified center.
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1. RELATED WORK

Meta-heuristic algorithms are defined as optimization
algorithms that determines the best solution (optimal or near
optimal solution) from a set of available solutions [7]. The
identification of best solution is achieved by evaluating a
predefined objective function that can be addressed as either
minimum or maximum function. The design of an objective
function is based on the problem in-hand, that is if the goal of
the problem is to obtain minimum cost then a minimum
objective function is designed [8] and vice versa.

Existing meta-heuristic algorithms can be categorised into
two types as shown in Figure 1; single meta-heuristic and
population meta-heuristic [9]. For the first category, (i.e single
meta-heuristic), the algorithm generates a single solution and
iteratively enhance it. An example of such algorithm is the
Tabu Search (TS) which was introduced by Glover in 1986
[10]. On the other hand, the population meta-heuristic
algorithms generate a set of solutions and select one of it as
the best solution. The swarm algorithms such as Firefly
Algorithm is an example of meta heuristic algorithm [3, 11].

Meta-heuristic
algorithms

\ v

Single Solution (e.g
Tabu Search)

Population Solution (e.g
Firefly Algorithm)

Fig. 1. Categories of Meta-heuristics Algorithm

A. Tabu Search

Tabu Search (TS) generates a single solution by extending
the search space beyond local optimality to identify better
solution [12, 13]. TS classify a subset of the moves in a
neighbourhood as tabu. A neighbourhood constructs to reach
adjacent solution from a current solution. The main idea in TS
is to avoid recently visited solution space areas and move
towards promising area [14]. TS has been adapted into various
optimization problems (Glover & Laguna, 2013) such as
colour texture histogram [13], scheduling [5], test data
software generation [12], cell formation [14], nurse rostering
[6], graph colour [15, 16], assignment [16] and max-cut
problem [17].

In TS, there are two important factors; tabu moves and
tabu condition. The first factor is determined by a function
that utilizes information from the search process, while, the
second factor is a linear inequality or logical relationships that
is used to choose the tabu moves [18]. Figure 2 details the
pseudo code of the Tabu Search algorithm [18]. In Step 1, a
random solution is selected and assigned as the best solution.
A new subset of solutions will be generated based on the
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identified best solution. Comparison between solutions is
performed in order to identify the best one.

Stepl: Select X € Sand set X* = X.
SetK =0.SetT =0
Step2: SetK =K +1
Generate a subset of
neighborhood N-T of X.
Step3: Choose the best solution s from this neighborhood
and setX = S.
Step4: if f(X) = f(X*)
Then X* = X.
Step5: if termination criteria
Then stop
Else
Update T.
Go to step 2.

solutions in the

end

Fig. 2. Pseudo Code of Tabu Search [18]

B. Firefly Algorithm

Firefly algorithm (FA) is an example of algorithm that is
based on nature inspired computing. It has the ability to
identify global optimal solution [19]. The main concept of
Firefly algorithm is realized in two factors; light intensity and
attractiveness between fireflies. The light intensity of a firefly
is more related with the objective function, f(x), and can be a
maximization or minimization function. On the other hand, the
attractiveness, S, between fireflies is associated with the
distance between two fireflies, where g is based on the change
of distance. Figure 3 shows the steps in Firefly Algorithm [11,
20].

Stepl: Generate Initial population of firefly randomly xi (i=1,
2,.., n),Light Intensity, I, at x; is determined by
Objective function f(xi).

Step2: Define light absorption coefficient, .

Step3: While (t < Max Generation)

Step4: For i=1 to N (N all fireflies)

Step5: For j=1to N

Step6: If (li<lj) { X ' = Xt + BoexpCYTi™) « (X) — X)) + ag; }

Step7: B = ByexptYu)

Step8: Evaluate new solutions and update light intensity.

Step9: End For i

Step10: End For j

Stepll: Rank the fireflies and find the current global best g*.

Stepl2: End While

Fig. 3. Pseudo Code of Firefly Algorithm [11, 20]

Firefly Algorithm has been implemented in many
optimization problems such as image segmentation [21],
traffic forecasting[22], discrete optimization [23], data
classification [24], data clustering [25], text clustering [26]
and economic dispatch problems [27]. In all of these domains,
Firefly Algorithm has proven to be successful in solving the
problems and identifying the optimal solution.

I1l.  METHODS

The proposed work is realized by performing 3 phases;
data collection, design of algorithms and evaluation.
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A. Data Collection

The obtained data on evacuation centers is represented as
four independent variables as depicted in Table 1. It covers
information on the 106 ECs in one of the district in Malaysia.
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generating a subset of solutions based on the best solution (as
shown in step 7). The solutions are produced by adding or
deleting item from the best solution. The number of addition is
determined by a random number, while the number of for
deletion equals the difference between the number of sub
solutions and the addition.

The generated sub solutions are later evaluated using
objective function (utility function in equation 1) and the best
solution is identified. The aim of the proposed TS IS tO
identify a solution that the smallest utility function value.

TABLE I. INDEPENDENT VARIABLES
Data Parameter
Size of EC V1
Distance of EC to the closed EC V2
Water level of nearby river V3
Input:
Distance of EC to nearby river \Z!
v4].

B. Design of Algorithms

In this section, elaboration on the adaptation of Tabu
Search and Firefly Algorithm in determining number of
victims to be evacuated is presented. In the Adaptive
Emergency Evacuation Center Management, the two
algorithms are triggered when a decision on closing a
particular EC is made. Assuming that the chosen EC has n
number of victims, the proposed Tabu Search and Firefly
Algorithm provides suggestion on the location (i.e EC) to
where the victims should be relocated. Furthermore, the
suggestion also includes information on the number of
relevant victims. In the AEECM, the proposed Tabu Search is
termed as TSgy0g While the variant of FA is known as FAr .
Both of these algorithms employ an objective function as
depicted in Eq. 1

Utility function F= Summation of (75% of V1) of available
EC + Summation of V2 of available EC +

Summation of V3 of available EC —

Summation of V4 of available EC

(Eq. 1)

The proposed objective function is of minimum problem
as most of the included parameters V1, V2, and V3 prefer
small values. For example, an EC with a smaller distance to
the closed EC is preferred compared to the EC that has farther
distance. On the other hand, the fourth parameter which is V4
is of maximum value as the system needs to avoid EC that is
near to a river. In addition, the first variable includes the
constraint of 75% usage as we need to ensure that there isn’t
any EC that is 100% occupied for safety and convenience
purposes.

Tabu Search for Optimal Evacuees Management

In Figure 4, pseudo code of the proposed Tabu Search is
presented. The TSk Starts by randomly generating an initial
solution, X, and denote the solution as the best solution where
X*=X. The solution, X, is represented in binary form, where
the length of the representation is based on the number of
evacuation centers. Each bit in this solution represents one
EC,; if the value is 0 it means that the EC is not chosen and if it
is 1 it shows that EC is selected. The best solution will then
undergo an evaluation using the objective function.

In Step 6 of the TSFlood, if the termination criteria (a
termination criterion is based on number of iteration) is
reached then the process is stopped, else continues by
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Step 1: Input the dataset that includes four variables [v1, v2, v3,
Step 2: Determine the max capacity for EC.

Process:

Step3: Generate random start solution X, and set the best solution
X*=X,

Step4: Evaluate the best solution using objective function
(Equation 1)

Step5: Check the generated solution, it must fulfill the constraint
of summation of (75% of v1) of all record in one
solution exceed the capacity value. If fail, the
generated solution will undergo refinement process
(one item will be added randomly to the solution).

Step6: If termination criteria is fulfil, then stop (termination
criterion is based on number of iteration.

Step7: Generate a subset of solutions based on best solution by
adding or deleting item from best solutions. The
number of adding process is determined by random
number, while the number of deleting process equals
the difference between the number of sub solutions and
the number of adding process.

Step8: Evaluate the sub solutions using objective function as
shown in equation 1 and check the generated solution
as in Step3.

Step9: Choose the best solution from this sub solutions

if f(x) < f(X*) then X*=X
Step 10: End

Fig. 4. Pseudo code of proposed Tabu Search algorithm (TSriced)

Firefly Algorithm for Optimal Evacuees Management

The pseudo code of proposed Firefly algorithm (FAg,0q) in
decision making for AEECM is illustrated in Figure 5.
Further, in the input of the proposed FArq Needs to define
some important parameters for operating the algorithm such as
the light absorption coefficient y, where it set to 1 in the
algorithm, the value of initial attractiveness B0, where it sets to
1, the number of max generation, the value of capacity which
equal to value of the number of vectims that need to be in safe
places, the number of fireflies which equal to 10% from the
number of records in dataset, and finally is the number of
initial solution which is equal to the number of fireflies.

The proposed FAF g Starts to operate by generating initial
solutions which are represented in binary form [5], where the
dimension of one solution equals the number of records in
dataset (i.e evacuation centers). Generation of the solutions are
performed using two ways: If variable v1 of a record is higher
than the capacity, it will take it as one solution by assigning 1
in the solution, else, it randomly generate a solution that has 2
or more records. These solutions then undergo a verification
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process that checks if the summation of v1 for all records in
one solution exceed the capacity value. After that, the
generated initial solution ned to be evaluated based on
objective function (Utility function) as shown in equation 1.
Assign the inverse of utility value (fitness) of each solutions to
each firefly as initial light (I). Then, the initial position of each
firefly are determined, which is represented the solution.

Fireflies compete between them to determine the best
solution that has the highest fitness value. Firefly with brighter
light attracts the less bright ones and this is based on the
distance between two solutions using Hamman distance as
shown in equation 2. Then, the attractiveness between two
solutions using equation 3 is calculated. The less bright firefly
will move to the brighter one using equation (4).

the number of dissimilar bit ini and j solutions
B the number of records in dataset

(2)
B = Boexp V") 3)
X1= X+ BoexpCYi?) « (X — X)) +rand — 0.5 (4)

After moving, a new solution is generated, If the
summation of v1 in new solution greater or equal to capacity,
then, the utility function and fitness for new solution are
calculated and compared with old solution, if a new solution is
better than old solution then replace it. In the situation where
the summation of v1 in a new solution is smaller than the
capacity, a mutation process is conducted on the new solution
by adding one bit randomly until pass the capacity value. Then
the utility function of the new solution is calculated and
compared against the old solution in order to identify the best
solution. Once the predefined number of iteration is reached,
the fireflies are sorted based on their brightness that indicates
the utility value.

C. Evaluation

The effectiveness of TSguq and FAR . IS evaluated based
on two criteria; utility value and computational time. The
AEECM prefers the method that produces solution with the
lowest utility value and computational time. In addition, two
scenarios were employed; the first scenario investigates
solutions for a to-be closed EC with number of victims that is
larger than the capacity of any available EC. Meaning that the
solution is expected to consist a combination of ECs. On the
other hand, the second scenario represents situations where
the to-be closed EC has the same or less number of victims as
the EC.
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Input:
Step 1: Input the dataset that includes four variables [v1, v2, v3, v4].

Step 2: Define light absorption coefficient y, where y=1.0

Step 3: Define initial attractiveness g, = 1

Step 4: Determine the Max Generation.

Step 5: Determined the Capacity.

Step 6: Determined the number of fireflies which equal 10% from the
number of records in dataset.

Step 7: Determine the number of initial solution which is equal the

number of fireflies.

Process:

Step 8: The solutions are represented in binary form (0,1), where the
dimension of one solution equal the number of records in
dataset.

Step 9: Generated the solutions are undertaken in two ways:

Step 9.1: If the variable v1 in one record pass the capacity,
it will take it as one solution by assigning 1 in
solution.

Step 9.2: If the v1 in one record less than the capacity,
then, the solution will generated randomly that
take more than one record in one solution.

Step 9.3: Check the generated solution must pass the
constrain which is the summation of v1 of all
record in one solution pass the capacity value.

Step 10: Calculated the initial utility function for each solution as in

Eql

Step 11: Assign the utility value to each firefly as initial light
(1)....meaning that fitness = 1/utility

Step 12: Determine position of each firefly, which is the initial
solution.

Step 13: While (t < Max Generation): Max_Generation = No of Firefly
= 0.1 * number of EC

Step 14: Fori=1to N (N all fireflies)

Step 15: Forj=1to N

Step 16: If fithess_i < fithess_j (li<lj) {

Step 17: Calculated the distance between two solutions using
Hamman distance the following equation:

the number of dissimilar bit in i and j solutions
rij = the number of records in dataset (2)
Step 18: Calculated the attractiveness between two solutions using
the following equation:
B = Boexp™¥i") (3)
Step 19: Move less brighter firefly to high
brighter firefly
X1 =X+ BoexpCYi) x (XI — X)) +rand — 0.5 (4)
Step 20: If summation of v1 in new solution >= Capacity
Step 20.1: Calculated the utility function and fitness for
new solution.
Step 20.2: Compare with old solution.
Step 20.3: Replace old solution with new solution.
Step 21: Else if summation of v1 in new solution < Capacity
Does mutation for one bit random in new solution until pass
Capacity.
Step 21.1: Calculated the utility function for new solution.
Step 21.2: Compare with old solution.
Step 21.3: Replace old solution with new solution.
Step 22. End For i
Step 23. End Forj
Step 24. End While
Step 25. Rank the fireflies and find the current global best utility
function, and best solution.

Output
Step 26. Sort the best solution based on v1.

Fig. 5. Pseudo code of proposed Firefly Algorithm (FAFlood)
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IV. RESULTS

In Table 2, result for the first scenario is presented while
Table 3 depicts results for the second scenario. The proposed
algorithms were executed for three times. For the first
scenario, assuming the closed EC is ECID_76 and the number
of victims in this EC is (298) greater than the capacity of any
EC. As shown in Table 2, the utility values of FAgq are
(5635.15, 5235.45, and 4068.59) which are smaller than
TSkieg Which are (5754.95, 5545.95, and 4521.59). However,
the execution time for TSgg (305, 368, and 295) is better
than FAr ¢ Which took 676, 641, and 641ms. The graphical
illustration is provided in Figure 7.

In Table 3, the closed EC is ECID_35 and the number of
people in this EC is (221) smaller or equal input EC. As can
observe in Table2, the utility values of proposed FAf g are
(260.1, 265 and 276) for three executions better than
(minimum is better) TSg0q Which are (260.1, 288, and 276),
(260.1, 283.1, and 279.05) and (260.1, 265, and 279.05) as
shown in Figure 7.c, however, the time execuation of
proposed TSgoq algorithm is (277, 282 and 266) better
(smaller is better) than proposed FAf 4 algorithm which are
(594) in three executions. The graphical representation is as
shown in Figure 7.d.

V.  CONCLUSION

Over the past decades, the pattern of floods across all
continents has been changing, becoming more frequent,
intense and unpredictable for local communities. Even though

Vol. 7, No. 7, 2016

various strategies have been implemented in managing flood
evacuation centers, unforeseen scenarios may lead to the
closure of the center. Hence, in this study, a variant of Firefly
Algorithm (FA) that provides optimal solution to the
management of victims in an evacuation center is presented.
In particular, the proposed FA determines the number of
victims to be relocated to a particular center. Evaluation of the
proposed FA is undertaken by comparing its result (i.e utility
function and computational time) against the one produced by
Tabu Search which is also an example of a meta heuristics
algorithm. Two types of experiments were performed; number
of victims in a to-be closed EC is larger and, smaller or equals
the capacity of any available EC. Results of the first
experiment show that the average value of utility function
produced by FA solutions (i.e 4980) is smaller than the one
obtained by Tabu Search (i.e 5274). Similar pattern can also
be seen in the utility function values of the second experiment.
In this study, as the problem is formulated as a minimization
function, FA that produces a smaller utility function is
preferred. Nevertheless, in both experiments, it is noted that
FA consumes larger computational time compared to Tabu
Search. FA requires at least 594ms to produce a solution while
Tabu Search only took 266ms.

ACKNOWLEDGMENT

Authors would like to thank the Malaysian Ministry of
Higher Education for the financial support given under the
Fundamental Research Grant Scheme (S/0 Code 13183).

TABLE Il RESULTS OF SCENARIO 1
Center to-be Victims FAgi00d TSkio0d
closed
Solution Utility value Time Solution Utility value Time
(ms) o

ECID_76 298 ECID_38 = 255 5635.15 676 ECID_38 = 255 5754.95 305
ECID 34= 43 ECID_80 =43
ECID_34 =245 ECID_80 =253
ECID 64 = 53 ECID_70=45
ECID_64 = 242 ECID_70 =249
ECID_60 =56 ECID_90=49

ECID_76 298 ECID_70 = 249 5235.45 641 ECID_70 =249 5545.95 368
ECID 34= 49 ECID_90 = 49
ECID_34 = 245 ECID_90 =203
ECID 64= 53 ECID_125 =95
ECID_64 = 242 ECID_125= 197
ECID_121=56 ECID_103 = 101

ECID_76 298 ECID_88 = 255 4068.59 641 ECID_37 =189 4521.59 295
ECID_70=43 ECID_46 = 109
ECID_70 = 249 ECID_46 =188
ECID 34 =49 ECID_57 =110
ECID_34 = 245 ECID_57 =179
ECID 64 = 53 ECID_105 =119
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TABLE Ill.  RESULTS OF SCENARIO 2
Center to-be Victims FAFlood TSFlood
closed
Solution Utility Time (ms) Ssolution Utility value Time
value

ECID_35 221 ECID_34 =221 260.1 594 ECID_88 =221 260.1 277
ECID_38 = 221 265.0 ECID_70=221 288.0
ECID_64 = 221 276.0 ECID_34 =221 276.0

ECID_35 221 ECID_34 = 221 260.1 594 ECID_88 = 221 260.1 282
ECID_38 =221 265.0 ECID_70 =221 283.1
ECID_64 =221 276.0 ECID_80 =221 279.05

ECID_35 221 ECID_34 =221 260.1 594 ECID_88 =221 260.1 266
ECID_38 = 221 265.0 ECID_121 = 221 265.0
ECID_64 = 221 276.0 ECID_80 =221 279.05
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Abstract—In this paper, the EKV3.0 model used for RF
analog designs was validated in all-inversion regions under bias
conditions and geometrical effects. A conversion of empirical
data of 180nm CMOS process to EKV model was proposed. A
MATLAB developed algorithm for parameter extraction was set
up to evaluate the basic EKV model parameters. Respecting the
substrate, and as long as the source and drain voltages remain
constant, the DC currents and g,/lp real transistors ratio can be
reconstructed by means of the EKV model with acceptable
accuracy even with short channel devices. The results verify that
the model takes into account the second order effects such as
DIBL and CLM. The sizing of the elementary amplifier was
considered in the studied example. The sizing procedure based on
gm/lo methodology was described considering a semi-empirical
model and an EKV model. The two gave close results.

Keywords—EKV model; g./lp methodology; analog design;
MATLAB

. INTRODUCTION

Developing high performance low-voltage analog circuits
is required for implantable biomedical devices and portative
systems. Several attempts have been made proposing some
MOS models and analog circuit design methodologies. The
MOS transistors modelling for analog integrated circuit and
RF design has to extremely precise to predict correctly the
behaviour of a real transistor and cover all the transistor
operation regions.

The PSP model [1] is surface-potential-based considered
as the most recent advanced MOSFET model. It was even
selected by Compact Model Council as the new industry
standard MOSFET model aimed to replace the BSIM3/4 for
the advanced CMOS designs. It includes all the essential
effects in the state of the art MOS transistors from the effects
of the reverse short-channel to the long channel degradation.
Although the PSP is very instrumental for the understanding
of the MOS transistors operation modes, it is not suited for a
circuit design: The PSP model relies on an explicit
formulation of the potential of surface according to the
terminal voltage of the MOS device. The analog circuit setting
equations according to a PSP model is difficult. This paper
opted, therefore; for a PSP model rather than a dimensioning
tool. Enz, Krumenacher and Vittoz [2] [3] as well as others [4]
respectively suggested the EKV model and ACM models
which were specially developed for this purpose. They were
derived from the gradual channel approximation. As for [2]

[5], they proposed more advanced versions considering short
channel effects and mobility degradation.

The basic notions of the E.K.VV3 model were reviewed in
this paper. In fact the charge-based compact EKV3 MOSFET
model is an analog/RF IC design tool. The first versions of
this compact model used an empirical current-voltage
relationship [6] to address the moderate inversion
successfully. It was pioneer in adopting a substrate instead of
source, and exploiting the symmetrical forward-reverse
operation of MOS transistors [7]. A design methodology
based on the level of inversion (or inversion coefficient, IC)
was developed by [8]. The developed EKV3 model [9]
included several other specificities for non-quasi static (NQS)
operation [10], RF operation [11], NQS thermal noise [12] and
handling of short-thermal noise [13]. Further details on EKV3
may be found in [14] [15].

The EKV model led to the development of a ratio-based
design technique known the gm/ Iy based methodology
intended for low-power analog circuits. In such circuits the
moderate-inversion region is often applied as it allows a good
compromise between speed and power consumption
[5]1[16][17]. The gn/lp sizing methodology was first
introduced in [18]. Since then, the concept has been
referenced by many publications [19] [20].

The ACM model has also led to the development of the
On/lp based Methodology [5] [21]. According to the above
mentioned models, the gm/Ip based methodology using the
characteristic of g,/Ip as a function of the normalized current
diagram is very useful from the point of view power and speed
for the analog circuit design.

Il. MOTIVATION AND ORGANISATION OF THE WORK

The success of RF design depends heavily on transistor
modeling. This requires efficient and compact models for the
active and passive circuit elements. Since the MOS transistor
is the essential circuit element, great effort has been made to
model its DC and AC behavior accurately. Furthermore
designing a circuit for electronic systems with reduced power
consumption is the ultimate purpose of any circuit designer.
For this low power design, it is vital to use low voltage and
low current circuits. This means that MOSFETSs can operate in
the weak or moderate inversion region in the low power
circuit.
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The motive behind this work was to develop an EKV 3.0
model for 180nm TSMC technology with few numbers of
parameters which allow precise designs in all-inversion
regions of MOS transistor. This modeling would provide
flexibility and optimal sizing for analog RF designers using
180nm TSMC technology.

The aim of this compact model was to obtain simple, fast,
and accurate representations of the device behavior. This
paper tried to validate the EKV model according to PSP model
and real transistor. Table lookup models called empirical
models was implemented on MATLAB in the form of matrix
containing device data for different bias points, were needed
to evaluate real transistor. In this paper, a dimensioning of
intrinsic gain stage based on g.,/lq methodology using semi-
empirical an EKV model was introduced.

The remainder of the paper was organized as follows.
Section Il presented the EKV formulation, comparative study
with the PSP model was achieved. In Section 1V, the validity
of EKV model according to real transistor was reviewed.
Section V presented the application of g,/ Ip methodology on
intrinsic gain stage dimensioning. Conclusions were drawn in
section VI.

Il. THE EKV3.0 MODEL

A. Presentation and formulations

The compact EKV 3.0 model was designed to simplify the
MOS transistors dimensioning in advanced analog IC designs.
It provides analytical, continuous, and physically correct
description of weak, moderate and strong inversion including
linear and saturation operation. The EKV3.0 MOS transistor
has a hierarchical design, built through successive steps
considering the major physical effects that may influence the
transistor operation.

The EKV model Formulations rely on three basic
parameters: The slope factor n, the specific current Is and the
threshold voltage V1. The latter is defined as the channel
voltage for which the inversion charge becomes zero in the
assumption of a strong inversion. The main equations
constituting the model are given below.

The expression of the specific current is given by:
. W
Ig = 2n(UT)2uC x| " 2n(UT)ZB @)

where the normalized drain current i=Ip/ls.

The relation between the normalized drain current and the
normalized mobile charge density and vice-versa is given by:
i=g+q  (2.1) q= 0.5(\/1+ 4 —1) (2.2) 2)

The following expression relates the channel voltage V on

the one hand and the normalized mobile charge density and
the pinch-off voltage Vp on the other:

Ye ;V ~ [2(q 1)+ log(q)] )
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Finally, the pinch-off voltage in EKV is computed as:
Vs -V

:% (4)

where Vg and V1, represent respectively the gate voltage and

the threshold voltage.

Opposite to most MOSFET models, the EKV model made
use the inherent symmetry of the MOSFET by referring all the
terminal voltages to the substrate. Thanks to the device
symmetry, the normalized drain current boils below to the
difference between a forward component ir and a reverse
component i representing the drain current of saturated MOS
transistors which source voltages are respectively Vs and Vp:

iI=ip-ig (5)
The graphical interpretation of EKV model presented by
“Fig. 1” illustrates the drain current delivered by a saturated
grounded source transistor whose parameters n, Vrand s are

considered respectively equal to 1.2, 0.4 V and 0.7A with
three distinct values of gate voltage.

\4

The corresponding pinch-off voltages predicted by “(4)”
are marked by circles.

The V1(V) curves are plotted in a logarithmic scale
proceeding by evaluating the non-equilibrium voltage V for
every Vp by means “(3)”.

The hatched areas identify 2nU+2i term that represent the
drain currents divided by beta owing to the definition of Ig
given by “(1)”.

The gate voltage can be noticed to be large 0.6 V, the
pinch-off voltage is positive, which is typical of a strong
inversion. For Vg<Vq the pinch-off voltage Vp shifts left to

become negative and the drain current decreases
exponentially.
E.K.V. model : ID/ beta considering 3 gate wolt.
0.6
0.5
0.4
==
0.3 o=
0.2
0.1
0
-0.2 0.1 0 0.1 0.2 0.3 0.4 05
non-equil. wltage V (V)
Fig. 1. Graphical illustration of drain current
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B. Checking the EKV model against the PSP

In this part, the currents evaluated using the compact
model were compared to the currents predicted by the PSP.
First, the acquisition algorithm advocated in [3][5] has to be
set up by MATLAB to extract n, Is and V1o from the PSP
currents. Second, the currents by means of the E.K.V model
have to be reconstructed and have to be compared to the new
findings so as to check the validity of the new model.

Taking as a reference the original data, a unary N-type
transistor having technological parameters issue from 0.18 pm
CMOS process of TSMC technology was considered: An
oxide thickness equal to 4.08nm, a substrate impurity
concentration of 1.6 10 cm-3 , and a Vg =1 V. The
temperature is 300°K.

Two distinct source voltages were selected; one for a weak
inversion and the other for a strong one. The gate-to-substrate
voltages from 0.6 to 1.8 V in steps 0.2 V was considered to be
wide. After running the acquisition algorithm the value of
unary specific current is Is,=6.0476 10%’A. The slope factor
and the threshold voltage are 1.1227 and 0.0337, respectively.

“Fig.2” compares the reconstructed drain currents by
means of the E.K.V model to the original PSP currents. The
continuous lines represent the C.S.M. drain current and the
circles stand for the strong and weak inversion. From the
results illustrated in “Fig.2”, the E.K.V compact model is
remarked to be a good approximation of the PSP model.

In the following part, g./Ip ratios predicted by the compact
model and the PSP were compared considering various back-
bias voltages. An analytical expression of the g,/lp ratio in
terms of the EKV compact model is given by [3]:

Om 1 q_ 1 1

| " = ©)
p hU;i nU; g+l
PE==== S Emm = L |ve=ev |
10° M\.\ \’\’“ﬂ\f\i\‘\% i N\’\H\
< 10° 7 \\ \‘\\Kq\é
38 1 {vc:o.év‘ V

10 12 i : \\}\\

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Vg (V)

Fig. 2. Comparison between the reconstructed drain currents by Means of
the E.K.V model and the original PSP currents
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For the PSP, these were evaluated numerically by taking
On/lp the derivative of the log of the drain current. In “Fig. 37,
the continuous lines represent the g../Ip ratios of the Charge
Sheet Model. The crosses show the reconstruction based on
the EKV model.

“Fig. 3” illustrates that the correspondence is satisfactory
except for deep in weak inversion and low back-bias voltages.
This might be due to the fact that the compact model does not
consider the slight decrease of the subthreshold slope in a
weak inversion.

The basic EKV model considered in the previous part was
not suitable for real transistors, mobility degradation and short
channel effects were ignored.

IV. THE REAL TRANSISTOR

In this part, we showed the impact of the gate length on the
EKV model basic parameters in order to predict the drain
currents and g,/1p ratios of real transistors. The only drawback
was the introduction of look-up tables that contain a huge
quantity of values extracted from the empirical model.

A. The inflence of the gate length on the model parameters

The gate length brings up the issue of some well-known
effects, such as threshold voltage roll-off, reverse short
channel effect, DIBL and CML.

Fig. 4” illustrates the impact of the gate length on the slope
factors of N- and P-channel transistors, the threshold voltage
and the specific current Is.

Below 1pm, the threshold voltage starts to increase
progressively at short gate lengths. The global increase, called
the reverse short channel effect. In addition, “Fig. 4”
illustrates that the specific currents increase slightly when the
drain voltage increases. The effect is commonly designated by
the acronym CLM for Channel Length Modulation.

compare gm/ID of Charge Sheet and E.K.V. models
40

35

NN e M
30 ———T5_

25

20

9,/ V)

15

10

param VSB de 0V a 0.6V

Ve M)

Fig. 3. Comparison between the reconstructed the gm/ID ratio by means of
the EKV model to the original PSP considering various back-bias voltages
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Fig. 4. Plot of the slope factors of N- and P-channel transistors, threshold voltage and the specific current Is versus the gate length considering four equally

spaced drain voltage comprised between 0.6 and 1.8V

B. Checking the validity of EKV model when its parameters
vary with the source and drain voltages

“Fig.5” displays a sample that shows the drain currents
of a 10 um wide N-channel MOS transistor whose drain-
to-source voltage varies from 0.6 to 1.8 V, considering two
gate lengths (0.18 um and 1um). The device belongs to a 180
nm technology developed by TSMC and consists of look-up
tables listing the empirical data and implemented with
MATLAB on an organized cell.

In this part, the EKV model was used to reconstruct Ip
versus Vps characteristic benefiting from the parameters that
depend on the source and drain voltages including hort
channel devices impact discussed previously.

Finally, the drain currents predicted by the model were
compared to real Ips (Vgs) characteristics. To this end, the
identification algorithm presented by [5] is needed in order to
extract the basic EKV parameters from empirical data
achieved on real physical transistors.

“Fig 6” shows the reconstructed drain currents obtained by
means of the EKV model.

The drain currents (dots) are compared to those of “Fig 5”
(plain lines). As for the dashed lines, they relate to the model
when the mobility is supposed to be invariant.

DU Ay

1]
0 VDS=06:04 18V A

Ves V)

Fig. 5. Drain currents of an N-channel unary transistor. The device belongs
to a 180 nm technology developed by TSMC
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Fig. 6. Comparison between reconstructed drain currents (dots) by means of
EKYV model to the currents of “Fig. 5” (plain lines)

The assumption that the reconstructed currents agree fairly
well with the physical currents is accepted implicitly. The
model reproduces reasonably well real Ips versus Vgs
characteristics.

The extension of the E.K.V model to short channel devices
considered in previous part lays down the foundation for the
sizing of elementary amplifier.

V. SIZING THE ELEMENTARY AMPLIFIER

A. The elementary amplifier

The circuit of elementary amplifier called currently the
‘Intrinsic Gain Stage’ (IGS), shown in “Fig. 77, consists of a
saturated common source transistor loaded by a capacitor.

We therefore consider the small signal equivalent circuit
shown in “Fig. 8”.

N
-

VOUt

—

Fig. 7. Elementary amplifier

Vin %ﬁhvn 0 —_C| Ve

Fig. 8. Small signal equivalent circuit of elementary amplifier
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In this section the sizing method of the elementary
amplifier based on EKV model was reviewed by means of the
Om/lp methodology. Our aim was to calculate gate width and
drain current optimum values to control the circuit
performance and achieve a desired gain-bandwidth product.

The DC gain is given by:

|A|:9_m:9_m.'_D:9_m.VA (6)
9¢ Ip 94 Ip
where V represent the early voltage

The relation between transconductance g, and transition
frequency fy is given by:

gm=27t'f-|-~C )

The g./Ip methodology benefits from the variation of the
transconductances and drain currents with the gate width
where the key term g,/Ip ratio is independent of the gate width
and offers the possibility to achieve the transconductance
derived from the expression below and deduce the gain
bandwidth product.

The g./Ip ratio can be set up using two strategies. The first
makes use of experimental Ip(Vgs) characteristics carried
from measurements on real transistors. This is called the semi-
empirical gn/lp sizing method. The other method refers to the
analytical expressions for g./lp founded in EKV model
formulations.

Before applying the semi-empirical g./lp method to size
the elementary amplifier, let us look at the dependence of
Om/lp On the gate-to-source and drain-to-source illustrated in
‘Cﬁg' 993.

For a desired transition frequency fixed at 100MHz, a
MATALB computation is developed illustrating a contour plot
of intrinsinc gain shown in “fig.10”.

gm/ID
18 T
//""*'—_'—ﬁﬁ)‘
16 /
14
12
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> 0 61 7
06-Z=—kt
/F ¥ y
0.4 o
27
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02 30
. R B 29
0 02 04 06 08 1 12 14 16 18
Vs V)

Fig. 9. gm/Ip contours versus drain an gate voltages for 0.18 um gate length
of NOMS transistor
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Fig. 10. Intrinsic gain contours versus drain and gate voltages

A series of gate widths, gate voltages Vgs and gains
achieving the desired gain-bandwidth product is displayed in
“Fig. 11” considering four drain voltages V from 0.25to 1 V.

“Fig. 12” shows the impact of the gate length on the gate
width, gate-to-source voltage and gain when L takes the
following values 0.18, 0.5 and 0.22 pm.

W (blue), Vg () and A (1) of LG.S (param VDS = .25 :.25: 1)

b®

Fig. 11. Plot of the gate widths W, V(V) and gain A versus drain current for
transistor frequency equal to 100 MHz
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Fig. 12. Illustration of the influence of the gate length
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B. The sizing procedure

In this subsection, sizing was undertaken considering the
compact model instead of ‘semi- empirical’ data. It is
divided into two parts: first, W and I were evaluated and then
the Intrinsic Gain A was estimated.

Implemented on MATLAB, the sizing algorithm begins
with the extraction of the model parameters from the empirical
model. A gr logspace vector that encompasses the moderate
inversion region was then defined. This leads to the estimation
and evaluation of the pinch-off voltage and the normalized
reverse mobile charge density vector qg. In a last step, the
normalized drain current i was extracted.

In “Fig. 13” the width, gate-to-source voltage and intrinsic
gain predicted by the model (continuous lines) are compared
to their semi-empirical counterparts (crosses). The gain-
bandwidth product is equal to 1 GHz and the output capacitor
to 1 pF.

2 compare model-driven to semi-empirical sizing

10
1015 e
1010
10°
/
10° - -
1075 -4 -2 0 2 4 6 8
10 10 10 10 10 10 10

b @

Fig. 13. Comaraison between W, A and Vgs predicted by EKV model
(continuous lines) and its semi-empirical counterparts (crosses)

Considering the compact and the semi-empirical models,
the sizing results are similar in most of the operation regions.
Therefore, one of the important benefits of EKV model
procedure is that the sizing can be achieved in well defined
regions.

VI. CONCLUSION

This paper proved the consistency of the EKV3 model
when describing the real transistor of 180 nm MOSFET
technology. Extraction of EKV parameters algorithm was
done using MATLAB. The results bring about a number of
interesting observations highlighting the impact of the short
channel effects on the parameters of the compact model. For a
long and short channel transistor, the observed modeling result
in weak, moderate and strong inversion cover qualitatively
well all the aspects of the MOS transistor. The simplicity of the
model has allowed us to reach a performing sizing of real
Intrinsic Gain Stage. This underlines the suitability of the
EKV3.0 model to be usefully used in analog circuit design for
several applications such as OTA circuit and Ring VCO. Such
a study is the topic of our future potential perspective.
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Abstract—A adaptive Switching median filter for salt and
pepper noise removal based on genetic algorithm is presented.
Proposed filter consist of two stages, a noise detector stage and a
noise filtering stage. Particle swarm optimization seems to be
effective for single objective problem. Noise Dictation stage
works on it. In contrast to the standard median filter, the
proposed algorithm generates the noise map of corrupted Image.
Noise map gives information about the corrupted and non-
corrupted pixels of Image. In filtering, filter calculates the
median of uncorrupted neighbouring pixels and replaces the
corrupted pixels. Extensive simulations are performed to validate
the proposed filter. Simulated results show refinement both in
Peak signal to noise ratio (PSNR) and Image Quality Index value
(1QM). Experimental results shown that proposed method is more
effective than existing methods.

Keywords—Switching median filter; Particle Swarm algorithm;
Noise removal; salt and pepper noise

. INTRODUCTION

Image is a source of information but due to false capturing
process, recorded images are degraded form of original image.
Image noise is undesirable random fluctuations in color
information or brightness of image. In digital cameras Noise
depends on exposure time and amount of light. Long exposure
time (slow shutter speed) mainly cause salt and pepper noise
due to photodiode leakage currents. Image noise is of course
inaudible. Different area of applications like medical imaging,
remote sensing, robotics, computer vision and astronomical
imaging needs good quality of images.

Digital images are prone to a variety of types of noise.
Noisy pixels can take only maximum and minimum value in
dynamic range in case of salt and pepper noise. In case of
impulse noise, negative impulse appears as black (pepper)
points and positive impulse appear as white (salt) noises. As a
result, ‘‘noisy’” input image gives degraded version of original
image and carry inaccurate information. This is because input
“‘noise’’ may be treated as valid information and transferred
to output image, significantly degraded system performance
[1]. Image filtering can be classified into two main categories:
linear and nonlinear filtering. In a group of nonlinear filter,
median filter gives good performance on impulse noise. A
new adaptive switching median filter (SWM) is better than
switching median filter in terms of PSNR [2]. But adaptive
SWM filter handle noise up to 60%. Above 60% performance
will decrease. Switching median filter with detector using
max-min window is proposed [3]. Better than ASWM but it
can handle noise only up to 70%. A new algorithm works on

Rajesh Mehra

Assoc. Professor (ECE Deptt.)
NITTTR,
Sec -26, Chandigarh, India

both impulse as well as Gaussian noise is known as universal
noise removal algorithm. As compare to SD-ROM filter it
gives better result in terms of PSNR [4]. If noise is more than
25% algorithm does not work. A noise adaptive soft-
Switching median (NASM) filter preserves signal details
across a wide range of noise densities and it is ranging from
10% to 50% [5]. If Noise density greater than 50%
performance significantly degraded. Recently proposed
switching median filter gives better result on salt and pepper
noise. It handles noise up to 70%, known as new switching
based median filter (NSWM) [6]. But it always considers
pixel value 0 and 255 as a corrupted pixel. However
practically it may not always true. Fuzzy impulse noise
detector works on image corrupted with Gaussian as well as
impulse noise if an image is corrupted with random impulse
noise, filtering is applied on different part separately [7]. A
novel switching median filter with impulse noise detection
method, called boundary discriminative noise detection
(BDND) works on monochrome as well as color images, but
handles noise up-to 70% [8]. Two step filter (FIDRM) has
been developed for reducing all kinds of impulse noise [9].
Fuzzy filter based on interval-valued fuzzy sets (IVFS) [10]
and Predictive based adaptive switching median filter
(PASMF) [11] are neural network based two stage switching
median filters. Performance of these filters are better in terms
of Peak signal to noise ratio (PSNR) and Image Quality index
(1QI) with low noise level.

A new adaptive median filter based on PSO detection
technique has been proposed in this paper. PSO algorithm and
its features are discussed in 3" section. 4™ section contains
block diagram of proposed filter and it’s working. 5™ section
contains Images and graphs simulated on MATLAB. The
conclusion is given in the last section.

Il.  SALT AND PEPPER NOISE

It appears as randomly scattering white and black pixels
over the image. Noisy pixels take either minimum or
maximum value in the dynamic range. In non-linear filters,
median filter is most popular to remove salt & pepper noise.
However when noise level is above 50%, edge details and
other information of image are smeared. The Probability
density function of bipolar impulse noise is given by

P for x=a
P(x) = Py for x=b
0 otherwise 1)
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If a > b, intensity “b” will appear as white dot in the image
and “a” as a dark dot. If P, or P, is zero then impulse noise
becomes uni-polar. Four different impulse noise models are
discussed here [11,12].

A. Noise model 1

Impulse noise is modeled as salt and pepper noise, where
pixels are corrupted by two fixed Intensity values, 0 and 255
randomly (for gray-level image), generated with the same
probability. Every image pixel have intensity value S; ; ,where
(i,j) is the location of pixel. In noisy image X; ; is the
corresponding pixel having probability density function given

by,
P/2
P(x)=< P/2
1-P

B. Noise Model 2

In this model Intensities of two noises are fixed similar to
noise model 1, but Image pixels are corrupted by salt and
pepper noise with unequal probabilities. That is,

for x=0
for x=225
for x = S, 2

P./2 forx=0
P(x) =< P,/2 for x= 225
1-P for x= Siuj (3)

Where p = pl + p2 and pl # p2.

C. Noise model 3

Instead of two fixed values, impulse noise modeled more
realistically by two fixed ranges. It ranges from [0, m] or
[255-m, 255], with a length of “m” appears at both extreme
ends with equal probability. The probability density function
of Xi,j will be,

P/2m
P(x) = P/2m
1-P

D. Noise Model 4

Model 4 also have two ranges of noise intensities similar
to Noise Model 3, except that the intensities of low-density
impulse noise and high density impulse noise are unequal.
That is,

for0<x<m
for x=(225-m) < x <255
for x=§;, 4

P./2m for0<x<m
P,/2m for x= (225-m) < x <255

1-P forx=S§;j 5)
where p = pl + p2 and pl # p2.

P(x) =

IIl.  PARTICLE SWARM OPTIMIZATION

Particle swarm optimization is introduced by Dr. Kennedy and
Dr. Eberhart in 1995, is a population based stochastic optimization. It
is inspired by social behaviour of bird flocking or fish schooling.
Evolutionary techniques such as Genetic Algorithms shares
many similarities with PSO[13]. For solving complex
problems, the system is initialized with a population of
random solutions and searches for optima by updating
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generations. Each particle is initialized with a random position
and a random initial velocity in the search space. The velocity
and position of each particle is updated based on its own
intelligence and on the experience of its neighbour [14].

A. The Particle Swarm Algorithm

In Particle swarm optimization each particle is refining its
knowledge by interacting with one another. Each particle has
arbitrarily small mass and volume & and also feels velocities
and accelerations [15]. Each Particle updated its coordinates
which are associated with the best solution, it has achieved so
far. It is local best or pbest. Another ‘best’ is tracked by the
particle taking all the population as its topological neighbors,
it is global best or gbest.

Its position is x; and velocity v;, each particle stores the
best position in the search space it has found thus far in a
vector p;. The velocity of the particle is adjusted stochastically
toward its previous best position, and the best position found
by any member of its neighborhood:

[ Start ]
v

Initialize algo constant k, C;,C;, o, v,

v

Initialize particles with random velocities
and random positions

v

> Evaluate the fitness value for each particle

v

Get the particle best ( Ppest)

v

Obtain the Global best ( Qpest )

*

Update particle velocity and position

v

No

Is

condition
Yes
Stop

Fig. 1. Block diagram of Particle Swarm optimization

V. PROPOSED MEDIAN FILTER

A proposed median filter works in two steps. PSO
optimizer works as Decision maker. It generates the noise map
of Image. Noise map gives information about the corrupted
and non
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PSO optimizer

v
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»  STD value Restored Immage

CorruptedImage

Fig. 2. Block diagram of Proposed Filter

corrupted pixels. If contaminated, a median fitter is applied.
Median value is calculated only through the non-corrupted
pixels of window.
A. PSO optimizer
The algorithm for PSO based decision maker is as follows:
Step 1: For FVT, taking 3x3 window from image and

calculate the mean, median, max, min, std. deviation values of
this window.

Step 2: Now taking the difference of centre pixel by these
five values.

Step 3: For generating Feature vector Table taking 5000
pixels in which half is corrupted and half uncorrupted.

Step 4: Initialize population p=10. Taking small value of
initial position and initial velocity.

Step 5: Multiply the FVT with Particles value.

Step 6: Compared the fitness value with threshold value
and get fitness value.

Step 7: Updating the values for getting better fitness value.
These values are local best values of particles, called “pbest”.

Step 8: After 1000 Iterations “pbest” values becomes
“gbest” value.

Step 9: Now training is completed. Detector uses these
best value particles for generating the noise map of Image.

0 ifoutputof FVT <1
Noise Map (i, j) =
1 ifoutput of FVT >1 (6)

B. Filtering Stage

Filter uses a 3 x 3 sliding window W, corrupted pixel (X
i) is located in its centre. Adaptive median filter locally
calculates the median value of uncorrupted neighboring pixels
of 3 x 3 sliding window. It replaces the value of corrupted
pixels by the calculating median value, uncorrupted pixel
retains as is it.
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X1, j1 Xij1 | X ja
Xij Xij Xist,j
X1+ Xija Xiv1, jo1

Fig. 3. Elements of 3X 3 sliding window W

V. PERFORMANCE MEASURES

Four different noise models are introduced to check the
performance of filtering process. All the possible combination
of noise densities are covered under experiments. Performance
are measured in terms of PSNR and 1QI.

PSNR = 10 logso (2554MSE) )
Where MSE = Y'm Y'n [O(m,n)-R(m,n)]% (MN)

Where MSE is mean squared error, O is a original image,
R is a restored image and MN is the dimensions of the image.
Image quality Index is a Integration of three different factors:
loss of correlation, luminance distortion and contrast distortion
[16].

1QIw = Corr(Ow, Rw) x Lum(Ow, Rw) x Cont(Ow, Rw) (8)

1QI of an image is an average value. The Image quality
index 1QIlw is computed locally within a particular sliding
window W. Here Ow represents the original and Rw represents
the sliding window of restored images. 1QI can vary from -1
to 1. 1 is the best value represents the best restored image.
Image quality map of restored image is appears as a black dots
on white background. Black dots in Image quality map shows
dissimilarity in original and restored image while white dots
shows similarity. Light colour map shows excellent result.

The proposed filter was compared with standard median
filter (MED), adaptive median filter (AMED) [2], MNASM
filter with BDND detector (MNASM) [8,13], Kaliraj et al.[17]
and predictive based adaptive switching median filter
(PASMAF) [11]. It is justified by the simulated result that
proposed filter gives better results with different noise levels
in terms of PSNR and 1QI values. In Fig.4 to 11 results are
shown is the form of graph, generated by using noise models
1, 2, 3, 4 respectively.

Lena image corrupted by 90% noise model-1
35 T

30

25
10 ‘ ‘
0
3 4 5 6

1 2
1-MED 2-AMED 3-MNASM 4-Kaliraj 5-PASMF 6-PSOMF

PSNR (dB)
= N
w o

&l

Fig. 4. Comparison in terms of PSNR value Based on noise model 1
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Lena image corrupted by 90% noise model-1 Lena image corrupted by 90% noise model-3
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Fig. 5. Comparison in terms of 1QI value Based on noise model 1 Fig. 8. Comparison in terms of PSNR value based on noise model 3
Lena image corrupted by 20%+60% noise model-2 Lena image corrupted by 90% noise model-3
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Fig. 6. Comparison in terms of PSNR value Based on noise model 2 Fig. 9. Comparison in terms of 1QI value Based on noise model 3
Lena image corrupted by 20%+60% noise model-2
1 Lena image corrupted by 20%+60% noise model-4
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Fig. 7. Comparison in terms of 1QI value based on noise model 2 Fig. 10. Comparison in terms of PSNR value Based on noise model 4
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Lena image corrupted by 20%+60% noise model-4 To validate and compare the results of proposed algorithm

! a gray scale Lena, circuit , Goldhill images having 512 x 512
0.9 are being taken. Figure 12, 13, 14, 15 all having result images
08 based on noise model 1, 2, 3, 4 respectively. Each figure
. consist of original image and corrupted image with edge map

of original image and corrupted image produced by applying
0.6 canny operator. To make it more clear, here one dimensional
05 signal of original image and corrupted image are also shown.
It is a histogram of a row intensity of image. The last image
shows the image quality map of restored image. It’s look like

Q!

0.4

03 a black dots on white background. Black dots represent the
0.2 mismatching between original image and restores image.
o Light quality