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Editorial Preface
G tho Ttk of Wnaging Gl

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current
home desktop computers to put a man on the moon. In that 50 year span, the field of computer science has
exploded.

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the
calculation process has given birth to fechnology once only imagined by the human mind. The ability to communicate
and share ideas even though collaborators are half a world away and exploration of not just the stars above but the
internal workings of the human genome are some of the ways that this field has moved at an exponential pace.

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for
quality research. We want to promote universal access and opportunities for the infernational scientific community to
share and disseminate scientific and technical information.

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we
deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a
place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field.

We utilize the talents and experience of editor and reviewers working at Universities and Institutions from around the
world. We would like to express our gratitude to all authors, whose research results have been published in our journal,
as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review
process.

We hope that this edition of IJACSA inspires and entices you to submit your own contributions in upcoming issues. Thank
you for sharing wisdom.

Thank you for Sharing Wisdom!

Managing Editor
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Abstract—with rapid development and increase in the amount
of available resources in E-learning platforms, the need to design
new architecture for such systems has become inevitable to
improve the search quality and simplifying ways to take online
courses. The integration of multi-agent systems has played a very
important role in developing open, interactive and distributed
learning systems. A lot of research in E-learning and multi-
agent system have been put into developing infrastructure and
providing content, security and trust issues have hardly ever
been considered worth knowing that security issues may
endanger the success of these platforms.

The application of a control access policy, as one of the most
important aspects of security, in E-learning platform based on
multi agent systems , plays an important role to secure
interaction with agents/users and reinforcing it with the
integration of trust level .The work of this paper is to encode a
new access control model developed in previous works based on
¢ role based access control model ©° and trust level, on
“Organization based access control model’” to improve the
security level in E-learning platforms based on multi-agent
systems.

The encoded model is implemented and evaluated by
“MotOrbac” tool, in order to define its validity context and
limitations for a large and extended deployment.

Keywords—Security policies; Access control; Rbac model;
Orbac model; e-learning platforms; trust; multi-agent systems

. INTRODUCTION

The definition of E-Learning is understood simply as a
means of teaching throughout the online internet technology |,
it is a convenient and inexpensive way to gain knowledge and
learn ; It has become the need of the hour since more and
more people are taking online courses; With the development
of Information Technology, E-learning is developing rapidly; It
is does not only support teaching and learning, but also some
Intelligence interaction among the collaborative team
members[1], to design such complex platform, designers use
one of the emerging technologies in distributed Environment:
Agent based technology ,

Multi agent system in E-learning system makes a great
change in the society because the conventional education
system need the presence of the student and the instructor at
the same time, same place and at the same interval of
time, which is somehow difficult to manage every time . This
technology is helping in developing interactive and better E-
learning system. In agent-based systems, agents try to get
information from other or gain access to remote service

Elkamoun Najib

STIC Laboratory
ChouaibDoukkali University
El Jadida, Morocco

provider agents in order to achieve their goals. We have seen
considerable effort being put into development of the content
and infrastructure for the e-learning system, yet there is hardly
any effort being put into these system for making them secure,
especially, in open environments where agents are able to
freely move around, many activities would be unsafe and
unreliable because it is hard to know which agents are
trustworthy and which external accesses are not harmful.
Worth knowing that the integration of security concerns could
help towards the development of more secure multi agent
systems.

A lot of models how are found in the literature consider the
integration of trust in multi agent systems as the key to protect
it, and as a basis for building a satisfactory model of security
based on access control policies, one of the most developed
security methods, it is expressed by identifying the restriction
of access rights an entity has over system resources. Access
controls are the concrete mechanisms that are put in place to
assert whether or not the current user can perform a given
action on a given resource.

As we know to achieve a satisfactory level of security, it is
necessary to define a security policy that meets the needs of the
application, several formalisms have been proposed and
developed during last years to overcome the limitations of the
models above depending on the nature of systems and their
development witch make the management of the different
levels of access rights to multiple types of resources by
different and distributed users more complex : DAC [4],
MACI5], RBAC [6], TBAC[7] or TMAC[8] . In these models
we find a lot of extensions of role based access control
(RBAC) which make this one as the standard of access control
models. The concept of RBAC had begun with multi-users and
multi-applications on-line systems pioneered in the 1970s. The
difference between RBAC and the other access control models
is the ease of security administration which is manifested by
linking permissions with roles, while the users are assigned to
definite role. In spite of that Rbac model and its extensions,
must take into consideration the new demands:

- Every organization has the opportunity to have their own
policies.

- Rules in access policies, with the integration of context
concept, become dynamic.

- Rules in access policies must be self-adaptive to the
temporal conditions, the location of the user and the previous
user behavior.
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Hence the appearance of OrBAC model (Organisation-
Based Access Control) who is more oriented security policy. It
is a model allowing abstract notions of users, action and object,
expressing rights context, obligations or recommendations not
only the permission like tradional models. It contributes to
define abstractions which allow us to relate managed objects to
one another or which allow us to relate users, or groups of
users, to groups of objects.

In this paper, the work is to encode a new model that we
developed in previous work [9] based on the two access
control model’” TrustBAC model’” [10] and” Dynamic RBAC
with trust- satisfaction and reputation for multi-agent systems”
[11]; the main goal of this model is to incorporate the
advantages of both to improve the highest degree of security
in E-learning platforms based on multi-agent systems.

Having given an initial introduction and motivation of the
proposed work, the rest of this paper in structured as follows:
In Section 2 an overview of some of the related works on
access control. There is a plethora of works in access control
mechanisms. Here we present some of the works that are
related to trust, e-learning platforms and multi-agent systems
access control model. The proposed model, its components and
an example of how our new model works in E- learning
platform are presented in Section 3 including the trust
evaluation method; Section 4 presents the main concepts and
components of orbac model Section 5 is dedicated to present
the encoded model. The basic concept of e-learning platform
oriented spatial metaphor based on Multi-gent systems, with a
use case of the model in a concrete e-learning scenario for
educational purpose will be presented in section 6. Finally, we
conclude the paper with some perspectives in section 7.

Il.  RELATED WORK

Since security has become an essential asset in humerous
application areas such as e-learning platforms, the integration
of security policies has become a major issue in the design of
security architectures.

Much work has been done in the area of e-learning, since it
covers a broad category of applications and processes, such as
education via the Internet / computer (web based learning/
computer based learning), virtual classrooms and digital
collaboration [14]. In this section we would briefly discuss the
research works related of security requirements for e-learning
and multi-agent platforms.

To achieve a good level of security, there are many
important elements that must be taken into account, and this
has been discussed in a good way and can be reached in [11].
In [12], proposals for Security of e-learning Systems and
security requirements for Multi-agent systems have been
discussed; Security case modeling has been taken into account
with emphasis on use cases.

Security has already proved an important requirement for
the success of MAS, so there are already some works in this
research area cited in [13], showing the concern of multi-agent
community with security.

Access control model it is an important method of grant the
three security Principles of computing: confidentiality,
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integrity and availability, the control of how resources are
accessed it is very important in the protection of the e-learning
platforms based on Multi-agent technology, preventing
unauthorized modification or disclosure of resources. A lot of
access control models have been developed ,a relevant work is
provided by Xiao et al. — an authorization mechanism based in
RBAC model [6], the authors consider that using policies
based on roles is possible to build a security architecture that
automatically adapts to system changes.. However it is still not
enough for open and decentralized multi-centric systems in
terms of dynamic and unknown users, to overcome the
limitations of RBAC for this kind of systems, authors have
proposed credential-based access control models [15, 16]. This
model implement a concept of binary trust which mean that a
user has to produce a predetermined set of credentials (proofs)
to gain some determined access privileges. It’s provides
information about the rights, qualifications, responsibilities and
other characteristics attributable to its bearer by one or more
trusted authorities also it provides trust information about the
authorities themselves. The combination between credential
based access control and role-based access control make the
security administration more flexible [17, 18]. even though the
credential based models solve the problem of access control in
open systems ,still not enough in terms of given information
about the behavior or action of the user, the credential model
shows its limits to achieve a satisfy level of security , that why
a lot of research has been done to improve the evaluation of
trust on integrating the mechanism of history and context
information (context awareness takes an important part which
identifies the user’s needs by analyzing the context information
of user environment) of the user [19, 20, 21].

The TrustBAC model, enhance the binary trust paradigm
with multi-level trust which make the model much richer : trust
levels in the users can be determined not only by using the
credentials presented by the user but also from the results of
past interactions with the user, from recommendations about
the user and/or knowledge about other characteristics of the
user.

To highlight the dynamic changes of the environment and
the roles assigned to users , researchers develop a new access
control model for multi-agent systems based on the RBAC
model with the integration of trust concept : ” Dynamic RBAC
with  trust-satisfaction and reputation for multi-agent
systems”[9] because In multi agent systems the context
information collected from diverse sensor agents needs to be
protected from unauthorized access and properly shared by
many agents depending on the types of information and roles
of user agents. For efficient access control to these resources,
this model updates dynamically the roles and permissions
according to the continuously changing environment. The
proposed model employs the notion of trust evaluated with the
measure of satisfaction and reputation.

The incorporation of the advantages of both latest models
cited above gives birth to a more efficient new model that we
developed in previous works and to improve the highest level
of security in E-learning platforms based on multi-agent
systems: The notion of trust in multi-agent system which can
be used, is to put the relationship into the dynamic multi-agent
system to control the access to the resources and services , so,
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if an agent wants to request a service, as first step , it needs to
pass the permission test checking on whether it is authorized or
not, then it must solve the problem of security.

As we know ORBAC model produce a rich and modular
(the designer can define a policy security independently of the
implementation), but with the integration of the concept of trust
make it more dynamic (rules can be activated or deactivated
based on trust levels of the user or the organization) and more
interactive (the recent behaviors of the trustee are used to
control the access of resources). In the literature two different
model of TRUS T-ORBAC are proposed for two different
platform the first is ’A Trust Access Control Model in Multi-
Organization Environments <’[19] and “ A Trust-Orbac Control
is a new model dedicated to the security of Cloud Computing
Systems’” [2]. The difference between these two models is in
the fact to evaluate the trust; knowing that this later change
from one to another system.

I1l.  THE PROPOSED MODEL

This model allows to us an access control management
more dynamic and precise, with the help of three modules that
build the access control structure of our approach:

e The “Trust Evaluation Module” it’s the principal; it
receives access requests, analyzes, collection of context
values and other parameters, and sends the trust value
of the user to the Access Control System module.

e The “Access Control System” makes decisions for each
application based on the value of trust of the user
provided by the trust evaluation module; The “Trust
evaluation module” plays a key role in the proposed
model. It calculates the values of trust based on the
reputation, satisfaction and context values.

e The “context module” is responsible for collecting user
and environment information’s.

A. Evaluation of a trust value

Before exploring the parameters to evaluate trust value, we
first define trust in the context of this paper. Trust is defined in
a variety of ways. Many authors examine the various
definitions of trust and then provide a working definition of
trust for internet applications: “Trust is the firm belief in the
competence of an entity to act dependably, securely, and
reliably within a specified context”. However, in our model we
adopt the definition of Mui et al. , because the definition of
trust is based on reputation which both are strongly related to
evaluate trust in Multi agent systems: “Trust is a subjective
expectation an agent has about another’s future behavior based
on the history of their encounters”.

Vol. 7, No. 8, 2016

The trust value in a practical system is calculated
Satisfaction which represents the confidence of the services
and resources the agents provide, and Reputation which
represents the recent behavior and past history of requesting
agent.

We compute the trust value of an agent as

TrUSt: (ll*SD + ag*R
@)

O, 0=1 and (1,1, 0,>0

Where a ;and o ,are the weight coefficients defined by the
System according to the application.

- Satisfaction degree SDi is between 0 and 1. If it is
close to 0, it means that agent-i is untrustworthy. On the
contrary, if it is close to 1, agent-i is trustworthy.

- Reputation is evaluated by calculating local and global
reputation. Local reputation is the quotient of number of
honest transactions and the sum of honest and malicious
transactions between agent-i and agent-j. The global
reputation is the average value of the local reputation values of
an agent evaluated by other agents; more details are explained
in [9]).

B. Basic concept of the new model

The components of this model can be treated as an agent ;
they are cited as follow:

e User agent : is the user how carries to access the

resources according to the user’s role(same as user in
RBAC model)

e Trust-levels agent : responsible for checking the trust
value of the agents and classifying it in different levels

o Role Agent: responsible for keeping the list of the
roles and managing the their hierarchy.

e Permission Agent
permissions

its role is keep the list of

e Sensor Agents: its role is collects the context
information and sends it to the ‘Context-Aware Agent’.

e Session Agent: its role is register the rules in ‘Context-
Aware Agent’ besides connecting ‘User Agent’ and
‘Permission Agent. It is dynamically updates the user’s
role according to the context.

e Context-Aware Agent: its role is infers the context
using diverse context information and reports the result
when the rule is fired.
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Fig. 1. The new model

The structure of the new model is presented in Figure 1.

The access authorization process is summarized:

The difference between trust-role-based dynamic access
control mechanisms and the other access control models is
that the user’s role can control policy by its trust level.

C. The process of access authorization

Step 1: After a request for access is made, a session is
started.

Step 2: Once the session is establishes, the trust evaluation
module which is based on reputation and trust gives a value of

The access authorization process is illustrated in the Figure
2 as following:

the requester (user).

Step 3: If the user confidence value T, belongs to the
interval defined by the administrator, specific roles are
assigned to the user depending this interval and constraint
agent, after that the authorization is granted. Alternatively, we
recalculate the confidence value if there is an unexpected error.

‘ Access request }

IV. PRESENTATION OF ORBAC MODEL

/ Organisation Base Access Control, is an access model that
took over the cited above models by adding the concept of
abstract entities. In the beginning, OrBAC was proposed in

o
m
A
o,
(=]
=
w
v
&)
=1

: _ [10] to meet security policy requirements in the health care
N Trust evaluation Constraint Agent fields.
V The application of OrBAC model in different platforms
confirms it’s expressive power ,adding to these, OrBAC
No el includes contextual rules based not only on permissions but

also  prohibitions, obligations and recommendation which
make the security policy rich ,modular and dynamic.

Yes l;

A. Basic concepts of OrBAC model

Satisfaction

Assigned-role(l) The central entity in Or-BAC is the Organization. An

organization can be seen as an organized group of subjects

Reputation

playing a role or another. Worth knowing a group of subjects
does not necessarily correspond to an organization. More

specifically, the fact that each object plays a role in the
organization is an agreement between the materials to form an
organization.

Authorization

Fig. 2.

access authorization process
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As the Figure 3, the introduction of an abstract level where
the role, activity and view concepts abstract the subject, action
and object concepts [8] allow to the designer the possibility to
define a policy security policy independently of the
implementation .A view is a set of objects that satisfy a
common property. An activity includes actions involved the
same principles and privileges apply only in the specific
context.

Each organization org specifies its own security rules,
some role may have the permission, prohibition, and
obligation or recommendation to do some activity on
some view given an associated context is true:

permission(org, role, activity, view, context).
prohibition (org, role, activity, view, context).
obligation (org, role, activity, view, context).
recommendation (org, role, activity, view, context).

B. The new Concepts characterizing the model

In ORBAC model, new concepts have been added in a
developed way, and which have characterized as the most
developed access control model, in the following table you
found these concepts with their explanation.

Notion In ORBAC model an organization can be divided in
sub-organization, a role in sub-role, activity in sub-
activity, and a view in sub-view. These
decompositions generate hierarchical relationships
between the parent entity (generalization) and the
Child entity (specialization).

In order to express this hierarchy OrBAC introduces
the predicates sub_role (org, R1, R2) which means
that in organization org, role R1 is a sub-role of the
role R2, same thing with sub-activity(org, Al, A2)
and sub-view(org, V1, V2).

of

hierarchy

Concrete Lewel

Object

15 permitted

Notion Express different types of constraints that control the
of activation of the rules expressed in the access control
Context policy.

OrBAC model represents the contextual constraints
allocation rights, brings together the different contexts
by type, to acceptance a request an evaluation of the
context must be done , this evaluation is based on
some information in order to test the activation of the
context.

Since Or-BAC model specifies at the same time
permissions and prohibitions the appearance of
of conflict became remarkable, especially when a user is
permitted and prohibited to perform an action on
object a conflicts can occur. To model such a situation,
we introduce a predicate called conflict() used in rules
as follow:

Notion

Conflict

IS -permitted(s, a, o) Als-prohibited(s, a, o)
—conflict ()

V. ENCODING THE PROPOSED MODEL ON ORBAC MODEL

This section provide an encoding of the proposed model,
which is based on RBAC model with trust level, on OrBAC
organizational model. For each concept (role, type, context ...)
used in the model, we provide its counterpart in the OrBAC
model to confirm the expressive power of this later.

Two concepts of ORBAC model are not directly used in the
proposed model:

e The concept context which is not exploited in a larger
and varied manner, so with the use of context OrBAC
model, we can express different types of extra
conditions or constraints that control activation of
rules.

e The concept of organization: in this case the OrBAC
model is supposed to have a fixed value, we assume
here that we have only one organization we simply call
" learn-organization ".
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A. Subject / role

As we said in the previous section, in the ORBAC model, a
subject may be either an active entity: a user / agent, an
organization STIC laboratory or department of IT .... . In our
platform, the entity subject lists the UID (User Identifier) of
this system, each UID is related to specific username. The
entity Role is used to structure the relationship between
subjects and organizations. In our case, like the table show, the
roles «Privilege-student », «administrator», are played by users
specially students.

Vol. 7, No. 8, 2016

TABLE Ill.  AcCTIvVITY /ACTIONS
Activity Actions
Creation = yvriting courses / ex_ercises
-filed courses / exercises
Update -Mod_ification /Suppression(courses /
exercises)
Follow -Explain-course/project — Answer-questions
download -Download (course/Exam)
Answer -Answer (questions/exam)
Register -Registration

TABLE I. SUBJECTS / ROLE
Role Subject
Privilege-student {Mr Najib}

basic-student
Public-Student

{Mlle Fatima , Mr Khalid}
{Asmaa,zahira,hind...}

administrator {Imad}

B. objects /view

In our model, the entity subject primarily represents non-
active entities such as files, emails, printed forms ..., in e-
leaning platform, we consider objects as courses, exams,
practical work.... The entity views like role is used to structure
the relationship between objects and organizations. The
following table summarize some of view/object used in e-

D. Trust context

We recall that a context is a condition over the
environment, to control the activation context, the systems has
to give some information to check if the condition is satisfied
or not worth knowing that there is many type of context in
ORBAC model, the following figure resume and presents the
taxonomy of contexts and describes all the information
necessary that the system should be able to provide for their
evaluating [25].

leaning platform.

TABLE II. OBJECTS / VIEW
View Objects
course Course-X.doc/html/pdf/ppt

Resource-sup
Resource-Test
Doc-team

- video/-shéma.jpg / ...
-Quiz.doc/-Exam-modul-x.doc
- Doc-team 1/2/3 ....

CONTEXT
It i i 1 Ly ]
Time Physical location Depends on Depencs on previous
Intenval duration intime: (geographica! position], characteristics that join Actions thet the Subject
Aspecificdite domical Jocation (¢ Degends on the Subject the Subject, the Action has performed in the
Which the Subject (s patworklocation: @1P. ) Objective (or purpaée| 10 the Object fystem
fequesting for an access Depends on the Subject
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C. Activities / Action

Security policies specify allowed access to passive entities
by active entities and regulate the actions performed on the
system. In ORBAC model, the Action entity includes IT
actions like "read", "write", "send", etc. The activities will be
"consult”, “edit", "transmit", etc. Each organization may
consider the same action used in the realization of different
activities. You find in the following table some

Activity/Actions used in E-learning.
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TR ROl
e
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Fig. 4. Context taxonomy and required data
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In this model we need to add a novel type of context
(TRUST-CONTEXT), the role of this latest is to check if the
trust levels of the user/agent respect the administrator levels or
not .

Vol. 7, No. 8, 2016

As you can see n figure 4, our encoded model TRUST-
ORBAC model for E-leaning platform based on multi agent
system, give birth of a new level witch named trust level,
adding to abstract and concert levels.

Concret level
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}h Agent
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Abstract level

Fig.5. New Trust-ORBAC model for e-learning platform based on multi-agent systems

VI. THE EVALUATION OF SECURITY POLICY OF THE
PROPOSED MODEL

A. Presentation of the platform

For this purpose we assume that the E-learning platform is
manipulated by different actors: tutors, learners, and teachers
where each actor plays a specific role in the learning process.

e The teacher sets its pedagogical scenario through the
learning platform, using some tools and resources
offered by the platform.

e The tutor supports the students in their learning
activity, in order to help them, and evaluate their
progress.

e The student use the pedagogical scenario proposed by
the teacher, in order to achieve some educational goals
like understanding the course content.

So each actors in the platform has a specific security levels
associated with a level of his trust for example we have here
some levels which identify the nature of student: privilege,
basic, public. This concept keep to the user/agent possibility to
enter with public policy which is the lower limit applied to the
platform.

B. Example of access authorization process

Here we present an example to explain how the present
model works:

Let ‘public student’, ‘basic student ‘and ‘privilege student
‘be three roles in the ROLES set of the platform. We specify
the following: Assigned Roles ([0.38, 0.7]) = privilege student,
Assigned Roles ([0.06, 0.3]) = public student and Assigned
Roles ([0.16, 0.5]) = basic student. In general as first step a
student must log in to the system by its credentials. Then the

system verify and evaluate its trust value for example 0.45,
therefore, according to Assigned Roles the user at this stage is
allowed to act as a privilege student as well as a basic and
public student. Let the privilege users of the platform be
allowed to write comment about the courses presented in the
database of the platform as well as the uploading copies of
courses that are not presented in the database we consider that
Abusive/irrelevant comments and upload of an inauthentic file
as negatives events.

During the session, we consider that the student writes
some bad comments and upload a several inauthentic
documents. Each of these activities get reported in the session,
Let T evaluates trust periodically within a session. At some
evaluation point we have v=0.345.This means that the student
is not ‘trustworthy’ to the platform as a privilege student.
That is why the system automatically refuses the role of
privilege student for the student. During the remaining time in
this session, he can no longer acts as a privilege student. So if
there is a section of articles in the database which is only
available to privilege student then he cannot access those
articles anymore. However, he can continue to act as a
basic/public student who will keep it for its next login, except
if the confidence level increases with the good actions and is
reached to 0.35. It can again act as a privilege student.

C. Simulation with motorbac tool

Designers of the Or-BAC model have developed
MotOrBAC [23][24] a security policy tool which can be used
to specify, simulate, evaluate and administrate the security
policies not only based OR-BAC model but also RBAC model,
This is partly due to the fact that its GUI is independent of its
APl and RBAC has common entities of the OrBAC model.

Security policies expressed by MotOrBAC have a
declaration section which provides useful information on
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security policy like: the date of the last version of the policy,
creation date, version, We can also use this declaration part to
inform the access control model used to express in this tool, In
fact, when the security policy is expressed from RBAC, certain
parts of MotOrBAC will be disabled: views, activities,
prohibitions, obligations[25].

In this simulation we considered that the trust value is an
attribute of the subject, it’s already calculated with an
independent program.
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Fig. 9. Simulation of the policy

VII. CONCLUSION AND PERSPECTIVES

The main goal of this paper, is to provide a new model
based on ORBAC model , adapted to e-learning platform based
on multi agent systems in order to have a satisfactory level of
its security, taking into consideration the different interactions
of these actors/agents and the integration of context and trust
level. It allows to set certain conditions for the application of
safety rules. This improvement may reside on richness as
modularity of ORBAC model

This new model is implemented and evaluated by
“MotOrbac™: a simulation tool, to define its validity context
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and limitations for an extended deployment .how ever this
approach still not enough and rich so as future work , we
encode the proposed model on Orbac model, in order to make
it more rich and modular, and to prove how the expressive
power and flexibility of ORBAC model work.

This work can be extended to a new TRUST-ORBAC
model that analyzes the risks before making a decision to
accept or deny access while taking account of the context
information to determine trust levels of the subjects, the level
of trust required by each role and the environmental risk
threshold: The evaluation of risk should be done dynamically
and in real time.
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Abstract—Crowd evacuation from industrial buildings,
factories, theatres, protest areas, festivals, exhibitions and
religious/sports gatherings is very crucial in many dangerous
scenarios, such as fire, earthquakes, threat and attacks.
Simulation of crowd evacuation is an integral part of planning
for emergency situations and training staff for crow
management. In this paper, simulation of crowd evacuation for a
large building-hall is studied using a popular crowd-simulation
software BuildingEXODUS. Evacuation of the fully occupied hall
is simulated with eleven test cases using the different
experimental setups in the software. The results of the different
evacuation scenarios are analysed to check the effect of various
parameters involved in the evacuation performance. Finally,
using the evacuation test results, simplified models are developed.
It is found that the model outputs are in good agreement with the
simulation results. Therefore, the models can readily be used for
fast computation of the evacuation results without running the
actual simulation.

Keywords—Crowd Evacuation; BuildingEXODUS; Modelling
& Simulation; Least squares method

. INTRODUCTION

The issue of crowd behaviour and movement has been a
concern for researchers over the last few decades. Crowd
evacuation from confined areas e.g., industry building,
theatres, protest areas, festivals, exhibitions and
religious/sports gatherings is utmost important in many
dangerous events, such as fire, earthquakes, threat and attacks.
Increasing the crowd density during the evacuation can lead to
hazardous scenarios including crushing, being struck, violent
acts, stampedes, etc. Simulation of crowd evacuation is
integral part for planning to avoid such hazardous situations
and to make efficient crowd management during the normal
situation. Evacuation simulation is essential for designing (the
number, widths and locations of) the exits of the confined area
for safe evacuation of the occupants. Three approaches are
used to simulate crowd, which are fluids, cellular automata
and particles.

Most of the work in the area of crowd simulation uses the
particle approach [1]. Many studies have been performed on
crowd simulation with different structures and situations. A
recent survey done by Wang and Sun [2] addresses the current
research of large-scale crowd evacuation with four principal
aspects: evacuation theories, evacuation modelling, evacuation
decision-making and evacuation risk evaluation. The authors

This work is sponsored by the deanship of Scientific Research at Taibah
University, Saudi Arabia.

Muhammad N. Kabir

Faculty of Computer Systems and Software Engineering,
University Malaysia Pahang,
26300 Gambang,
Pahang, Malaysia

concluded that more research is required to be done on large-
scale evacuation since existing evacuation models have not
fully considered the uncertain factors in the evacuation
process. Thalmann et al [3] modelled virtual humans
according to perception, emotion and behavior; Helbing et al.
[4] produced a social force model for simulation of building
escape panic; Braun et al. [5] modified the work of Helbing et
al. by incorporating the concept of a group of pedestrians to
the social force model. Bouvier et al. [6] simulated pedestrians
and airbags deployment; and the work of Musse et al. [7] was
based on decision-making and movement.

The work of Kiyona et al. [8] used the numerical analysis
method, Distinct Element Method (DEM), to simulate

emergency evacuation behaviour from a confined
underground shopping center passageways during an
earthquake. Chunmiao et al. [9] presented a study of

evacuation process in buildings using BuildingExodus. They
investigated the effect of number of exits and population and
concluded that there was a linear relationship between the
number of population and the evacuation time. Kiyono and
Mori [10] considered an elliptic shape for human body to
simulate emergency evacuation from a confined area. They
used Distinct Element Method (DEM) with modified strength
of the spring for high-density crowd to model the evacuation
process and validated the model by comparing the simulation
results with a real pedestrian flow.

Alighadr et al. [11] presented a case study on emergency
evacuation of a populated marketplace called Timche
Muzaffariyye using distinct element method DEM. They used
two different numbers of exits for evacuation simulation in
order to evaluate the performance. In addition, some research
on guided evacuation techniques include: Onorati et al. [12]
discussed modelling of accessible evacuation routes for
different types of people, Yang et al. 2014 developed a
modified social force model for pedestrian dynamics to better
reflect pedestrians’ behavioural characteristics. Abdelghany et
al. [14] described an optimization model based on genetic
algorithm for the evacuation of large-scale pedestrian facilities
with multiple exit gates. Haron et al. [15] presents a study on
fifty-five crowd simulation software and recommends the
suitable crowd simulation software for studying crowd at large
complexes. Alginahi et al. [1] presents a crowd simulation for
the multi-storey washroom facilities using Discrete Event
Simulation. Nassar and Bayyoumi, [16], which presents a
discrete-event simulation model to assess the effect of mosque
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prayer hall configuration with different exit locations on the
egress times of the occupants in the prayer hall.

From the above research works available in literature, it is
very clear that crowd simulation research is an interesting area
of research and much work is needed to address all different
aspects and related parameters of crowd behaviour, building
structures, characteristics of crowds, social behaviours etc.

In this work we simulate the crowd evacuation of a large
building-hall considering different parameters involved in
crowd simulation. The hall has eight doors each of which is
approximately three meters in width. Figure 1 shows the
layout of the hall used in this study. Three doors are located in
the left side and five, in the right side of the figure. The
dimension of the hall is approximately 87m x 58m, while each
door is three meters wide. The purpose of simulating this
building is to evaluate the evacuation performances with
different test cases. Eleven tests cases generated by different
experimental setups are simulated. Test results are analysed to
scrutinize the influence of various parameters on the
evacuation scenarios. Test results are analyzed to scrutinize
the influence of various parameters on the evacuation
performance. Furthermore, with the evacuation test results,
simplified models are developed which are in excellent
agreement with the test results. Therefore, instead of running
the expensive simulation, one can readily use the simplified
models for fast computation of the evacuation results.
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Fig. 1. Approximate layout for the Worshipping Hall (Area of study)

The rest of the paper is organized as follows. Following
this introduction, section 2 provides the methodology and
experimental setup. Section 3 presents the simulation results
and analysis. The simplified evacuation model is formulated
in section 4 and section 5 concludes this paper.

Il.  METHODOLOGY AND EXPERIMENTAL SETUP

The authors in this study decided to use BuildingEXODUS
[17] in order to carry normal and emergency simulations for
the large building-hall.  The main reason for using

Vol. 7, No. 8, 2016

BuildingEXODUS is its popularity and affordable price.
According to the crowd evacuation software evaluation by
Haron et al., [15], BuildingEXODUS is considered one of the
most popular crowd evacuation software developed at the
University of Greenwich. BuildingEXODUS is a suite of
software tools designed to simulate the evacuation and
movement of people within  complex structures.
BuildingeXODUS is one of the evacuation models contained
in this software package. BuildingEXODUS can be used to
demonstrate compliance with building codes, evaluate the
evacuation capabilities of all types of structures and
investigate  population movement efficiencies  within
structures. The system is able to simulate the evacuation of
large number of people from different types of buildings such
as multi-floor buildings. BuildingeXODUS adopts fluid
dynamic models coupled with discrete virtual reality
simulation techniques.

Eleven experiments (test cases) were conducted to
evaluate the evacuation performances. The test cases with
their description are provided in Table 1. The number of
occupants in the hall is 4100 which is the estimated maximum
capacity before the evacuation begins. Now the experimental
setup of parameters, initial values and other considerations for
simulation using BuildingEXODUS manual are discussed for
each test case.

TABLE I. DESCRIPTION OF THE DIFFERENT EXPERIMENTAL SCENARIOS

Case Description

1 Using default settings of BuildingEXODUS

2 With altered potential map

3 With full local familiarity

4 With 50% attractiveness for all doors

5 With 5% of the population in wheelchairs and using travel speeds
as specified in the Exodus manual

6 With response time (0-1 seconds) and potential map in test case 2

7 With response time (0-5 seconds) and potential map in test case 2

5 With response time (0-10 seconds) and potential map in test case
2

9 With extreme behavior enabled and potential map test case 2

10 Avoid congestion and potential map in test case 2

11 Combination of test cases 2, 5, 6, 9 and 10

In test case 1, default values as specified in the user
manual are considered for objects i.e., doors, nodes, arcs and
occupants with exception of ages of individuals. Occupants
follow the potential map of the geometry given in Figure 2.
Potential is a measure of a node distance from the nearest
door. The occupants move from the nodes of higher potential
to the nodes of lower potential which brings them closer to the
nearest door. Occupants do not make decisions that take them
to nodes of higher potential, but prefer to wait until an
alternative of lower potential is offered. For this test case, the
behaviour of the population is normal indicating that they
conform to the potential map at all times and do not redirect
unless they fall under the potential influence of a nearby exit
[17].
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Fig. 2. Default potential map

In test case 2, internal exits are inserted with potential
values as specified in Table 2. The corresponding potential
map is displayed in Figure 3. In test case 3, the occupants do
not follow the potential map. All the occupants are assumed
to be familiar with all exits. Occupants behaviour is normal
indicating that the occupant knowledge of exits is prioritized
according to the initial distance of the exits from the occupant
and usages of the doors.

Fig. 3. Potential map for Test Case 2

TABLE II. INTERNAL EXITS WITH POTENTIAL VALUES

Door No. Potential Door No. Potential
D1 100.000 InDoor_1 100.000
D2 100.000 InDoor_2 100.000
D3 100.000 InDoor_3 100.000
D4 100.000 InDoor_4 100.000
D5 100.000 InDoor_5 100.000
D6 100.000 InDoor_6 100.000
D7 100.000

D8 100.000

Test case 4 is similar to the previous test case 3 with the
exception that the occupants knowledge of a certain doors is
automatically determined by a probability value supplied as
the attractiveness of the door. We consider that for each door,
50% of the population are familiar with it (by probability).
Occupants exit from one of the doors which they are familiar
with. As in the previous case, the occupants exit list is ordered

Vol. 7, No. 8, 2016

according to initial distance and the usage of the door. In test
case 5, with wheelchairs and travel speeds according to the
evacuation model data presented in Table 3.

TABLE Ill.  TRAVEL SPEEDS FOR TEST CASE 5
Panel Age Percentage | Speed (min-max)
1 3-16 | 10 0.78- 1.578
2 17-29 | 25 1.586-1.49
3 30-55 | 375 1.48- 1.255
4 56-80 | 22.5 1.246-1.03
5 (Wheel chair) | 30-80 | 5 0.69

Test cases 6-11 use the altered potential map of test case 2
given in Figure 3. Test cases 6-8 use different response time as
shown in Table 1. In test case 6, response time ranges between
zero and one second for the entire population. In test case 7,
response time is increased to be between zero and five
seconds. Test case 8 has the maximum response time range
i.e., between zero and ten seconds for the entire population.

Test case 9 uses extreme behaviour where the occupant
movement only relies on the distance from the exits. In this
case, the population moves according to the altered potential
map. However, they are given the additional option of moving
to locations of higher potential when their wait time exceeds
their patience limit which ranges from 0-5 minutes. In test
case 10, a sign was associated with each door enabling the
occupants to observe the area around the door and assess the
congestion around it .The occupants can then make the
decision to avoid the congestion by redirecting to another
door. The visibility catchment area of signs given in Figure 4
is the area which it is visible by the occupants. Only occupants
within this area are able to view the sign and the congestion
around it. Test case 11 is produced with the combination of
test cases 2, 5, 6, 9 and 10.

Fig. 4. Visibility catchment area of the signs

I1l.  RESULTS AND ANALYSIS

The results of the test cases described in the previous
section are explained and analysed. The complete graphical
results from test case 1 are provided to demonstrate the
capability of the software. The complete results of other test
cases are provide in Tables 4 — 5 for all test cases. However,
results of all the test cases which are required for the
comparison and analysis are presented.  Figures 5-7 and
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Tables 4-5 present the results of test case 1. Figures 5a-5b
plots the flow rate of the people through D1 to D8 doors while
Figure 5c displays the total flow rate from all the doors. It can
be observed that the flow rate is initially zero and increases to
some value (average maximum flow rate) and continues to
fluctuate around the value before sharply reducing to zero.
Note that the average maximum flow rate is about 16 for all 8
doors. The maximum flow rate in Figure 5¢ with all doors is
about 128 (16x8=128). The evacuation time is the longest with
door D8 that equalled 338 seconds; Table 5 verifies this.

Table 5 provides the total and average evacuation time for
all the doors, average response time and average cumulative

Vol. 7, No. 8, 2016

wait time, average distance and optimal performance statistics
(OPS). Note that OPS is measured from 0.0 to 1.0, where the
lower values indicate more efficient evacuation [17]. Table 4
shows the door usage i.e., how many evacuees exit through
each door. Figure 6 shows the total number of evacuee over
time for the doors corresponding to the doors in Figure 5. Note
that the general trends of the total number of evacuee are
almost linear with time i.e., increase gradually and then they
become constant after the evacuation is over. Figure 7 shows
the areas of congestion for test case 1 where the duration of
congestion exceeds 10% of the evacuation time.
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Fig. 5. Evacuation flow rate over time with different doors in test case 1
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Fig. 6. Total number of evacuees over time with different doors in test case 1
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TABLE IV.  DOOR USAGE FOR ALL TEST CASES
Test Cases
1 | 2 E EBRE IE |7 IE E EE

Door No No. of Evacuees

D1 1124 1004 1091 739 | 1001 983 1053 1051 1003 892 750

D2 132 151 155 362 136 125 135 139 152 247 360

D3 181 240 165 368 | 256 251 233 251 238 224 370

D4 68 157 73 348 141 150 144 136 160 293 361

D5 684 713 690 517 753 796 726 731 712 625 522

D6 631 638 602 605 | 616 599 561 611 601 727 599

D7 688 604 733 694 | 582 638 665 640 641 557 659

D8 592 593 501 467 | 615 558 583 541 593 535 479

TABLE V. SUMMARY OF EVACUATION ESTIMATES FOR ALL TEST CASES WITH THE INITIAL POPULATION OF 4100 INSIDE THE BUILDING
B e lwn|ors |Gl R | o | A0t
Time (Sec) Time (Sec)

1 338.25 5.6375 0.591 117.92 14.90 77.87 31.68
2 300.07 5.00117 0.525 107.83 15.16 65.95 33.35
3 329.47 5.49117 0.575 116.40 15.16 75.76 31.67
4 232.32 3.872 0.230 98.51 15.16 49.70 41.03
5 301.09 5.018 0.513 110.30 14.99 66.61 33.64
6 305.49 5.0915 0.491 116.15 29.66 60.19 32.73
7 352.74 5.879 0.078 177.59 149.07 5.02 29.09
8 642.29 10.7048 0.032 323.16 297.95 2.06 28.58
9 304.92 5.082 0.534 107.90 15.16 61.27 39.65
10 273.75 4.562 0.362 101.42 14.99 57.15 35.99
11 390.62 6.51 0.065 187.39 152.34 247 38.50

Figure 8 shows the total and average elapsed (evacuation)
time for all doors, average response time, average cumulative
wait time and the average distance for the different test cases.
Figure 9 shows a bar graph depicting the optimal performance
statistics (OPS) for the test cases. We observe that the average
evacuation time follows the trend of total evacuation time. The
evacuation time is the minimum with test case 4 and highest

with test case 8. Average wait time mostly makes the opposite
behaviour of evacuation time. OPS follows the similar
behaviour of average wait time. It reveals that if the response
time increases, the evacuation time and response time
increase, but the wait time and the OPS decrease. Test cases 4
and 10 have the smallest evacuation time since case 4 uses
50% attractiveness for all doors and test case 10 uses sign to
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signal the occupants of the congestion. However, wait time for
test case 10 is higher than that of test case 4. Test case 5 where
some 5% occupants use wheelchairs does not make much
difference with the default setting or altered potential map in
test case 2. The same behaviour is also observed with test
case 9 which represents the extreme behaviour. Variation of
average distance is very small for different cases.

600| ~ + — Total Elapsed Time . ,/*‘ o
Average Elapsed Time A
500 ——6— Average Response Time , '//' R
Average Cumulative Wait Time S
400 —%— Average Distance
t %
300F TNk T ‘ <
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OE ¥ ¥ i f tg
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Fig. 8. Evacuation estimates with different test cases
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Fig. 9. Optimal Performance Statistics for all test cases

IV. SIMPLIFIED EVACUATION MODEL

The evacuation results through all the doors presents well-
behaved trajectories without any fluctuation. Therefore, the
trajectories can be fitted with some functions so that the result
can be readily obtained from the functions without running the
simulation repeatedly. Besides the computational time is much
cheaper for the evacuation if we can build such functions.

Vol. 7, No. 8, 2016

First, we try to find the different evacuation patterns. In
Figure 10, the number of evacuees through all the doors is
plotted over time for different test cases. It is observed that in
the figure, the plots with almost identical behaviours are
grouped. It is apparent in Figure 10 (a) that the evacuation
behaviours with the test cases 1, 2, 3, 5, 6 are similar. This
similarity can also be observed for test cases 4 and 9; and 7
and 11 as shown in Figures 10 (b) and 10 (c) respectively
Notice that the evacuation with the test case 8 is different from
the others. The average number of evacuees over time for the
test cases with similar evacuation behaviour is referred to as
the evacuation pattern. These evacuation patterns are plotted
in Figure 11. The goal here is fit the evacuation pattern by a
model function.

The Matlab cftool is used to find the most appropriate
functions to fit the evacuation patterns. Figure 11 plots the
number of evacuee over time and their fitting functions for
different evacuation patterns. Each plot can be identified by
different line properties presented in the legends. Different
types of functions were tried to fit these data. Finally, the
function produces the best fit was chosen and was used for the
plots in Figure 11.

The function is presented as follows

f(t) =po + pit + ppt? + pst® + - + pgt® @

Equation (1) which is a function of order 6. This function
is used for fitting the simulation data of number of people over
time t. The fitting is performed using least squares method
which generates the values of pg,p; ...ps. Once these values
are determined, the plot of number of people over time can be
accomplished. The values of py,p;, ...ps Obtained from the
least squares method are listed in Table 6 below. Table 6
provides the values and root mean square error (RMSE)
values of f (t) for different evacuation patterns. The values of
Do, D1, - Pe are different for different patterns due to their
different evacuation data. For a specific pattern, the values
will be constant. Thus using these constants, the function f (t)
can be used for evaluating associated output for any value of
time t. The last row in Table 6 provides RMSE with which
errors with the data fitting can be readily checked i.e., how
closely the function fits with the data. Since the simulation
uses assumptions and approximations, the functions can never
fit perfectly with the simulation results. As mentioned earlier,
that we tried a number of functions to fit with the data and the
best and most reasonable function given in equation (1) was
considered for fitting the data. Figure 11 demonstrates how
closely the function fits the data. We observe that the function
and the data are in a good agreement. Hence, it can be
concluded that the functions can be used to evaluate the
associated values.
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TABLE VI.  VALUES OF py, py, ... D FOR DIFFERENT SCENARIOS
. Avg. of Test Cases Avg. of Test Cases Avg. of
Properties 12356 49,10 Test Cases 7,11 Test Case 8
Py -46.7 -53.15 -73.43 -37.85
Py 15.05 13.7 7.034 2.053
D, 0.1252 0.2055 -0.003988 0.05817
2 -0.0009205 -0.001558 0.000415 -0.0003113
Dy 2.303e-006 4.288e-006 -1.878e-006 8.105e-007
Ds -2.583e-009 -5.333e-009 2.919e-009 -1.007e-009
De 1.099e-012 2.515e-012 -1.53%-012 4.774e-013
RMSE for f(t) 44.09 36.5 64.26 8.638

V. CONCLUSION

In this work, crowd evacuation for a building-hall is
investigated using a popular crowd-simulation software
BuildingEXODUS. Eleven evacuation test cases generated
using the different experimental setups in the software are
simulated. The simulation results are scrutinized to check the
effect of various parameters involved in the evacuation
performance. It is noted that with higher response time, the
response time increases, the evacuation time and response
time increase, but the wait time decreases. Evacuation time is
small with 50% attractiveness for all doors (case 4) and with
using sign to signal the occupants of the congestion (case 10).
It was found that test case 10 has higher wait time than test

case 4. Test case 5 where 5% occupants use wheelchairs does
not differ much on the evacuation characteristics with the
normal evacuation (case 1, 2). Test case 9 with the extreme
behaviour representing emergency evacuation follows the
same trend of case 5. This behaviour of case 5 and 9 is due to
the almost constant egress of the people from the confined
area through fixed width doors.

Furthermore, simplified evacuation models are developed
which are in excellent agreement with the evacuation test
results. These models are computationally inexpensive and
thus they can immediately compute the evacuation results.
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Abstract—E-learning management systems have emerged as a
method of education development in many universities in the
Arab world. E-learning management system tools provide a basic
environment for interaction between faculty members and
students, and these tools require information technology to
obtain the most benefit. This paper proposes a method for
enhancing the delivery of supportive e-learning courses using
smart tags, such as NFC technique. The study sample comprises
students at a supportive E-learning course in King Khaled
University. This study aims to propose a technique to enhance
the delivery of E-learning courses using these tags, which enable
teachers and students to interact with the educational material
and track their academic performance. The conducted
experiments used receiver operating characteristic (ROC)
prediction quality measurements to evaluate the proposed
technique.

Keywords—Learning Management System (LMS); Supportive
courses; Blended courses; Online Courses; Quality Matters

I. INTRODUCTION

Educational technology is a necessity to ensure the success
of educational systems. Hence, educators always take
advantage of new technologies that could enhance teaching and
learning processes that increase performance efficiency.

The number of creative people in a community is not
attributable to distinguished mental capabilities or educational
systems. Traditional education systems do not evolve creative
minds, but the creative student in the framework of the
traditional education system is considered creative when he/she
overcomes the limitations and determinants of the traditional
education system. Modern education systems drive the
evolution of the brain and motivate authors by establishing the
principle that the primary goal of education is to raise the
ability of students to think, innovate, and search for
information until they acquire knowledge [1].

Universities in the Kingdom of Saudi Arabia have
experienced outstanding achievements in the use of E-learning
by adopting the “Blackboard” E-learning management system.
E-learning is one of the modes of education that use the
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Internet and other technologies to provide scientific technology
courses to students and provide communication and interaction
between them as well as the faculty and the learning resources.

Usually, E-learning systems offer three main levels using
blackboard system, which are as follows:

e Supportive E-learning (traditional): At this level, the
educational process applies in a classroom, and the E-
learning systems and tools facilitate and support the
learning process [1].

e Blended or hybrid E-learning: This method replaces the
face-to-face classroom sessions with electronic
activities on the site and use tools of the E-learning
system [1].

e Online (Full) E-learning: This method replaces all the
courses and face-to-face classroom sessions with
electronic activities on the course site by using the tools
of an E-learning system, with the exception of the final
exam and limited face-to-face sessions decided by the
faculty members [1].

The NFC tag is a wireless smart technology used to transfer
data, such as text or numbers between two NFC enabled
devices. One of them is an NFC tag, such as a sticker. The tag
contains small microchips and an antenna, which store a small
amount of information, such as URL. The second is the NFC
device, such as a smartphone [2].

In this paper, the authors propose a method to enhance
supportive E-learning courses at the King Khalid University
through the use of NFC smart tags. The proposed method has
been applied on a sample of 1000 students in the Introduction
to Computer course (Hal 101). The practical part of the course
uses E-learning. The next section discusses related studies to
this paper. The third section presents detailed information on
the adopted dataset. The fourth section explains the structure of
the proposed methodology, and fifth section presents the
experiments and results. Finally, the sixth section presents the
conclusions.
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II.  RELATED WORK

Saparkhojayev and Guvercin [3] proposed the use of the
radio-frequency identification (RFID) system based on RFID
Tags to identify automatically the presence or absence of
students in Suleyman Demirel University, Kazakhstan. All
classes are provided with personal computers (PC) connected
to a web camera and RFID reader. These PCs and their
peripherals are connected to the main server. The system uses a
database. The instructor has to input his/her ID and password
to the system to start verifying whether the students who had
attended the lecture are the enrolled students in the course. This
manual verification is considered one of the main flaws in their
system [3]. Nainan, Parekh, and Shah [4] presented the
components of RFID systems, emphasized scalability and
security of the systems, and tested the feasibility and
practicality. Soliman and Guizan [5] investigated the
enhancement of E-learning system usage of learner profiles
through mobile learning. They argued that proper
understanding of the learner is crucial and achieved through the
availability of learner profiles for mobile learning
environments. Therefore, they applied RFID with smart tags to
identify and extract the data/profile of learners. Their study
concluded that learner profiles are personalization-enablers for
e-learning systems and identification cards for learners to
explore different learning environments. The system also
provides the context and location-awareness services to
learners [5].

Hamid [6] presents two major problems facing universities.
The first one is wasting time in recording attendance for
students and the second is losing part of the power for the
operation of devices with little or no educational institutional
benefit. HANISAH was introduced as solution to these
problems through the use of RFID technology. Frequency
identification radio (FIR), which is an automatic identification
method, relies on storing and retrieving data using devices that
deal with posting and reception from a distance. The system
has been building applications using the Internet to monitor
attendance records of students. Information technology through
existing attendance management system on the computer RFID
aims to solve everyday problems and assist faculty members in
accessing the system easily via the Internet. The system could
be equipped to create reports and provide valuable information
on student commitments to attend lectures in real time [6].

Riahi [7] describes the ways to benefit from the
environment of cloud computing to build sustainable and
widely used E-learning systems. Cloud computing is
considered by Riahi [7] as a suitable infrastructure for building
large-scale E-learning systems. He presents five main layers of
E-learning, namely, hardware and software resource layers,
resource management, server, and business application.

According to Dominikus and Schmidt [8], “The Internet of
Things (IoT) is an upcoming topic as things are getting smarter
and are able to connect themselves with each other.” The study
describes a method that applies concepts from Mobile Internet
Protocol (MPI v6) to enable a two-way end-to-end
communication with passive RFID tags into the Internet.
Furthermore, they apply concepts from MIPv6 where tags do
not require IPv6 functionality themselves, but communicate
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with readers using their standard RFID communication
protocol. The readers provide MIPv6 functionality and act as a
gateway between the Internet and the tags. They concluded that
MIPv6 allows full integration of passive RFID tags via the IoT

[8].

The study of [9] highlights the omitting factors in E-
learning environment, which reflects the illegal behavior of
students. The authors studied a sample of 150 students and 15
instructors for several online courses by using questionnaires.
The experiment results indicated that the Learning
Management System (LMS) supported academic institutions,
but issues are missing legal development. The study
recommended the use of a new model that could integrate
society members in the LMS of an academic institution. The
proposed model was evaluated based on statistical
measurements. The results showed the effectiveness of the
proposed model.

Peters [10] explained that mobile technology is implicitly
used in formal education. Millions of sites are linked with
mobiles used by students because they all search for
information even though they may not be in the official records
of the training course.

Many educational institutes recognize the importance and
benefits of using mobile learning, but these benefits are limited
by several factors. The most important limitations include age
of teachers and trainers, their ability, cost of providing mobile
devices, and infrastructure necessary for operation and
connectivity.

The increasing growth of the functionality of mobiles as
smart devices appears to have a clear place in training and
education. Management of m-learning is very important for
learners as they shift teachers from indoctrination process to
guidance, as well as help learners to get instantly limited skills
for the knowledge economy. The proposed system enhances
the interaction among three main partners, including students,
teachers, and parents of students, in one account [10].

III. DATASET OF THE STUDY SAMPLE: SUPPORTIVE E-
LEARNING

King Khalid University applies supportive E-learning for
all courses that students should attend in the classrooms. The
curriculum should be presented by using the learning
management system (Blackboard), and the lecturer assigns the
subject area, assignments, and forum discussions [11].

Each supportive E-learning course must contain

e platform of the curriculum and information on the
lecturer,

e scientific material of the course (not required to cover
all course materials, but is preferable),

e link to course-related announcements, and
e link to hold discussions with the students.

The practical component of the Introduction to Computer
course (Hal 101) is regularly taught at King Khalid University
under the direct supervision of the Department of Computer
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Science at the Faculty of Computer Science, and the
component uses supporting E-learning level [12]. The study
sample consists of 1000 students from the main university
campus, includes supportive e-learning requirements, and
considers international quality standards. Quality Matters (QM)
was applied after obtaining approval from the Deanship of E-
learning at the University of King Khalid for the two courses
[13].

The respondents were asked if they have smart phones and
internet connections. Approximately 95% of the respondents
have this technology, and this figure sufficiently covers the
limitation of 5% of the author sample. King Khalid University
provides Internet services over wireless networks to all
students and faculty members. As for the students who do not
have smart phones, the Deanship of E-learning at the King
Khalid University provided iPad devices to support the
activities of E-learning at the university [11].

IV. METHODOLOGY

The proposed methodology consists of the following
phases:

1) The authors developed a mobile application utilizing
the NFC technique.

2) The lecturer is responsible for creating various related
links available to students on the E-learning system and
controlling accessibility by using the secure browser
(LockDown Browser) [14].

3) Authors have two main types of NFC tags. The first
type is used for student attendance system, in which every
student has a tag containing the students’ information (student
ID). Once the student enters the classroom, a special reader
attached to the main door will read the student’s information
and register students who attend the lecture.

4) The second type of NFC tag is a sticker found on the
worksheet given once during the semester.

5) The lecturer includes these links in the class
worksheets using tiny URL, which is stored in the second
NFC tag in the worksheet as a sticker. The advantage of using
tiny URL is to use the same NFC during the whole semester.
Moreover, the lecturer could change the content of the tiny
URL without changing the NFC sticker. The students use their
smartphones as an NFC tag scanner to search for the specific
URL.

6) The technique features (variables) are then extracted.

7) The hypotheses are stated.

8) The proposed technique using receiver operating
characteristic (ROC) prediction quality measurements is
evaluated.

V. EXPERIMENTS AND RESULTS

The proposed method was tested on 1000 students in the
Introduction to Computer course (practical) at the supportive
E-learning level. The authors prepared the links using the
LockDown Browser in the blackboard system [14].
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The Secure Browser (LockDown Browser) refers to an
application designed to open various tests and links over the
Internet and can be integrated easily with E-learning
management systems, such as Blackboard [14].

The LockDown Browser application prevents the student
from copying or pasting answers to questions or taking screen
shots, as well as from opening other browser windows. Hence,
the system guarantees specific academic use.

The Eighth General Standards of Quality Matters must
consider special needs, accessibility to links, and different
manners [13]. In the proposed technique, blind students could
point their smart phones to the NFC tags, which will identify
the blind student and link them directly to the audio lectures. In
the Hal 101 course, the authors used the link of the course in
the Blackboard system with one link or divided the activities to
generate many NFC tags. The authors followed the guidelines
below for their supportive E-learning courses:

1) They established NFC tags (Figure (1)) for the
attendance activity. The reader at the main door reads the
student tags. The NFC reader will retrieve the student name
and ID, and send the data to the registration database in the
university server. This step will save time because checking of
the attendance has been done. Hence, classroom time is fully
utilized for the lecture.

=

s

Scan NFC

student registration database  Generate stafistical reporis
Fig. 1. NFC for student attendance

2) Another tag will be in the hard copy (course sheet),
which contains a link to the lectures on the Blackboard
system. Thus, students could review lectures as a type of
asynchronous learning, as shown in Figure 2.

3) The lecturers placed another tag for the quizzes and
discussion boards in the last part of the worksheet.
Appropriate links using NFC tags would enable the students to
participate in the forum, and students could avoid the barriers
of fear through e-participation.
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Fig. 2. NFC on student worksheets

To evaluate the proposed method, a questionnaire was
designed for 1000 students. The questionnaire asked about the
benefits of the proposed method and the authors extracted
possible features (variables).

The authors have two types of variables (i.e., dependent
and independent). Dependent variables refer to variable results
computed in reference to other variables, whereas independent
variables are not based on other variables [15].

In this study, independent variables are as follows:

1) Student Academic Level (SAL)
2) Field of studies (FS)

TABLE L DEPENDENT VARIABLES
Variable Description
FT Flexible Technique
1T Inexpensive Technique
ST Safe Technique
QT Quick Technique

The null hypothesis indicates that the independent variables
did not participate in computing the dependent variables. The
alternate hypothesis explores the relation between dependent
and independent variables [15]. The hypotheses are presented
in Table 2.

TABLE II. HYPOTHESES

1. The proposed technique explores inexpensive environment of
learning delivery.

2. The proposed technique prevents copy/paste and cheating cases
and offers a safe environment.

3. The proposed technique presents flexible learning environment and
saves the time for feedback, assessment, and monitoring.

4. The proposed technique enhances student results.

Hy: Independent variables do not participate.
H,: Independent variables participate.

The authors used Statistical Package for the Social Sciences
(SPSS) [16] to accept or reject the alternative hypothesis.
Alternative hypotheses are acceptable when P value< 0.05.

Table 3 presents the decision results for the hypothesis.

Vol. 7, No. 8, 2016

TABLEIIl.  HYPOTHESIS RESULTS
| Hypothesis | P-value | Result B
[ First Hypothesis T0.0011 T Accept the alternative.
I Second Hypothesis —+0.0020 - Accept the alternative.
I Third Hypothesis -+ 0.0084 - Accept the alternative.
L Fourth Hypothesis _| 0.0091 _| Accept the alternative. _|

The following Receiver Operating Characteristic (ROC)
prediction quality measurements were used to evaluate the
proposed method: Accuracy, Precision, Recall, and F-measure

(F-M) [17]

TP +1N
Accuracy, = ————————— ..., )]
TP+ FP+1N + FN
Recall. = B )
TP+ FN
Precision, = D 3)
P+ FP
F —measure = (2 x TP) ............... 4)
(2xTP)+ FP+FN

where TP is True Positive, TN is True Negative, FP is False
Positive, and FN is False Negative.

1) Accuracy: This characteristic indicates the closeness of
computations to the true values.

2) Kappa statistic (KS): This value finds the error
reduction percent, which is compared to all errors in the
sample. Kappa values are between 0 and 1. A KS value close
to 1 presents better value than 1 near 0 [12].

3) Mean Absolute Error (MAE): MAE computes the
average of errors that appear in the set of the estimation,
which explores the relative values to the actual outcomes [13].

Table 4 summarizes the evaluation results.

TABLEIV. EVALUATION RESULTS
Accuracy Precision Recall F-measure
80.4% 0.805 0.804 0.823

The proposed application has an accuracy of 80.4%. The
effectiveness measurement results of the application are KS,
MAE, Root Mean Squared Error (RMSE), Relative Absolute
Error (RAE), and Root Relative Squared Error (RRSE). The
calculated values are shown in Table 5.

TABLE V.  EFFECTIVENESS MEASURE RESULTS OF SVM CLASSIFIER
Author’s KS MAE RMSE RAE RRSE
application 0.6493 0.2679 0.346 71.71% | 80.07%
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Table 5 shows the effectiveness of the proposed application
with probability of occurrence of several error rates.

Table 6 summarizes the results of the comparison between
the present study and previous studies using different

measurements.
TABLE VI.  COMPARISON OF DIFFERENT TECHNIQUES
Study [Fechnique | Purpose Covered Evaluation
range
1. Allow secured I Eff?ct1V§ by
tests saving time
- 2. Enhances
2. Facilitate
. student results
access of blind
3. Prevents
students to .
. 1. Short cheating
audio lectures .
range (up 4. Flexible
3. Automate .
Present student to 10 cm). learning
stud NFC attendance 2. Sufficient environment for
Y for the feedback,
record
. target of assessment, and
4. Interact easily . .
. this study monitoring
with E- 2.
1 . 5. Low possibility
earning
. of error
materials .
occurrence in
reading
proposed tags
Longer Flexible, which
Automate .
Study distance may be extended
RFID student -
[3] (several by adding more
attendance
meters) modules
1. Identify
individual
students based
on their
unique tag Saves the time and
Study identifiers Longer improves
RFID distance (10— .
[4] 2. Generate operation
100 meters) .
reports efficiency
3. Detect errors
in tag
4. Integrates data
storage
1. Automate
Stud student Proposed
[5] Y RFID attendance N/A implementation
2. Get education without evaluation
resources
Stud Automate Longer | oor
[6] Y RFID student distance (10— cducational
attendance. 100 meters).
process

VI. CONCLUSION

E-learning in universities in Saudi Arabia has become the
most important source of knowledge for application. The wide
environment that contains a huge amount of digital information
is ranked and seeded reliably and accurately in line with the
needs of learners of different courses at the university. In the
supportive E-learning courses, information technologies are
neccessary to activate learning management system tools in
this type of course.

This paper proposed a method for the development of
supportive E-learning courses at the King Khalid University
using NFC. The study sample consisted of 1000 students in a
supportive E-learning course. The main results are as follows.
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First, the technology must apply main quality standards, which
refer to e-learning being accessible to all students without any
considerations. Second, the technology must be safe and
inexpensive, as well as contribute to relieving the burdens of
the curriculum through the use of electronic tools to access
lectures, assignments, and discussions. The proposed technique
should enable students to receive educational resources and
monitor their academic performance (such as registering to
attend classes and running tests). The manner should be
commensurate with the abilities of students and provide access
to the student community and interactive product. The
experiments were evaluated using SPSS, and the results
showed that the proposed technique is safe, flexible,
inexpensive, and enhances student grades. The proposed
method was evaluated using ROC prediction quality
measurements. The conducted results indicate the effectiveness
of the proposed technique.
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Abstract—In this paper, we study a Dielectric Resonator
Antenna of cylindrical shape with circular polarization for
applications in the C band. The proposed antenna is composed of
two different layers. The first is Polyflon Polyguide with relative
permittivity €, = 2.32 and a loss tangent tand = 0.002 as a lower

layer. The second is Rogers RO3010 with relative permittivity €,
=10.2 and a loss tangent tand = 0.0035 as an upper layer which is
excited by dual probe feed. The 90° phase shift of two probes feed
can create a circular polarization. In this study, we focused on
the effect of the variations in the height of the Polyflon Polyguide
as well as the probe feed. Simulations under HFSS software have
led to bandwidth values of about 2.2 GHz and 2.6 GHz for the
proposed antenna with one probe and dual probe, respectively.
The obtained gains are higher than 5.4 dB and can range up 8.1
dB.

Keywords—Dielectric Resonator Antenna; gain; reflection
coefficient; circular polarization; axial ratio

. INTRODUCTION

Nowadays, many researchers are interested in the
dielectric resonators. This theme is introduced in 1983 [1], and
widely studied and used over the last two decades owing to
their attractive properties like for examples the small size, the
simplicity of feeding by classical methods and the very high
radiation efficiency compared to microstrip antennas [2]. The
Dielectric Resonator Antenna (DRA) has characteristics that
can be modified according to an appropriate choice of
dimensions of the resonator as well as its dielectric constant.

Let us note that the production of dielectric resonators
(DR) don't add additional constraints and can also easily
adjust the quality factor and the resonant frequency [3]-[4]. A
cylindrical DRA is simple to design allowing an easy control
of the resonant frequency and the Q-factor by the ratio
radius/height and the permittivity ¢,. It would be necessary to
know that it is possible to excite the different modes of this
type of DRA by adjusting the position and the type of
excitation, thereby obtaining an omnidirectional or broadside
radiation pattern [5].

The circular polarization (CP) is preferred in the antenna
applications because this system gives a wide flexibility in the
orientation of the antennas in transmission mode as well as in
reception mode [6], and can increase the bandwidth [7]-[8].
The broadband CP antenna applications include many areas
such as radar, RFID and satellite. In satellite applications, a
CP is preferred in order to overmaster the consequences of the
rotation of polarization due to the atmosphere. In the case of
radar applications, the CP signals are used so as to obtain a
maximum of information about the target [9].

The CP is a combined excitation of two degenerate
orthogonal modes. The vector of the electric describes a circle
over time and a helical motion along the propagation
direction. The DRA is used for many reasons among which
the very broad bandwidth. For a single DRA, the use of a
cylindrical or a conical shape can increase this bandwidth. A
dielectric constant of low value can reduce the quality factor Q
and thereafter increases the width of the bandwidth [10]. In
order to obtain best results, we will focus on another technique
using a multilayer configuration for different permittivities e,
[11]-[12].

In this paper, a cylindrical dual layer dielectric resonator
circularly polarized antenna excited by a dual coaxial probe
feed is proposed for C-band applications. To achieve a
wideband performance, we need to stack two dielectric layers
one over the other. Therefore, the lower layer is of type
Polyflon Polyguide with relative permittivity €.,=2.32 and a
loss tangent tand=0.002, and the upper layer is of type Rogers
RO3010 of dielectric constant €.,=10.2 and a loss tangent
tand=0.0035. To make sure to get good impedance matching
and ensure at the same time wideband performance, it is
necessary to use a coaxial probe feed excitation. It should also
be known that a dual coaxial probe feed inclined by 90° can
create the circular polarization.

The best advantage of the use of a coaxial probe feed
excitation is the direct coupling into a 50-Q system without
the need of a matching network [13]. The effects of the probe
and the Polyflon Polyguide heights will be studied through the
use of the HFSS commercial software [14].

We present in this paper the simulation results of the return
loss, gain and axial ratio of the cylindrical dielectric resonator
antenna (CDRA) that we propose with dual layer and that
works in the C-band.

Il.  ANTENNA DESIGN

Fig.1 shows the geometry of the proposed cylindrical
dielectric resonator antenna. The shape of the DRA, the type
and the location of the excitation are responsible of the
antenna characteristics.

The cylindrical shape of the dielectric resonator gives a
large degree of freedom. Thereby, the coaxial probe feed
located adjacent to a CDRA offers a large coupling and
thereafter a high gain and a symmetric radiation pattern. The
mode excited with this location is the HEM; , 5 mode.
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Fig. 1. Cylindrical DRA design, (a) with only one probe feed, (b) with two
probes feed, (c) cut-view (y-z plane)

The relation (1) gives the formula of the resonance
frequency of a CDRA corresponding to the case of HEM, ;5
mode [15].

_ 6.324c a a
where €, is the permittivity, a is the radius and h is the height
of the antenna. Its quality factor is expressed by the following
relation (2).
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The percentage bandwidth is given by
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whereAf and f, are the bandwidth and the resonant frequency,
respectively. The VSWR is the voltage standing wave ratio of
the antenna.

Equation (4) shows the relation between hand ¢, .

Ereff:m with  heg =h;+h,  (4)
where h; and h, are the heights of Rogers RO3010 (upper
layer) and Polyflon Polyguide (lower layer), respectively.

This equation indicates the influence of the couple
thickness-permittivity on the resonance frequency and the Q-
factor, and thereby the bandwidth for the dual layer dielectric
resonator antenna [14]. The parameters g..¢ and hgg replace
g- and h in (1) and (2) so that e.¢ becomes the effective
permittivity and h.¢ the effective height. Fig. 1(a) and Fig.
1(b) exhibit the 3-D view of the dual layer cylindrical
dielectric resonator antenna with one probe feed and dual
probe feed, respectively. Fig. 1 (c) represents the cut-view (y-
z plane) of this structure. It is composed of a Polyflon
Polyguide characterized by e.,=2.32 as lower layer and a
Rogers RO3010 with g, =10.2 as upper layer. The proposed
antenna is located in the middle of the ground plane with
dimensions equal to Ly X Wy X Hg. The radii of the lower and
upper layers of the antenna are identical but with different
heights.

The use of a coaxial probe has no effect on the matching of
the antenna and the circular polarization is generated from the
90° phase shift. The optimized value of the height Hp is 8.2
mm thus obtaining a good reflection coefficient at the resonant
frequency.

Table | below shows the optimized parameters of the
proposed antenna.

TABLE I. OPTIMIZED PARAMETERS OF THE PROPOSED ANTENNA
Dimension Value (mm)
Ly 60
H, 1
h, 6.67
H, 8.2
W, 60
a 11
h 3.33

IIl.  RESULTS AND DISCUSSION

A. Parametric Results

The results are obtained for the reflection coefficient
versus frequency. We achieved a wide bandwidth for the
antenna double layer where the top layer has a higher
permittivity and the inferior layer has a lower permittivity.
The upper layer is made of Rogers RO3010 with €., = 10.2,
whereas the lower layer is made of Polyflon Polyguide with
€ =2.32.

The simulation results of the S11 parameter for different
values of hl and Hp are shown in Fig. 2. We can confirm that
an interesting impedance bandwidth of about 38% is obtained
in the [4.6 — 6.8] GHz frequency range for both h; = 6.67 mm
(Fig. 2a) than for Hp = 8.2 mm (Fig. 2b).
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Fig. 2. Reflection coefficient of the proposed dual segment cylindrical DRA
with one probe feed: (a) for different values of hy, (b) for different values of
Hp

Fig. 3 shows the simulation result of the S11 parameter in
the case of two probes feed shifted 90° degree. It is this
inclination that creates the circular polarization.

We notice that the impedance bandwidth is around 44% in
the frequency band [4.5-7.1] GHz. Therefore, we can deduce
that the circular polarization is able to increase the bandwidth
and that the latter is larger in the case of dual probe feed than
in that of only one probe feed.

This increase of the bandwidth can range from 37.9 % up
to 44 % in the [4.5-7.2] GHz frequency band.
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Fig. 3. Reflection coefficient of the proposed dual layer cylindrical DRA
with two probes feed

Fig. 4 shows a comparison of the simulation results of the
S11 parameter carried out under Ansoft HFSS and CST studio
softwares.

The difference observed between the two curves is due to
different calculation methods of these two commercial tools.

04

-35 T T v 1 . T ;
3 4 5 6 7 8
Frequency(GHz)

Fig. 4. Comparison of the S11 results performed with Ansoft HFSS and
CST studio sotwares

B. Axial Ratio

Fig. 5 exhibits the result of the simulated axial ratio of the
proposed antenna with two probes feed. It generates the
circular polarization in all the bandwidth.
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Fig. 5. Simulated axial ratio of the proposed dual layers cylindrical DRA
with dual probe feed

C. Gain

Fig. 6 shows the simulation results of the gain over a
frequency range from 4.5 GHz to 7.1 GHz.

The proposed dual layer cylindrical DRA with two probes
feed offers simulated values of gain reaching 8.1 dB and no
less than 5.4 dB in the frequency range from 4.5 GHz to 7.1
GHz.

Gain(dB)

-10 T T T T T T T y
3 4 5 6 7 8
Frequency(GHz)

Fig. 6. Gain of the proposed dual layer cylindrical DRA with dual probe
feed

Fig. 7 shows that the simulated gain in 3D at 5 GHz, 5.8
GHz and 6.4 GHz frequencies are 7 dB, 8 dB and 7.9 dB,
respectively. We denote that the antenna gain is constant
throughout the bandwidth.
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Fig. 7. Gain of the proposed antenna: (a) 5 GHz, (b) 5.8 GHz and (c) 6.4
GHz
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D. Radiation Patterns

Fig. 8 shows the polar representation of the radiation
patterns obtained in the E-plane (x-z plane) and the H-plane
(y-z plane), respectively with phi=0° and phi= 90° at the
resonant frequency of 5.8 GHz. The radiation pattern is
broadside in the two planes.
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Fig. 8. Radiation patterns of the antenna at 5.8 GHz. (a) in the E-Plane (x-y

plane), (b) in the H-plane (y-z plane)

IV. CONCLUSION

A dual layer cylindrical dielectric resonator antenna with
circular polarization functioning in C-band has been studied in
this paper. The obtained results of this proposed antenna

[13]

[14]
[15]

showed an increase of the bandwidth of up to 44% in the [4.5-
7.2] GHz frequency band with two probes feed, and the gain is
able to reach 8.1 dB in this frequency band. Finally, we
remind that this antenna is designed for WLAN/WIMAX

communication systems operating in the C-band.
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Abstract—Both detection and tracking objects are challenging
problems because of the type of the objects and even their
presence in the scene. Generally, object detection is a prerequisite
for target tracking, and tracking has no effect on object
detection. In this paper, we propose an algorithm to detect and
track moving objects automatically of a video sequence analysis,
taken with a fixed camera. In the detection steps we perform a
background subtraction algorithm, the obtained results are
decomposed using discrete stationary wavelet transform 2D and
the coefficients are thresholded using Birge-Massart strategy.
The tracking step is based on the classical Kalman filter
algorithm. This later uses the Kalman filter as many as the
number of the moving objects in the image frame. The tests
evaluation proved the efficiency of our algorithm for motion
detection using adaptive threshold. The comparison results show
that the proposed algorithm gives a better performance of
detection and tracking than the other methods.

Keywords—moving object detection;
subtraction; adaptive threshold; kalman filter

SWT; background

. INTRODUCTION

It is easy for a human being to recognize images or other
objects around him, but it is a very complex problem for an
automated system. Nevertheless, many systems need to have
information on the presence or the absence of objects in their
environment. In other terms, object detection and tracking in a
video sequences have been one of many important problems in
computer vision and have attracted more and more researchers
working on it. Furthermore, moving object detection has been
used for many computer vision applications, including
recognition of traffic scenarios [1], supervision traffic flow [2],
collision prediction of pedestrians [3], face detection [4],
human-machine interaction [5], etc. While detecting and
tracking, we need to analyze video sequences to detect and
track target in each frame, to achieve monitoring and to master
the dynamic variation of the moving objects in order to
confirm their exact position. In general, there are lots of
methods which can be classified into three categories: optical
flow [15, 37], [16], temporal difference [13], [14] and
background subtraction. The algorithms of temporal difference
quickly adapt to sudden changes in the environment, but the
resulting shapes of target are frequently incomplete. In general,
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optical flow methods present the projected motion on the
image plane to high approximation based on the feature of flow
vectors. Unfortunately, flow vectors of moving objects only
indicate streams of moving objects, thus detecting a sparse
form of object regions. Moreover, the computational
complexity of optical flow methods is usually too high to
easily implement the motion task in the general video
surveillance system. Usually, background subtraction is the
operation that logically follows the background modeling to
obtain a motion detection. If the background model is an
image, an absolute difference between this model and each
incoming video frame is performed to obtain motion detection.
When there is a statistical model, we calculate the probability
that each pixel belong to the background by testing the value
observed in the model, the importance of the observed
movement varies in the opposite direction to the calculated
probability.

Many algorithms have been proposed for the moving
objects detection. Yumiba et al. [10] proposed an algorithm
called ST-Patch for motion detection to cover dynamic changes
in background. Authors in [30] proposed a method to evaluate
the quality of stereoscopic images that are afflicted by
symmetric distortions. Edward J. Delp andKa Ki Ng [11]
invented an approach to calculate the threshold automatically
and dynamically relating to the pixels’ intensities in the present
frame and a method to update the background model based on
learning the rate relating to the differences between the
background model and the last image. Elham Kermani and
Davud Asemani [12] proposed new method based on adaptive
structure firstly detects the edges of motion objects, then,
Bayesian algorithm corrects the shape of detected objects.

Many studies have been used subband adaptive
thresholding for denoising image using discrete wavelet
transform (DWT) [13, 14]. For us, our contribution consists to
integrated this technique in video sequences to detect moving
objects with stationary wavelet transforms 2D. According to
the difficulty of motion detection in video surveillance, the
most used techniques deal with a fixed camera [15, 16] or
closed world representations [17] which rely on a fixed
background or a specific knowledge on the type of actions
taking place, where various difficult cases are not perfectly
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solved and must be improved such as identification, occlusion,
tracking of object, localization and removing shadows of
objects.

In this paper, we have developed a novel approach for
motion detection based on discrete stationary wavelet
transform. The rest of this paper is organized as follow. In
Section 2, the adaptive background subtraction algorithm
detects all the moving objects to get the whole moving area. In
this step, the different objects obtained by calculating the result
of the difference between the background frame and the
present frame image, and then thresholding by discrete
stationary wavelet transforms SWT[18]. In Section 3, once a
target is detected the tracking phase starts. Therefore, we adopt
the Kalman filter for more effective monitoring of targets.
Section 4, experimental results and some discussion are
presented. Finally, Section 5 concludes this paper with a
discussion and the imagination of our future work.

This figure shows the flowchart of the background
subtraction.

Detected

Background
foreground [

subtraction

Curent
video frame

A

Background
model

Background
update

Fig. 1. System block diagram of the background subtraction. [20]

1. PROPOSED ADAPTIVE THRESHOLD USING SWT FOR
DETECTION OF MOVING OBJECTS

In this section, an adaptive threshold technique based on
SWT is applied on the obtained image using background
subtraction, to detect moving objects of each frame in a video
scene. For better follow up the concept of proposed algorithm,
the basic idea of detection using background subtraction is
firstly described. Then, it will be combined with the stationary
wavelet SWT. As a result, an integrated background
subtraction-SWT algorithm is obtained for optimally detecting
moving objects.

Motion detection methods are basically a process which
detects the object in the surveillance area [19]. The following
diagram summarizes the proposed algorithm for motion
detection with background subtraction based on an adaptive
threshold. The following figure 4 involves a number of
different steps, each of them are discussed below:
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Video sequence

v ¢ v

Background Dynamic matrix
subtraction and analyze

Compute
threshold values | —pf

thresholding

v

using wavelets

Kalman filter Moving objects Video Background

detection image initialization

Tracking Geometric center Background model
d for each object update

Objects management
Fig. 2. Block diagram of the proposed algorithm

A. Background frame initialization

For video analysis, the background initialization is highly
important after the pre-processing is done on each frame.
When the background image is initialized it will be presented
as the reference image. There are many techniques to obtain
the initial background frame. For example, calculate the
background image by averaging the first images, or take the
first frame as the background directly or using a background
image sequences without the prospect of moving objects to
estimate the background model parameters.

In this part, we consider that the video begins with the
background in the absence of moving objects. We use the
selective averaging method [21] to obtain the initial
background model as:

N
B@=Z£ﬁﬁ2 (1)

Where B(s)and 1,,(s) are respectively the intensity of pixel
sof the background model and the intensity of pixel s of the
mthframe, and N is the number of frames used to construct the
background model.

B. Background subtraction

After obtaining the initial background model, the
subtraction between the current frame and the reference frame
is done for the moving object detected. The subtraction will be
done pixel by pixel of the both frames. The simple version of
this scheme, where a pixel at location s in the current frame f;,
is indicated as foreground if:

| f,—B,[>0o )

Bgis The background image & is the adaptive threshold
calculated by stationary wavelet.

The Background subtraction is used to recognize the pixel
intensity of foreground which is obtained by the difference
between the current image and the background image. Let
consider that Diff; is the binary foreground of an image.
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1 for |f(k)-B K—7)I> 8
Diff (k) = | (k) = By (k=) -
0 for others

Where y represents the interval time between the current frame
and the old one. The threshold adaptive & that classifies
between foreground and background can be determined by our
proposed algorithm using stationary wavelet.

C. Image Analysis using wavelet stationary

In this subsection, the thresholding step is based on
stationary wavelet transform. First, the foreground result is
decomposed into different sub-bands using SWT. Then, the
obtained coefficients are thresholded. These sub-bands are
shown in the table below:

TABLE I. DECOMPOSITION OF FRAMEINTO FOUR SuB-BANDSB

EXPLOITING SWT

Diagonal Approximation
(HH) (LL)

Vertical Horizontal
(LH) (HL)

H and L present respectively the low and the high-pass
filters. The LL sub-band is the low resolution residual
composed of low frequency elements and this sub-band which
is further split at higher levels of decomposition. After
decomposition, the obtained coefficients in the detailed sub-
bands are thresholded to reduce the noise and also the
thresholded frame is reconstructed from the thresholded sub-
bands [22], [23]. The steps of wavelet thresholding are
described as follows:

i.  Decompose the frame exploiting SWT.

ii. Threshold the coefficients of wavelet exploiting the
chosen threshold algorithm.

iii. Reconstruct the frame exploiting ISWT for the
threshold frame.

1) Universal threshold

The universal threshold (Visu Shrink) O has been proposed
by Donoho [24]. It is described as:

S =042In(N) (4)

Where N is the number of the wavelet coefficients and o is
the noise variance in that frame which is computed from the
diagonal sub-band (HH) as:
o =MAD(HH)/0.6745 )
To predict the noise level o, authors in [29] proved that the
Median Absolute Deviation is presented as:

MAD(X) = |X-—Median(X)| converges to 0.6745 times o as the
sample size.

2) Proposed adaptive threshold

The universal threshold exploits a threshold value that is
directly depends on the standard deviation of the interfering
signal and tracks the hard threshold rule. It is changed
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exploiting weighted median and golden ratio. Fig.3 depicts the
block diagram of the suggested algorithm.

Input frame Decomposition

— SWT

Reconstruction Thresholding

ISWT R

*

Fig. 3. Block diagram of the suggested algorithm

In this part, replacing the value 2" with the golden ratio
value '1.68' is suggested to use and the threshold O is

computed as:
O =0+/1.68In(N) (6)

Instead of the conventional median given in (5), we use the
weighted median to calculate the median value of the high pass
party of the frame. This method opts the classical weight
function (W) [25] for calculating the weighted coefficient of
the diagonal sub-band (HH) which is given by the following:

W(S) = —rmar )

Here’s is the coordinate of the HH sub-band. The diagonal
sub-band HH will be multiplied with the weight W to get the
weighted diagonal sub-ban HH1.

HH, = w(s) *HH(s) (8)

The noise variance o is then determined from the weighted
diagonal sub-band (HH1) as follow:

o = Median(HH) /0.6745 9)
After calculating the noise variance, the modified universal

threshold is applied to the frame and the process is treated in
the suggested algorithm.

Input frame

!

Decomposition using
SWT

v !

Compute the variance

Calculate
w(s) = 1/e/HHG)I

Calculate
o HH1 =W(S) « HH(S)
Thresholding using *
modified universal O | q_| a Compute
threshold — Median(HH)

!

Reconstruction using
ISWT

Fig. 4. Algorithm describing thresholding method of modified universal
threshold exploiting weighted median and golden ratio
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After the background subtraction step, we use hard
thresholding given as follow:

e L L RO R O e (10)
“ 0 for others

The hard threshold eliminates coefficients underneath a
threshold value (&) that is obtained by the proposed algorithm
of thresholding.

The last equation describes the segmentation after the
differentiation of the present and the background frame. That
subtracted image obtains the subtracted value of each pixel,
that pixel value is compared with the threshold value. If the
subtracted pixel value is greater than the threshold value so, it
will take 1 else it will take 0.

The value of 1 presents the black color and the value of 0
presents the white color. So the segmented image obtains the
moving target in white with a black background, as result, the
moving object is detected.

D. Background update

Now, we present a short introduction to the background
update approach suggested by authors in [26] that is based on a
dynamic matrix. First, a dynamic matrix D(k) is analyzed in
order to have a decision whether this pixel appertains to the
foreground or not. Supposing that | (K) is the input image at
time k that is the index for the pixel position 1_s (k). The
expression (4) of the dynamic matrix D(K) at time Kk is given
by:

Ds — {Ds (k—_l)lefs =0, D,(k-1) =0 (1)
p Diff (t)=0

Where A presents the time length to record the pixel’s moving
state. When D_s (k) corresponds to zero, the pixel will be
updated into the background with a linear model.

B, (K) = al (k) + 1-a)1,(K) (12)

By is the background frame at time k and a is the weight of
input image.

1l. OBJECT TRACKING USING KALMAN FILTER

The Kalman filter is usually applied in investigations of
dynamic systems, prediction, analysis, processing and control.
Kalman filter is an optimal filter for the discrete data linear
filtering issue. It’s an ensemble of equations that offers a good
solution to sequential systems. As such, two equations describe
the kalman filter which are: the time update equations and the
measurement update equations. Time update equations, from
time step K to step K1, are in charge of projecting forward the
current step and error covariance predicts to get the priori
predictions for the upcoming time state. The measurement
update equations are accountable for the feedback that means
to incorporate a novel measurement into a priori estimation to
get better posteriori estimation.

The time update equations can be also acounted as
predictive equations and the measurement update equations as
corrector equations. Indeed the final prediction algorithm looks

Vol. 7, No. 8, 2016

like an estimator-corrector algorithm that giving solutions for
numerical problems as presented below in Fig.5.

Initial estimates for
X, and

v

Time update(‘Predict’)

v

1) Project the state Measurement Update (‘Correct’)

ahead
f, — AX;f | +BUA | 1) Computer Kalman Gain
! - - D1l rp ol -1
2)Update the error K, =LH (HLH +R)

covariance ahead

B=AP A" +Q

2) Update estimate with
measurement

X, =X, +K,(z, - HX,)

3) Update the error covariance

¥ P =(1-K.H)P,

Fig. 5. The whole operation of the Kalmanfilte

Where, P is the estimation error covariance. Q presents the
process noise covariance, R depicts the measurement error
covariance and K presents the Kalman gain. We assume a
discrete-time linear system state equation and an observation
model, as follow:

The state equation and measurement model are:
{Xk = AX, , +BW, (13)
Z, =HX, +V,
Where A, B and H are the model matrices. W, andV,
depict respectively the process and the measurement noise.
In this paper, the state

T
Xy :[Xo,k » You 1 I 'hk1vx,kivy,k1vl,k’vh,k:| !

vector is defined as

(X« Yox ) are the horizontal and vertical centroid

coordinate, (1, ,h, ) depict half-width and half-height of the
tracking window,

(VX'k Voo Vi Vi ) represent their speed respectively.

In the following, A is the transition matrix and H is the
measurement one of our tracking systems with the Gaussian

process W, and measurementV, . These noise values are

entirely dependent on the system that is being tracked and
adjusted experimentally.

1 O O

00000 O0
OO0OO0OO0O0FPR
oOo0oo0ooOrO
Oo0ooOrOOO
coroOOCO®~
rPOOO~O0OO
0Oo0O0O~0O0O0

Oo0OrOOO~O

|lO o o o o o 1|
Observation matrix H can be described as:
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The introduction of Kalman filter can be used to estimate
the object’s location, size in a small range and to gain
trajectories of moving objects.

V. EXPERIMENTAL RESULTS

At present, many motion detection approaches have been
developed that execute well in some types of videos but not in
others. There is a list of challenging problems in the video
surveillance applications addressed including shadows,
repeated motions of background and illumination changes. To
show the ability of the proposed algorithm to handle key
challenges of real-world videos, it has been applied to several
sequences with different frame rates and detection challenges.
In order to better understand the performance of the algorithm,
we use seven real video sequences, which are “traffic”
“campus” “intelligent room” ‘“hall monitor” “laboratory”
“people” and “traffic2”, to test each method by results
simulation and qualitative evaluation. Concerning each motion
detection challenge, one or more videos have been selected.

A. Simulation results

This part presents the experimental result comparison
between our algorithm for moving objects and other motion
detection methods, including the Mixture of Gaussian
algorithm MOG [27] and multiple —A estimation MDE
method [28]. The first comparison is made with MOG being a
widely exploited adaptive background subtraction algorithm. It
has good performance for the stationary and the nonstationary
backgrounds. The second compared algorithm is the robust
method of (MDE) being done by estimating the static
background. Detection results have been compared for the case
where competitor methods exhibit the best possible
performance as the results of other methods have been
collected from [27,28] (figures 7, 8 and 9 of [27,28] and figure
6 of method exploiting fixed threshold).

The figure 6 describes the obtained results of “video
sequences people” by applying an adaptive thresholding based
on SWT techniques. Where 6.a' depicts the original frames and
6.b' stands for detection results of our algorithm. 6.c¢' and 6.d'
are the detection results of foreground while the threshold
value is set at 33 and 80. In this video, it may be observed that
the approach exploited set thresholds fails to generate good
results in the presence of diverse frames, for a high threshold
value, noise positions will be wrongfully detected as
foreground objects. It may be seen that our algorithm can
detect and separate the moving objects of walking persons
almost perfectly.

Vol. 7, No. 8, 2016

150 frames

168 frames

35 frames

(a”) Original frames

(d”) The threshold is fixed at 80

Fig. 6. Detection results of proposed algorithm compared with the method
using fixed threshold

In Fig. 7(a), a man is walking in a room. Some system
noises are present in this video sequence due to the low quality
of the camera. As presented in Fig 7(c) and 7(d), both MOG
and MDE methods produce serious noise by the noisy systems.
Our approach applies after subtracting the background frame
and the current frame image, an adaptive threshold using
stationary wavelet transforms 2D to compute the characteristic
for the probabilities of the background and the foreground.
Therefore, the proposed algorithm can detect the moving
objects and remove the shadows of walking persons, as shown
in Fig. 7(b).

97-th frame 165-th frame

248-th frame

300-th frame

TS 5 =

W
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a

Fig. 7. Detection results of our algorithm compared with indoor sequence
with shadows

In Fig. 8(a), a set surveillance camera takes a scene with
different vehicles from one direction. As presented in Fig.
8(c"), the MOG algorithm exploits many Gaussian kernels to
produce a mixture background model, thus producing the
motion challenging problems. Compared with the MOG, the
MDE algorithm also produces a mixture background model by
constant sign computation. Moreover, constant sign
computation is also applied to compute the threshold parameter
in terms of motion detection. Regrettably, the threshold value
is still changed when the novel pixel presents the background,
thus detecting the false object pixels, as presented in Fig. 8(d').
The suggested algorithm detects the moving object by
comparing the background values and the foreground values
that are computed by adaptive threshold using SWT. Hence,
noise artifacts with sudden illumination changes caused on off
lights are reduced in the detection results described in Fig.
8(b".

70-th frame 114-th frame

10-th frame

Fig. 8. Detection results of the suggested algorithm compared with sequence
with varying illumination

74-th frame

:J‘.T« p!

150-th frame

S

300-th frame

Original

fmage

L.

Fig. 9. Detection results of the proposed method on different Scene

Figure 9 depicts the performance of the proposed algorithm
on three other videos with the same challenges discussed
above.

Frame 15

Frame 98

Fig. 10. Tracking results of the traffic video

Figure 10 presents the tracking results for a video traffic of
moving cars in an indoor sequence. The experiments affected
the tracking of moving object exploiting the adaptive
background subtraction based on stationary wavelet transforms
and Kalman filtering. The moving target may be detected and
tracked effectively with our algorithm at frames 98 and 15.
Row 1 is the detection results and row 2 is the tracking results.

TABLE Il.  THE RESULTS OF OBJECTS DETECTION AND TRACKING
Proposed
Video c d e algorithm
detection 10 7 5 10
traffic  tracking 7 5 3 9
Correction
Rate (%) 70 50 30 90

The table.2 shows the comparison of performance between
the suggested method and the algorithm using different fixed
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thresholds, the best performance of detection and tracking was
obtained by our adaptive threshold algorithm.

B. Quantitative evaluation

To evaluate the effectiveness of the suggested algorithm,
we exploited the parameters (precession and recall) for
compare the proposed method to the other algorithms the
parameters are defined as follows:

recall = T_p
Tp+Fn
. Tp
precession =————
Tp+Fn

2*recall * precession

recall + precession

Where Tp is total number of true positive pixels, Fn
presents the number of false negative pixels, Fp presents the
number of false positive pixels. The Table 1 describes the
results of accuracy values for Traffic sequence.

F —measure =

TABLE Il1l.  COMPARISON OF DIFFERENT METHODS FOR THE OBJECT
DETECTION EXPERIMENT
Hall monitor Intelligent room
Recall precision Recall precision
measure measure

MDE[28] 0.53 0.83 0.64 0.83 0.2 0.32
MOG[27] 0.78 0.83 0.8 0.82 0.72 0.76
Proposed 76 (g7 08 079 086 0.82
algorithm

Table 3 shows the average f measure rate of each
algorithm for "Hall monitor, intelligent room" test scenes. As a
result, the suggested algorithm attains the biggest f _measure
values compared to other mentioned methods. In particular, we
can easily show that the proposed method attains better
accuracy rates of all metrics than 85% concerned to motion
detection.

V. CONCLUSION

This paper used a background subtraction to detect the
objects moving through an adaptive threshold technique based
on SWT in order to improve our algorithm to detect and track
the moving targets. The suggested algorithm does not only
outperform the drawbacks of high complex calculation and
slow speed for the background subtraction, but also preserves
the wavelet characteristics of the flexible multi-resolution
image and the capacity for processing with noises and wrong
motion such as moving leaves of trees. Compared to other
algorithms, the experimental results prove that the proposed
approach can detect and track the moving objects efficiently
and with robustness. Moreover, the simplicity of the proposed
method indicates that the approach can be implemented in
different intelligent systems.
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Abstract—In this paper, the performance of the ring optical
network is analyzed at bit rate 2.5 Gbps and 5 Gbps for various
modulation formats such as NRZ rectangular, NRZ raised
cosine, RZ soliton, RZ super Gaussian, RZ raised cosine and RZ
rectangular. The effect of insertion losses is analyzed. It is
observed that RZ Soliton performs better than all other formats
and using this scheme system can exist up to 95 dB insertion loss.
It has been observed that there is a rise in the system
performance for NRZ rectangular and RZ soliton formats after
10 GHz bandwidth.

Keywords—NRZ; RZ; OADM; WDM; ADM; ROADM; PRBS

. INTRODUCTION

With the increasing requirement of bandwidth expansion
& higher data rates, the network providers are moving towards
the Optical Communication. Therefore, DWDM technology is
developed to support tremendous bandwidth. An OADM
drops one or more pre-selected wavelengths from the multi-
wavelength signal entering the input fiber followed by adding
of one or more pre-selected wavelengths into the multi-
wavelength signal that exits from an output fiber. An optical
add-drop multiplexer can be referred as certain kind of optical
cross-connect [1,2].

In WDM ring network, the devices are connected in a
circularly manner. Each node in this network works as a
repeater and works under same protocol. The rings formed
can be unidirectional or bidirectional depending upon the flow
of data. In case of a unidirectional ring, a failure may occur
due to breaking of cable or other damages in cable and thus
may disrupt the signal flow. In case of bidirectional ring, no
such failure occurs and the signal continues to travel even if
cable breakdown occurs [3,4].The most widely used fiber
optical ring network is SONET (Synchronous optical network)
which consists of bidirectional ring .Wavelength Division
Multiplexing (WDM) is used in SONET ring. Even with the
increase in online users, the data transfer rate does not get
affected in WDM [5,6].

Add Drop Multiplexers (ADMs) are network elements that
are used to bypass traffic through different nodes. Electronic
ADMs indeed are very costly; thus, Optical Add-Drop
Multiplexers (OADM) was introduced to cut down the cost.
OADM can also be referred as wavelength add-drop
multiplexers (WADM). With the use of OADMs, cost of
network can be decreased as number of ADMs needed in the
network decreases [7,8]. The WDM ring is presented in Fig. 1.
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Fig. 1. WDM ring network

An OADM is a device which is employed to be used in
WDM systems. OADMs are used for selecting the paths for
different light channels entering or exiting a single mode fiber.
“Add” here means to add new wavelength channels to the
WDM signal and “Drop” means to remove the channels
[9,10,11]. The internal structure of OADM system is
presented in Fig. 2.

There are three stages in OADM. These are de-
multiplexer, multiplexer and path between them used for
adding or dropping signals. The de-multiplexer is used to
separate the input signal in different wavelengths. The
multiplexer is used to multiplex the wavelength from de-
multiplexer and add port [12,13].

In  Reconfigurable Optical Add-Drop Multiplexer
(ROADM), Wavelength selective switching module is used to
switch traffic from a WDM system at the wavelength layer.
ROADM allows adding and dropping of channels in fiber
without the need of converting it to electronic signal and then
to optical signal [14,15].

demux P mux
hehf by
input Te‘ |I. output
]
drop add

Fig. 2. Internal structure of OADM [1]

37|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

1. RELATED WORK

R.Randhawa et al. [16] investigated and compared the
various network topologies. Analysis is done with the signal,
as it passes through each node in each of the network
topology. It was found that in case of ring topology, there was
no detectable signal degradation in the ring network. An
increase in quality factor was found in a ring network. In the
case of bus topology, it was observed that with the increased
number of nodes, the quality of signal decreases and the
power penalty increases. For the star topology, it was
observed that the received power values of each node at a
same distance from the hub are same and performance was
also same. The performance of tree topology was almost
indistinguishable to the performance of the ring topology.

A.Sheetal et al. [17] presented the simulation analysis of
40 Gbps long haul DWDM System with enormous capacity up
to 1.28Tb/s. The simulations were done for Carrier-
Suppressed Return-to-Zero (CSRZ), Duobinary Return to-
Zero (DRZ) and Modified Duobinary Return-to-Zero (MDRZ)
modulation formats. A modified modulation format MDRZ
was presented in the paper. A maximum transmission distance
of 1450 km for 32 channels DWDM system was obtained with
MDRZ modulation format using symmetric compensation.

Dhiman et al. [18] investigated different modulation
formats for four-channel WDM CATYV system with OADM.
The impact of wavelength and frequency on eye opening and
Q-value was observed for added & dropped channels at
various length spans.

Sharma et al. [19] studied 16 wavelengths with channel
spacing of 0.4 nm on unidirectional non-linear single mode
fiber for 10 Gbps. The evaluation of the system was observed
using different modulation formats such as RZ, NRZ, DPSK
and CRZ using design parameters, namely, BER, eye diagram
and Q2dB. It was observed that CRZ modulation capable of
achieving BER of e and Q factor in the range of 20.3.

S. Bang et al. [20] demonstrated the Q factor performance
resulting from CPM and FWM effects for the signaling
formats like NRZ, RZ, DPSK and the RZ-Soliton. It was
found that RZ-Soliton was most efficient among all data
formats used for 16 channel DWDM systems. It was also
determined from the simulation results that DPSK signal is
least affected by the generated FWM. It was concluded that
DPSK signaling format was reliable for transmission of fiber.

1l. MODULATION FORMATS
Various modulation formats are discussed as follows:

Vol. 7, No. 8, 2016

1) NRZ Rectangular: Depending upon the transmitted
bit, an electrical output signal is obtained. When the input bit
is ‘1”7, the output signal remains at the low level during the
entire bit time and when input bit is ‘0’ , the output signal
remains at high level during entire bit time.

2) NRZ Raised Cosine : It is same as NRZ rectangular ,
the only difference is that in this case the signal is forced to
return to zero level at the end of each bit even if the two
consecutive bits are ‘1° .

3) RZ Rectangular: In this case, the output signal has two
electrical levels. When ‘1’ is applied as input signal , a high is
obtained at output for time period with the value of bit time
multiplied with duty cycle and for the remaining time the
output goes low. When ‘0’ is applied as input signal the output
remains low for the entire bit time.

4) RZ Raised Cosine: This is same as RZ rectangular
modulation, the only difference is that the switching between
the two levels i.e. high and low is not instantaneous. It has a
raised cosine shape.

5) RZ Super gaussian: When ‘1’ is applied as input, a
super gaussian shaped pulse is obtained at the output and
when ‘0’ is applied as input, a low level signal is obtained at
the output.

6) RZ Soliton: When ‘1’ is applied as input a soliton
shaped pulse is obtained at the output and when ‘0’ is applied
as input, a low level signal is obtained at the output.

V. SIMULATION ENVIRONMENT

The block diagram of simulation setup is presented in Fig.
3. It is a 36-node ring network with one channel being added
or dropped at each node. In order to analyze the network;
performance parameters namely Q-factor, BER, and optical
spectrum analyzer is provided at each node. The input source
is low noise signal which is further connected to OADM.
OADM is used to add and drop frequency at each node. The
two nodes are connected by a fiber channel. A Single mode
fiber of 100 km span having dispersion of 16 ps/nm/km and
dispersion compensation fiber of 20 km span having
dispersion of 80 ps/nm/km is utilized in the simulation. A
semiconductor optical amplifier is used to boost the signal.
Here the saturation power of SOA is set to 9.14 mw and the
insertion loss at input and output is 3 dB. Since it is a ring
network, all the frequencies are connected circularly such that
frequency f; of node 1 is added and frequency f of node 36 is
dropped and at next node f3 is added and f; is dropped. The
reference frequency is 193 and simulation is done at this
frequency at bit rate 10 Gbps. The laser power for OADM is 0
dBm. PRBS sequence degree is 7, crosstalk is fixed at -90 dB
and bandwidth of filter is 8 GHz.
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Node 1
Electrical-Sco) Optical Spectrum
OADM SMF~DCF SOA Splitter ‘

Low Noise
source

Node 36

Electrical-Scope Optical Spectrum
Analyzer
OADM SMF+DCF SOA Spiitter |

Fig. 3. Block diagram of simulation setup

Low Noise
source

V. SIMULATION RESULTS

The simulation setup is analyzed at four different
bandwidths of OADM such as 5, 10, 15 & 20 GHz. The
results are analyzed for different modulation formats such as
NRZ raised cosine, NRZ rectangular, RZ soliton, RZ super
Gaussian, RZ raised cosine and RZ rectangular.  The
simulation results are presented in Fig. 4 to Fig. 11.
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Fig. 4. Bandwidth versus Q-factor for 2.5 Gbps
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Fig. 5. Bandwidth versus Q-factor for 5 Gbps
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VI. DISCUSSION

The simulation results at 2.5 Gbps & 5 Gbps for Q-factor
versus Bandwidth at different modulation formats are
presented in Fig. 4 to Fig. 5 and Bandwidth versus BER are
presented in Fig.6 and Fig. 7. NRZ rectangular and RZ soliton
were observed to be better as compared to other modulation

Vol. 7, No. 8, 2016

formats. Q-factor of 33.6 dB was observed for NRZ
rectangular modulation format and was observed to be 33.56
Db for RZ soliton modulation format for 20 GHz. The value
of BER (bit rate error) for NRZ rectangular and RZ soliton is
1.6e™  and 2.1e™ respectively. It is observed from Fig. 5
that the Q factor reduces with increase in bit rate from 2.5
Gbps to 5 Gbps. Reduced Q factor value was observed to be
31.79 dB for NRZ rectangular modulation format and was
observed to be 32.55 dB for RZ soliton modulation format for
20 GHz bandwidth. The value of BER for NRZ rectangular
and RZ soliton is 4.2 e** and 2.1e*®  respectively. The
simulation results at 2.5 Gbps & 5 Gbps comparison of
Insertion Loss versus Q-factor for different modulation
formats are presented in Fig.8 to Fig. 9 and Insertion Loss v/s
BER are presented in Fig.10 and Fig. 11. It is observed from
Fig. 8 and Fig. 9 that the value of Q factor for NRZ
rectangular format and RZ soliton is 33.69 dB for insertion
loss of 40 dB and these modulation formats have survivable
BER up to insertion loss of 90 dB. It is observed from Fig. 10
and Fig. 11 that the Q factor is 32.79 and 32.82 for NRZ
rectangular and RZ soliton modulation format respectively for
insertion loss of 40 dB and these modulation formats have
survival BER up to 85 dB.

VII. CONCLUSION

The performance of the ring optical network was analyzed
at bit rate of 2.5 Gbps and 5 Gbps for various modulation
formats. It was observed that the system could exist for 2.5
Gbps and 5 Gbps for RZ soliton and NRZ rectangular format
at bandwidth less than 10 GHz. It was observed from the
results that the quality of the signal was degraded as the
frequency increased from 10 GHz, also, the value of Q factor
and BER increases for RZ soliton and NRZ rectangular
formats. Also, it was observed that 90 dB of insertion loss can
be achieved for a system.
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Abstract—Power plants not situated at similar space from
center of loads and their fuel prices are dissimilar. In this paper,
ELD of actual power generation measured.ELD is preparation of
generators to reduce total functioning price of generator units
exposed to equality constraint of power balance within minimum
and maximum working limits of producing units. In this paper
FL, GAs & hybridization of GA-FL is utilized to find optimal
solution of ELD systems. ELD resolutions found by resolving
conservative load flow equations though at same time reducing
fuel prices. Performance of results is analyzed by comparing the
data values obtained with the help of soft computing techniques
in ELD.

Keywords—ELD; FL; GA; FCGA

l. INTRODUCTION

EDis small term fortitude of optimal output of a lot
of electricity generation amenities & to meet system load at
nethermost probable cost subject to transmission and working
restraints.ELD is resolved by particular computer software
which honor operational and system restraints of existing
possessions and consistent transmission abilities. In electrical
power systems, a incessant equilibrium must be preserved
among electrical generation and fluctuating load mandate,
though system frequency, voltage stages and security too
reserved constant. Besides, it is required that price of such
generation be less. In addition, separation of load in producing
plant develops a vital operation in addition to an economic
matter which resolved at each load change (1%) or each 2-3
minutes. Research methods effectively castoff to resolve
optimum load flow difficulties by using direct or non-linear
encoding but these algorithms usually restricted to systematic
functions. Numerous tasks are multi-modal, intermittent.
Stochastic selection approaches used to improve these
functions. Although customary resolution methods use features
of problem to govern following sampling point, stochastic
resolution methods make no such conventions. In its place,
subsequent sampled point resolute centered on stochastic
sampling or decision rules than a set of deterministic
conclusion rules. GAs used to resolve tough difficulties with
objective functions that not retain possessions such as
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continuity, differentiability. These algorithms preserve and
operate a set of answers and implement a existence of the
fittest approach in their hunt for a improved solution.

The process of generation services to harvest energy at
deepest price to constantly assist clients by identifying any
working limits of generation and transmission services.
Planning and process of power systems under prevailing
circumstances, its growth and future growth requires load flow
educations, short circuit studies and constancy studies. Though
load flow studies are very important for planning, control and
processes of prevailing & future growth as acceptable
operation of the system be contingent upon knowing
belongings of inter connection, new loads, new producing
stations or new transmission lines afore they are installed.

1. LITERATURE SURVEY

G.Sahu et.al (2014) grants the presentation of GA to
resolve ELD problem of power system. Planned algorithm
verified on two dissimilar test systems seeing transmission
damages. The chief cause of cutting total fuel cost and preserve
power flows within safety range. B. Hosamani et.al (2014)
addresses planning and operation of power systems and
introduced an approach to provide consumers with reliable and
quality power at an economical cost. The main intent of this
paper is to develop efficient and fast Fuzzified Particle Swarm
Optimization (FPSO) procedure to attain the optimum results
of multi-constrained dynamic ED, OPF. This paper focuses on
the multi- constrained dynamic economic dispatch problem and
introduces the Fuzzified particle swam optimization to solve it.
S. H.Elyas et.al (2014) introduces a proficient approach for
comprehending problem of ELD with effect of valve point by
utilizing a novel hybrid procedure for optimization. The
fundamental goal for discovery resolution of problem of ELD
is to plan the output of committed units of generator so as to
fulfill the load of system under numerous operating
imperatives. B.Sahu (2013) explains GA and quadratic
programming ideas in resolving economic load dispatch (ELD)
in which entire price of producing power is reduced with a
valve point loading outcome though satisfying load request
regardless of transmission line losses. V. Karthikeyan (2013)
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explains that price competence is utmost significant problem of
power system operations and makes an attempt to catch out the
least price by using Particle Swarm Optimization Procedure
considering statistics of three generating units. The paper
involves the use of damage coefficients with maximum power
limit and cost function. PSO and Simulated Annealing smeared
to find out the least price for diverse power request. F.
Farheen et.al (2013) presented operation of PSO for dynamic
problem of ELD. The economic operation of the systems
which are generating has constantly involved an imperative
position in an industry of electric power. A.Gharegozi et.al
(2013) presents a novel method to solve the issue of best
planning using Cuckoo Search Algorithm. The proposed
approach provides the most appropriate convergence in the
response, high computational speed and high accuracy. L.
Chopra etal (2012) shows simple GA and refined GA
technique applicable to ELD which books for reduction of
price for operational constraints. Lambda iteration technique
needs precise alteration of lambda which not provide global
optimum resolution. A.Hasan Zade et.al (2011) describes
ELD problem as a constrained optimization problem and hence
efficient method needed to explain this problematic. The paper
involves use of a particular variant of Evolutionary Algorithm
namely DE to address ELD problem. Fuzzy logic controller
designed to control the amplification factor vector of DE
dynamically during the process of optimization. S.C. Swain
et.al (2010) introduces the utilizations of techniques of
computational intelligence to problems of ELD. The equation
of fuel price of thermal plant is normally communicated a
guadratic equation which is continuous. In conditions of real
world, the equations of fuel cost occur discontinuous. In
perspective of above, both cost equations which are continuous
or discontinuous are considered in the present paper.Bakirtzis.
A (1994) presented two GAs results to ELD. Benefit of GA
resulting not enforce any convexity limitations on generator
price function. Additional benefit for GAs for efficiently coded
to effort on parallel machines. A.G. Bakirtzis et.al (2002)
introduces an enhanced genetic algorithm for finding the
solution of optimal power flow (OPF) with control variables
which are both discrete and continuous. H.Jagabondhu et.al
(2009) grants a relative learning of four diverse evolutionary
algorithms i.e. GA bacteria foraging optimization, ant colony
optimization and PSO for solving ELD. Concert of every
algorithm for resolving ED problem analysed and simulation
consequences are shown for precision, consistency and
finishing time. Altun H et.al (2008) highlighted execution
issues of soft computing methods for a effective solicitation to
solve ED problem for inhibited optimization problem in power
systems. The paper presents review of fundamentals of the
methods and includes discussion of the implementation of
methods in ED problematic. A.Kandari et.al (2007) grants a
novel and precise technique for assessing input—output curve
limits of power plants. These limits are very imperative for
execution economic dispatch values. The greater the precision
of projected coefficients, extra precise consequences attained
from calculations of economic dispatch. J. Nanda (2001)
resolves ELD problematic with Line flow limits over operative
application of GA since losses of system transmission, power
balance equation as equality constraint, active power
generations of units and current limits in different lines for
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inequality constraints.Palanichamy et.al (1991) offered a
direct and computationally effective technique for ELD. The
accustomed B coefficients used for calculation of transmission
losses, incremental transmission losses and penalty factors.

I1. EcoNomIc LoAD DiIsPATCH

ELD is one of substantial functions in automatic generation
control. The Economic Load Dispatch of power production
units is an important issue in electric utility industry. Schedule
of individual units production which reduces total functioning
price of a power system while meeting total load plus
transmission losses in generator parameters. This is implication
to save energy and tumbling emission.

The problematic goes more compound in great scale system
henceforth problematic to find out optimum result due to
nonlinear function which comprises number of local optimum.
Therefore, importance to resolve this problematic precisely.
For financial operation of system total ultimatum must be
optimally collective between all generating units reducing total
production rate though sustaining operative limits on system.

The fuel rate for all power generation unit explained firstly.
Hence total production cost function of ELD problem is
distinct as the whole sum of the fuel prices for all generating
plant units as stated below:

FT: Z?]:Gl{aipiz + biPi + Cildi Sinei(P,-min - Pl)l}'

Where, NG is total number of producing units
F+ is total generating price

P; is the power output of producing unit i

P,"" is lowest output of producing unit i

a;, bi, ¢;, d;, e; are fuel rate coefficients of unit i

Above equation calculates total rate of

producing plant.

A. The Lambda —Iteration Method (LIM)

This is utmost prevalent technique to contract with ELD
problematic. Here, variable introduced for solving constraint
optimization problem which is said to be as Lagrange
multiplier. Lambda explained by unraveling systems of
equation. All inequality constraints gratified equations resolved
by iterative technique

generating

1) Let a appropriate value A (0) & this value must be
greater than prevalent capture of incremental rate distinctive
of the numerous generators.

2) Calculate the separate generations

3) Check the equality

Pd=7"_, Pn)

B. Langrangian multiplier

Significant and simplest technique of stating economic
dispatch load method as a transmission loss of generator power
output is B- coefficients. The general formulae of loss
formulae as:

P,=Xi, Y., P ByjP
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Bij are loss coefficients or B-coefficients, Pi ,PJ are real
power injection of ith, jth buses.

Above inhibited optimization problematic changed into
unrestricted optimization problem. Langrangian multiplier is a
method applied to minimize or maximize in equality
constraints form. An augmentes function is as:

L=C+ A (Pp+P, — YK P)
Ct is total fuel cost for all generating units and A is said as

Langranian multiplier. For minimizing the cost, L with Pi
equal to zero.

C. Fuzzy Logic in ELD

The characteristic of fuzzy logic to deal with fuzzy or crisp
values without much concern for precise input and continuous
operation in case of feedback sensor failure makes it be called
as robust and reliable method. Despite of wide variation in the
inputs output control is smooth control function. The fuzzy
logic controller operates on user-defined rules hence it adapted
modify system performance. By the generation of appropriate
governing rules the system can be incorporated with new
sensors. Fuzzy logic is not limited one or two control outputs,
and it is not essential to calculate rate-of-change of limits in
order for implementation. The sensor data is sufficient because
that provides some signal of system action.

The fuzzy modeling control system starts with deciding
input and output variables of fuzzy logic. Mamdani fuzzy
inference system used for this. This method used for fuzzy
modeling process to acquire information about a data set to
calculate the membership function limits which greatest permit
the related fuzzy inference system to trail the specified input-
output data. This FIS system intended for MISO system. MISO
system comprises two inputs and one output.

D. Linguistic variables

These are variables stated in plain language words. These
show an significant role in demonstrating crisp information
such that it accurately suitable for the problem. Since usage of
linguistic variables detected to decrease whole computation
complication in many applications & mainly valuable in
representing composite non-linear applications.Linguistic
variables are fundamental to fuzzy logic operations, however
they are frequently flouted in the arguments on the virtues of
fuzzy logic. In fuzzy logic applications, non-numeric linguistic
variables frequently applied relative to arithmetical values.

V. RESEARCH METHODOLOGY

A. Algorithm for ELD Using GA

The numerous stages included in solution of GA Algorithm
are:

1) Select Population extent, amount of generations, sub-
strings length and quantity of trials.

2) Produce primary arbitrarily coded strings as population
associates in the first generation.

3) Decipher population to acquire power generation of
units in strings.
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4) Implement load flow reflecting the unit generation
excluding for the slack bus. To assess the system transmission
losses, slack bus generation, line flows.

5) Calculate fitness of population members.

6) Execute selection centered on Reproduction executing.
Roulette Wheel process with embedded Elitism trailed by
crossover with embedded .Mutation to produce the novel
population for the subsequent generation.

B. Algorithm for ELD Using GA

Lambda iteration method decent loom to determine ELD
due to which generator parameters easily controlled. The
penalty factors applied to reflect the impact of losses. Fuzzy
with ELD system is applicable to optimization problems.
System will obtain optimum resolution to complications with
fuzzy constrictions and fuzzy variables. The values of power
which is obtained from ELD is then adjusted by fuzzy practical
rules and gives more appropriate and approximate results for
power of each unit.

e Compute optimal dispatch and entire rate ignoring
losses A.

e Use dispatch and loss formula, compute system losses.
It explained by using MATLAB script and function file
that use fsolve MATLAB function to resolve system of
equations.

o Discover optimal dispatch for a entire generation of PD
by coordination equations and loss formula.

e Economic dispatch problematic containing
transmission losses computed for effect of transmission
losses to represent total transmission loss as a quadratic
function of generator power outputs.

e For minimum cost derivative of L (penalty factor) is
required with each Pi equal to zero.

e For generating unit outputs P1, P2 and P3are power
units of 1, 2 and 3 for better approximation. It can be
designed as s flowchart as:

if P3 < P3min P3 = P3min; else

if P3 > P3max P3 = P3max; end end if P2 < P2min P2 =
P2min; else if P2 > P2max P2 = P2max; end end if P1 < P1min
P1 =P1min; else if P1 > P1max P1 = P1max;

e Units are ranked according to their full load production
cost rate and committed accordingly.

e The system obtain optimal solution to problems with
fuzzy constraints and fuzzy variables.

C. Algorithm for ELD Using Fuzzy-GA

1) First of all, adjust all limits population size, number of
generations,sub-strings length.

2) Initial arbitrary population of individuals produced
where the entities coded string of binary numerals.

3) Assessment of  fitness  population
accomplished on the basis of a fitness function.

members
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4) When optimization benchmark happened, nominated
population members more accepted on for diverse processes.

5) The assortment procedure is achieved.

6) Afterward, fuzzy logic originates into play with fuzzy
crossover regulator.

7) The random member first associated with the crossover
probability value and if benchmark gratified, border achieved.

8) Likewise for mutation, arbitrary member equated
beside mutation probability value.

V. EXPERIMENTAL ANALYSIS & RESULTS

A. Results obtained for ELD using Genetic Algorithm
1) Power Generated

300

S 200

£ m\, 4 —o—Unit1

= 100 o

% o —E-Unit2

a 0 Unit3
123456
Time-fin-hourd

Fig. 1. Power generated

Figure 1 shows power generation for three units which
varying according to time/hour.In unit-1 range of powers are
278.912,52.260,134.305,50,50 & 50 for different ranges which
shown by blue lines in figure . In unit-2, power ranges are 150,
70, 97.77, 90, 95 & 100 for power ranges shown by red
lines .In unit -3, power ranges are 100, 120, 140, 86.23, 109.30
& 45 for different maximum & minimum power ranges &
shown by green lines in figure.All power are in MW.

2) Fuel Cost
3000
2500
2000
< 1500 | ] ,_“-v. =¢=Unit 1
1000 % =@—Unit2
500
2 0 Unit 3
1 2 3 4 5 6
Time {inhours)——>

Fig. 2. Fuel Cost

Figure 2 describes fuel cost for three units & cost is
according to time per hour.For unit 1 fuel costs are 748.55 to
2736.93 & shown by blue lines.For unit 2,fuel costs are 946.55
to 1465 for power intervals & shown by red lines. For unit 3,
fuel costs are 745.18 to 1536.83 for power ranges & shown by
green lines.

B. Results obtained for ELD using FL

Vol. 7, No. 8, 2016

Figure 5.2.1 shows fuzzy input membership functions.
Membership function referred as “gaussmf” used for three
linguistic variables low, medium, high for input variables.
Figure shows input variable as high with a range of 0 to 150.

1) Fuzzy input (power) membership function

Membership Function Editor: ELDFuzzyMathod = | =

e
File Edit View
ot paints:
FIS Variables Membership function plots  PIOt P 18
low medium nign
e x i
ey o7
inwer outputt
fuel ost o
input variable “power”
| | current variable Current Membership Function (click on MF to select)
Mame power (lzra high
Type oLt WE2 gaussm f -~
Parems
[10.2113]
s [0 150
Bisplay Range 10 150] ‘ Heip Closa |
= | |

Fig. 3. Fuzzy input (power) membership function

2) Fuzzy output membership function

B Membership Function Editor: ELDFuzzyMethod [ S|
File Edit View

Membership function plots  PIot points: EE

[7.07 &6] ‘
[0 100]

el Ranae 1© 100] | el Close |

| Selected variable "autputt " |

Fig. 4. Fuzzy output membership function

3) Linguistic Variables

TABLE I. LINGUISTIC LEVELS OF POWER INPUT
Input Parameters Low Medium High
P(Power) in MW 0-60 30-130 80-150
Fuel cost (in Rs) 0-50 30-70 60-100

Three membership functions generated for input variable in
fuzzy system. The low, medium and high are linguistic levels
of power input. For input parameter of power low range is 0 to
60, medium range is 30 to 130 & high range is 80 to 150 . For
fuel cost low range is 0 to 50, medium range is 30 to 70 & high
range is 60 to 100.

TABLE Il LINGUISTIC LEVELS OF OUTPUT VARIABLES
Output Optimized Optimized Optimized
Parameters Powerl Power2 Power3
Optimized
Power (in MW) 0-42 30-80 65-100

Table no.2 shows linguistic levels for output variables.
Here, Optimizedpowerl, optimizedpower2 and
optimizedpower3 are linguistic levels. Optimized powerl
computed from 0 to 42, optimized power 2 computed is 30 to
80 & optimized power 3 computed as 65 to 100.
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4) Surface Viewer
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Fig. 5. Surface Viewer

Figure no.5 shows surface viewer is a GUI tool used for
examine output surface of a FIS which is stored in a file for
any inputs. It selects the two input variables to allot two input
axes Y & X, this output value allotted to Z-axis. For a
smoother plot creation, Plot point field is used to state number
points so that membership functions calculated in input/output
sort. Here, 101 is a default value which utilized to observe
reliance of outputs for any input.Here, input axis shows as
power & fuel cost & output axis as optimized power.

C. Results obtained for ELD using Genetic
infused with Fuzzy Logic

Algorithm

Vol. 7, No. 8, 2016

compared to achieve optimal solution. For powers of 50 MW
to 150 MW, following observations obtained:

1) In GA, generated power is 50 MW for a fuel cost of
Rs.772.5 & an error of 0.14501.In FL method, generated power
is 69.24 MW with a fuel cost of Rs.779 & an error of 0.10501.
In FCGA method, generated power is 93.23 with a fuel cost of
669.5 & an error of 0.00871. By comparing three parameters (as
shown in figures nos.6,7 & 8) it is found that FCGA method
generates more power with less fuel rates & transmission errors
as compared to GA & FL methods.

2) For minimum power of 75 MW & maximum power of
200 MW, by comparing values in figure nos.6,7 & 8, it is again
found that FCGA methods generates more power with less cost
& transmission errors as compared to GA & FL methods.

D. Comparisons of soft computing methods to obtain optimal
solution for ELD system

Comparison of power generation, fuel cost & errors
depicted in figures for three methods.

140

120

"
15}
5}

©
]

== GA

-/-
/

—=—FL

Q
8

FCGA

POWER GENERATED (MW)

2
[}

TABLE Ill.  OPTIMAL RESULT OBTAINED USING GA »
. Power
Pmin Pmax Fuel cost °
enerated Error (% ime (in hours
ew) | ow | S (Rs) 0 rime tn voues)
Fig. 6. Comparison of power generation
50 150 50 772.5 0.1450
75 200 61.932 9973 0.2131 Figure shows that FCGA produces higher power levels as
compared to FL & GA methods.
TABLE IV.  OPTIMAL RESULT OBTAINED USING FL 1200
Pmax Power Fuel cost %%
Pmi (MW) generated Error (%) £ |g0
'g 600 == Unit 1
50 150 69.24 779 0.105 S .
§ 400 == Unit 2
75 200 81.321 1009 0.167 200 Unit 3
0
TABLEV.  OPTIMAL RESULT OBTAINED USING FCGA L
Time (in hours)
Power
Pmin( Fuel cost
M) Pmax(MW) | generated RS) Error (%) Fig. 7. Comparison of Fuel Costs
(MW) .
Fig.7. shows that FCGA has less fuel cost for power
50 150 93.23 669.5 0.087 generation as compared to FL & GA methods.
75 200 117.324 869.2 0.102

To acquire optimal solution for ELD system, comparison of

all results done using minimum & maximum power limits.
Here, generated power, cost of fuel & transmission errors
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Fig. 8. Comparison of transmission errors

Figure no.8 shows, FCGA has less transmission errors for
power generation as compared to FL & GA methods.

VI. CONCLUSION

Simulation results using GA, FL & GA infused fuzzy
shows performance improvement between these algorithms.
Results shows that GA infused fuzzy shows has better
performance as compared to GA & FL techniques since FCGA
considers average fitness, change in fitness, optimized
crossover probability & optimized mutation probability
variables.It observed that performance improvement of ELD
increased as required minimum & maximum power ranges
increased, resulting cost of power generation reduces with an
increase of power generation using soft computing techniques.
Transmission errors reduced to -0.0579 which is 39.93% less
than GA method & -0.0179 which is 17.04% less as compared
to FL method.So, performance improvement of ELD system is
able to increase subsequently by reducing transmission error
during generation of power. FCGA proved best for optimal
solution of power generation with minimum cost &
transmission errors as compared to GA & FL methods.
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Abstract—This article present a novel direct torque control
(DTC) scheme using high order sliding mode (HOSM) and fuzzy
logic of a doubly fed induction generator (DFIG) incorporated in
a wind turbine system. Conventional direct torque control
strategy (C-DTC) wusing hysteresis controllers presents
considerable flux and torque undulations at steady state period.
In order to ensure a robust DTC method for the DFIG-rotor side
converter and reduce flux and torque ripples, a second order
sliding mode (SOSM) technique based on super twisting
algorithm and fuzzy logic is used in this paper. Simulation results
show the efficiency of the proposed method of control especially
on the quality of the provided power comparatively to a C-DTC.

Keywords—DFIG; wind turbine; DTC; SOSM; super twisting;
fuzzy logic

. INTRODUCTION

Among all kinds of renewable energy sources that are
being developed recently in the world, wind energy source is
the fastest growing one [1]. Currently, variable speed wind
turbine system (WTS) employing DFIG is the most popular
technology in presently installed wind turbines [2]. This is
because DFIG presents many advantages compared to other
generators used in WTSs such as reduced converter size,
improved efficiency, and economic benefits [3].

Stator vector control with proportional-integral (PI)
regulators is the usual strategy employed currently for WTS
based on DFIG [4,5]. This strategy presents a good decoupling
between the two current axes (d and q), therefore the model of
the DFIG becomes simple and PI regulators can be employed.
However, this method of control is highly depends on the
accuracy of the machine parameters, employs diverse loops
and needs a big regulation strength in order to ensures stability
during the whole speed domain [6].

To avoid the disadvantages of the filed oriented control
method, a novel DTC scheme has been discussed in this paper
[7,4]. In the C-DTC strategy, torque and flux are directly
regulated through switching table plus hysteresis regulators.
However, some drawbacks brake the employ of these
regulators, for example variable switching frequency and
torque ripple [8,9]. In several research articles realized on DTC
scheme, these undesirable problems are decreased by

employing space vector modulation (SVM) technique, but the
control robustness was immolated [10,11].

In recent years, sliding mode control (SMC) based on the
theory of variable structure systems (VSS) has been
extensively employed for nonlinear systems. It uses a particular
version of on-off control, or discontinuous signal across the
sliding surface, satisfying the sliding mode condition, to
achieve a robust control. However, the SMC has a major
inconvenience which is the chattering effect created by the
discontinuous part of control. In order to resolve this problem,
various adjustments to the usual control law have been
discussed. The approach based on boundary layer is applied in
almost all cases [12]. Another efficiency solution consists to
substitute the discontinuous control signal by fuzzy logic one
has also been used recently in some research works [13-15].
For the same goal the notion of HOSM control has also proven
its competence in [16,17] for different applications.

Some useful solutions for sliding mode DTC with small
torque and flux undulations, applied for induction motor (IM)
controls are presented in [18,19]. In [20], the authors suggest
the using of a DTC with SOSM controllers employed to 1M
drive.

In the aim to design an advanced DTC with very small
torque and flux undulations and without chattering effect, in
our article we suggest to employ a new DTC scheme based on
SOSM and fuzzy logic functions for a DFIG-based wind
turbine. This is for essential objects, including reducing
mechanical stresses and improving power quality provided to
the grid. The SOSM technique generalizes the basic SMC
design by integrating second order derivatives of the sliding
variable [21]. A few of such controllers have been discussed in
the literature [22-25].

The rest of the paper is arranged as follows. In section 2,
the modeling of the DFIG-based WTS is presented. Section 3
provides the application of the SOSM-DTC scheme to the
DFIG. In section 4 the novel SOSM-DTC strategy using on
fuzzy logic algorithm is applied to the DFIG control. Section 5
discusses the simulation results to demonstrate the
effectiveness of the proposed control strategy.
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Il.  MOoDEL oF THE DFIG-BASED WTS

A. The WTS model

Equation (1) gives the expression of the power captured by
aWTS:

R :%Cp(i’ﬁ)RZPVS @)

Where, R, p, v, Cp, 4 and ﬁ are respectively: radius of the
turbine (m), air density (kg/m°), wind speed (m/s), the power
coefficient, the tip speed ratio and blade pitch angle (deg).

The power coefficient C, is given as follows [26]:

(05 _ovein| ™A+0D) 1 34—
C, =(0.5-0.167)(8 Z)SInLS.S—O.S(/f—Z)} 0.0018(A1-3)(5-2)
2
With:
,1=Q‘R )
v

Where, € is the wind turbine speed.

B. Model of the DFIG

The DFIG model in Park reference frame is given by
[27,28]:

d
Vds = Rslds +al/lds _wsl//qs
l//ds = leds+M|dr
s = Lslgs + M1,
, lr//dr = Lrldr+M|ds
o =Ly + Ml

d
Vqs = RSI dt W T OW s @

Vi, =R/ 1, +

— —
rdr dt l/ldr qur

V, =R,

d
r +al//qr + @Yy

Where (Vas, Vs, Var, Var)s (las lgss lars lg)s (Was Was Wars war)
are respectively the stator and rotor voltages, currents and
fluxes, Ry and R, are the resistances of the rotor and stator
respectively, L;, L, and M are the inductance own stator, rotor,
and the mutual inductance between two coils respectively.

Stator axis
Rotor axis
d-q Reference frame
a-f Reference frame

B R
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The stator and rotor pulsations and rotor speed are
interconnected by the following equation: ws = w+w;.

Where ws and o, are respectively the stator and rotor
electrical pulsations, while w is the mechanical one.

The mechanical equation of the DFIG is:

Cem:Cr+J-Z—?+Fr-Q ©)

Where we can express the electromagnetic torque Cey, as
follows:

3 M
Cem :Enpi(l//qsldr_l//dslqr) (6)
Where C,, Q, J, F, and n, are respectively: the load torque
(Nm) mechanical rotor speed (rad/s), the inertia (kg.m?), the
viscous friction (Nm/s) and the number of pole pairs.

The stator powers of the DFIG are defined as:

3
- 7(\/ds|ds +Vqs qs)
(7)

(Vqs ds

To obtain a decoupled control between the stator active and
reactive powers, we use a dq reference frame linked to the
stator flux as shown in figure 1. Basing on equation (4) and
supposing that the stator resistance can be neglected we can
write:

ds qs)

Fig. 1. Field oriented control technique

W =W and y, =0 (8)
Vg =0
ds (9)
Vqs =0
M
Ids == Idr +ﬁ
L, L, (10)
M
Iqs = —L— Iqr
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By using (9) and (10), equations (6) and (7) can be written
as follows:

__3 oM |
T
5 " , (11)
Q __> Y _wsV/s
s 2 I—s dr Ls
3 M

C:

em _E r]p I—_s Iqu/ds (12)

I1l.  SOSM-DTC oF DFIG

The main objective of using SOSM-DTC is to develop a
robust control of torque and rotor flux of the DFIG. In our
system, the electromagnetic torque and flux are respectively
controlled by Vg, and V.

Chattering effect which is a serious problem that exists in
the conventional SMC can be very hurtful for the DFIG
because it can create some undesirable phenomenon such as
torque pulsation, current harmonics and acoustic noise, etc
[29]. To relieve the influence of this problem, various solutions
have been proposed [30, 31]. HOSM is one of the solutions
proposed recently to eliminate the effect of this problem. This
control method can ensure eradication of this undesirable
phenomenon because it can acts on the sliding surface and its
1% derivative (S =S =0) [17, 32]. On the other hand, to retain
the main advantages of the usual method, they debate the
chattering phenomenon and offer advanced precision in
practice. In the last decade many research works have applied
this type of control [22, 23].

The big problem that accompanies the HOSM control
executions is the increased required information. Indeed, it’s

Stator Side
Converter

{3

— — DC bus

SOSM Sabc

Vol. 7, No. 8, 2016

necessary to know the derivatives of the surface
S, S, ..., S for performing an n™-order controller. Amid all

algorithms used recently for the HOSM control, the super-
twisting one is an exclusion. Indeed, this kind of algorithms
needs just the information about S [24]. Therefore, the super
twisting algorithm has been employed in this paper. As
presented in [25], for all SOSM controllers stability can be
easily verified with this algorithm.

The bloc diagram of the DFIG control using SOSM-DTC is
shown in figure 2.

The SOSM controllers of rotor flux and electromagnetic
torque are used to act successively on the two rotor voltage
components as in (13) and (14) [20,33].

V, = Kl‘S(pr‘rsign(S(pr)+Vdrl
V,, =K, sign(S(/,)
Vqr = Kl‘SCem‘rSign(SCem)+V

_ ar (14)
Vqu = K2 Sign(SCem)

Where the sliding mode variables are the flux magnitude
error S,,.= ¢, -¢, and the torque error Scem= Cen - Cem, and the
control gains K; and K, should verify the terms of stability.

(13)

A. Controller synthesis
Suppose a dynamic system defined as follows:

dx

a:a(x,t)+b(x,t)u, y =c(x,t) (15)

where u is the input, x is the variable state and y is the
output.

s :> _G DFIG
Cem DTC

—

Cen ( )
Flux and Torque
P Estimation

Rotor Side
Converter

— |

-~

—
Fig. 2. Bloc diagram of the DFIG with SOSM-DTC

The main object of the control is to find an expression of
the input u = f(y, y ) that be able to forces the trajectories of the
system toward the beginning dot of the phase plane represented
by y =y =0, if feasible in restricted period of time. Input u is
supposed a new state variable, where the switching control is
appended to its derivedu . Output y is regulated by a SOSM
controller.

Grid

Vs‘ab

u=K,[S| sign(S)+u,
U, = K, sign(s)
Where S =y" -y is the sliding surface.

(16)

As indicated by expressions (16), the appropriate
stipulation for convergence to S that can verify stability is for
the gains to be large sufficient [20].
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Av AP By(KHA) )
B, ° By Bu(KiA)
Where A, >|A and B, >B>B, are the bigger and

lower limits of A and B in the 2" derivative of the output y.
d’y du
—2 = A(x,t) +B(x,t)— (18)
dt? (x+B(x dt

IV. Fuzzy SECOND ORDER SLIDING MODE DIRECT
TORQUE CONTROL (FSOSM-DTC)

SOSM control has proven in several studies and research
applications its effectiveness in minimizing chattering effect
which is mainly caused by the presence of a discontinuous
control term containing the sign function [13-15]. To
ameliorate the SOSM-DTC of the DFIG and more and more
decrease the adverse effect caused by the sign function, in this
work we suggest to employ a hybrid approach of second order
sliding mode and fuzzy logic by replacing this function by an
inference fuzzy system.

K, >

For the proposed FSOSM-DTC, the universes of discourses
are first divided into the seven linguistic variables NB, NM,
NS, EZ, PS, PM, PB, triangular and trapezoidal membership
functions are chosen to represent the linguistic variables for the
inputs and outputs of the controllers.

The fuzzy labels used in this study are negative big (NB),
negative medium (NM), negative small (NS), equal zero (EZ),
positive small (PS), positive medium (PM) and positive big
(PB).

Figure 3 describes these choices.

Input Membership function

Degree of
Membership

v

10 6 4 2 0 2 4 6 10

Output Membership function

NB NS Ejz PS PM

PB

Degree of
Membership

HENS

10 6 4 2 0 2 4 6 10

Fig. 3. Fuzzy sets and its memberships functions

V.  SIMULATION RESULTS

In order to evaluate the proposed DTC strategy of the
DFIG, simulation tests using MATLAB Software have been
realized and discussed in this section. The DFIG parameters
used in simulations are as follows: nominal stator power Pg, =
15MW, n,=2,R;=0.012 Q, R, =0.021 Q, L, = 0.0137 H, L,
=0.0136 H, M = 0.0135 H, F, = 0.0024 Nm/s, J = 1000 kg.m®.
C-DTC, SOSM-DTC and FSOSMC are evaluated by
simulations regarding tracking performances, total harmonic

Vol. 7, No. 8, 2016

distortion (THD) of stator current and robustness versus
variation of machine parameters.

A. Tracking performances

This test has the goal to analyze and compare the behavior
of the three used DTC control methods regarding tracking
performances. The obtained simulation results are shown by
figures 4-7. As it’s shown by figures 4-6, electromagnetic
torque and rotor flux curves for the three used DTC methods
follows excellently their references. Furthermore, we observe
that the FSOSM-DTC and SOSM-DTC strategies guarantee
the decoupling between the d and g axes contrary to the C-
DTC where the coupling trace between them is somewnhat
clear. Otherwise, figure 7 illustrates the harmonic spectrums of
the stator current for the three DTC control methods. Through
this figure, it can be noticed that the total harmonic distortion
(THD) is minimized for the SOSM-DTC method (THD =
1.31%) when compared to the C-DTC one (THD = 2.22%) and
the THD is more and more reduced by using fuzzy logic (THD
= 1.15%). Based on the results above, it can be said that the
FSOSM-DTC has proven its efficiency in reducing chattering
phenomenon in addiction to keeping the same advantages of
the SOSM-DTC scheme.

B. Test of Robustness

In order to examine the performances of the three DTC
control methods regarding robustness against variation of
machine parameters, these last have been deliberately modified
as follows: the values of Rs and R, are multiplied by 2 while the
values of L, L, and M are divided by 2. The DFIG speed was
kept equal to its face value. Figures 8-10 illustrate the obtained
simulation results. These results show clearly that parametric
variations test augment somewhat the time-response of the
results obtained with C-DTC method. In addition, these results
demonstrate that the parametric variations generate a visible
influence on electromagnetic torque and rotor flux curves and
that the influence seems more significant for the C-DTC
compared to the other DTC schemes. Therefore, it can be
concluded that the new proposed FSOSM-DTC scheme and in
addition to its efficiency in reducing chattering phenomenon
has kept the most important advantage of the SMC approach
which is the robustness.

VI. CONCLUSION

In this paper, a new DTC scheme of a doubly fed induction
generator attached to the electric network through the stator
part and fed by a back to back inverter by the rotor part has
been discussed. Firstly, a modeling of a DFIG-based wind
turbine has been presented. Frequently used in the WTSs, this
generator presents several benefits such as variable speed
function and the ability to work in the four quadrants.
Secondly, a new DTC scheme using SOSM and fuzzy logic is
synthesized and compared to both C-DTC and SOSM-DTC. In
term of tracking performances electromagnetic torque and rotor
flux curves for the three used DTC methods follows excellently
their references, however a problem of coupling is emerged in
the C-DTC curves that is removed with the other SOSM-DTC
methods. Furthermore, the obtained results have approved that
the FSOSM-DTC works with a lesser chattering effect. A test
of robustness has also been elaborated in this paper where the
machine parameters have been deliberately changed. After
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methods. In light of the obtained results, one can conclude that

of electromagnetic torque and rotor flux but with a significant the proposed FSOSM-DTC scheme represents an important
tool for systems using DFIG such as WTSs.
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these variations, a few ripples have been induced on the curves
influence with the C-DTC strategy compared to the other DTC
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Fig. 8. C-DTC strategy responses (robustness test)

Vol. 7, No. 8, 2016

. xao 3 . . .

S 2 C.., (with parameter variation) — ¢ (with parameter variations)

£ 25 — 4 (wi iati

o 15 T ——— Cen (Without parameter variation) f = ¢f*(W'thOUt parameter variations)

5 ‘ A s ‘

8 1 | x }

2 o5l | = ;

% ' 5 15 A

g0 g i

o 1

E -0.5 o

w
- 05 ’

10 0.2 04 0.6 0.8 1 0.2 0.4 0.6 0.8 1
Time (s) Time (s)

Fig. 9. SOSM-DTC strategy responses (robustness test)

_ x10' 3 . . .

g 2 C.., (with parameter variation) — ¢ (with parameter variations)

< 25 — i jati

o 15 ——— Cgn (Without parameter variation) = ¢f*(W|thOUI parameter variations)

: g o |

s 1 ~ 2 ;

s os Y 2 L Bl

c 5 15 4 o

£ o ¢ |

S 1

g 05 RO ‘

w :

_10 0.2 04 0.6 0.8 1 05 0.2 04 0.6 0.8 1
Time (s) Time (s)

Fig. 10. FSOSM-DTC strategy responses (robustness test)

150 i : 100 :

— A ——C-DTC ——C-DTC

g 100 o W —SOSM-DTC < — SOSM-DTC

s -\ —— FSOSM-DTC < 50 —— FSOSM-DTC ]

S 50 S T

3 GR I |

A A A AL 1l " i bl

§ ol g o Ik ;\“ M“ T —

g < |

g ™ 5

IS o

S -100 &

8

w _1500 0.2 04 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1

Time (s) Time (s)

Fig. 11. Error curves (robustness test)

REFERENCES [6] S.E. Ardjoun, M. Abid, “Fuzzy sliding mode control applied to a doubly

[1] Lakhoua M.N., “Systemic Analysis of a Wind Power Station in Tunisia”, fed induction generator for wind turbines,” Turk J Elec Eng & Comp
Journal of Electrical and Electronics Engineering, ISSN: 1844-6035, Sci, Vlo. 23, 2015, pp. 1673-1686.

University of Oradea Publisher, VVol. 4, N°1, 2011. [7] X. Yao, Y. Jing, Z. Xing, “Direct torque control of a doubly-fed wind

[2] M. Edrah, LK. Lo, O. Anaya-Lara, “Impacts of high penetration of generator based on grey-fuzzy logic,” In: International Conference on
DFIG wind turbines on rotor angle stability of power systems,” IEEE T Mechatronics and Automation, Harbin, China, 2007. pp. 3587-3592.
Sustain Energ, Vol. 6, 2015, pp. 759-766. [8] G.S. Buja, M.P. Kazmierkowski, “Direct torque control of PWM

[3] A.B. Ataji, Y. Miura, T. Ise, H. Tanaka “Direct Voltage Control With inverter-fed AC motors - a survey,” IEEE T Ind Electron, Vol. 51, 2004,
Slip Angle Estimation to Extend the Range of Supported Asymmetric pp. 744-757.

Loads for Stand-Alone DFIG,” IEEE T Power Electr, Vol. 31, No. 2, [9] J. Holtz, “Pulse width modulation for electronic power conversion,” P
February 2016, pp. 1015-1025. IEEE, Vol. 82, 1994, pp. 1194-1214.

[4] AM. Rao, N.K. Kumar, K. Sivakumar, “A multi-level inverter [10] S.Z. Chen, N.C. Cheung, K.C. Wong, J. Wu, “Integral sliding-mode
configuration for 4n pole induction motor drive by using conventional direct torque control of doubly-fed induction generators under
two-level inverters,” In: IEEE 2015 International Conference on Industry unbalanced grid voltage,” IEEE T Energy Conver, Vol. 25, 2010, pp.
Technology, 17-19 March 2015, Seville, Spain: IEEE. pp. 592-597. 356-368.

[5] Y. Zhang, Z. Li, T. Wangy, W. Xuy, J. Zhuy, “Evaluation of a class of [11] X. Zhu, S. Liu, Y. Wang, “Second-order sliding-mode control of DFIG-
improved DTC method applied in DFIG for wind energy applications,” based wind turbines,” In: IEEE 2014 3rd Renewable Power Generation
In: IEEE 2011 International Conference on Electrical Machines and Conference, 24-25 September 2014, Naples, Italy: IEEE. pp. 1-6.
Systems, 20-23 August 2011, Beijing, China: IEEE. pp. 2037-2042. [12] MAA.A Morsy, M. Said, A. Moteleb, H.T. Dorrah, “Design and

implementation of fuzzy sliding mode controller for switched reluctance

55|Page

www.ijacsa.thesai.org


http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=6059525
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=6059525
http://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=5
http://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=5

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

(IJACSA) International Journal of Advanced Computer Science and Applications,

motor,” In: IEEE 2008 International Conference on Industrial
Technology, 21-24 April 2008, Chengdu, China: IEEE. pp. 1367-1372.

X. Yuan, Z. Chen, Y. Yuan, Y. Huang, “Design of fuzzy sliding mode
controller for hydraulic turbine regulating system via input state
feedback linearization method,” Energy, Vol. 93, 2015, pp. 173-187.

H.U. Rehman, R. Dhaouadi, “A fuzzy learning-sliding mode controller
for direct field-oriented induction machines,” Neurocomputing, Vol. 71,
2008, pp. 2693-2701.

N. Ullah, W. Shaoping, M.I. Khattak, M. Shafi, “Fractional order
adaptive fuzzy sliding mode controller for a position servo system
subjected to aerodynamic loading and nonlinearities,” Aerosp Sci
Technol, Vol. 43, 2015, pp. 381-387.

M. Van, H.J. Kang, Y.S. Suh, “A novel fuzzy second-order sliding mode
observer controller for a T-S fuzzy system with an application for robot
control,” Int J Precis Eng Man, Vol. 14, 2013, pp.1703-1711.

S. Mefoued, “A second order sliding mode control and a neural network
to drive a knee joint actuated orthosis,” Neurocomputing, Vol. 155,
2015, pp. 71-79.

Z. Yan Z, C. Jin, V.I. Utkin, “Sensorless sliding-mode control of
induction motors,” IEEE T Ind Electron, Vol. 47, 2000, pp. 1286-1297.

C. Lascu, 1. Boldea, F. Blaabjerg, “Variable-structure direct torque
control — A class of fast and robust controllers for induction machine
drives,” IEEE T Ind Electron, Vol. 51, 2004, pp. 785-792.

C. Lascu, F. Blaabjerg, “Super-twisting sliding mode direct torque
control of induction machine drives,” In: IEEE 2014 Energy Conversion
Congress and Exposition, 14-18 September 2014, Pittsburgh, PA: IEEE.
pp. 5116-5122.

S. Benelghali, “On multiphysics modeling and control of marine current
turbine systems,” PHD, Bretagne Occidentale University, France, 2009.
G. Bartolini, A. Ferrara, E. Usani, “Applications of a sub-optimal

discontinuous control algorithm for uncertain second order systems,” Int
J Robust Nonlin, Vol. 7, 1997, pp. 299-310.

(23]

[24]
[25]

[26]

[27]

(28]

[29]

(30]

(31]

(32]

(33]

Vol. 7, No. 8, 2016

G. Bartolini, A. Ferrara, E. Usani, “Chattering avoidance by second-
order sliding mode control,” IEEE T Automat Contr, Vol. 43, 1998, pp.
241-246.

A. Levant, L. Alelishvili, “Integral high-order sliding modes,” IEEE T
Automat Contr, Vol. 52, 2007, pp. 1278-1282.

A. Levant, “Higher-order sliding modes, differentiation and output
feedback control,” Int J Control, Vol. 76, 2003, pp. 924-941.

S. Elaimani, "Modélisation de différentes technologies d’€oliennes
intégrées dans un réseau de moyenne tension," PhD, University of Lille,
France, 2009.

F. Poitier, T. Bouaouiche, M. Machoum, “Advanced control of a doubly-
fed induction generator for wind energy conversion,” Electr Pow Syst
Res, Vol. 79, 2009, pp. 1085-1096.

A. Bakouri, A. Abbou, H. Mahmoudi, K. Elyaalaoui, “Direct torque
control of a doubly fed induction generator of wind turbine for
maximum power extraction,” In: IEEE 2014 International Renewable
and Sustainable Energy Conference, 17-19 October 2014; Ouarzazate,
Morocco: IEEE. pp. 334-339.

W.J. Wang, J.Y. Chen, “Passivity-based sliding mode position control
for induction motor drives,” IEEE T Energy Conver, Vol. 20, 2005, pp.
316-321.

J.J.E. Slotine, “Sliding controller design for nonlinear systems,” Int J
Control, Vol. 40, 1984, pp. 421-434.

B. Beltran, M.E.H. Benbouzid, T. Ahmed-Ali, “High-order sliding mode
control of a DFIG-based wind turbine for power maximization and grid
fault tolerance,” In: IEEE 2009 International Electric Machines and
Drives Conference, May 2009; Miami, Florida, USA: IEEE. pp. 183-
189.

B. Beltran, M.H. Benbouzid, T. Ahmed-Ali, “Second-order sliding mode
control of a doubly fed induction generator driven wind turbine,” IEEE T
Energy Conver, Vol. 27, 2012, pp. 261-269.

S. Benelghali, M.E.H. Benbouzid, J.F. Charpentier, T. Ahmed-Ali, I.
Munteanu, “Experimental validation of a marine current turbine
simulator: Application to a PMSG-based system second-order sliding
mode control,” IEEE T Ind Electron, Vol. 58, 2011, pp. 118-126.

56|Page

www.ijacsa.thesai.org


http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=6926643
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=6926643
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=7050734
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=7050734

(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 7, No. 8, 2016

FPGA Implementation of Parallel Particle Swarm
Optimization Algorithm and Compared with Genetic
Algorithm

BEN AMEUR Mohamed sadek
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Abstract—In this paper, a digital implementation of Particle
Swarm Optimization algorithm (PSO) is developed for
implementation on Field Programmable Gate Array (FPGA).
PSO is a recent intelligent heuristic search method in which the
mechanism of algorithm is inspired by the swarming of biological
populations. PSO is similar to the Genetic Algorithm (GA). In
fact, both of them use a combination of deterministic and
probabilistic rules. The experimental results of this algorithm are
effective to evaluate the performance of the PSO compared to
GA and other PSO algorithm. New digital solutions are available
to generate a hardware implementation of PSO Algorithms.
Thus, we developed a hardware architecture based on Finite
state machine (FSM) and implemented into FPGA to solve some
dispatch computing problems over other circuits based on swarm
intelligence. Moreover, the inherent parallelism of these new
hardware solutions with a large computational capacity makes
the running time negligible regardless the complexity of the
processing.

Keywords—PSO algorithm; GA; FPGA; Finite state machine;
hardware

. INTRODUCTION

Over the last decade, several meta-heuristic algorithms are
proposed to solve hard and complex optimization problems.
The effectiveness of this algorithm give satisfaction to solve
the most difficult problems for many algorithms related for
various optimization problems. The proposed architecture is
tested on some benchmarks functions. We have also analyzed
the operators of GAs to describe how the performance of each
one can be enhanced by incorporating some features of the
other. We used standard benchmarks functions to make
comparison between the two algorithms. In fact, PSO
algorithm use the technique [1] that explores all the search
space to fix parameters that minimizes or maximizes a
problem. So, the ability and the simplicity to solve complex
problems make the studies active in this area compared with
many others optimization techniques [2] [3].

This research attempts to present that PSO has a good
effectiveness to find the best global optimal solution as the GA
but with a better computing efficiency (less using of resource
hardware and execution time). The main objective of this paper
is to compare the computational efficiency of our optimized
PSO with GA and other PSO algorithms using a set of
benchmark test problems. The results of this optimization
algorithm could prove to be important for the future study of

SAKLY Anis

National Engineering School of Monastir,
Monastir, Tunisia

PSO. The organization of the paper is described as follow: The
first chapter briefly introduces the general steps performing the
mechanism of PSO. Especially, a brief introduction of pseudo
random number generator [4]. The next section describes the
background functional architecture which performs the GA and
PSO algorithm. In chapter 3, a description of the architecture
used in the hardware implementation of PSO and genetic
algorithm; the second part illustrates the experimental results of
some benchmarks functions applied into the PSO algorithm
and compared with GA and others PSO algorithms. Finally, we
conclude our work and we make some implications and
directions for future studies.

Il.  PARTICLE SWARM OPTIMIZATION

In Particle Swarm Optimization algorithm we can say that
each « bird » may be a solution through a search space. Birds
are called particles and to explore all the search space, each
particle is evaluated by the fitness function and to manage the
flying of the swarm to the prey, they use velocities module.
Each particle flies around the solution by following the
optimum position of particles [5][6]. All particles are
associated with points in the search space and their positions
are depending on their own solution and of their neighbors.
Some particles come into play randomly in every iteration
through this environment; they look the assessment of
themselves and their neighbors [7]. Then, they follow
successful particles of the given problem. PSO algorithm give
satisfactory results in solving many dispatch problems related
to biology medical, finance, 3d graphics, image processing and
others. [8], but it is hard to choose the setting parameters
because it is too complicated to find the best setting of a
desired application. So, we have to set first, several parameters
of the PSO algorithm: [9] [10]:

e Position and velocity equations of particles

e Number of particles in the search space

e The Gbest fitness achieved.

e Positions of particles having the best solution of all.
¢ Number of iteration

In the beginning we generate a random population after that
we search for the best solution after each iteration. Then, the
particles update their positions using two best solutions. The
first one is the best solution towards the problem and it is
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named « lbest ». The other optimal solution is followed by the
PSO algorithm and obtained by any particles from the
population and it is named « Ghest ».

A. The random number generator

Programming PSO algorithms requires the use of random
generator; there are several methods to generate a random
numbers. In fact it is impossible to generate a random number
based on algorithms that’s why they are called pseudo random
number. The random generators programs are particularly
suitable for implementation and effective. Most pseudo random
algorithms try to produce outputs that are uniformly
distributed. A common class generator uses a linear
congruence. Others are inspired by the Fibonacci sequence by
adding the two previous values. Most popular and fast
algorithms were created in 1948 D. H. Lehmer introduced
linear generators congruentiels and will eventually become
extremely popular.

In our algorithm we used the bloc of the pseudo random
generator [13] at the initial position of particles and in the
velocity vector. We choose the frequently used pseudo-random
generator called the linear congruent of Lehmer:

Fo=(A*F,+B)modC 1)
Where: - F,41:is the random number obtained from
the function F

- F, : is the previous number obtained

- A and B : are multiplicative and additive value,
respectively

- C : the modulo number

B. Position and velocity equations

Velocity equation allows changing the position of a desired
particle and generally, the objective of using PSO algorithm is
to indicate by their positions the distance to the best particle.
So, these equations are updated throughout the race of
iterations using the equations below:

Vit + 1) = Wy + 111 (lbest; — x;(t)) + c,15(Gbest —

X)) (2)
Xi(@®) = X;(t) + Vi(®) @)

Xi(t) is the particle position at time t and vi is the velocity of
particle at the instant t(i), w is parameters, ¢; and c, are
constant coefficients, r; and r, are random numbers at each
iteration, « Gbest » is the optimal solution found until now and
« lbest » is the best solution found by the particle i. So,
generally the velocity vector allows directing the research
process and reflects the sociability of the particles.

Vol. 7, No. 8, 2016

The convergence to the optimum solution can be fixed by a
number of iterations depending on the fitness or when the
variation tends to zero (like sphere function) or when it tends to
the best minimized solution. Here some parameters that comes
into play:

e The number of population.

e The size of the neighborhood.

e The dimension of the search space.
e The values of the coefficients.

e The maximum speed.

Each iteration allows the particles to move as a function of
three components:

e Its current speed
e |ts local best solution

o The global best solution in its neighborhood.

TABLE I. EXAMPLE OF SOME SELECTED PARTICLES

83

S iteration

=

S 1 2 3 n
X1 0010011111110010 0010011111110001 | 0010011111110000
X 0010011111100011 0010011111100011 | 0010011111100011
X3 0010011111000001 0010011111000001 0010011111000001
Xn X1 Xz Xn3

In this table we present a sample from the sphere function,
we can easily see that the “lbest” of particle x; is located in its
and the “lbest” of particle x, and x5 are located in it, but the
“gbest” is xzand located in it,.

The global minimum for the sphere function is clearly
located at x; = 0, in each iteration we pick the “Ibest” and we
save the results into memory in order to compare its value with
the new position of particles in the next iteration.

IIl.  ARCHITECTURE OF GA AND PSO ALGORITHMS

A. GA architecture

To optimize a problem in GA, we have to explore all the
searching state in order to maximize (or minimize) a chosen
function. So, the use of genetic algorithm is suitable for a quick
exploration of an area. The organizational chart that describes
the architecture of GA is shown by the following figure.
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For hardware implementation of PSO algorithm, the
architecture is decomposed into five operations that are
performed on each particle: update the position, evaluate the

fitness, update the particle's best position, update the global

Module of best position and update the velocity.

Initialize selection .
Population V We can demonstrate from the two architectures that the two
(memory) algorithms share some common points. In fact the two
Module of algorithms begin with a random population in the search space
v and both of them use fitness module to evaluate the generation.
Both of them update the generation and search for an
Random Module of . .

enerator mutation optimal value using the pseudo random number but the two of
g them does not guarantee the success. However, the Particle

Iteration
Number

Optimal
solution

NO

Swarm Optimization doesn’t have crossover and mutation
operators. Indeed, PSO update its particles using the velocity
module.

C. The FSM

In our paper a dynamic parallel PSO is implemented to be
applied into large optimization problem and compared with
GA and others PSO algorithms. The FSM is used to exploit all
type of parallelism to find the optimum solution in a reduced

Fig. 1. Architecture Of The GA portion of times. The dynamical process of FSM is represented

in figure 3, in fact every state may have at every time a position
of many possible finite states. Firstly, we must propose a
number of fixed states; every transition may have one or more
around states. In this way, states which have only one state and

B. PSO architecture

The architecture of our optimized PSO algorithm is
presented in the following figure:

Initialization

particles & counters

y

A 4

have no possible transitions we named the final states.

The algorithm performs the updating of the optimum
fitness number after the evaluations for all the particles. Here,
when we update their positions and velocities we can obtain a
good convergence rates after evaluating each particle. In a
dynamic parallel computing, the main factor of performance is

Random Update Initialize the communication latency after each transition between states.
»| generator > positions and velocity The goal of parallel dynamic computing is to produce optimal
. results even when we use multiple processors to reduce the
velocities . X X . .
running time. In this architecture we used pair memory
>} modules to compound the bandwidth and thus, we can
A 3 ameliorate the capabilities of our algorithm and we cannot do
Save Evaluation Store this only if we use Dual Channel bloc RAM. In that way we
> evaluated [€— module velocity can access to the data memory in two modes write or read at
particles the same frequency. There are problems with the dual RAM. In
— fact, the reading time of the content of memory is delayed by
v one clock comparative to the last reading. The description of
Update Ibest the 8 states is presented in the sequel:
and gbest e SO: Initialize parameters, signals and counters of PSO
position algorithm and goto S1

v

v

Fig. 2.

Internal architecture of the PSO algorithm

e S1: Generate initial population and their velocities
using random generator and goto S2 or S3

Update ‘L Update e S2: Save positions and velocities value into memory
particles Update velocities (RAM)
iterations e S3: Evaluate particles using fitness module and goto S4

or S5
e S4: Save evaluated value into Bloc RAM and goto S6
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e S5: Test gbest If fit(i) <Global-best(i) then update
Global-best and if the number of iteration is achieved
then go to final state else go to State S7

e S6: Test Ibest If fit(i) < local-best(i) then update local-
best(i) then, go to S2 and return to state S4

e S7: Update particles positions and velocities

e S8: Update the number of iteration if iteration not
achieved then go to state S3 else go to final state (SF)

e SF: Display the optimum solution.

Generate initial population of particles
and velocities using pseudo random

T module
Initial index counter e

the data particle

structure
Save the values of

positions and velocities

Evalurate

Save fitness of particles
BRAM3 : 32 bits

If fit(i) <Global-bes(i)

Results

If fit (i) < local-best (i)
Then update local-best

0 Update velocities

Update particles positions

Update iteration

Fig. 3. The finate state machine of the PSO algorithm

Luckily, new advances in processor technology are capable
and available to compute a complex program and use low cost
power beyond clusters of mid-range performance computers.
So, the dynamic process implemented in the particle swarm
optimization could be separated in two states which update
position and velocity of each particle using dynamic process
with the goal to reduce the processing time.

In our paper, the soul of the parallel processing was used to
generate a dynamic PSO algorithm and the aim of using
parallel computing to the PSO algorithm, is to speed up the
algorithm processing using a uniform distribution method to
achieve optimum solutions with a significant execution time.

Vol. 7, No. 8, 2016

Figure 3 present the finite state machine of the global control
module; especially, it presents step by step the code of the PSO
in order to keep the algorithm more practical.

D. Benchmark test functions

The Most researchers use a number of population size
between 10 to 50 for the performance comparison between
algorithms, here we fixed the population at 20 chromosome for
the GA and the same for PSO algorithm. To test the PSO and
to compare its performance with other algorithm, we used
some standard benchmark functions which are described as
below:

e Sphere function

e Rosen-brock function
e Rastrigin function

e Zakharov function

Some well-known benchmark functions have been selected
for comparing the two implementations. So, to test and
compare the performance of our proposed PSO algorithm we
used unimodal and multimodal functions. These functions are
described as below:

fi(x) = Tty xi 4)
fe6y) =35 (P + ) ®)
foy) = X1 [(1—x) % +100(y; — ;%) ?] (6)
fa(x) =10n — XL, (x*, — 10cos(2mx,)) )
fo(x) = x%; + (0.5ix;) 2 + (0.5ix;) * (8)

IV. VALIDATION EXAMPLES

Most researchers use a number of population size between
10 to 50 for the performance comparison of GA and PSO, the
swarm size used for the PSO is the same as the population size
used in GA and is fixed at 20 particles in the PSO swarm and
20 chromosomes in GA population. In the GA all variables of
each individual are represented with binary strings of ‘0’ and
‘1’ that are referred to as chromosomes. Like genetic
algorithm, PSO begins with a random population and to
perform its exploration, GA use three operators (crossover,
selection and mutation) to propagate its population from
iteration to another.

A. The sphere function
n

0= x ©)
i=1

Sphere function is useful to evaluate the characteristics of
our optimization algorithms, such as the robustness and the
convergence velocity. This function has a local minimum and
it is unimodal and continuous. The interval of search space is
between [-1,1]. Figure 4 present the results of simulation using

modelsim of the sphere function.
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Fig. 4. Simulation results of function f1

The detailed results describe that our solution converges to
zero from iteration to another.

S R e e L e S e s
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TABLE Ill.  DEVICE UTILIZATION SUMMARY OF GA
of etaped |3t elaped ot elapeh ot etaped |t elapeb [of elaped ot etpeb [l elaped [t | "
N T T I (T (¢ 2R (GA) Sphere function
0 7 i i 0 { 0 E i logic used available utilisation
slices 581 1920 30%
flip flops 600 3840 15%
L T T T T 4 inputs 864 3840 22%
7 7 T i 10Bs 23 173 13%
BRAM 2 12 16%
i (EiF [iEEE 163 0 multiplexers 8 12 66%
i i ; 5
INREEA (A (M (I 0 GCLKS 5 8 62%

In the following figure, we can easily see the difference
between the two algorithms, here the PSO algorithm give
better optimization in the use of hardware resources than the
Genetic Algorithm.

35
30
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5

mGA

W PSO

used slices used 4 luts

used flip
flops

000330625 000610352 (000878306 (10263185 0.

10460 10480 10500 1050 10540

Fig. 5. Simulation results of function f2

These particles work together in a parallel dynamic state to
get the best solution of any function. They update position and
velocity even if the algorithm has a lot of particles and this
cannot make a hard impact on the global execution time speed.
Indeed, the number of particles in this algorithm is limited by
the size of embedded features of FPGA. The following tables
present the number of LUT (Look up Table), bloc RAM and all
the resource materials used in this function.

TABLE II. DEVICE UTILIZATION SUMMARY OF PSO
( PSO) Sphere function
logic used available utilisation
slices 225 1920 11%
flip flops 214 3840 5%
4 inputs 354 3840 9%
10Bs 10 173 5%
BRAM 5 12 41%
multiplexers 4 12 33%
GCLKS 3 8 37%

Fig. 6. Comparison of hardware resource between PSO and GA

We implemented the sphere function with two algorithms,
GA and PSO using Spartan 3 from Xilinx, and then we can
realize that the processing time of one iteration of PSO
algorithm gives higher operation speed for optimization
problems rather than genetic algorithm. The following table
describes this.

TABLE IV. PROCESSING TIME OF ONE ITERATION
algorithm pso genetic
Execution of one
Iteration (clock cycle) 1180 9740

B. The rastrigin function
This function is described below:

n
f1(x) = 10n — Z (x;2 — 10cos(2mx;))
i=n
The Rastrigin function contains several local minima. But it
has just one global minimum and it is highly multimodal and

the location of the minima is distributed regular.

(10
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Fig. 7. Simulation results with modelsim

The synthesis results of the whole system are shown in the
following tables:

TABLE V. DEVICE UTILIZATION SUMMARY OF PSO
( PSO) rastrigin function
logic used available utilisation
slices 307 1920 15%
flip flops 259 3840 6%
4 inputs 547 3840 14%
10Bs 26 173 15%
BRAM 10 12 83%
multiplexers 2 12 16%
GCLKS 3 8 37%
TABLE VI.  DEVICE UTILIZATION SUMMARY OF GA
lastrigin function
logic used available utilisation
slices 1265 1920 65%
flip flops 842 3840 21%
inputs 2231 3840 58%
10Bs 2 173 1%
BRAM 3 12 25%
multiplexers 4 12 33%
GCLKS 8 8 100%

We can easily see that GA require a lot of hardware
resource while the PSO algorithm use less number of slice
and flip flop as it shows the following figure.

80
60 1 HGA
40 +
H PSO
20 - .
0 n T T
used slices  usedflip  used 4 luts
flops

Fig. 8. acomparison of hardware resource used in the two algorithms

C. Rosenbrock function

The function of rosenbrock is a non-convex benchmark of
two variables which is used to test some mathematical

Vol. 7, No. 8, 2016
optimization problems. It was introduced in 1960 by Howard
H. Rosenbrock and it is known by the banana function name.

In this function the global minimum of search algorithms
converge easily. The function is described as follow:

falo,y) =2y [ —x) 2 + 100(y; — ;) ?] (1)

The global minimum is obtained at point (x, y) = (1, 1), for
which the function is 0. A different coefficient is sometimes
given in the second term, but that doesn’t have a great affect in
the position of the global minima.

D. Zakharov function

We used another benchmark which is the zakharov function

whose global minimum occurs at x = (0):

n

fs() = 30 [x2+ (0.5ix) % + (0.5ix,) *] 12)

il— o

used slices

60

used flip  used 4 luts

flops

Fig. 9. Comparison between PSO and GA of rosenbrock

60
50
40 -
30 1 HGA
20 1 m PSO
10 -+
0 i T T

used slices usedflip used 4 luts

flops

Fig. 10. Comparison between PSO and GA of zakharov function

V. EXPERIMENTAL RESULTS

The platform of Spartan-3 FPGA is from Xilinx. The
Spartan3 is one of the best low cost generation of FPGAs and
the board can offers a choice of many platforms which deliver
a unique cost optimization balanced between programmable
logic, connectivity and hardware applications. It creates a
PROM file and this latter can be written to the non volatile
memory of Spartan-3. The platform of Spartan3 board includes
the following elements (Figure 11):

= 200k of gate in a 256-ball thin Ball Grid Array package)
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4,320 logic cell and equivalents

= 12 x 18K of bit block RAMs (216K bits)
= 12 of hardware multipliers (18x18)

= 4 Digital extern clock (DCMs)

= Alotof /O signals and it isup to 173

= Three “40” pin expansion connectors

= PS/2 mouse/keyboard port, VGA port and serial port.

Xilinx Spartan 3 XC35200-FT256

(TITTTT
w20 () 88 088 3 [

8 switches PS2
Port

4 Meg.J b
displays

Fig. 11. The Block Diagram of SPARTAN-3

To make a comparison of this algorithm to deliver better
solution in a significant time especially, its robustness and
speed, we have tested it against other meta-heuristic
algorithms, like genetic algorithms and another PSO algorithm.
For GA, we used the basic model with elitism method and a
probability of mutation equal 5%. The simulations have been
carried out using spartran-3 of Xilinx with 50MHz. We have
also fixed the population n = 20 for all simulations. The results
are favorable and proved that Real BAT can be effective for
many problems related to any algorithms used. The experiment
results was carried out at minimum 5 % which allow judging
whether the results of the PSO are acceptable and optimized in
execution time compared to the best results of other
algorithms.

Fig. 12. Display of the number of iteration to achieve the optimal solution

VI. RELATED WORK

Since its invention, many researchers have worked on the
PSO algorithm [11] and how to accelerate its performance to
give a good convergence and to reduce the use of hardware
resource for embedded applications. In this section we will

Vol. 7, No. 8, 2016

present some works lean on parallelization algorithms
proposed by other researches. In fact, there are many
interesting improvements using PSO algorithm for several
applications; al.Reynolds [12] suggested a smart technique for
modified PSO algorithm using neural networks. His technique
is based on a deterministic approach while the particles update
their positions to simplify the hardware implementation
because the standard PSO algorithm has been implemented to
use random generators only for the operations of update and to
reduce the hardware resource Upegui and Pefia [13] use a
discrete recombination of PSO algorithm called (PSODR),
that’s allow to decrease the time of computing of the velocity
module. It is clear that these modified PSO algorithm allows
generating competitive results compared to those of the basic
PSO algorithm [14]. Moreover another works on the PSODR
algorithm are proposed by Bratton and Blackwell with
simplified models of the PSODR algorithm are analyzed and
proposed by Blackwell and Bratton [15] with effective results
and promising.

Many researches presented a modified variant of PSO
either to reduce the materials resource or to eliminate explicit
problem related directly on the architecture of PSO. That’s
why we developed a modified architecture using finite state
machine to program a parallel algorithm that could give
effective results to solve several problems [16]. Thus, we fixed
the representations of the data by 20 particles to bearing several
purpose of applications.

A comparison performance of PSO algorithms on some
processors platforms are represented in the following table. We
choose two different processors platforms, the Xilinx xc3s500
[17] and the Xilinx Micro-Blaze soft processor core for the
Sphere test function.

TABLE VII. COMPARISON OF OTHER PLATFORMS
fF:)I?;; Xilinx xc3S500 Xilinx microblaze Spartran xc35200
Averag | Average Average | Average. | Averag
e nb. .Exe. An\éeri?g]f .Exe. nb. e.Exe.
Iter. time (s) '(st .dev). time(s)( | iter.(st.d | time(s)
(st.dev) | (st.dev) ) st.dev) ev) (st.dev)
Spher
e .| 338 0.28 382 10.4 420 0,024
2‘:}”“' (30.9) | (0.03) (27.0) (0.65) (88.9) (0.001)

The random number generator plays a big role in the
implementation of the two algorithms. That’s why we can
obtain some difference in the number of iterations even we use
the same equation of random generator and the same initial
seed used for the three tests. In order to evaluate the
performance of our proposed PSO algorithm, we consider and
compare two implementations of the PSO process: the first one
is our algorithm and the second use the processor Xilinx
MicroBlaze [18].
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TABLE VIII. DEVICE UTILIZATION SUMMARY OF THE PSO ALGORITHM ON
SPARTAN Xc3s200 AND XC3s500
Tested
function | Numberof | Block MULT18x18s
slices BRAM

(sphere)

Other PSO . 1523
. Xilinx o 7 8
‘E‘l'%?”thm Xc35500 (382.7%) (35%) (40%)
proposed Xilinx 225 5 &
algorithm x¢35200 (11%) (41%) (37%)
VII. CONCLUSION

In this work, we developped a hardware implementation on
FPGA of a Particle Swarm Optimization algorithm. The
effectiveness of our PSO algorithm has been tested on several
benchmark functions for many degrees of parallelism. This
architecture exploits all the parallelism to allow updating the
particle positions and velocities to get a good performance of
the fitness function using a finite state machine and
implemented as hardware on Xilinx spartran 3 (xc3s200). In
this algorithm we used a FSM to exploit all the parallelisms
that make the program converge very quickly. The FSM allow
updating the positions and velocities of particles and after that
we can take independently the result of the better optimized
fitness from the position of particles. In this paper the
simulation results demonstrate that all the states and modules
can be executed at the same time and the execution time can be
reduced a lot.

The proposed PSO algorithm proves that it has a favorable
convergence speed compared to the other meta-heuristic
algorithms and the complexity of the algorithm depends on the
size of design space, it means the number of allocated particles
and the complexity of the problem. So, the PSO’s robustness is
attached to its enhanced ability to achieve a satisfaction
between two requirements, the numbers of used memory and
the processing time of algorithm to solve complex problems.
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Simulation of Shunt Active Power Filter Controlled
by SVPWM Connected to a Photovoltaic Generator

Ismail BOUYAKOUB

Laboratory of Electrical Drives,
University of Sciences & Technology of Oran
Oran, Algeria

Abedelkhader DJAHBAR

Electrical Engineering Department,
Hassiba Benbouali University,
Chlef, Algeria

Abstract—In this paper we study the shunt active power filter.
This filter contains a voltage three-level inverter controlled by
the SVPWM strategy supplied by a the DC bus powered by a
solar array to improve the quality of electric energy and
eliminate harmonics currents generated by non-linear loads, the
latter identified by the method of multivariable filter. The
objective of this study is to obtain an unpolluted source into the
power grid where all the simulation results are obtained by using
MATLAB Environment.

Keywords—shunt active power filter; harmonic currents; MVF;
SVPWM; three level inverter; GPV

. INTRODUCTION

The Sources of Energy are divided into two categories.
The Renewable sources and the Petrol and Gas energies. The
Renewable are divided into many types such as: Solar, Wind
and Hydraulic energies. These energies were used from the
foundation of humans which means its usage was from long
ages throughout history until the out-break of the industrial
Revolution.

In this period of time, Petrol’s prices were very sheep as a
consequence, renewable sources were excluded. In contrary,
during recent years and due to the increase of fuel’s prices and
the environmental problems caused by the use of conventional
fuels we come back to use renewable sources of energy.

Renewable sources are inexhaustible, clean. These sources
can be used in a decentralized way that makes it so easy to
work with. It also had the additional advantage of being
complimentary wherein the integration between them is
favorable.

The two-level voltage source inverter has been very
popular in drives for many years due to its ease of

Benyounes MAZARI

Laboratory of Electrical Drives,
University of Sciences & Technology of Oran
Oran, Algeria

Omar MAAROUF

Electrical Engineering Department,
Hassiba Benbouali University,
Chlef, Algeria

implementation and control. However, two-level inverters can
be limited by the voltage ratings of the semiconductor devices,
particularly in high power applications [1]. Multilevel
inverters were developed to help address this concern as well
as other limitations of two-level inverters. In particular, three-
level inverters have been popular due to their improvement in
output waveforms without overly complicating the design and
control of the inverter[2].

The Multi- variable filter is proposed to extract harmonic
currents instead of classical harmonics extraction based on
High Pass Filters, the Three Phase Currents/Voltages are
detected by using current/voltage sensors. The inverter
currents had been controlled by using SVPWM. This paper is
presented in order to analyze the simulation of a PV
interactive Shunt Active Power Filter topology that
simultaneously achieves Harmonic Current damping. To
reference the Shunt Active Filter Current Computation we
should use the “Multi-variable filter” method and apply the
carrier-based SVPWM to get a signal generation.

Il. THE STUDIED CONFIGURATION

The proposed configuration consists of a PV solar
generator connected to a DC bus to a three —phase voltage
inverter, coupled in parallel to a network through an inductor.
This electrical system supplies a non-linear receiver consisting
of a rectifier having as a load resistor in series with an
inductor. The block diagram in Figure 1 illustrate this
configuration. The photovoltaic installation connected to the
network with an active filter to improve the quality of energy
on the network connection point. It is therefore the voltage
inverter control algorithm which is adopted to simultaneously
ensure at the electrical network compensation harmonic
pollution.
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Is

SOURC

GPV

Fig. 1. Configurations of photovoltaic interactive Shunt Active Filter system

11. Pv MODEL

The Photovoltaic cell is mainly a p-n junction made in a
slender plate semiconductor, a solar energy sent an
electromagnetic radiation, and this radiation is converted into
electricity by the photovoltaic panel when it is exposed to the
Sun rays, the Photons, which have an energy higher than the
Band-Gap Energy of the semiconductor, create some pairs
Electron-Hole proportional to the incident rays, if we want to
build a model of the PV generator, we have to start by the
identification of the equivalent electrical circuit to the source.
Several Mathematical models have been designed to represent
their highly non-linear characteristics given by semiconductor
junctions that are the most important components in PV
modules. Most models of photovoltaic generators that have
some numbers of concerned parameters in the compute of
output voltage and current, the model of single diodes in this
paper is shown on (Fig.2). [3]

Is CD S"ZD Re

Fig. 2. Equivalent circuit model

The above model can be extended to represent PV array
with Np cells in parallel and Ns cell in series so we have here
and.
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\
a( +IRy;)
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IA+—)Y=nl..—n_Il.(exp[——1]-1
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n n
here Ry =—xR, and Ry =—=xR,.
n, n,

The above model shows that an array of PV cells is
nonlinear device having its characteristics depending on the
solar irradiance and ambient temperature. The temperature.
The following figure (Fig.3) represents the evolution of a DC

bus voltage.
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Fig. 3. Evolution of a Dc bus voltage

V. THREE LEVEL INVERTER (NPC)

Currently, Multilevel inverters are being investigated.
Moreover, these are being used in various industrial
applications. A three level inverter is one of the most popular
converters employed in medium and high power applications.
Their advantages include the capability to reduce the harmonic
content and decrease the voltage or current ratings of the
semiconductors. As shown in Figure 1. The studied system is
constituted of a DC supply, and a three level inverter bridge,
we start by defining the Fij connection function of switch. It is
“1” if the switch closed and “0” otherwise.

In controllable mode, the connection functions are related
to the relation (1).

Fij in the following manner:

1if Si' is closed
- ) )
] 0 if Sij is open

The switches of each leg are complementary pairs:
Fi=1-F2);i=3;j=1,2,3
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Fig. 4. Three level inverter

1) Space Vector PWM for a Three Level Inverter

There are altogether 27 switching states (table 1) that
correspond to 19 voltage vectors whose positions are fixed.
These space voltage vectors can be classified into four groups,
where the first group corresponds 3 zero vectors or null
vectors (VO, V7, V14), the second group consists of large
voltage vectors (V15-V20), the third group consists of
medium voltage vectors (V8-V13), and finally the fourth
group consists of small voltage vectors (V1-V6). The last
three groups can be distinguished by three hexagons illustrated
in Figure 5.

TABLE I. THE SWITCHING STATES OF A THREE-LEVEL INVERTER
Switching States S11 S12 S13 Vector
1 0 0 0 V0
2 1 1 1 V7
3 2 2 2 V14
4 1 0 0 V1
5 1 1 0 V2
6 0 1 0 V3
7 0 1 1 \Z}
8 0 0 1 V5
9 1 0 1 V6
10 2 1 1 V1
11 2 2 1 V2
12 1 2 1 V3
13 1 2 2 V4
14 1 1 2 V5
15 2 1 2 V6
16 2 1 0 V8
17 1 2 0 V9
18 0 2 1 V10
19 0 1 2 V11
20 1 0 2 V12
21 2 0 1 V13
22 2 0 0 V15
23 2 2 0 V16
24 0 2 0 V17
25 0 2 2 V18
26 0 0 2 V19
27 2 0 2 V20

The figure 5.shows the different switching state

Vol. 7, No. 8, 2016
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Fig. 5. A Three-level voltage inverter vectors in the (a-p) frame

2) Hexagon Identification
The small hexagon, we now called Hex A, bounded by the

vectors, identical amplitude equal to 0.408.Vdc,
The average hexagon, be called Hex. B, defined by the
vectors, identical amplitude equal to 0.612.Vdc,

The large hexagon, be called Hex. C, delimited by the
vectors,identical amplitude equal to 0.816.Vdc.[5]

Each hexagon contains six sectors.

3) Sectors Identification

1 if0<f<nl3

if 7/13<0<2x/3

if 27/3<0<nx

if 7<0<4rl3 ©)
if 47/3<0<5x1/3

if 5.7/13<0<2x

4) Calculating the period of Application of the control
Vector

As mentioned before, we separate between 03 hexagons
Figure 5. When each one is founded by 06 areas. Therefore,
we have 18 areas; the computing of their switching time is
carried out, respectively. To make this ask easy, and for goal

sector =

o Ol BN
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of the resemblance between the 06 areas of a hexagon on one
side, and the similitude between hexagons “a” and “c” on the
other side, and similitude between hexagons ‘a’ and ‘c’
on the other side (the biggest magnitude in hexagon ‘a’ (E/
v 6) is the half of the biggest magnitude in hexagon ‘c’ (E.
v 2/ v 3)), due to all these causes , the procedure for the
switching times calculation, is by taking only two areas of the
hexagon ‘a’ and hexagon ‘b’, corresponds to the positive
component of Vref will take into account. Then the other
switching times will be counted from the others four areas. Do
not forget that the limiting vectors (V1 to V20) magnitudes
will take the values below [5]

- Region | switching times calculation:

T, =T, +T,,+nT @)
Region | for k=0

Jov, —\2v

T, =T,.
Vdc

v -
T, =T.2J2- 2

2 S VdC (5)
To=(T,-T,-T,)/6

L

The strategy of vector PWM consists of five steps
diagrammed by the flowchart Figure 6.
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VI. IDENTIFYING HARMONIC CURRENT

1) Identifying Harmonic Current by the Method of MVF
MVF is a filter has been produced by M.Benhabibe [6]. Its
operating principle is based on the work of the Song Hong-
Scok basing on the extraction of the fundamental signals from
the axes. However, is practically used to isolate the direct
particular order of harmonics even for the inverse [7].

The equivalent transfer function of integration in the
synchronous reference "SRF" is given by:

1 I J wcct _j wct 1
i(s)=e _fe i, (t)dt (6)
Once we apply the Laplace transformation, we get:

Taﬁ(s)_s—'_jwc

H(s)= =
©) i,(s) s?+w? S
When developing this equation, we get the expressions:
=) 1. (6)]- 21,060 ®
Tﬁ:E[iﬁ(s)—Tﬂ(s)]—%ﬁa(S)) )

Figure 7 illustrates the multi variable filter’s scheme.

-

i Ve

f:rh.

\
4

—
=

b
. @

Fig. 7. Multi-Variable Filter
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VII. SHUNT ACTIVE FILTER

In power distribution network, active power filters are
widely used to reduce harmonics caused by nonlinear loads.
This paper describes a shunt active power filter with a control
system based on the multi-level inverter (PWM). The wide
spread of power electronics equipment in modern electrical
systems and power convertor units causes the increase of the
harmonics disturbance in the AC mains currents which
became a major concern due to the adverse effects on all
equipment and distribution network [4].

The circuit configuration of the studied active filter is
shown in Figure 8. The configuration is designed to cancel
current harmonics on the AC side and make the source current
in phase with the voltage source. The source current, after
compensation, becomes sinusoidal and in phase with the
voltage source.

A. Control Scheme

Va
Vb NON-
SOURCE
\c | LINER
i I )n LOAD
i3 U
Lf i e | fb]
Rf RfQ Rf
abc UB
Threeleve] 1 Vdc o s
inverter (GPV)
_T MVF
ia i
svpwm
i
abc

A
ffa | Ifb Ifc

Fig. 8. the block diagram of a Shunt Active Power Filter control scheme
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SIMULATION RESULT
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Fig. 9. The current to be terminal of non-linear load
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Fig. 10. harmonic current identifying by MVF
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Fig. 11. The output current of the inverter and the harmonic current
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Fig. 13. harmonic current spectrum filtered

IX. CONCLUSION

The purpose of this article is focused on improving the
power quality of the network based on the compensation of
harmonic currents using a shunt active power filter.

The control of SVPWM take an essential part in improving
the performance of APF and Produces good filtering quality,
which has been obtained by the used of Matlab simulation
environment, Show us that some self-charging current source
stay close to a sinusoidal wave. Note that other techniques can
also be used to enhance the system response.

The work that will be continued in this context is the
development of the experimental applications of these
proposed strategies, to confirm the effectiveness of the
achieved Results.
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System using “P and O and “Incremental
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Abstract—The photovoltaic (PV) generator shows a nonlinear
current-voltage (I-V) characteristic that its maximum power
point (MPP) differs with irradiance and temperature. by
employing simple maximum power point tracking algorithms, we
can track this MPP and increase the efficiency of our
photovoltaic system. Two methods for the maximum power point
tracking (MPPT) of a photovoltaic system under variable
temperature and insolation conditions are discussed in this work:
Incremental Conductance compared to conventional tracking
algorithm (P&O).

In this paper, a new modeling solution is presented, using co-
simulation between a specialist modeling tool called PSIM and
the popular Matlab software using simcoupler module. Co-
simulation is carried out by implementing the MPPT command
circuits in PSIM and PV panel, boost DC-DC converter and
battery in MATLAB/Simulink.

Keywords—Photovoltaic; Boost; PWM; MPPT; P and O;
Incremental Conductance; co-simulation

. INTRODUCTION

Photovoltaic power generation is nonpolluting, wide-
distribution and promising renewable energy. But there are
many problems to be solved in the development process, and
the energy efficiency is one of the key points. PV panel is a
nonlinear source that converts visible light into direct current
(DC), it is influenced by irradiation and temperature in its
operation. The PV panel characteristic presents an optimal
operation point called the maximum power point (MPP) that
allows the panel to generate maximum power. Maximum
power point tracking (MPPT) is the process of finding this
point and keeping the operation there.]

There are different techniques used to track the maximum
power point: Constant Voltage (CV) method, Constant
Current (CC) method Perturb & Observe (P&O), Incremental
Conductance (InC) etc. In this paper, performances of two
most preferably used MPPT algorithms are compared: Perturb
& observe and Incremental Conductance.

Co-simulation tool is a very important tendency in
electronic simulation, that allows to rely on the merits of two
powerful environments in complementary way to improve the
efficiency of a stand-alone photovoltaic system: Simulink as a
powerful environment for system modeling and simulation
and PSIM as a widely used software in many areas, and it is

EL MEHDI LAADISSI

Laboratory LM2PI, ENSET,
Mohamed V University
Rabat, Morocco
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characterized by a friendly simulation environment and
powerful waveform processing.

The rest of the paper is sorted out as follows: Section 2
presents a description of modeling the PV panel and covers
theory of boost dc—dc converter of the PV system. Section 3
discuss on two MPPT algorithms P&O and InC in term of
their structures and improvements. Simulation work including
the results are discussed in Section 4. Finally, a simple
conclusion is given in Section 5.

Il.  MODELING OF PV SYSTEM USING SIMULINK

A photovoltaic cell that absorbs solar energy and converts
it into electricity, is basically a photoactive semiconductor P-
N junction diode. To increase the power obtained by the PV
cell, we interconnect several PV cells, so that we get a PV
panel.

Different configurations can be used to model PV cell such
as single diode model, two diode model [1], and Rs -Rp
model. the single diode configuration of PV module has been
selected for this work due to degree of precision and
simplicity, and the majority of previous works used single
diode model [2].

A. Mathematical Equations Related to PV Modeling
The basic solar cell equation is given by :
[=Th—Ilqa—1p 1)

Where |y is the diode internal diffusion current which is
defined by:

Ig =Iloexp((V+RsD/V, — 1) )
% ]

R,
1, A :

Fig. 1. The equivalent circuit of PV cell

The 1o in the equation represents the dark saturation
current or diode saturation current:
Ioon +KiAT
IO — scn B (3)
eXp(Vocn+K3—iT)—1
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B. Modeling the PV Panel

specifications of PV panel, made by Green light energy
company, are presented in Table 1.

TABLE I. PV PANEL SPECIFICATIONS
Parameters Values
Open Circuit Voltage (Voc) 21.67 Volt
Short Circuit Current (Isc) 3.14 Amp
Voltage at Pmax (Vmpp) 17.47 Volt
Current at Pmax (Impp) 2.86 Amp
Maximum Power (Pmpp) 50 Watt
Number of Cell 36

Based on mathematical equations related to PV modeling,
a complete Simulink block diagram of PV panel is
demonstrated in Fig 2.

To test the validity of the PV model, we must have
nonlinear characteristics. The figures below present the PV
panel characteristics under changing climatic conditions.

Fig 3 shows the variation in the characteristics at
various temperature when temperature shifts from 0°C to
75°C and the irradiance is kept steady at 1000w/m2, Then the
temperature is kept constant at 25°C while irradiance values
varies from 400w/m? to 1000w/m2. The variation in
characteristics of the chose PV panel are presented in Fig 4.

calenl ducourant |0

Fig. 2. simulation model of PV panel

Vol. 7, No. 8, 2016

Fig. 3. (a) P-V characteristic of a PV panel (b) I-V characteristic of a PV
panel for changed temperature

L temsion Vg

(b)
Fig. 4. (a) P-V characteristic of a PV panel (b) I-V characteristic of a PV
panel for changed irradiance

C. DC-DC Boost Converter

DC-DC converters are employed for the transmission of
the power of PV panel to battery side guaranteeing that
maximum power has been transmitted which make use of
MPPT [3]. The regulation is typically accomplished by pulse
width modulation (PWM) that attacks the switching device
which can be Bipolar power transistor or MOSFET; it depends
on switching speed, voltage and current. The used battery has
a nominal voltage of 24V, thus we use Boost dc-dc converter
to increase dc voltage. Fig 5 shows the structure of boost
converter in the PV system.
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I L by

e i: C__ |%

Fig. 5. Basic circuit of the boost converter

The main role of the MPPT is to regulate the duty cycle of
the boost converter to achieve maximum power.

I1l.  MAXIMUM POWER POINT TRACKING ALGORITHM

A. Perturb and Observe Method

P&O method is commonly used in PV systems. Based on
the P-V characteristic, when PV power and voltage are
expanding, a perturbation will add a step size AD with the
duty cycle D, so as to create next cycle of perturbation and to
drive the operating point moving toward the MPP. On the off
chance that the PV power drops and PV voltage rises, the
algorithm will work in the opposite way, until the algorithm
reaches the MPP. This algorithm is not appropriate in high
variation of the solar irradiation. The voltage oscillates around
the maximum power point (MPP) and never reaches a precise
value.

The biggest advantage of P&O method is the easy
implementation and simple to code it using cheap
digital devices besides ensuring high robustness. However,
this method presents oscillations around the MPP and it
suffers when subjected to rapid irradiation change. [4] [5] [6]

[718].

Fig 6 and Fig 7 present the flowchart and the main circuit
for P&O algorithm developed in PSIM environment

Start
— Y
| Measure V(1), I(t)

S, S

[ Calculate Power P(1)

Yes
V> V(1) >—

No b Yes
T P(t) > P(t-1)
|
Y
Nnu Vo) >@w es
h 2 Y

fD(t)=D(|-l)+AD: ‘D(x)=rx:-1)-ang D(:)=Du-n-AD‘ ED(()=D(|-I)+AD‘

|

o

[

I

Duty cycle,D |

Fig. 6. flowchart of P&O algorithm
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o> <o

ﬁ{}j 1
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@t&vé) I Hoo———— dP<o
Ipv
50 T
é\? 260khz
dPs0 CI—W (—D a0 =
dveo aveo Vo0 dv<e
dvi dvz dva dv4

Fig. 7. model of P&0O MPPT in PSIM

B. Incremental conductance method

This algorithm perturbs the voltage in one direction. If the
sign of the derivative of the power dP/dV is positive, the
algorithm will increase the voltage; else, it will decrease the
voltage [9].

InC method is concluded from the differentiation of power
with respect to voltage, due to this fact that this value in
maximum power point is equal to zero.

APy d(IpyXVpy)

dVp,  dVp, “)
dp dav. dl
pv pv pv
—— =1 +V,,—/—=0 5
vy, PY av,, PY av,, (5)
dl,y, - _ Ip;v (6)
dvy, Vpw

. Lyy . .
Besides, V”—”ls called instantaneous conductance and
pv

dl, . .
¥ is incremental conductance, the place where these two
pv

values are equal the MPP will be there.

Figures below show the flowchart of Incremental
Conductance algorithm (Fig 8) and the mains circuit
developed in PSIM environment (Fig 9)
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Fig. 8. flowchart of Incremental Conductance algorithm
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Fig. 9. model of INC MPPT in PSIM
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IV. SIMULATION RESULTS

In this paper, an additional module to the PSIM software
called Simcoupler, will be used, permitting for co-simulation
between PSIM and SIMULINK. This module is easy to use
and gives a quick simulation and waveform display in both
PSIM and SIMULINK as shown in Fig 12 and Fig14.

To achieve this co-simulation, there are three modules as
shown in Fig10. In PSIM, SLINK_IN module gets signal from
SIMULINK and SLINK_OUT vyield signal to SIMULINK. In
SIMULINK, SimCoupler model block, interconnects with
other part through input and output port. So that we can use
the capability of two powerful softwares in complementary
way.

Pl controller is used to eliminate the steady state error
obtained as a result of comparison between the PV panel
voltage and the varied voltage value. a limiter placed at the
output of PI controller to avoid over saturation.

Vol. 7, No. 8, 2016

In PSIM In SIMULINK

(S y>o o>{(8)

SLINK_IN SLINK_OUT
SimCoupler Model Block

Fig. 10. Simcoupler block

T

Fig. 11. Model of PV System

To generate pulse for controlled switch Mosfet of DC/DC
boost converter, the output of PI controller is compared with
carrier wave (Fig 7 and Fig 9)

Simulink Model of PV System with MPPT that is used for
simulations is depicted in Fig 11

The figures below present the variation of the power of the
module with P&O and InC controllers in standard atmospheric
conditions (1000W/m2, 25°C) using waveforms provided by
SIMULINK and PSIM software.

60—

| w | ) }/\)-”‘.ﬂ-"‘fm%:‘%—vﬂ‘, e
i Y
w0 o '| | ‘f‘ \

“ |
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w0t “
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PV Panel Power (W)
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@
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0

®)
Fig. 12. Performances of P&O and InC under standard atmospheric
conditions (a) Simulink (b) PSIM
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Fig. 13. Step variation of irradiance

To evaluate and compare the performances of the P&O
and InC MPPT algorithms, we did a simulation test in which
the PV panel is exposed to a variation in irradiance as shown
in Fig 13.

The first level is set at G = 1000 w/m2. At t = 0.05 sec, the
irradiance is rapidly stepped down to G = 400 w/m?, and then
it is stepped up to 800 w/m? at t=0.1 sec. The temperature is
kept constant at 25°C all along diverse irradiance levels.

The output power of the PV panel using the two
algorithms is presented inn Fig 14.

o )
P&
Ine

E

F

PV Panel Power (W)

W m w m w wm | |
0 001 082 003 0B BDS 006 00T 008 089 0l X N G I N A F N O
Time (s)

@

Ppv_(P&0) Ppv_(inccond)
“

[ o an ™ 08 w o o
Time ()

(b)
Fig. 14. Performances of P&O and InC under a rapid change in climatic
conditions (a) Simulink (b) PSIM

By analyzing the figure, we can conclude that the InC
starts to track the MPP little more quickly than P&O. The
zoomed in window shows that P&O oscillates all over the

Vol. 7, No. 8, 2016

MPP’s line which causes waste of power while in the InC
there is no such oscillations.

Finally, despite of the general better performances of the
InC algorithm presented in this paper, the simplicity of the
P&O MPPT makes it largely used according to the facility to
implement in most applications.

V. CONCLUSION

The simulation results demonstrate that the P&O and the
Incremental Conductance MPPTS reach the expected MPP.

P&O and InC algorithms are both concluded from the
derivative of power with voltage, however, results show some
differences in the tracking performances of the two algorithms
under both stagnant and variable conditions. It has observed
that the Incremental Conductance reaches at the MPP little
faster than P&O in all cases and shows better performance for
fast irradiance changes and a better steadiness when the MPP
is attained. It has observed that P&O oscillates all over the
MPP’s line which causes waste of power while in the InC
there is no such oscillations.
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Abstract—The clinical presentation of acute CO poisoning
and hydrocarbon gas (Butane CAS 106-97-8) varies depending
on terrain, humidity, temperature, duration of exposure and the
concentration of gas toxic:

From then consciousness disorders (100 ppm or 15%) rapidly
limiting miners to ambient air and under oxygen until sudden
coma (300 ppm or 45%) required hospitalization monitoring
unit, if not the result in few minutes it’s death in the poisoning
site [1].

Leakage of the filling butane gas in the plant and very close to
the latter position at the Faculty and under gas detection project.
Has met a set of sensors to warn of possible leak, which can affect
students, teachers and staff of the institution.

Therefore, this document describes the implementation of two
methods: the first is Average filter and the second as Cusum
algorithm, to make a warning decision swished a signal given by
the wireless sensors [9] [14-15]. Which installed in the inner side
of Faculty of Science and Technology in Errachidia.

Keywords—Wireless Network; Sensors; Stationary; Filter;
CUSUM; Average; Arduino; Butane

. INTRODUCTION

A. Background

This work falls within the framework of a project of gas
leak detection of propane from a company that is close to the
Faculty of Sciences and Techniques Errachidia. As a result the
interaction of gas temperature and humidity may causes
damage and infection to students, teachers and staff of the
institution [3-7].

The minors consciousness disorders (drowsiness, lethargy,
confusion) and behavioral disorders evoke a toxic neurotropic
and require monitoring unit because they can evolve rapidly a
toxic coma Fig(1).
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Fig. 1. Symptoms of CO poisoning according to exposure and concentration
HBCO [2]

A signal with stationary ruptures or not fast-matter is a step
in the treatment or the probabilistic diagnosis, to the other
random of real signals appearance of several sensors and
merged for a decision.

This approach considers that the signal is a succession of
homogeneous segments of constant or slowly varying features,
separated by sharp transitions where the signal characteristics
change rapidly. A non-stationary transition or fast rupture is a
short signal from the observation period it is necessary to
decide in which interval a transition occurs: Hypothesis 1 or
hypothesis 2 [16-17].

This amount assumes that the observed signal is stationary
or non-stationary. Those techniques are used in
telecommunications, radar, sonar signals and in biomedical
treatments and they are manifested as powerful tools to
interpret signals.

B. Overview

The idea is to compare two signal-processing techniques
from several sensors. One is based on the cumulative sum
algorithm CUSUM [18] the other one is based on the use of
averaging filter-rolling average. Many researchers have worked
on the decision-making based on pressing ie tool.
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However, the optimal algorithm is what gives the average
value and standard deviation parameters describing the rupture
with much precision avoiding as possible a false alarm [10].

The first break detection approach is based on the use of
digital filters average to estimate the mean and variance.
Indeed, it is based on the moving average over an observation
window and beyond a certain threshold before.

The second approach is based on the CUSUM algorithm
often used for making decision in many phenomena to
following failure detection signals [11]. In this work, we have
treatments signals from gas sensors, temperature and
humidity...?

1. THEORETICAL APPROACH’S

A. Approach based on Filters Average:

This method is based on the variance's estimation of the
moment first order sliding [11-12]. The main feature of this
filter is his nonlinearity, which is an outputs value close to zero
in the stationary signal, and in the presence of a rupture
represents a high amplitude response. The figure below fig. 2
shows the block diagram of the filter used.

Fig. 2. Average estimator followed by variance estimator

The algorithm of this first approach presented as followed

Algorithm 1: Average filter

Step 1: capture the data

Step 2: estimate the mind of data

Step 3: estimate the variance of mind

Step 4: detection the rupture in data

Step 5: loopback to Step 1 if (estimate the variance < S)
Step 6 if (no)

Step 6: alarm (estimate the variance > S)

(S : determinated threshold)

The impulse response h1l (t) satisfied:

[ h,(t)dt=H,(0) @

Where H1 (f) is the Fourier transform of hl (t). The output
of this filter is given by:

() = (h, *x)(t) (2)
Where h,(t) is an estimator of average value (i . The
variance is given by:

Varf(t] = o* [ "hy(t)°dt ®

Vol. 7, No. 8, 2016

Where o° is the variance of the input process. It is
proposed to estimate this variance of [1(t) on a time horizon:

&, (t) = h, () *[A(OT ~[h, (1) * ()T’ )
Where h is impulse response of a linear filter and invariant.

For not involving average in (4) one requires the
normalization condition:

j_“’ h,(tydt=1 )
The goal is to choose filters h,(t) and h,(t) as for a

stationary input X(t) , (I assumes a substantially constant
value.

Accordingly, Gﬁ (t) will have a positive value close to
zero. For an input having a mean change, [1 has a transition

and 65 () locally increases, Operate the variation of 65 ()

indicating a poor local estimate of [i , to highlight the searched
transition responsible for this state of affairs.

Made filters h, and h, minimize (3) and are given by:

1 t
h, (t) = =rect(—=) [/ (6)
(D) T (Tl)
Where T, denotes the filter length and rect(t) the

normalized €Ct angular function. is defined in the same
manner h, the impulse response of the second filter that
minimizes noise by:

1 t
h, (t) = —rect(=) (7)
T2 T2
For validate the performance of this filter experimentally
and break detection power by implementing it on an embedded
system basic Arduino board, for melting of stationary signals
from various sensors in real time. Next, we examine these
signals representing the random and stationary physical
quantities such as propane gas, Temperature or humidity
simultaneously.
B. Approach based on CUSUM algorithm:

To compare these experimental results found with those
based on the CUSUM algorithm by comparing the statistical

values. Where x[n] is a discrete random signal, supposed
sample independent and identically distribute. The samples
follow a probability density functions p(x[tn],e) that
depends on deterministic parameter 6. This parameter can be
the mean i, or the variance G~ ofX[n].

The randomly feature of the signal can contain one or many
abrupt occurring at the time. t., This threshold is modeled by
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an instantaneous modification of the value of 6 occurring at
rupture time t . Therefore, 6 =0, before t . and 6 =10,

from t,. to the current sample.

According to these assumptions, the whole probability
density function of the signal p, observed between the first

sample X[O] and the current one X[k] can take two different
forms.

While no change occurs hypothesis H , the probability
density function of X [tn] is given by:

Py =TT, Pt 1.6,) ®

While the one change occurs hypothesis H1, this
probability density functions becomes:

Py =TT POt 16T, POE,10) @

Supposed the abrupt change to be known. The unknowns to
be determined are:

The occurrence of an abrupt change between t, =0 and
t, =k.

The value of the possible change time t .

The approach followed here is to develop an algorithm in
order to detect the signal sample after sample. However, at

each new sample, one of the two previous hypotheses H or
H, has first to be decoded. In this case, a change can be
detected ( H, decided), the change is here which is

approximated by an estimator fnc

The log-likelihood ratio [Kay 98] is used. It is defined by:

Py
- m(%)
HO

Then, decide H, if L, >h (else H, ), where h is
threshold set by user.

Reporting (1) and (2) in (3) we obtained:

Px
[k! nc
/ [ |n[p(X[tnC],Gl)J(ll)

) nc / [k] Zt"i’nc p(X[tn ]1 e0

Estimation step: the change time fnc

(10)

Lx[k,t
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Once use the maximum likelihood estimate, we obtain fnc

as:
tnc :arg max px/Hl [tk7 nc] arg maX L [tk’ nc] (12)
p(X[t,], 9)
. =arg max 13
g1<tnc<tk tn tﬂc p( [t.].6 )) (2

The CUSUM algorithm is traduced as following:

Algorithm 2: Cusum Algorithm

Step 1: set the threshold value

Step 2: measure the current data

Step 3: decide between Hy (no change) and H; (one
change)

Step 4: if H, do Step 5 to Step 7 else returned to Step 2
Step 5: store the detection time t change=t comet

Step 6: Estimate the change time

Step 7: reset the algorithm from Step 2

1. EXPERIMENTAL AND RESULTS

A. The operating model

In this project, the simulation and implementation are on
Arduino Mega type, the acquisition of several random signals
from sensors and, applying filters initially for the detection of
abrupt change threshold that gave good results since it detects
breakage and filters the signal at the same time. Each signal is
able to determine the break after treatment threshold, the mean
and variance were in normal state i.e. before the break and after
the break. All results are reported in graphs of real signal
random nature. near processing, by these two algorithms
implemented on the embedded system called Arduino device
and it calculates the deferred statistical parameters determined
experimentally on table below.

TABLE I. CAPTURED SIGNALS AND DATA ACQUISITION OF DIFFERENT
SENSORS BEFORE TREATMENT
Sensors
Hour DHT 11 MQ 6 LM 35
Humidity Gas Temperature

0.9302662 22 146 29.3

0.93096065 22 144 29.3

0.93165509 22 145 29.3

0.93234954 22 146 29.3

0.93304398 22 146 29.79

0.93375 22 146 29.3

0.93444444 22 146 29.3

0.93513889 22 146 29.3

0.93583333 22 146 29.3

0.93652778 22 145 29.79
0.93722222 22 147 29.3

0.93791667 22 147 29.3

0.93861111 22 147 29.3

0.93931713 22 147 29.3
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0.94001157 22 148 29.79
0.94070602 22 149 29.79
0.94140046 22 149 29.79
0.94209491 22 148 29.3
0.94278935 22 149 29.79

These data has been measured every minute they reached
different sensors installed outdoor of the laboratory, they
represented respectively, the humidity moisture sensor, the gas
sensor and the temperature sensor.

the input signals
300 T

GEE (w—
Temperature ~——
Humidity == _{

250

200

Amplitude

0 05 1 15 2 25 3
Time(min) x 10*

Fig. 3. The randomize original signals captured from different sensors

In these measurements of the humidity signal was almost
constant, while the temperature signal was around 29 °C and
had a break near 8 mn up to 10 minutes this rupture is very
pronounced for gas signal on Fig 3.

Also on this graph, a rupture of the gas signal appears. This
means that there is a leak gas period corresponding to a phase
of discharging and charging on the factory, which is located
near the lab.

B. The Experimental Equipment

The Equipment used in this project are embedded system
type Arduino Mega card, three sensors for temperature, gas and
humidity simultaneously of types: LM35, MQ6 and DHT11. a
laptop, Breadboards, RF module and Jumper wires figure 4.

The signal from sensors goes to Arduino card for the
processing [19-20], then the results pass through an USB serial
port to the laptop. These data is exploited by Matlab software
program to plot the result for showing alarms [8].

Vol. 7, No. 8, 2016

Fig. 4. Experimental Equipment (a- Two of second level Node b- principal
level Node)

C. Experimental Results
The results given by the two processing algorithms
implemented on the card are

1) Average filter:
The Given results at the output of the first filter using the
following parameters (14) are

h, (t) = rect(t)

1 t
h,(t) = —rect(—
o (0) = o rect()

The observations of the two windows have been carefully
selected in order to get the best results.

300

(14)

Gag =
Temperature ——
Humidity —— |

L L L L '
o 0s 1 1.5 2 25 3
Time(min) " 10“

Fig. 5. Three randomize signals from different sensers bedore treatment by
average filtering

Figure 5 shows the signals detected by the various sensors.
the gas sensor is clearly shown by a rupture between 0.7 and
1,2mn about two days. this range represents the gas leak period
during the charging and discharging of the stock at the gas

factory. This takes about two days (L, = 240ppm) before

returning to normal ( Hog =140ppm ) the signal representing
the temperature under normal conditions is around (
Lor =37°C) and subsequently forced to amplitude transition

(1 =120°C),

The humidity signal varies little and has a slight variation
around the mean value especially at night.
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DS’ 10° the response of the output filter
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Fig. 6. The fusion processing signals using the filtering operation
Figure 6 shows the signal merged in solid lines and the
various breaks threshold marked by dotted lines. In the signal

of gas leakage representative rupture threshold is preponderant
is always lasts about two days.

«10° the slope of the indicated output of the averaging filter

Y

Amplitude

U UU S‘D!Eg“‘ 1
\ N N Rupture Indicator-——=

i} 05 1 15 2 25 3
Time(min) x 10"

Fig. 7. The derivative of fusional signal with thresholds for the average filter

Figure 7 shows the derivative of the merged signal where
repetitive peaks with an average around zero mark thresholds
of the overall signal.

DIFFERENT EXPERIMENTAL PARAMETERS EXTRACTED USING
THE AVERAGE FILTER

TABLE Il

Average filter
Ofs (6fs)2 Hfs S6fs (S615)2 | Sufs
3.3766 | 3.3766 | -1.2358 1.2541 [ 1.2541 | -276.7339
Where:
6fs: Variance of the fusion signal with the average filter
(6fs)2:  Covariance of the fusion signal with The average
filter
Mfs: Average of the fusion signal with The average filter
S6fs: Variance of the slope signal fusion with The average
filter
(S6fs)2: Covariance of the slope signal fusion with The
average filter
Sufs: Average of the slope signal fusion with The average

Vol. 7, No. 8, 2016

filter

w10®

Amplitude

L
u] 0.5 1 15 2 25 3
Time(mir) w1t

Fig. 8. Fusional signal with thresholds for many ruptures after average filter
processing

Figure 8 shows the different extracts statistical parameters
of the merged global signal.

2) CUSUM Algorithms:
The Implementation of this second algorithm gives the
following results for the same data as in TABLE 1.

The output of CUSUM Algorithm is:

300000.0
200000.0
100000.0

0.0

-100000.0

Somme des Valeurs Capture

-200000.0

-300000.0
Period

Fig. 9. The result fusional signal after CUSUM algorithm processing

Figure 9 characterizes the rupture of the signal after
processing by the CUSUM algorithm. After derivation of the
signal 9, the gas leakage protester breaking point is very clear
is predominant.

40

SlopeSignal

Amplitude

““o 0.5 1 1.5 2 2.5 3
Time(min) ]

Fig. 10. The derivative of fusional signal with thresholds for the CUSUM
algorithm
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shows the rupture positions and the

corresponding time duration. Note here that the second
algorithms determine the breaking point is the threshold of the
gas leak in the amplitude and time.

TABLE Il

DIFFERENT EXPERIMENTAL PARAMETERS EXTRACTED USING
THE CUSUM ALGORITHM

CUSUM Algorithm

O6fs

(65)2 ufs S6fs (S61)2 | Sufs

1.0591

1.0591 -3.1701 25.0089 | 25.0089 -0.0157

Table Il shows the statistical parameters determined by the
Cusum algorithm operated on the merged signal.

The different extracted parameters are defined as:

Vol. 7, No. 8, 2016

is noise in addition. Our results are in good agreement with
those found in the literature by other techniques.
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Abstract—Speech signal can be used to extract emotions.
However, it is pertinent to note that variability in speech signal
can make emotion extraction a challenging task. There are a
number of factors that indicate presence of emotions. Prosodic
and temporal features have been used previously for the purpose
of identifying emotions. Separately, prosodic/temporal and
linguistic features of speech do not provide results with adequate
accuracy. We can also find out emotions from linguistic features
if we can identify contents. Therefore, We consider prosodic as
well as temporal or linguistic features which help increasing
accuracy of emotion recognition, which is our first contribution
reported in this paper. We propose a two-step model for emotion
recognition; we extract emotions based on prosodic features in
the first step. We extract emotions from word segmentation
combined with linguistic features in the second step. While
performing our experiments, we prove that the classification
mechanisms, if trained without considering age factor, do not
help improving accuracy. We argue that the classifier should be
based on the age group on which the actual emotion extraction be
required, and this becomes our second contribution submitted in
this paper.

Keywords—Emotion Extraction; Prosodic Features; Temporal
Features; Dynamic Time Wrapping; Segmentation

. INTRODUCTION

User interfaces are becoming increasing complicated as the
requirements, standards and de-facto standards are improving
day by day. User interfaces are also providing speech
processing systems to help users give commands without
physically interacting through a keyboard. Speech is an
important means of human to human (and machines)
communications, and it carries additional information as well.
We can find out the underlying emotional and psychological
aspects as well. Speech processing provides a list of various
features and characteristics of sound that can be further
analyzed to reveal valuable information.

Although research work is done and various applications
are developed but emotion recognition from speech is still a
challenging task. Main reason for this is variability of
expression even for the same emotion. According to
representation of emotions in two-dimensional space, joy and
anger both have common acoustic attributes like amplitude of
voice, pitch, number of times their speech meets zero axis. In
the same manner, fear and sad have some common attributes.
Therefore, problem occurs between recognition of these two
sets of emotions due to the fact that we extract emotion directly
and only from speech signal or text and due to the feature set

Tamim Ahmed Khan

Department of Software Engineering
Bahria University, Islamabad
Pakistan

we use for recognition of emotion. Acoustic features of speech
like pitch, energy or volume are also somewhat misleading if
considered alone e.g., if a person is angry, he might speak in
normal tone using harsh words to express his anger. Similarly,
people may shout in anger while some don’t. Some people
speak loudly when they are happy or excited while other may
not. Therefore, we can say that people use speech signal’s
features and speech semantics to present their emotions in our
everyday life. This makes it clear that we need to extract
emotions from acoustic as well as from semantic features to
arrive at a conclusive result regarding the hidden emotions in a
speech signal.

Therefore, we present an approach to consider prosodic and
linguistic features to improve emotions extraction from speech.
Our motivation for this research is an expected use in an e-
learning system which does and offline emotions analysis of
kindergarten students and reports their emotional changes
throughout the day. The rest of the paper is organized as
follows; we explain our emotions extraction approach in
Section 2 and we introduce our two stages of our proposed
model in Section 3 and Section 4 respectively. We discuss our
experiments for evaluation in Section 5 and discuss our results
in Section 6. We finally present related work in Section 7 and
conclusion in Section 8.

Il.  EMOTION EXTRACTION FROM SPEECH

We implement a two-staged model where we extract
emotions from speech signal using prosodic and temporal
features in the first stage. We extract emotions from words
with semantic orientation in the second stage. We present an
overview of our proposal is given in Figure 1.

While considering prosodic features, we consider pitch,
energy and Zero Crossing Rate (ZCR), where temporal features
including Mel Frequency Cepstral Coefficients (MFCC) and
Linear Prediction Coefficient (LPC) are considered in Stage-1.
We use Support Vector Machine (SVM) classifier for
classification of speech based on temporal and prosodic
features. While extracting linguistic features in the second
stage, we extract words by segmenting speech signal using
pause between words. We then use dynamic time wrapping
(DTW) with MFCC for matching signal for recognition of that
word. Finally, we compare extracted words with our dictionary
which contains words with class labels to see if a word or its
synonym is used to express an emotion in word under
consideration. Our reason to consider MFCC and LPC in
stage-1 is the fact that we are extracting emotions at segment
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level and according to [21] spectral features specially MFCC
and LPC are very beneficial to identify emotions of short

STAGE 1

SIGHAL PROCESSING

- " e |
Framasing Blocking

Proprocessing and windowing

Proemphasis Franssing
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length segment [21]. This helps us to get better performance of
our system.

STAGE 2

SIGNAL PROCESSING

Preprocessing and

VAD.- Velca ninpe Speech Signal End point detection
eech Data
N/
Words Extraction using pause hetween words
Feature Extraction and Feature Selection Zeris used to find pause
pitch, energy, (ZCHE), (MFCC) and(LPCY
Features extraction of words and words
Eraini.ng using suport vector machine classifier signature siorage.
1. Bignal Processing. 1. Zignal Processing
2. Feature Extraction and Selction. 2 Words Fatraction
Testing 3. Testing using Models Generated by classifier. 3. Template Matching

4. Each Frame is tested induwidually, In the end
label belonging to marimum frames of that speech
instance is considered as resulting emotion of
that speech

Dynamic time wrapping is used to match words
based on signal produced by that word.

Fig. 1. Emotion Recognition from Speech

I1l.  STAGE-I: EMOTION EXTRACTION FROM SPEECH WITH
PROSODIC & TEMPORAL FEATURES

In this stage, emotions are extracted from speech signal
using prosodic and temporal features as discussed in above
section. This stage comprises of three steps, Signal processing,
features extraction and calculation and training of the classifier.
We explain of these steps in detail.

A. Signal Processing

As speech signal contains noise that can increase error rate
so it is important to minimize noise as possible. Signal
processing is performed on speech signal to improve the
correctness and efficiency of the extraction process. The
following steps are involved in signal processing.

e Pre-Emphasize
e Voice Activity Detection
e Framing and Windowing

Speech signal suffers from additive noise because of its
high dynamic range. We apply Pre-Emphasize to spectrally
flatten speech signal and removal of low frequency noise. We
first remove DC components by extracting mean value from all
samples value and then filtering is applied on it. Pre-
Emphasizer are often represented by first order high pass filter.
The configuration of this filter in time domain is given by Eq.
1. Sample of original signal and pre-emphasize signal is shown
in Figure 2.

h(n) =1,-0.9375 (1)

0zZr — Original H
— Preemphasized

015+ A

o1r

=
=
[l

=]

Arnpltude

0051

o1k

D151

Sample, n o ant

Fig. 2. Pre-emphasized signal

We use voice activity detection to detect start and end point
of speech. It is pertinent to note that VAD could be applied in
time domain as well as frequency domain. In Time domain
volume and ZCR with high order difference are used and in
frequency domain variance and entropy of spectrum is used for
end point detection. We then select features threshold and then
any frame with high values than threshold is considered as
positive and negative otherwise [18]. There are four intuitive
way to select threshold, as shown by the following four
equations:

Vth = vmax * a, (2)
Vth = vmedian * (3,
Vth = vmin *vy,
Vth = vl =6

We use the algorithm presented in [16] to detect end points.
After detection if end points we segment speech signal into
blocks. Speech signal after voice activity detection is presented
in Figure 3. Classification accuracy is proportion to the length
of utterance [2] where spectral analysis of speech signal at sub
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utterance with small size of frame level gave good
classification rate. Instead of taking whole speech utterance as
a single block, we divide speech signals into small matrix with
appropriate length of each frame. We use frame length of 40ms
and sample size of 16000Hz and then we calculate total
number of points in wav file by multiplying sample rate with
frame size. After dividing into frame, we apply windowing on
each frame. Hamming window reduces signal discontinuity on
end of frames [11]. The coefficients of a Hamming window are
computed from the following equation. The window length is
L=N+1.

w (k) =0.54—0.46cos(2[[kK—-1) (3)

B. Feature Calculartion and Feature Selection

After preprocessing is done framing and windowing is
applied. Features are extracted from each frame for
parameterization of feature vector. Features we have extracted
are pitch, MFCC, and LPC. Pitch related statistics convey
considerable information in speech about emotions status in a
speech segment [1] and Yu et al [23]. We calculate pitch for
each frame using correlation function.

Human ear hearing uses nonlinear frequency units [12].
Therefore for each utterance with original frequency another
subjective pitch is measured on Mel scale. Mel scale offers
linear frequency spacing below 1000h and logarithmic
frequency spacing above 1000Hz. As given in literature
spectral features gave more classification accuracy at frame
level than prosodic features. Kim et al. argued that statistics
relating to MFCCs also carry emotional information [10]. In
this research we extracted First 13 coefficient of MFCC. Next,
we convert signal from time domain to frequency domain using
Fast Fourier Transform (FFT). Spectral Analysis showed that
in speech signal different timbre correspond differently over
frequency with different energy distribution. We apply FFT for
converting signal to frequency domain in order to find out the
magnitude frequency for each frame. We then measure step
Mel frequency wrapping subjective pitch on Mel scale and
spectrum is simulated with the use of filter bank. One filter is
used for each component. Finally, we convert Log Mel
spectrum back to time domain which results in MFCC as real
numbers and we use discrete cosine transform to convert back
into time domain. Basic idea of linear predictive coding is to
predict current frame from linear sequences of past frames.

Amplitude
. =} o o
= =] =) e o
- (53] {==] (53] - m

o
=

. . . .
05 1 15 2
Sample, n ot

Fig. 3. Speech sample after voice activity detection
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We use signal processing tool box for computing LPC
coefficients of each frame. We use the following equation to
compute LPC as:

Ipc(x,p) (4)

Where p is the p" order linear predictor (FIR Filter) that is
used to predict current frame x.

x(n)=—a@)x(n—=1)—aB) (N —=2) v e et e e e e
—a(p+1)x(n—-p)

We compute 13 LPC coefficient and extract zero crossing
rate of the signal by calculating how many time a signal meet
with zero axes. Next, we compute energy for each frame using
log energy equation defined in [3] as:

E=10+10og10 (e + s2n) 5)

Here, "e" is a small positive constant added to prevent the
computing of log of zero. It is important to note that e is much
less than the mean-squared value of the speech samples. We
use configuration for Energy as given by Eq. 6 below.

E1=10+1log10( eps (6)
+ sum( FRAME,2)
/size( FRAME,2))

We then use forward selection algorithm for selection of
features after extraction of features. We begin with basic values
of energy, volume, MFCC and LPCC and in each iteration, we
add one feature and their statistics like mean, median, standard
deviation and variance. We compare performance accuracy
with the previous iteration at the end of each iteration.

C. Classification through SVM

We use a classifier to predict emotional labels using
selected set of features. We use static classifier Support Vector
Machines (SVM) that is inherently two class problem for
linearly separable data. In our case, we have multidimensional
data that is not linearly separable because some classes share
same features that could not be linearly separable. We use
SVM with One Versus All (OVA) for classification and we
perform classification for every single frame of the speech
signal and then for whole speech signal emotion with the
maximum number of frames is finalized as an emotional label
of that speech signal. We train SVM classifier with three data
sets. We use 70% of data for training, and we use 30 percent
data for testing. The number of models generated by SVM is
the same number of emotion classes they have for each data
set. Algorithms of emotion extraction with speech spectral and
prosodic features is given in Algorithm 1.
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Algorithm 1 Emotion Extraction using speech prosodic and spectral Features
Let F be the set of speech files
For each fin F

{

P=Preprocessing(f)
V=VAD(P)

S—Segmentation( V)

for eachs in S

|M]=Mfce(s)

|L]=Lpce(s)

P=Pitch(s)

Vol=Volume(s )

Z=Zcx(s)

meanMfee =Mean(M)
medianMfee—=Median (M)
stdMfee= Std (M)
meanLpee=NMean(L)
medianLpee—Median(L)
stdLpee= Std(L)

Features—|P,Vol,ZmeanM fec, MedianMfce,std Mfee meanL pee MedianLpee stdLpee,
ClassLabel|
TrainSvm(Features);

}

}

IV. STAGE - Il: SPEECH CONTENT PROCESSING

In the second stage, we extract emotions based on linguistic
features (words and semantics). We use same data sets for
training and testing of this system. We perform signal
processing as we do in Stage 1 but we do segmentation based
on words using ZCR. ZCR is helpful in depicting pause
between words and we extract features of each segment
(word). We then store these words and features in a file which
we treat as the dictionary with labels. We match words with
dictionary we created earlier in testing phase, and extract
emotions. We extract words by parsing speech signal and then
detect segments based on pause between words. We compute
Zero-crossing rate to segment speech and consider each
segment as a single word.

We extract Mel Frequency Cepstrum Coefficient (MfCC)
and Zero Crossing Rate (ZCR) of each word. We store and use
MFCC and ZCR for word recognition later and we generate
signal for each word uttered and we store in dictionary as
discussed earlier. In case we recognize a word, we use
corresponding label of that words as their corresponding
emotion. We use Dynamic Time Wrapping (DTW) to
recognize words uttered by speaker with words stored in our
dictionary. We recognize corresponding label of those words
and consider it as resulting label of speech.

V. EXPERIMENTAL SETUP

We use three datasets for training and testing our model.
These are Surrey Audio-Visual Expressed Emotions (SAVEE),
Polish Emotional speech database (POLISH) and a locally
developed dataset of Sky School Kindergarten students’ dataset
(KSD). Researchers of Technical University of Lodz, Poland
develop Polish Emotional speech database and it contains
recordings from four male and four female actors in a single
session. Each actor utters five different sentences in 6 different
emotions. Emotions are joy, boredom, fear, anger, sadness, and
neutral. Sentences do not contain any emotional semantic.
There are a total of 240 utterance in the database. The database
contains 16 bit, 44 kHz recordings under studio noise
environment.

Vol. 7, No. 8, 2016

University of Surrey develops SAVEE database [5] where
the database comprises audio and visual data of four actors.
Age of actors is between 27 to 31 years with average age 30
years. The database comprises of seven emotions i.e., anger,
disgust, fear, happiness, sadness, surprise and neutral. Each
participant utters fifteen sentences in seven emotions. There are
four actors used where two possessing English accent; one
possessing southern and one possessing Scottish accent.

We develop a dataset considering students between ages six
to eight years. We record speech data for speech recognition
and emotion recognition. For speech recognition, we select
different emotional keywords mostly used by children and tag
them with emotion classes like if there is word “disappointed”
we tag it with class sad. If the word is “Wow”, we tag it with
class happy or excited. In case, a word belongs to two classes,
we tag it to class that contain most probability of having that
word. We given students different words and sentences
containing emotional keywords and ask them to speak that
sentences three to four times for speech recognition module.
We record student voices depicting different emotions for
emotion extraction from speech signal. We then manipulate
speech data at word level, we use five labelers for listening the
data in successive order and annotate each sound
independently as belonging to one of five classes. We label
data at word level and sentence level. We give an emotional
keyword and sentence where we find a label with maximum
vote by labeler. We give label based on the prosodic and
temporal features at sentence level but we do word level
labeling based that word solely at the word level. We call our
database Kindergarten Students Database (KSD).

VI. RESULTS AND DISCUSSION

We present our results considering three speech data sets
such that we run both stages separately as well as in
conjunction to report overall improvements. We consider
SAVEE dataset, Polish dataset and KSD datasets as discussed
earlier. Our results for Stage 1 and Stage 2 for SAVEE dataset
are displayed in Figure 4 and in Figure 5. Similarly results of
polish emotional speech datasets with prosodic and temporal
features (stage 1) are demonstrated in Figure 6 and with
linguistic features (stage 2) are demonstrated in Figure 7.
Figure 8 present results of stage 1 with our own developed
dataset (KSD) and stage 2 results for the same dataset are
presented in Figure 9. We report our combined results in
Figures 10, 11 and 12. It is straightforward to conclude that
results of prosodic and temporal features are better than
linguistic features with SAVEE and POLISH data sets where
linguistic features are proven to be better parameters than
prosodic in case of KSD dataset.

The reason behind these result is the variability of speaker’s
accent, tone, age, fluency and ability to express emotions.
SAVEE and POLISH data contains speech of adults while our
data set contains voices of students from KG level. Adults can
better express their emotions than KG students and their
speech’s tone varies with their emotion. Another important
aspect of SAVEE and Polish datasets is that the recordings are
from actors who can better differentiate emotions with their
expression and style.
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However, adults speak more fluently, and their speech has
no clear pause between words and hence words segmentation is
difficult for adults in SAVEE and POLISH datasets. Therefore,
prosodic and temporal features extraction gives a better result
for these datasets. Second reason for our first result because
KG students are not able to express emotions more clearly with
their voice. We noted that most KG students speak in the same
volume in a happy and angry mood while they have the same
tone in fear and in sad emotion. However, they (KG students)
speak slower than adults in case of SAVEE and POLISH
datasets and hence, word segmentation with KG students'
speech gives more accurate results as compared to young
people’s speech. After concluding reasons for the fact that
stage 1 is displaying an overall better performance than the
outcome of stage-2, we focus on the overall results presented in
Figures 10 - 12 where we present combination of both stages
and extract emotion based on combine features. Although we
could not segment all words of a speaker but with words that
we could extract we used their semantic plus prosodic and
temporal features of speech and then concluded emotion of
speaker. Here we clearly find out an overall gain in almost each
case.

Result Stage 1: Polish dataset
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Result of stage 2: KSD dataset
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We also report overall complexity of the algorithm, and we
calculate the overall time taken in case of running Stage-1,
Stage-2 and both the stages combined. We find out that the
time taken for all cases remains minutely less than the total
time taken for each stage separately, and none of the cases is
posing any serious constraints neither the data nor computation
time is expanding drastically. This is mainly because we have
performed same steps twice extracted - once during stage - 1
where we perform segmentation to divide speech signals into
small segments with the help of ZCR and calculated spectral
feature (MFCC) of speech segments to get information’s of

Vol. 7, No. 8, 2016

human’s emotion and second time in stage - 2 when we
performed segmentation using ZCR to segment words uttered
by speaker and extracted MFCC to recognize words.

ESD Dataset
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Fig. 12. Result of KSD dataset with combined features

VII. RELATED WORK

Researcher have implemented various models for
recognition of emotions from speech using different sets of
features. Yildrim [22] conducts a study aimed to analyze how
speech is modulated with the change in speaker emotional
state. They measure vowel articulation, spectral energy and
acoustic parameters of speech to find acoustic similarity and
difference between different states of emotions. They also
perform discriminant analysis to check the acoustic separability
of emotion at utterance level. The author conclude that some
emotions have similar acoustic properties and they mentioned
happiness/anger and sadness/neutral in this category. Author of
[3] present speech signal driven approach to deal with two
class similarity problem. They use HMM based features with
combination of prosodic and spectral features and achieved
accuracy of 47.83% with two class similarity problem [3].
Alexander [6] present a new method to identify emotions using
parameters of glottal airflow signal. The effectiveness of their
system is tested with Artificial Neural Network (ANN), SVM,
Hidden Markov Model (HMM), K Nearest neighbour (KNN),
Bayesian classifier, Gaussian Mixture Model (GMM), decision
tree and a new optimum path classifier (OPF). They find best
results of glottal features with SVM and OPF. MFCC are
extracted from data for classification of emotion [6], [9].
Spectral and prosodic features are identified in[13] and
experiment are conducted after implementing three classifiers
to identify emotions. The authors build Gaussian Mixture
Model with prosodic features, SVM with prosodic features and
Gaussian Mixture Model with Prosodic features. The authors
calculate features and then apply algorithm to select most
relevant features and show that prosodic features are more
helpful in detection of emotion than spectral features. Another
framework in which they extracted 133 speech features and
aimed to identify feature set that would be appropriate to
descriminate between seven emotions based on speech
processing [7]. They use Neural network classifier with 35
input vectors and tested their model using Berlin dataset that
include speaker dependant and speaker independent instances.

Zhu [25] identified emotions deficiencies in an E-Learning
environment and proposed emotion recognition system for
them. They build speech corpus from various subjects belongs
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to different languages and extracted prosodic features. They
use Sequential Forward Selection (SFS) approach to select
most appropriate feature set and used to classify emotions with
General Regression Neural Network (GRNN). Considering
emotion recognition a challenging task, Zhang performs an
experiment with SVM is used for classification of 4 emotions
and feature set of prosodic and speech quality features. He
proposes that combination of prosodic and speech quality
features increase 10% recognition rate [24]. The researchers in
[14] extract quality Quality and prosodic features that overlap
and complement each other in identification of emotions.
Wang [20] combines these two stages and used optimal
searching properties of Genetic algorithm considering personal
characters of emotions. They achieve 86% recognition
accuracy with this searching algorithm [20]. The author of [2]
extend their research of 2009 and extract spectral features at
stressed vowels, unstressed vowels and at consonant. They find
that these levels contain more rich information’s about
emotions than utterance level. Their results show higher
accuracy at segment level than at utterance level [2].

We present a new model where we extract emotions at two
stages and then combine both stages result. Our results are 83.4
% with SAVEE 83% with polish 68% with KSD dataset. The
results are better in the sense that when we have speech that
has no clear words our stagel with prosodic and temporal
features help in identification of emotions. In case these
features don’t help to identify emotion correctly, words
semantics help in identifying emotions of speaker. So this
hybrid system of prosodic, spectral and words semantic
features perform better than other system.

VIIl. CONCLUSION

We have considered prosodic, temporal as well as linguistic
features which has been helpful in increasing accuracy of
emotion recognition. For the purpose of elaborating our results,
we have used a two-staged model for emotion recognition. We
have used the results by each stage separately and in a
combined manner to present that our approach works better
and produced significant results. We conclude from our results
that considering prosodic as well as linguistic features together
helps improving overall results without degrading
performance. We propose algorithm where we extract
emotions based on prosodic and temporal features in the first
step and we extract emotions from word segmentation
combined with linguistic features in the second step. While
performing our experiments, we prove that the classification
mechanisms, if trained without considering age factor, do not
help improving accuracy. We provide our argument that the
classifier should be based on the age group on which the actual
emotion extraction be required and this becomes our second
contribution submitted in this paper
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Abstract—Inpainting is a method for repairing damaged
images or to remove unwanted parts of an image. While this
process has been performed by professional artists in the past,
today, the use of this technology is emerging in the medical area —
especially in the medical imaging realm. In this study, the
proposed inpainting method uses a radial basis function (RBF)
interpolation technique. We first explain radial basis functions
and then, the RBF interpolation system. This technique generally
depends on matrix processes. Thus, matrix operations are
executed after the interpolation and form a main part of the
process. This interpolation matrix has a known value used for
interpolating n values and we need to find M — 1 for the n + 1
values of the original and inserted data. Implementation of an
inpainting operation is carried out in an object-oriented
programming (OOP) language. This is where the process is
completed. The algorithm used in this study has a graphical user
interface. Further, several skin images are used for testing this
system. The obtained output represents a high level of accuracy
that can support the validity of the proposed method.

Keywords—Inpainting; interpolate; texture synthesis; exemplar
texture inpainting; Radial Basis Function

. INTRODUCTION

One of the most interesting problems in image processing
is reconstructing damaged or incomplete images as much as
possible. This problem is referred to in many papers [1,2]. The
main question in reconstructing damaged images is, “What
value was in a corrupted position and how can this be
restored?”. One of the conditions for solving this problem is to
have as much information as possible from the original image.
Then, appropriate existing methods can use this information
and try to reconstruct the missing information [1]. The amount
of information retained from the original image is very
important as the quality of the result depends on it. The radial
basis function (RBF) method is based on the principle of
variational implicit functions and can be used for the
interpolation of scattered data, see data. The possibility of
missing data restoration (image inpainting) by the RBF
method was mentioned in [3]. The method was used for
surface retouching and marginally for image inpainting [3].

Inpainting is a method to repair damaged images or to
remove unwanted parts of an image. While this process has
been performed by professional artists in the past, today the
use of technology is emerging in the medical imagining realm.

Several mathematical algorithms are used for inpainting,
such as Laplace’s equations [4], isoline [5], texture synthesis
[6] and interpolation [7]. The popular graphics program
Adobe Photoshop [2] has a feature called content-aware fill in

its CS5 version. This feature performs a type of inpainting
with high efficiency and low latency. Another graphics
program, GMP [8] which is an open-source project, contains
an an inpainting plugin called Resynthesizer [1]. This plugin
uses a texture synthesis method to perform the inpainting
operation.

There are other software programs available for video
inpainting, these programs in general provide object removal.
Adobe After Effect [2] and Apple Final Cut Pro [8] software
provides such a feature. The problem with Adobe After
Effects is that it is prone to unnecessary crashing, which
makes it difficult to operate or deal with as it needs to be reset
frequently.

The RBF interpolation-based inpainting method performs
interpolation instead of texture matching, just like the texture
synthesis method [9]. Therefore, the focus of this paper is to
explore the effective usage of inter-polation based RBF
inpainting.

The objectives of this paper are as follows: first, inpainting
with an RBF interpolation method, and not pattern matching;
second, rapid completion of an inpainting process. Further, the
developed method should yield a satisfactory or relatively
high-quality result.

Moreover, the speed factor can be changed by finding new
ways to complete the same task with a quicker
implementation. Quality depends on how the calculation
results are used and can be improved by combining them with
other information from the source image.

Il. INTERPOLATION

In mathematics, interpolation is carried out to find the
missing parts of a number series. This number series is either
simple or complex mathematical series.

To find the missing numbers of a series, if the
mathematical function is known, by setting the appropriate
parameters, we can find the missing parts along with their
exact values. For example, assume that function f(x) = x2 is
known and some values are missing in the following series: 0,
1,4, 4a,b, 25, c, 49. For x = 1, the result is 1; x = 3 would give
9. Therefore, a = 3. Similarly, by substituting x with 4 and 6,
we obtain b = 16 and ¢ = 36, and thus, the interpolation is
completed.

However, sometimes, it is almost impossible to figure out
the function of a number series [10].
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In this situation, missing values can only be found by
using certain known values. The RBF interpolation method is
used in such a case. RBF interpolation uses values in series
and the distances between these values to create a base
function structure. All missing parts can be found one by one
by using the base function as in [11].

In digital imagery, each pixel is defined by a mixture of
red, green, and blue colors. The RBF interpolation method is
completely compatible with the RGB structure shown in [9].
Therefore, the problem with the interpolation system is that it
is not perfect. It cannot ultimately find exact values; only
estimated ones. Because of this reason, this method cannot
yield perfect inpainting results. However, using interpolated
values in a different way can enhance the quality of the
results.

Fig. 1. Curve fitting

1. IMAGE INPAINTING

Inpainting is the process of reconstructing lost or
deteriorated parts of images and videos. For instance, in the
case of a valuable painting, this task will be carried out by a
skilled image restoration artist. In the digital world, inpainting
(also known as image interpolation or video interpolation)
refers to the application of sophisticated algorithms to replace
lost or corrupted parts of the image data (mainly small
regions) or to remove small defects [11].

In Figure 2, an inpainting process is shown on an old
photo. The output is very good, and almost all the lost parts
are repaired.

Fig. 2. Old photo inpainting

However, not all inpainting processes are successful. One
of the reasons for this is not having a sufficient number of
known points on the input picture, or sometimes, the
algorithm used for the inpainting. One example for such a case
is as follows:

Vol. 7, No. 8, 2016

V)

Fig. 3. Unsuccessful inpainting

Here, the text “Meow!!” has not been inpainted properly;
thus, at the end, we obtain an unsuccessful result. Different
techniques can be used for improving the inpainting quality,
such as selecting, iterative inpainting in small portions, and
inpainting of an area more than once as stated in [12]. Some of
these techniques can be performed automatically, and the
others need a more intelligent system [11].

V. INPAINTING METHODS

There are different inpainting methods designed to provide
good solutions for specific situations. These methods can be
divided into two groups. One group of methods can be used on
texture-based images, and the other on non-texture-based
images.

Fig. 4. Seamless brick wall texture

A. Texture Synthesis

One of best texture inpainting methods is texture synthesis.
Texture synthesis is the process of algorithmically
constructing a large digital image from a small digital sample
image by taking advantage of its structural content [13]. This
method can be used for digital image editing, three-
dimensional (3D) computing, and inpainting.

Texture synthesis searches through the whole picture and
tries to find the best matching points to fill the holes in the
image. Because texture images generally have repeating parts,
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at the end, a seamless image is generated as demonstrated in
[2].
B. Exemplar-Based Inpainting

Another method is exemplar-based inpainting. This
method uses a texture synthesis algorithm and gives a higher
priority to linear structures. Therefore, this is perceived that it
gives better results: Linear structures are preserved, and no
blurring occurs as shown in [12]. In the study, the RBF
interpolation technique is used. RBF functions are also used
for artificial intelligence systems as discussed in [11]. This
shows that in a way this project uses an intelligent system to
do inpainting. Inpainting with RBF is not used for texture-
based or detailed images because of its blurry output.

The easiest way to explain interpolation is to find an
unknown number in a series of numbers.

X={1,2,3,4a5,6,b,8,9}

In this number series, numbers are in an ascending order,
and the values of a and b are unknown. Interpolation is used
for finding these unknown values by using the known
numbers.

A more complicated example is to find more detailed
points in a curve.

C. Convolution-based image inpainting algorithm

Convolution-based image inpainting algorithms as
discussed in [5] are very fast. However, in many cases, they
do not provide adequate results with respect to sharp details
such as edges. In this method, the mask coefficients are
calculated using the gradient of the image to be inpainted. The
algorithm is fast, iterative, and simple to implement, and
provides adequate results.

V. RADIAL BASIS FUNCTIONS (RBF)

An RBF is a real-valued function whose value depends
only on the distance from the origin. RBFs are generally
represented by the @ (phi) symbol.

Fig. 5. Radial distances
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In the above Figure 5, a center point and six other points
connected to the center with a line are shown. An RBF takes
the distance between any of these six points and the center and
calculates a value.

@ (distance) = Value of RBF. Distances from each point to
the center are shown in table 1 below:

TABLE I. RBF POINTS AND DISTANCES
Point Distance to Point Distance to
center center
Pointa 2 Point d 2
Point b 1 Point e 3
Point ¢ 3 Point f 1

Irrespective of where the points are located in the space, as
long as their distances to the center are equal, the results of the
RBF are the same.

Thus, RBF (distance from point a to center) = RBF
(distance from point d to center)

RBF (distance from point b to center) = RBF (distance
from point f to center)

RBF (distance from point ¢ to center) = RBF (distance
from point e to center)

There are a number of functions that provide the attributes
of an RBF.

Most simply, a linear RBF is @&(r) = r [14]. Note: r
denotes distance and thus, cannot be negative.

Another RBF is called Gaussian (GA). Its function is
denoted as @(r) = e—(er)2. This function is generally used in
RBF networks for artificial intelligence systems. Further, this
function will be implemented in this study to observe its effect
on the inpainting process.

VI.  RBF INTERPOLATION
RBF interpolation is matrix-based linear equation solving.

[KI[L]=[M]

In this matrix equation, K denotes an n x n matrix, L
represents an n x 1 matrix, and M indicates another n x 1
matrix.

The variable n denotes (number of known points + 3). The
number 3 comes from (number of dimensions + 1). In this
study, the considered image is two dimensional. Therefore,
each point has only x and y coordinates. This implies that RBF
interpolation can be applied to images that have more than two
dimensions, as demonstrated in [12].

The definition of a point in RBF interpolation is given as a
function as follows:

f®)=q @) +Zj=0n2j®(/p—pil)

This formula will be generated for each known point. In
this formula, p denotes the current point in the list of known
points, f(p) represents the color of point p, and q(p) denotes a
polynomial. Because this project uses 2D images, q(p) = c0*x
+ clxy + ¢2%1, where x and y represent the position of a point
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on the surface; and c0, c1, and c2 represent the unknown
multipliers.

Jj denotes a real-valued weight, which is unknown at first,
lp — pjl represents a Euclid norm distance between two
points, @(|p — pj|) indicates an RBF that takes distance as a
parameter.

One important point here is that in digital imaging, colors
are represented by a combination of red, green, and blue.
Further, in image formats such as PNG and TIFF, there is an
alpha layer that changes the color transparency. The
abovementioned RBF interpolation function is used for each
of the alpha, red, green, and blue layers shown in [15].

To be able to explain this function better, an example will
be given with three different points asshown in table 2.

Colors will be chosen only once, not for each different
color. At the end, linear equations will be formulated.

TABLE Il POINTS WITH COLORS
Point X Y Color
p0 1 1 240
pl 2 3 245
p2 4 2 255

The equation for p0 is

240 = c0*1 + cl*1 + c2%1 + J0*®(|p0 — pO|) + AL*d(|p0 —
p1l) +22%d(|p0 - p2])

The equation for p1 is

245 = c0%2 + c1%3 + c2%1 + A0%d(|pl — p0|) + A1*d(|pl —
pll) +22*®(|pl —p2|)

The equation for p2 is

250 = c0*4 + c1*2 + c2%1 + J0*d(|p2 — p0|) + Alxd(|p2 —
pll) +22x@(|p2 - p2|)

The distance between two points can be calculated by
using the Pythagorean theorem.

|p0—po[ =0
|p0—p1| =|pl—p0| =(1-2)2+(1-3)2=15
|p0—p2| = [p2 —p0| =(1 - 4)2+ (1 -2)2=V10
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Ipl —p2| = [p2—pll =v2-42+3-2)2=15

After deciding which RBF to use, we find that in the given
equations, only c0, c1, c2, 10, A1, and A2 will be left as
unknown.

Apart from color values, all other known values will be
kept in matrix K. The unknown variables will be in matrix L.
Finally, the color values will be in matrix M.

The following RBF interpolation matrix is created using
the above equations:

" -l n- 7. 1 T
ol v v AU O A 1o
n .n-1 _n-2

(A O YH Y B [ 1
U L o W | U

To be able to solve this matrix equation, the matrix K must
be a square matrix. Further, to be able to decrease the number
of calculations performed by the processor, the matrix has to
be mirrored.

When the matrix is solved, the values of all unknown
variables will be found. At this point, any unknown point put
into matrix K will generate color values in matrix M with
basic matrix multiplication. Thus, RBF interpolation will be
completed

VILI. DESIGN

The task is based on a model-view—controller (MVC)
pattern. The graphical user interface solution of Visual C# is
used as the view. Each view, which is called a form in Visual
C#, has its own class for coding. This coding class is the
controller of the project. The model of the project is all classes
written for the inpainting process.

Because of the complexity of the inpainting process, more
than one class needs to be written for the model part. The
structure of these classes and their relation to each other are
determined on the basis of different concerns. The following
figure 6 shows the structure of the whole system.
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Fig. 6. System structure

The top part is used for presenting the view, the next row
is the controller, and the rest contains the model classes. In
this presentation, connections are drawn to show links
between classes. These links are based on the usage of each
other. Further, details increase from the top to the bottom and
decrease from the bottom to the top, but in the latter case, the
bindings increase as shown in [15].

In the fields of image processing and photography, a color
histogram is a representation of the distribution of colors in an
image. For digital images, a color histogram represents the
number of pixels that have colors in each range of a fixed list
of color ranges that span the image’s color space, the set of all
possible colors.

The color histogram can be built for any type of color
space, although the term is more often used for 3D spaces
such as RGB and HSV. For monochromatic images, the term
intensity histogram may be used instead. For multispectral
images, where each pixel is represented by an arbitrary
number of measurements (for example, beyond the three
measurements in RGB), the color histogram is N-dimensional,
with N being the number of measurements taken. Each
measurement has its own wavelength range of the light
spectrum, some of which may be outside the visible spectrum.

In the following Figure 7, all model classes are shown with
their attributes and models. The details of each class are
explained in the implementation part.
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Fig. 7. Class diagram
VIII. METHODOLOGY

This study is based on a graphical user interface. The
inpainting operation is performed in three steps. First, the user

loads the image file.

After this step, the area of the image where the inpainting

¥ UnknownPoint

process will take effect must be selected. Next, a selection
process is carried out by drawing onto the image. Selection
does not end when the mouse button is released. Before the
inpainting operation, as many different points of the image as
possible can completed, the inpainting operation starts by
user’s click on the inpaint button on the main menu. A new
thread is created for the inpainting process. This new thread
prevents the locking of the graphical user interface. The
progress of the inpainting operation is displayed on a new
form window. Each selected pixel on the image passes

1" ProgressValue
= Methods
V¥ inpaint
& Inpainter2

RBFInterpolator £
Class

= Fields

47 listOfKnownPoints
= Properties

I NumberOfKnownPoints
= Methods

¢ addKnownPoint
clearList
createCoefficientMatrixFromUnknownPoint
createConstantMatrixFromKnownPoints
createGaussianEliminationMatrixFromKnownPoints
createVariablesMatrixFromGaussianEliminationMatrix
interpolateUnknownPoint
preventDiagonalZerosOnGaussianEliminationMatrix
RBFInterpolator

Ceee e e ¢ ¢

through the inpainting operation. When all pixels have passed
through, a new image is displayed on the form window. There
is no limit on the number of times the user can perform the
inpainting operation Further, in case unwanted points of the
image are selected, the selected area can be cleaned up with
one mouse-click on the main menu. This is discussed in
greater detail by [16].

In general, the process involves the following:

e The global picture determines how to fill in the gap.
The purpose of inpainting is to restore the unity of the
work.

e The structure of the gap surroundings is supposed to be
continued into the gap. Contour lines that arrive at the
gap boundary are prolonged into the gap.
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e The different regions inside a gap, as defined by the
contour lines, are filled with colors matching those of
the gap boundary.

e The small details are painted; i.e., “texture” is added.

IX. IMPLEMENTATION

In this study, we used Microsoft Visual Studio 2010. The
steps for the implementation are such as starting a new project
for a C# based .Net application.

A. Implementation of knownpoint class

The known points are the pixels that are not marked to be
inpainted as shown in figure 8. These pixels are available for
use in the inpainting process while creating a coefficient
matrix.

I

T T

Known
Pixels

o [ =) ) B e

Fig. 8. Display of Pixels

As already explained, the distance of one pixel from
another is very important for the RBF interpolation technique.
The distance between two points is calculated using the x and
y coordinates of these points.

Another crucial attribute for the interpolation process is the
value of each known pixel. These three attributes of each
known pixel are stored in a class, and their getters are defined,;
these are needed to read the values of the abovementioned
attributes while performing a calculation in the interpolator.

B. Implementation of rbf interpolator

This is the class where all interpolation calculations are
performed. Matrix operations are heavily reliant on the
methods of this class. Because of the complexity of these
methods, explanations will be provided by using the following
equation:

[Coefficient] _ [Variables] [Product

Matrix Matrix Matrix
In fact, here, the methods are defined to divide the whole

into small pieces. Therefore, in general, one method uses the
output of another method. Therefore, the interpolation process
is carried out by calling the related methods one after another.

C. Implementation of unknownpoint class

The term “unknown point” refers to the pixels when the
source image is marked. An inpainter system sees the
unmarked points as the known points. As explained in “What

Vol. 7, No. 8, 2016

is Interpolation?,” interpolation creates new points on the
basis of the already known points. Therefore, the system first
creates a unique UnknownPoint class for each marked pixel,
and while performing inpainting, fills these classes with the
interpolated values.

Because each marked pixel has its own UnknownPoint
class instance, this class must retain the position of this pixel.
Further, as will be discussed later, in order to be able to
enhance the quality of the inpainting process, each
UnknownPoint class keeps a count of the known points
around it. This will be used to select the unknown point to be
interpolated first.

D. Implementation of unknownpoint manager class

The UnknownPoint class holds an unknown point’s
information as an object. This class is used for maintaining a
list of all the unknown points under control. Further, by
providing extra functionality, it decreases the complexity of
inpainting. Further, it is used for enhancing the quality of the
result. During the inpainting operation, it is important to start
with the unknown point that has the maximum number of
known points around it. A larger number of known points
imply a better interpolation calculation. However, if a program
continues using the adjacent unknown points because they
come in order and have the maximum number of known pixels
around them, the result quality may deteriorate. To prevent
such deterioration, it is a good practice to randomize the list of
unknown points. Thus, even if there are many unknown points
with the same number of known points, instead of the adjacent
best ones, randomly selected unknown points will be used in
the next step. This method also improves the quality of
inpainting.

E. Implementation of inpainter class

This class is the managing director of the entire inpainting
process. At first sight, there are not many methods or
attributes in it, but it gains its importance from the usage of
the other implemented classes.

This class has some constant definitions for the unknown
point window frame. Padding values are defined as constants
to decrease future complexity on an event such as a
requirement for a change in a padding value. Therefore, it
needs only one constant attribute’s value to change; the rest of
the program still stays the same and works in the same way.

Other attributes are used for maintaining the progress
values. These values are used for passing the progress of the
inpainting process to another thread in order to show the
percentage of the process completed. The total number of
unknown points is stored as the maximum progress value. The
number of inpainted unknown points is stored as the progress
value. By using two of these values, the program calculates
and displays the percentage of the entire inpainting process
completed. The figure 9 shows the inpainting process.
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Fig. 9. Inpainting process

X. OUTCOME AND EVALUATION

Considering the methods of performing inpainting and the
views presented by various authors, we need to consider
conducting many tests of these methods in order to identify a
seamless inpainting method.

This method takes two versions of the original image and
an improved image and looks at similarities of all pixels one
by one. To measure the accuracy of the system, the average of
all the similarities is calculated.

The similarity calculation is based on the power of 2 in
mathematics and the distance between two colors.

SIMILARITY o
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75% ]

i
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, / \
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Fig. 10. Accuracy graph

The graph used for this operation is shown on both sides of
the original color’s values in the above image. According to
the new color’s value, the similarity is calculated on the basis
of that curve. This is because accuracy measurement is carried
out within the system and is part of the C# programas shown
in figure 10.

The tests and results of some of the outputs have been
provided in the figures below, which show some of the images
used for the system. Figure 11a shows the original image, and
Figure 11b shows the improved image. The accuracy between
the affected areas for the two images is measured, and the
accuracy of the system is 99.59%

Vol. 7, No. 8, 2016

Fig. 11. (a) Scared  (b) Clear Accuracy: 99.5%

The following two figures, namely Figures 12 and 13, show
the same images as Figure 13 wherein both Figure 12a and
Figure 13a show the original images, and Figures 12b and 13b
show the improved images obtained using the proposed
system; the accuracy is 99.88% and 99.68%, respectively.

1

Fig. 12. (a) Bleeding (b) Clear Accuracy: 99.8%

Fig. 13. (a) Bleeding (b) Clear Accuracy: 99.68%

The following table represents some of the data used for
the system; the range of accuracy is 99.13 to 99.91, and the
average accuracy of the system is 99.56% for all the data used
for testing the proposed system.

TABLE Ill.  IMAGE AND SIMILARITY
No. Image Similarity (%)
1 Leg abrasion 99.51
2 Back bleed 99.13
3 Stitch 99.63
4 Arm bleed 98.88
5 Wrist cut 99.68
6 Leg cut 99.68
7 Face stitch 99.59
8 Face cut 99.84
9 Wrist stitch 99.91
10 Neck boils 99.75

The results obtained have high accuracy and show that the

methods used are effective in meeting the objectives of this
research.

Different types of implementations have been identified:

www.ijacsa.thesai.org
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RBF Interpolator, Implementation of Unknown Point class,
Implementation of Inpainter Class, and Implementation of
Unknown Points Manager class. All these techniques suggest
disparate methods and thus, different levels of quality of the
outcome. The need for a seamless technique arises from the
need to identify the best aspects of all the above mentioned
methods and ensure that these are used with an interface that
allows for easy manipulation by the user.

On the basis of the above results, we concluded the
following:

e This research met the set objectives including
inpainting with an RBF interpolation method and not
pattern matching.

e The inpainting process was completed as quickly as
possible.

e A satisfactory or relatively high-quality result was
obtained.

XI. CONCLUSION

In this study, we examined the RBF interpolation
technique for inpainting images. It has been found that this
technique is good for gradient-like images. It can form good
connections between colors and edges. Thus, RBF
interpolation is a good method for skin inpainting operations.
The algorithm that has been used has a graphical user
interface. Several skin images have been used for testing the
proposed system. In the testing part, the inpainting operation
is used for wound images. The results revealed high
performance of the proposed method. A considerable number
of the improved images were studied, and in some of these
images, the damage was almost unnoticeable. Further,
repeating the operation led to an increase in the accuracy and
the quality of the improved image. However, matrix
calculations are very time consuming, and RBF interpolation
is directly based on large matrices.
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Abstract—In this paper, Content Based Video Retrieval
Systems performance is analysed and compared for three
different types of feature vectors. These types of features are
generated using three different algorithms; Block Truncation
Coding (BTC) extended for colors, Kekre’s Fast Codebook
Generation (KFCG) algorithm and Gabor filters. The feature
vectors are extracted from multiple frames instead of using only
key frames or all frames from the videos. The performance of
each type of feature is analysed by comparing the results
obtained by two different techniques; Euclidean Distance and
Support Vector Machine (SVM). Although a significant number
of researchers have expressed dissatisfaction to use image as a
query for video retrieval systems, the techniques and features
used here provide enhanced and higher retrieval results while
using images from the videos. Apart from higher efficiency,
complexity has also been reduced as it is not required to find key
frames for all the shots. The system is evaluated using a database
of 1000 videos consisting of 20 different categories. Performance
achieved using BTC features calculated from color components is
compared with that achieved using Gabor features and with
KFCG features. These performances are compared again with
the performances obtained from systems using SVM and the
systems without using SVM.

Keywords—CBVR; KFCG; Multiple Frames; SVM; BTC;
Gabor filter

I.  LITERATURE REVIEW AND RELATED WORK

Researchers have developed a number of techniques,
methods and systems in the field of content based video
retrieval systems. They are required to effectively search,
index and retrieve videos from databases but the reliable and
effective systems are still awaited for huge databases [6]. For
this reason, text based searches are still in practice for the
video retrieval systems [5]. A content based retrieval system
was developed for commercial use [15]. Face detection
method was used for image and video searches in this system.
But this method also proved to be very poorly performing [8]
by the automatic systems participated in the video retrieval
track [16]. A hope emerged when low level features were
utilized. Comparison of low level features extracted from key
frames of the query and the videos from database provide
better results for video retrieval systems [6]. Other useful and
much more important information from videos can bring
performance of the video retrieval systems to a great level of
success. Researchers still face a challenge to utilize important

information such as sequence of shots, temporal and motion
information [5]. To compensate this problem and to get better
retrieval performance, a video retrieval system [2] utilized all
frames of a shot instead of only the key frames so that more
visual features are extracted. Another system [12] integrated
color and motion features for better utilization of spatio-
temporal information but a fact is still relevant that an efficient
image retrieval technique results in an efficient video retrieval
technique where image from the query video is used as a
query [8]. The system proposed here utilizes visual features
from multiple frames instead of a single frame, key frames of
the shot or all of its frames. The proposed system provides the
much required solutions to the problems mentioned above
which are, lower efficiency when only a single image is used,
high computational cost when key frames are used and
unavailability of proper tools for clustering algorithm. This
system provides reasonable efficiency along with low
computation cost.

In section |1l, features extraction algorithms and
classification are discussed; section Il discusses about
similarity measure; section IV shows the methodology to
calculate result parameters in the proposed CBVR system,
while the proposed CBVR system is elaborated in section V.
Result analysis is presented in section VI; problems and
challenges faced by the CBVR system are discussed in section
VIl and it is concluded by section VIII.

Il.  FEATURES EXTRACTION AND CLASSIFICATION

Color, texture and motion features are the most useful
features for classification and retrieval of videos. Color
histogram proves to be useful to represent color content while
extraction of Gabor features is a popular way to represent
texture features [4].

A. Extraction of BTC Features

Block truncation coding (BTC) is basically a compression
technique for images [14]. BTC features are calculated for
small blocks formed by dividing an image instead of
calculating for each pixel [17], [18]. BTC is used to obtain
features from color information of pixels belonging to the
small blocks. BTC features from multiple frames are
employed to obtain very high precision and recall values.
These features can also be used for image classification and
retrieval purpose. The BTC technique can be extended to RGB
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images by considering each color component (red, green and
blue) as a separate plane [14]. BTC features are obtained as
shown in the equations (1-5).

e An inter band average image (IBAI) is formed as
shown in (1)

lawg(e,y) = Ig(e,y) + L(x,y) + 15(x,y) (1)

e Threshold values for the three color components are

calculated as shown in (2) for one of the components
(red).

x y
=0 2= Ir(1,C)
Rinreshola = . ;*Oy )

e Binary bitmaps are created for each of the three
components as shown in (3) for the red component

_ (1, Ix(r,c) = Represnola
Rym(r, c) = { , otherwise )
e my; and m, are the mean values found for the three
components as shown in (4) and (5) for the red
components.

S0 Yoo Rom () Ir (r.c)
= 4
a1 20 Zimg Rom(:0) ®
o X0 (I—Rem (IR (r0))
Mr2 = XX y=To 2o Rom(r0) ®

where, m; = {Mgy1, Mg1, Mg1} and my = {Mgo, Mg, Ma2}

m; and m, represent the entire block. Mean values of all
the blocks considered together represent the entire image.

B. Extraction of Gabor Features

Gabor features provide good representation of edge and
texture features for objects and texts and help to distinguish
them effectively from the background [7]. Gabor filters are
capable of extracting features from edges or regions of
different objects inside an image directed towards desired
orientations with different frequencies [22].

divide queryimage into 16 x 16
sub-blocks

compute features for 4 different

scales at 8 different angles to give
8 different angles for each scale

calculate mean and standard
deviation to obtain Gabor
features vector

Fig. 1. Gabor Filter Algorithm

Method to extract Gabor features is shown in Fig. 1 while
the mathematical expressions are given from equation 6 to
equation 11 [20].

For a given image, discrete Gabor wavelet transform is
given by a convolution using equation (6) for an image I(r,c)
where, r=0,1,2,..Rand c =0,1,2,..C.

Wy = ;Zl(r_prc_q)(;uv* (X)) (6)

Vol. 7, No. 8, 2016

Where, G,, " is complex conjugate of G, . Gy iS
generated by some morphological operations on mother
wavelet. p * q is the size of filter mask, u and v are scale and
orientations.

Gabor filters are applied on the image with different
orientations and different scales to find a set of magnitudes
E(u,v) containing the energy distribution in the image in
different orientations and scales as shown in (7).

E@v) = ) ) W0l @

T c
To obtain texture features Standard deviation ¢ and mean
are required and calculated as shown in equations (8) and (9)
respectively

- . — 2
Standard Deviation, o, = JW )
E(up)
Huv = -

Mean,

©)

Texture features vector F is formed by a set of feature
components [25], [26] i.e., different values of o, and p,
calculated by varying u and v as shown in equation (10).

RxC

f = [0uove) Ou10v1 - Oyuwy] 10$)

f—-u an

a

feavor =

C. Extraction of KFCG Features

Compression is achieved in vector quantization by using
some bits to represent a closest codeword for small blocks
formed by dividing an entire image [27]. Linde-Buzo-Gray
(LBG) is most commonly used algorith to generate codebook
[28]. In LBG algorithm, vectors found in the blocks are
training vectors which are seperated to form different clusters.
They are divided again and again by process of iteration.
Codebook vectors are centroid of these clusters [29]. A
training vector is represented by codebook vector closest to it
[30]. Codebook vectors are represented by a set of codewords
which are used to encode and decode the images [31]. Kekre’s
Fast Codebook Generation (KFCG) Algorithm is basically
used for image compression [32] [23]. It requires less time to
generate the codebook through vector quantization method.
The codebook generated is used in the proposed system as a
feature vector for video retrieval purpose [20].

D. Classification of Features using Support Vector Machine

Support Vector Machine (SVM) improves performance
of content based image retrieval (CBIR) significantly [11]. It
is the inspiration to use SVM for CBVR too. SVM can utilize
the features representing a video similarly it does for CBIR.
Here, the feature vector can be the features extracted from
frames, shots, scenes or events. Features from known
categories of videos are labeled to train the svm. Similar
features extracted from other videos are used by SVM for
classification of videos. Use of SVM is a milestone in
automatic classification of videos [19] with better efficiency.

I1l.  SIMILARITY MEASURE

Features extracted from the images provide most
convenient method for similarity measurement [1]. The query
video is retrieved by finding similarity between its feature

101|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

vector [9], [10] and feature vector of the videos stored in
database. Video similarity is measured at different resolution
[13]. So the selection of features becomes relevant for
calculating similarity. Similar videos can also be obtained by
using SVM. The videos classified by SVM to form one
category show greater similarity among them. The most
similar video can be obtained by finding euclidean distance
between the query video and the videos classified to form that
category. Again, the feature vector is used to calculate the
euclidean distance.

The equation for Euclidean distance between a query
frame g and a database frame d is shown in (12)

N
Euclidean Distance = Z(Vdn = Vagn)- Van — Vgn) (12)
n=1
Where Vy, are the feature vectors of database frame d and
Vg, are the feature vectors of query frame q each having size
N [20].

IV. RESULT EVALUATION METHOD

The performance of video retrieval is evaluated with the
same parameters as it is evaluated in image retrieval [11].
Recall and precision are the two parameters [2] as given in (13)
and (14).

DC
Recall = =

DB
DC

(13)
Precision = - (14)
DC = number of similar clips detected correctly

DB = number of similar clips in the database

DT = total number of detected clips

V. PROPOSED CBVR SYSTEM

A CBVR system is proposed in this paper in which
multiple frames are obtained for the query videos and the
videos’ database instead of using single frame or key frames
or all frames [2]. BTC, Gabor and KFCG features are obtained
as mentioned above in features extraction section. The similar
and most relevant videos are obtained from the output
directory containing videos of that category. Significantly
higher results have been obtained using this system. A typical
methodology is used in this system where a video is retrieved
from its category. Here, database is processed offline. The
videos are represented by feature vectors formed from any one
or a combination of more than one from three types of features
extracted from their multiple frames. Feature vectors are then
labelled and stored in the features database. An SVM is
trained for the categories registered in the system using
labelled feature vectors stored in the database. Variables are
obtained from the trained SVM. Feature vectors from the
query videos are used for classification using SVM variables
already saved. Videos obtained in the output folder are the
videos of the desired category. For a query clip, videos stored
in the given category can be ranked according to the distance
measures and most similar videos are retrieved. Euclidean
distance is used to measure similarity [20]. Retrieval system
without using SVM is shown in Fig. 2 [20]. Most similar
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videos are obtained based on minimum distance between
feature vectors stored in the database and feature vectors of
the query image. As mentioned above, multiple frames based
classification and retrieval yields acceptable results without
the complexity of finding key frames to represent a shot.

videos query video

Segmentation of Segmentation of
Videos Query Video
Features Features
Extraction Extraction
Features Similarity
Database Measure

output videos

Fig. 2. Proposed CBVR system

A process flow of the CBVR system using SVM is shown
in Fig. 3. Multiple frames are obtained during segmentation.
Features are then extracted for each of those frames and stored
in feature vectors database. Feature vectors are labelled for the
pre-decided categories.

Video Database

Segmentation of
Videos

Features

Extraction Query Videos

Segmentation of

Labelling Videos

Train SVM Features Extraction

Store SVM
variables

Classify Videos using
Trained SVM Variables

Store Output

Videos in Database Categories of Videos

Fig. 3. Proposed CBVR system

SVM is trained and its variables are stored. This process is
done offline. The query videos are separated into the
categories based on stored SVM variables using feature
vectors of the query videos. Videos obtained for different
categories are stored with different categories in the output
database. The query video can be retrieved by exact similarity
matching from the classified videos using Euclidean distance
method.
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VI. RESULTS

A. Database

The technique using multiple frames with one or multiple
features using SVM is applied to a video database having
1000 videos with 20 categories of 50 videos each as shown in
Fig. 4. Videos similar to the query video are stored in output
folder after classification using SVM classifier. The precision
and recall values are computed by grouping the number of
classified videos belonging to the category of query video and
then finding minimum distance between them and the query
video.

B. Analysis of Results

The charts shown from Fig. 5 to Fig. 10 for different
features represent the retrieval results obtained for retrieving
and classification of video clips from different categories.
These categories are among the 20 categories of video clips
from the video database of 1000 videos. The results obtained
are highly appreciable for all the categories. The results are
obtained using SVM based on Gabor features extracted from
multiple frames of the video clips. Similarly, results are also
obtained using block truncation coding method extended for
color images [24] and KFCG algorithm. The charts compare
the performance obtained by the system using SVM with the
performance obtained from system based on same features
without using SVM [21]. Comparison of systems performance
is also done using three different features without using SVM
and while using SVM.

s LAy - i
Fig. 4. Sample video database of 1000 videos with 20 categories

1) Results for video clips using Gabor features

Fig. 5 shows results (precision values) obtained by CBVR
system based on Gabor features extracted from multiple
frames using SVM. There is a significant improvement in
results using SVM as compared to results obtained without
using SVM except for one case.

Precision Values

W using SVM

% Result

m without SVM
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Video Categories

Fig. 5. Comparison of Precision values shown for given categories of videos
using SVM and without using SVM using Gabor features
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Recall Values

W using SWM

% Result

m without SV

Video Categories

Fig. 6. Comparison of Recall values shown for given categories of videos
using SVM and without using SVM using Gabor features

Fig. 6 shows results (recall values) obtained by CBVR
system based on Gabor features extracted from multiple
frames using SVM. There is significant improvement in
results using SVM as compared to results obtained without
using SVM except for one case.

2) Results for video clips using KFCG features

Fig. 7 shows results (precision values) obtained by CBVR
system based on KFCG features extracted from multiple
frames using SVM. There is significant improvement in
results using SVM as compared to results obtained without
using SVM except for one case.

Precision Values
100
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By 6:\@&3' SF c}ﬁ& &
Video Categories

Fig. 7. Comparison of Precision values shown for given categories of videos
using SVM and without using SVM using KFCG features

Fig. 8 shows results (recall values) obtained by CBVR
system based on KFCG features extracted from multiple
frames using SVM. There is significant improvement in
results using SVM as compared to results obtained without
using SVM except for one case.
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Recall Values
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= using svm

B without svm

Video Categories

Fig. 8. Comparison of Recall values shown for given categories of videos
using SVM and without using SVM using KFCG features

3) Results for video clips using BTC features

Fig. 9 shows results (precision values) obtained by CBVR
system based on BTC features extracted from multiple frames
using SVM. There is significant improvement in results using
SVM as compared to results obtained without using SVM.

Fig. 10 shows results (recall values) obtained by CBVR
system based on BTC features extracted from multiple frames
using SVM. There is significant improvement in results using
SVM as compared to results obtained without using SVM.

Precision Values

% Result

M using svm

m without svm

Video Categories

Fig. 9. Comparison of Precision values shown for given categories of videos
using SVM and without using SVM using BTC features

Recall Values

% Result

M using svm

B without svm

Video Categories

Fig. 10. Comparison of Recall values shown for given categories of videos
using SVM and without using SVM using BTC features
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VIl. PROBLEMS AND CHALLENGES

Low level features representing the frames are used in
implementation of CBVR systems using query by image or
query by clips like the one shown in the proposed system.
These low level features extracted from frames are used to
measure similarity between different videos. Due to this,
different types of videos containing distinct objects but with
similar backgrounds may produce false retrievals. For
example, videos showing players playing football may be
retrieved along with videos showing players playing cricket
due to similar background of the field or a video showing a
person delivering speech may be retrieved with videos
showing a different person delivering speech with a similar
background of the stage. Low level features are utilised for
content based image retrieval when query is done by example
image. Performance and efficiency of such systems searching
video is quite acceptable when non-identical features are
present in them but the performance is very poor when low
level features belonging to different videos are identical. This
is due to the fact that they are unable to utilise the semantic
features e.g., different videos having different electronic
equipments but with distinct low level features.

VIIl. CONCLUSION

The proposed system shows better classification and
enhanced video retrieval results. The higher efficiency has
become possible due to utilization of distinct features
representing distribution of color information (BTC method),
inclination of edges in multiple directions (Gabor algorithm),
codewords representing blocks (KFCG algorithm). Though,
the result is appreciable for all the three types of features but
the Precision and Recall values are much higher for BTC and
KFCG features as compared to Gabor features. The
performance is boosted further due to use of features from
multiple frames instead of using single key frame representing
a shot. Additional improvement is achieved by the use of
SVM which makes the system highly efficient.

IX. FUTURE SCOPE

Computational cost of the proposed system is better as
there is no requirement to find the key frames for each shot.
Though we have enhanced classification and retrieval of
videos, an attention and focus is required to eliminate the
drawback of producing false result when videos have similar
backgrounds. Another scope of future research is the
recognition and grouping of videos belonging to same
category but having different low level features.
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Abstract—In this paper, a linear switched reluctance motor is
designed and investigated to be used as a sliding door drive
system. A non linear two dimensions finite model is built to
predict the performance of the designed motor. Thus, the static
electromagnetic characteristics are investigated and analyzed.
The inductance and the electromagnetic force are determined for
different translator position and current intensities with
consideration of magnetic saturation effects. The results of
analysis prove that the magnetic behavior of this motor is non
linear. Furthermore, an important asymmetry of the static and
dynamic characteristics between the extreme phases and the
central phase is observed in high excitation levels.

Keywords—linear motor; 2D-finite-element
analysis; switched reluctance

sliding door;

. INTRODUCTION

Recently, linear motors are widely used in a large number
of applications and have become more and more used in many
areas, particularly in industries such as transportation,
manufacturing, and robotics [1-3]. Contrary to the conventional
systems where the linear movement is obtained by coupling a
rotary motor to a ball screw system, the linear motor allows a
direct linear drive without using rotary to linear transmission
system. Then, it has fewer moving parts so low inertia.
Furthermore, the use of linear motors is recommended for
applications which require high speed and accuracy [4], with
this technology the load is connected directly to the motor due
to the absence of transmission systems which results in high
performance capabilities and excellent dynamic characteristic.
Because of these merits and benefits, linear motor has been
increasingly studied in recent years [3], [5], [6], [7].

In reference [6], a vertical propulsion actuator system of a
ship elevator with Linear Switched Reluctance Machine
(LSRM) is designed and compared to traditional systems.

The design of electromechanical devices requires accurate
prediction of the developed forces. In fact, these forces are
derived from field solutions obtained by numerical
computational methods. Several methods are in use, but some
of them seem to be able to produce consistently accurate
results. The advantages and disadvantages of each method are
discussed in [8], [9].

Various methods have been reported in many work to
predict the distribution of the magnetic field of electromagnetic
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structures, as the method of reluctance networks, the analytical
method [5-6], 2D finite element [7], and 3D finite elements [8].
In this paper, a 2D finite element method is used to study the
performances of switched reluctance linear motor.

Generally the classic automatic door opening is equipped
with rotary motor and transmission systems. In such systems,
the number of moving parts is important that can increase the
possibilities of failures and has negative effects on the system
dynamic and reliability [10].

To improve the performances and reduce the cost of the
sliding door systems, a linear motor is proposed to compete the
classical systems.

The first part of this paper is dedicated to the sizing of
switched reluctance linear motor suitable for sliding door
application. In fact, the main dimension and motor
specifications are described.

Part 1l is reserved for the modeling of the linear motor
using analytical method. This model can express the principles
of electromechanical conversion governing the operation of a
linear actuator with switched reluctance, as analytical relation
with the assumption of the non-linearity of the used materials.

In part 111, a 2D finite element (FE) model was developed
to study the electromagnetic characteristics, the 2D FE model
used to analyze and investigate the static behavior of the linear
motor. The numerical solution of the developed model leads to
compute the magnetic vector potential at each step
displacement and to predict the magnetic field density and the
magnetic force.

The developed mechanical model given by the classical
motion equation is solved by using a numerical transient solver
to obtain the dynamic characteristics. Then, the results obtained
by the two dimensions finite element method analysis are
presented. Finally, part V describes the conclusion of the work.

Il.  SIZING OF THE SWITCHED RELUCTANCE LINEAR
MOTOR

The device to be studied in this work for sliding door
application is a linear planar structure with three phases (A, B,
C). It is composed of two ferromagnetic parts, the stator is an
equidistant toothed bar and the translator which is the moving
part of the motor.
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The proposed motor has an active translator (with a coil),
it’s composed of three modules separated by a nonmagnetic
part, and each module represents a phase and contain two coils
in series.

The design of the linear motor required careful analysis of
the required specifications, the studied motor provide a
bidirectional force that moves a sliding door which have a
weight of 20 Kg.

Fig.1 shows the structure and winding diagram of the
designed motor.

Séparation |  Module

‘ Stator

Fig. 1. Linear motor configuration and winding diagram

The choice of the width of the teeth of the motor as well as
at the translator and stator must absolutely ensure the
reversibility and regularity of motion.

This is guaranteed by the choice of pole pitch equal on the
translator and the stator. Furthermore, the widths of teeth and
slots for the translator and the stator should be equal, [5].

Indeed, the inequality of widths of teeth and pole pitch at
the stator and mobile modules creates steps permeance around
the equilibrium position, which induce a dead zone on the
static force characteristics on which the movable part can move
freely, Fig.2.

Iml M
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Fig. 2. Two elementary module configuration

The pole width and slot width are related to the pole pitch
by the following equation:

A=W, + W, @)
Where W is translator slot width, W, is translator pole
width.

The mover part includes three similar module shifted by a
non magnetic separation has a width determinate by (2), [8].

c=c,+kA4 2
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The mechanical step dy, is related to the pole pitch and the
number of phases by (3).
A

5m :|CO_Wss|:H (3)

The yoke thickness in the stator and in the translator is
choosing equal to the slot width.

Csy = Cty = VVIS (4)
The Fig.3 present a half cross of the studied motor

t hty
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Fig. 3. Half Cross Section of the motor

The most significant geometry of the translator and stator
are cited in the Table I:

TABLE I. SPECIFICATIONS OF DESIGNED MOTOR
Parameters Symbols Values
Teeth width Wep 30mm
Slots width W, 30 mm
Stator Teeth high h,, 30 mm
Yocke thikness Cy 30 mm
Teeth width Wi, 30 mm
Slots width W, 30 mm
Translator ts
Teeth high h, 150 mm
Yocke thikness C, 30 mm
. Number of turn N 450
Coil Section of copper SC 0.5 mm?
Separation Width of separation C 50 mm
Air gap g 0.5mm

I1l.  LINEAR MOTOR MODELING

The linear motor model is done in two stages, the first stage
describes the electromagnetic equations, in the second stage the
mechanical equations is developed.

A. Electromagnetic Equations

By neglegting the phase mutual effect, the phase voltage of
the linear motor is related to the flux linked in the winding by
Faraday’s law as :
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. de(x,0)
U=Ri+——= 5
ot )
Where i is the phase current, U is the terminal voltage ,
R is the phase winding resistance and ¢ is the flux linkage.

The flux linkage in a linear motor phase varies as a function
of the phase current and translator position, thus
U :Ri+%.g+%.g 6)
o ot ox ot
The relation between flux and inductance is defined as
follows:

P(x,0) = L(x0) i 7

The characteristics of flux and inductance are determined
by the 2D finite element method which will be presented
subsequently.

In general, the thrust force produced by the linear motors,
derived from coenergy.

When one phase is excited the electromagnetic force is
written as follows:

aW‘iT(i’X) i =cte ®)

The coenergy of each phase can be calculated in terms of
flux linkage.

F =

We(i, x) = jqﬁ(i, x) di ©)

B. Mechanical Equation

The mechanical equation of the drive system is obtained by
the Newton equation given by the following equation:

d?x . dx dx
m—=F —F. — f sign(—)—-&— 10
FE T og(dt) édt (10)
Where:

: electromagnetic force (N)
. linear speed (m/s)

FX
dx
dt
m : moving part and load weight (Kg),
F. :the load force (N)
f, : the dray coefficient
£ :viscosity coefficient (N.s/m)

IV. 2-DFINITE ELEMENT ANALYSIS (FEA)

FEA is widely used to determine the performance of
designed machine and allows to provide an accurate
characteristic prediction.

In this work, a 2D FEA is used to predict the static and the
dynamic response of the studied motor.

Vol. 7, No. 8, 2016

A. Static characterization

A FE model is developed to study the static behavior of
the proposed motor. In fact, a complete configuration of the FE
model obtained by using motor specification is shown in Fig.4.

Amagnetic

Translator

Stator

Fig. 4. Linear planner motor with modular configuration

The proposed structure of three phase motor, having a
movable armature suspended over a fixed stator. The translator
consists of three similar modules with six poles having
command coils, and each module has two poles and has the
same pole pitch.

The three modules are spaced so that only two poles at a
time can be aligned with the poles of the stator. Non-magnetic
separations are necessary between the various modules in order
to impose a regular shift.

The windings of the electric circuit are laminated with
copper and they are concentrated around the pole of each
module, the coils of a same phase are connected in series.

The used material to manufacture the stator and translator is
a 1010 steel, the corresponding magnetization curve of the last
material is shown in Fig.5.

2.5

s
1.5

B(T)

0.5

0 2 4 6 10 12 14 16

8
H (A/m) x 10°
Fig. 5. The B-H curve of ferromagnetic material (1010 Steel)

This curve has three distinct regions, the steep initial part of
the curve where a small increase in H produces a large increase

in B, the knee of the curve and the saturated region beyond the
knee where a large increase in H implies a small increase in B.

It can be observed from Fig .5, that a flux density about 2 T
marks the onset of saturation in the used material.
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The design of many electromichanical devices requires the
accurate prediction of the developed force.

In fact, the designed structure of the proposed linear motor
was analyzed by use of 2D non linear FEA, then, a series of
simulations is done by a 2D static solver in order to compute
the electromagnetic force and flux linkage values for different
translation position over one electric period. The obtained
computed force as function of the translator positions is
presented in Fig. 6 and Fig.7 for two case phases excitations of
1200AT, 3000AT respectively.
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Fig. 6. Developed forces phases excited by 1200AT
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Fig. 7. Developed forces phases excited by 3000AT

The developed forces showed in Fig.6 and Fig.7 indicates
that there is significant dissymmetry between the extremes and
the central phase. At a current excitation about 3000Atrs, the
extrem phase generates a maximum force of 500N, while the
central phase develops a maximum force not exceeding 450 N.
It’s clear that the end effect occurs for high values of
excitation.

The magnetic flux path and magnetic field density are
presented in the figures below when the three phases A,B,C

Vol. 7, No. 8, 2016

successively excited by 3000AT. The distribution of the flux in
the motor allows us to specify the degree of magnetic
saturation in the different parts of a machine as well as the ratio
of useful to leakage flux throughout the magnetic circuits.

=
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¢) Flux distribution and field density when phase C is supplied by 3000 AT
Fig. 8. Distrubition of line flux through different phases

The analysis of the magnetic flux distribution for the same
supplied current, confirm that a magnetic dissymmetries
between the extreme phases and the phase in the center due to
magnetic leakages.

The magnetic leakage in the central phase is more
important than the extrem phases due to the leakage flux
circulating through neighboring modules despite that there is a
non-magnetic separator between them. Therefore, this
magnetic losses creates a parasitic forces that affect the
performance of the machine.

It can be seen from Fig.8, that when the field current is
3000AT, the magnetic saturation arises in the pole tips of the
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stator and the translator. However, the pole bodies are not
saturated.

The static characteristics of the linear machine are
represented by the flux linkage variation with phase ampere
turn and translator position.

Figure 9 illustrates a magnetization curve which is a plot of
a flux linkage versus Ampersturn at three positions. These
curves correspond respectively to the aligned , intermediaries ,
and unaligned position. The obtained flux curves as a function
of the ampere turn are non linear and confirm the saturation of
the used material for high values of current excitation.

0.25
/
//
0.2 7
S 015 / / /
: 2
E / / — Aligned position
L 01 Intermediar position 1
// / Unaligned position
0.05 /

0
0 1000 2000 3000 4000 5000
AmpersTurn (A)

Fig. 9. Flux linkage as a function of ampere turn and translator position

In order to determine the profile of the inductance resorted
the flux linkage equation given by (7).

The graphic in figure 10 shows the curves of inductance
with the translator position for different magneto-motive force
values between 600AT to 3000AT, where the translator is
moved from an aligned position to an unaligned position.

05 i i i
0.45 aligned position | 600 Atrs
— 900 Atrs
0.4 N 1200 Atrs
- — 1500 Atrs
L 035 3000 Atrs
Q
§ 0s //— _\\\
3 / — \
S pd
0.2 // \\
0.15
—_—

0.1
0.03 0.04 0.05 0.06 0.07 0.08 0.09

Unaligned position Position (m) Unaligned positio

Fig. 10. Inductance-ampere turn characteristics

The obtained results show that the phase inductance in a
LSRM is a periodic function of the translator position, the
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inductances curves are characterised by a maximum and a
minimum value, these two values correspond in fact to the
aligned and unaligned positions.

The results show at a given translator position, the phase
inductance decreases with the applied phase current because of
magnetic saturation.

The phase inductance at the aligned position varies
considerably with the supplied current. However, the unaligned
inductance does not very much changed, mainly because of the
large reluctance that characterizes wide air gap in the flux path.

B. Dynamic response

The proposed linear motor is designed for direct drive
system. Thus, it’s important to study the dynamic behavior. In
this topic, a model was developed by FE method and was used
to predict the dynamic behavior of the proposed motor.

In this work, a coupled electromagnetic-mechanical model
for transient analysis of linear motor has been described, the
mechanical parameters of the proposed structure are:
m=20Kg,&=65N.s/m, f,=0.1N .

The simulation of the dynamic of the motor is done
according to the synopsis schema bellow.

m fo I Fc
Ut
—>
U2 _
—»|  Electromagnetic Fx Mechanical x( displacement
s Model > » v (velocity)
Model a( acceleration)

i

Fig. 11. Synopsis diagrame

In the following, we present the performances of the motor
obtained by transient analysis FEM .The dynamic responses
obtained are shown in Fig12-15.

0.035

|
0.02 l \ /\ /\/\/\/\/\ ~
0.015 II \ \/
l

position (m)

0 0.2 0.4 0.6 0.8 1
Time (5)

Fig. 12. Displacement versus time
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The computed displacement versus time is obtained when
the coil is excited by 900Atrs, the movable part being initially
shifted from -20mm relative to the aligned position, when a
single phase is excited, the translator should move one step and
stop at the position (stable equilibrium position).

The characteristic of displacement presents some
oscillations around its balance position which is equal to 20mm
corresponding to the elementary step displacement of the
designed motor.

o\

AV N A

JV LV VA AAN
\

NN AR VAR vy
A VS

-0.3
0

Speed (m/s)

0.2 0.4 0.6 0.8 1
Time ()

Fig. 13. Velocity versus time
In Fig.13 the moving part starts from the zero velocity to

reach a maximum of 0.38 m/s then it tends to the zero value at
1s where the translator reaching the rest position.

One can observe from Fig. 13 that the velocity of the motor
is characterized by a strong oscillation and great over shoot.
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0.014-V
00 0.5 2.5 3

. 1.5
Time(s)
a) Suppliyed current 900 Atrs
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Fig. 14. Dynamic response of motor on three steps for two different currents

The displacement curve showed in Fig. 14 is obtained for
two excitations current values corresponding to a linear region
of magnetization curve and saturation region.

The obtained results indicate that the working in 3
successive mechanical steps without a load when only one
phase is excited for a constant period. The period of each step
is 1 second.

Also, the presented result shows at the first time phase A
was excited allowing moving the translator on the first
equilibrium position corresponding to 20 mm after that the
phase B, and C must be excited successively to obtain the other
equilibrium position.

Fig 14.b show that the overshoots and the response of the
system is increasing with the increase of the current excitation
and an asymmetry appears between the external phases and
central phase responses.

Fig.15 illustrate the characteristic of displacement when the
phase A is excited with taking into account the effect of the
load. When a load force is applied to the system, the
equilibrium position of the linear motor is affected an error, it
is shown that the displacement is accompanied by a great error
with high value of load force.

These phenomena affect the position accuracy may cause
loss of synchronization at high speed. To overcome such
problems a logic control technique is necessary.
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Fig. 15. Displacements versus time for different loads force

V. CONCLUSION

In order to improve the performance of the classical sliding
door systems, a linear motor has been proposed. In this paper,
an approach for linear switched reluctance sizing and design
has been presented. For that reason, a model is developed by
finite element method to calculate the static field and
electromagnetic force produced by the chosen structure.

In addition, a FE analysis was performed on a basic pattern
using nonlinear magnetic materials taking into account the
saturation effects. The flux linkage and inductance
characteristics are presented and discussed according to
translator position and current. The obtained results show the
presence of an important asymmetry and magnetic leakage
between the motor phases in high excitation levels.

Based on the finite element method, the dynamic
characteristics such as the displacement and the velocity are
obtained. Then, the effect of the load in position is analysed, it
was found that the variation of these parameters affects the
positioning accuracy of the linear motor.

In the future research an optimal control strategy must be
elaborated to reduce the significant oscillation of the motor and
to improve its performance.
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Abstract—Software Defined Networking is a paradigm still in
its emergent stages in the realm of production-scale networks.
Centralisation of network control introduces a new level of
flexibility for network administrators and programmers.
Security is a huge factor contributing to consumer resistance to
implementation of SDN architecture. Without addressing the
issues inherent from SDNs centralised nature, the benefits in
performance and network configurative flexibility cannot be
harnessed. This paper explores key threats posed to SDN
environments and comparatively analyses some of the
mechanisms proposed as mitigations against these threats — it
also provides some insight into the future works which would
enable a securer SDN architecture.

Keywords—SDN; software; security; OpenFlow; networking;
network security; NFV

l. INTRODUCTION

Software Defined Networking is a paradigm that emerged
in around 1995 with the introduction of Active Networking —
programmable  functions integrated  within  network
architecture, enabling programmers to innovate the way in
which they function [1]. Whilst the roots of SDN lay in
technologies first introduced over 20 years ago, the concept is
still extremely relevant to this day and is considered by many
to be the new face of networking [2]. Historically, packetised
data-networks have consisted of hardware-based networking
devices operating at Layers 2 and 3 of the OSI model. Software
is then implemented on top of these layers, to provide other
pieces of vital network functionality, i.e. transport control for
the network, e-mail applications, file transfer etc.

In traditional networks, network hardware such as routers
and switches can be logically divided into two individual
planes; the data plane and the control plane. The data plane is
concerned with the forwarding of data-packets, whilst the
control plane makes packet-forwarding decisions based on the
routing protocols configured on the device. The tightly bundled
nature of these two planes introduces a level of rigidity —
network operators cannot easily manipulate forwarding
decisions on a per flow basis. SDN aims to challenge this by
separating the control and data planes. This segregation allows
network programmers to develop their own controllers, pieces
of software with a global view of the network [2]. This allows
for a level of control that was not possible without a great deal
of work in traditional network architectures due to the tightly
bundled nature of data-plane and control-plane. In SDN, rules,
known as flows, based on a set of conditions (e.g. all HTTP
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University of Derby
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packets over a particular size) are created centrally by network
admins, installed on the controller and then pushed out to
network devices in the data plane. Devices store the flows in
their local cache, and in the event that they receive a packet,
they check the currently stored flows for one matching the
received packet. These flows govern the way in which packets
should traverse the network [3], leading to a network which is
easier to manage due to a centralisation of control.

SDN gives network administrators the ability to collect
traffic statistics from the network devices and pass these onto
the control plane for processing. This allows for in depth
security-analysis without any negative effects on the
performance of the data-plane [4]. SDN makes it possible to
configure security policies centrally at the controller and push
them out network wide. This is in stark contrast to the
painstaking process of individually configuring access control
lists and security policies on every router or switch in the
network [5]. SDN allows easy integration of third-party
software into the environment via the SDN framework,
meaning that plugin-like applications can be deployed to aid
certain security & non-security related tasks [4]. As SDN
controllers hold a global view of the network, they introduce
the possibility of network-wide intrusion detection systems,
which utilize the traffic statistics they receive from the network
devices. As devices are required to communicate back to the
controller at regular intervals, it ensures that compromised
devices are found quickly and reduces the chances of false
positives, an issue that is still yet to be solved in the context of
traditional networks [3].

Whilst some of the benefits of an SDN-based infrastructure
are clear, there are also some apparent shortcomings, which
need to be addressed before implementation of the paradigm
can become widespread. Programmers are able to leverage the
centralised control in SDN architectures to build reactive, self-
healing mechanisms to mitigate against traditional network
attacks [6]. However, the fact that SDN changes the way that
networks operate entirely is likely to bring about new attack
methods that can be used to exploit the individual components
of an SDN architecture, and the ways in which they interact
(i.e.  devices-to-controller,  controller-to-controller  and
controller-to-application).  For example, an attacker
successfully compromising the controller of a network is
particularly lethal, as this single-point of failure can render the
entire network inaccessible [4].

The introduction of a centralised controller completely
changes a networks architecture. This is what makes SDN so
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unique in comparison to traditional networks. With the
centralised point of control, all other layers need to maintain an
interface over which they can exchange important information.
Commonly, the interface utilised by the data-plane and control-
plane to communicate with one-another is known as the
Control-Data-Plane interface, or the Southbound Interface.
SDN Applications also reside in a conceptual application layer,
and communicate with the controller through the 'Northbound
Interface’ or Control-Application-Plane interface. Applications
residing on this layer have the ability to solicit directly with the
controller and obtain useful information about the networks
logical/physical state. This is advantageous to programmers
writing SDN applications, as their programs can access large
quantities of meaningful, real-time data. With this, however,
comes great risk — adversaries may be able to program their
applications to utilise this useful information to form attacks,
and compromise the availability, integrity and confidentiality
of data travelling within the network.

This change in network architecture brings around
juxtaposition. On one hand, the increased flexibility and
ability to innovate with network applications and network
control, gives programmers the ability to better protect against
traditional network attacks i.e. TCP-based DoS attacks,
eavesdropping, man-in-the-middle attacks. On the other hand,
the links between control-plane, data-plane and application-
plane bring about new attack platforms for adversaries
attempting to illegitimately use network services. Much
research has been carried out over the years on traditional
security attacks, however this paper focuses on attacks which
are exclusive to SDN due to changes in the architecture. The
solutions covered below attempt to mitigate attacks targeting
these SDN-exclusive attack platforms, and ensure that
adversaries cannot utilise the change in architecture to their
own advantage.

The remainder of this paper is structured as follows: section
Il explores some of the security threats aimed at SDN
environments; section Il discusses some of the currently
proposed mitigations and provides a comparative analysis of
them; section 1V discusses the current gaps in security and how
these can be filled going forward, and section V concludes the
paper, with an insight into future direction

Il.  THREATS TO SECURITY IN SDN ENVIRONMENTS

Networks running under the SDN paradigm still have the
same security requirements as traditional network settings, as it
is likely that they will be carrying at times, private and
confidential information [7]. SDN completely changes the
architecture and the inter-communicative aspects of the
components in the network - from this arises a completely new
platform for attackers looking to perform security-breaching
attacks. This leads to a need for similar levels of security as
traditional networks, but to defend against threats of a different
nature [8]. This section of the paper examines some of these
key threats and aims to justify their importance.

A. DDoS/DoS Attacks (Flow-decision Requests)

1) DDoS (Flow-decision Requests): Numerous types of
conventional DDoS attacks can be carried out in an SDN
environment, but it is a variation utilising forged flow entries
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which can be harnessed by an adversary in order to target a
controller and compromise its availability. By flooding the
controller with requests for a flow-decision, the controllers
compute resources could become overwhelmed, and the
controller would be rendered unable to deal with any
legitimate requests it receives [2]. By targeting the centralised
point of control (i.e. the controller) it renders the entire
network largely unusable. Whilst data-paths currently in the
network may be able to function temporarily with a downed
controller, once the hard timeout of rules in their table has
expired they will be required to solicit with the controller
again, which will be unable to deal with requests. If an
attacker(s) is able to be persistent with their flooding, this will
eventually cause the unavailability of all network
functionality.

2) DoS Attacks (Switch flow-table entry flooding): At the
data plane level, falsely created flow-entries can be flooded to
other devices in order to consume the space in their flow entry
tables. This leaves the forwarding devices unable to add any
legitimate flow entries to their tables [3]. This results in
devices being unable to incorporate subsequent flow-updates,
leaving the network in a broken, disparate state. One of the
key issues with the data-plane devices within Software
Defined architectures is that of the switches inabilities to
differentiate between legitimate flow requests and illegitimate
ones. This flaw allows for attackers to perform successful DoS
attacks at the Data plane level by filling the switches flow-
buffer with false requests [4].

Whilst it would be possible for an adversary to target an
individual data-path and attempt to halt its availability, it is far
more likely that the controller would be targeted, effectively
creating and spreading a system-wide lapse in availability. The
prospect of this can be potentially devastating, particularly in
production settings where services seeing high usage will be
unusable to clients and employees. Furthermore, with
availability for all clients removed, an adversary can plan and
carry out further attacks which may aim to compromise the
integrity and confidentiality of sensitive data on the network.
For these reasons the above DDo0S/DoS attacks have been
mentioned in this paper and are considered amongst the most
important attack types.

B. Hijacked/Rogue Controller

The controller can be thought of as the centralized ‘brain’
of an SDN. It controls the whole network from one point,
making it arguably the most vital component of SDN
architecture. An attacker that manages to compromise the
controller essentially has control over the whole network [9].
Ability to control the actions of the controller would allow the
attacker to manipulate flow entries in any way that he/she
choose, e.g. stopping certain packet types reaching their
destination, re-directing packets to malicious nodes in the
infrastructure. In conjunction with this, the attacker could aim
to compromise a particular forwarding-device in the network
and enable it to operate as a ‘man-in-the-middle’ or black-
hole/grey-hole node. This would allow the attacker to
potentially drop, alter or inspect the contents of any packet it
receives [10]. Another possibility is that an attacker
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successfully registers a 'rogue’ controller in the control plane of
the network. With this rogue controller in place the adversary
may be able to influence/halt the availability of other
controllers, change rules installed in data-paths caches and
effectively halt/manipulate the workings of applications in the
applications layer.

Any attack that targets the controller/controllers in SDN
architecture can have potentially devastating effects. Whilst the
centralised nature and ability to collate information at one point
can be massively advantageous to network
administrators/programmers, in the wrong hands it could be
utilised to spearhead attacks on the integrity of control
messages/sensitive application information, the availability of
important services to a systems users, and the confidentiality of
sensitive user information utilised by applications in the
application layer. Any approach attempting to successfully halt
hijacked/rogue controllers should focus on ensuring the
authenticity of the controller, before allowing it to make any
changes to the network.

C. Malicious Applications

Due to the allowance of the SDN framework for integration
of third-party applications, the issue of malicious applications
arises. Applications exhibiting malicious behavior within an
SDN environment can have catastrophic consequences, similar
to that of a compromised controller [2]. Authentication and
authorization of an application to operate within an SDN
environment is difficult to enforce. Applications relying on
deep packet-inspection techniques to operate can pose potential
risks to the network — they may be able to indirectly control the
entire network through the information they have collected
during packet-inspection [11].

The increased amount of data, and the way in which it is
centrally located is what gives malicious applications the
ability to threaten the integrity and confidentiality of
user/network information that they have access to. Securing the
northbound interface is a difficult task, as each application
utilising it may require access to a unique subset of information
from the controller. In order to successfully monitor this, some
kind of strict, information-access policy need to be enforced.
This ensures that an application declares which information it
will need and is only able to access these. This could ensure
that applications are not covertly stealing or using information
from other applications. Authenticity must also be ensured,
before an application is able to communicate with the
controller.

D. Control-Data Plane Link Attacks

Another key area in SDNs which presents opportunities for
attackers would be the link between the control plane and the
data plane. The OpenFlow specification defines use of TLS
(Transport Layer Security) as optional [12], making this a
weak-point and clearly susceptible to various attacks, i.e. man-
in-the-middle attacks, black-hole attacks.

1) Man-in-the-middle Attack: A man-in-the-middle type
attack takes place when a malicious node establishes itself
between the controller and the data-paths residing on the data
plane. Instead of directly forwarding the messages straight to

Vol. 7, No. 8, 2016

the controller (or vice-versa), the 'man-in-the-middle’' node is
able to manipulate/ or inspect the contents of packets [13].

2) Black-hole Attack: A black-hole type attack could also
be performed, in which a node establishes itself in between a
targeted device and the controller, and simply drops any
packets it receives without forwarding them to the controller.
This results in a breakdown of network communications and
renders the services unavailable to legitimate users [3].

If an attacker does manage to establish itself as an
intermediary between the control plane and data plane, it can
potentially be devastating to the entire network. The man-in-
the-middle type attack is a direct attack on the integrity of
control messages between network devices in the data plane
and the controller. An adversary can change control messages
and shape the way the network is formed to a way
advantageous to them. On the other hand, the black-hole type
attack is a direct attack on the availability of the networks
services. If all messages between network devices and the
controller are not being forwarded by the malicious node, it
will inevitably result in a breakdown in communication, with
devices in the data plane unable to solicit the controller when
necessary. This link between control and data plane is clearly a
weak-point, and acts as a ripe attack platform for adversaries. It
is therefore extremely important that it is secure before SDNs
see widespread usage in production settings.

E. Eavesdropping Attacks

Adversaries attempting to gain illegitimate access to SDN
networks or halt service availability may find it advantageous
to eavesdrop (the act of illegitimately capturing and inspecting
the packets flowing over a connection) on certain connections
in the network [14]. This may allow them to gather meaningful
information which can then be used to carry out more intrusive
attacks. Eavesdropping attacks have long been carried out in
traditional network settings — wireless architectures are
particularly weak due to their over-the-air transmissions.
However, in the context of SDN, eavesdropping can be carried
out to inspect the packets traversing the link between control-
data plane, and also exclusively at the data plane. At the data
plane, [15] discusses a ease-of-use 'listening' mode integrated
into OpenFlow switches can be utilized by a malicious
adversary (that has been able to compromise the switch) in
order to inspect the packets transmitted by surrounding
switches, allowing attackers to learn important control
information. In a sense, eavesdropping carried out at the
control and data plane is more of a passive attack and does not
directly affect the availability, confidentiality or integrity of
data. It does, however, empower attackers to carry out further
attacks which compromise these security aspects.

In the context of eavesdropping carried out at the
Application-Control Plane link, however, the confidentiality of
sensitive information can be directly compromised. A
malicious adversary can learn information pertaining to a
particular user if they manage to eavesdrop on a connection
transmitting sensitive application data. This makes eaves-
dropping a particularly serious attack — confidentiality must be

ensured before critical applications carrying sensitive
information can be deployed in an SDN-environment.
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F. Side by Side Comparison of Attacks

The following table summarises the above investigation
and allows us to see the layers of abstraction that each attack
affects in the SDN-architecture, and the specific security
aspects that they could potentially compromise.

TABLE I. COMPARISON OF SDN ATTACK TYPES
Targeted Affected Security Aspect
Attack SDN - . .
Layer A_vallab (_:onfldentla Integrity
ility lity
Distributed Denial ~ Control, .
of Service Data
Denial of Service Control, X
Data
Hijacked/ Control,
Rogue Data, X X X
Controller App
Malicious A
Applications PP X X
Control,
Man-in-the-middle Data, X X
Control-
data link
Control,
Data,
Black-hole Control- X X
data link
Control,
Eavesdropping Data, X
App

Each attack investigated in this section has been, or still is,
fairly common in the realm of traditional networks. The
interesting part is, that with the introduction of new attack-
platforms inherent from SDNs architectural changes, comes
variations of the attack which are then exclusive to SDNs.
Whilst the traditional variations of each of these attacks can be
dealt with in a more appropriate, effective manner due to the
centralised nature of SDN, it is these SDN-exclusive variations
which pose the largest challenge and that need to be given
attention when moving forward with SDN security. The
following section aims to look at currently proposed solutions
to the above attacks and evaluates their effectiveness.

I1l.  MITIGATIONS AGAINST SECURITY CHALLENGES IN
SDN

The previous section defined some of the key threats to
both the control and data planes in the context of SDN
environments. The separation of these planes leads to highly
configurable networks; however it also introduces the
possibility of a number of security threats. This section
explores some of the mitigations proposed for these individual
threats, and then introduces some network-wide solutions
which aim to secure both the control and data plane [2].

A. DDoS/DoS Attack Mitigations

DoS Attacks on SDN networks can be carried out at both
the control and data plane levels. Below are a number of
solutions; some specifically aim to defend the control plane,
some the data plane, and others provide protection to both of
these planes.

Vol. 7, No. 8, 2016

Seungwon Shin et al. [16] introduce a solution for TCP
based control plane DoS attacks — AVANT-GUARD. This
solution consists of two components; a Connection Migration
mechanism used in establishing useful TCP sessions from
failed ones, and Actuating Triggers which enable data plane
devices to activate flow rules under certain pre-defined
conditions. Connection Migration proxies the TCP handshake
that takes place when nodes initiate a TCP connection, and
ensures that the handshake is successfully completed and the
session established before allowing any flow entries pertaining
to this session to be forwarded to the controller. This reduces
the possibility of TCP-SYN packet flooding attacks on the
controller as the handshake will not have been completed for
these sessions. The Actuating Triggers mechanism introduced
in [16] also reduces the computational load incurred by the
controller, by allowing devices to activate certain flow rules in
their tables under predefined conditions. This reduces the
number of transmitted flow-requests. Evaluative tests prove
that in the presence of a TCP-SYN based DDoS attack, the
response time of the controller to legitimate flow requests
increases by a negligible amount in the order of milliseconds,
along with the percentage of overhead incurred [16]. Whilst the
performance of AVANT-GUARD is desirable, the approach is
generally limited due to the fact that it targets one particular
variation of the DDoS attack (TCP-SYN based attacks). An
option would be to deploy this solution alongside other DDoS
prevention mechanisms targeting other attack variations,
however this configuration could become cumbersome and
resource intensive. Instead, a solution defending the control
plane from a wide variety of DDoS attack types would be more
desirable.

Paulo Fonseca et al. [17] present a novel mechanism to
prevent control plane based DoS attacks - CPRecovery. This
replication based component allows for the handing-over of
control from one controller, failing due to the presence of a
saturation attack, to a secondary controller. To achieve this,
switches check for the presence of a properly operating
controller by sending an inactivity probe. If this probe
determines inactivity in the controller, a connection is made to
a secondary controller which assumes the role of the failed one.
To ensure this process is seamless, the initial primary controller
sends state update messages to the secondary controllers in the
network [17]. This multi-layer approach does provide
resilience, and unlike AVANT-GUARD [16], it provides the
control plane with protection from a wide variety of attacks. It
is, however, noted in [17] that once the secondary controller
assumes a primary role, it is then susceptible to DoS attacks
itself. One further downside to CPRecovery is its performance.
Due to the overhead incurred from the instantiation and
connection of recovery controllers, CPRecovery can be quite
slow [17], with response times far higher than that of AVANT-
GUARD. It would appear that this is a trade-off for the more
thorough protection offered in [17].

Presented in [18] is FlowRanger, a proposal described as a
request prioritizing algorithm for control plane-based DoS
attacks. At a fundamental level, FlowRanger implements a
priority-based scheduling system, with its key metric being that
of trust-values held by each node in a network. Controllers
implementing FlowRanger are able to evaluate the trust values
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of each node they are receiving requests from and buffer them
in separate priority queues [18]. Other proposals ([16], [17])
implement a rate-limiter for the amount of requests which can
be sent to the controller, however this results in the dropping of
some legitimate requests. This is clearly an issue; in production
environments it is not acceptable for legitimate flow-requests
to be dropped. FlowRanger challenges this with its priority
queueing mechanism; suspected attacking requests will still be
served, albeit at a lower priority than others. This works well,
for example, if a legitimate switch is having issues and is
having to retransmit flow-requests to the controller. It will be
initially buffered in a lower priority queue, but eventually the
request will be served. This means that once the switch has
established itself and replenished its flow-cache with correct
rules, its trust value will increase and its requests will return to
higher priority queues. FlowRanger differs from previous
implementation in that its priority queues are implemented at
the controller, instead of in a distributed manner. This provides
a further layer of protection (as long as the controller is not
compromised). Simulation results also show that the
centralised nature of this mechanism make it a higher
performer than previously proposed solutions [18]. Reference
[19] introduces a method utilizing user-behaviour analysis.
Whilst this sounds effective in premise, the adoption of strong
assumptions regarding the number of flow-requests generated
by users leaves a lot to be desired. The source IPs of requests is
tracked by the controller and if the profile of packets received
from that IP fall into a certain category, the IP is marked as
malicious. The controller then subsequently drops requests
from that IP. This suffers from similar issues to AVANT-
GUARD [16], in which genuine requests from non-malicious
users may be ignored.

References [16], [17], [18] and [19] all focus on control
plane-based DoS/DDoS attacks. Whilst it is arguably more
vital that the control plane is protected, data-plane based
attacks do exist and require ample protection. In [20] a data-
plane oriented DoS mitigation known as Virtual source
Address Validation Edge mechanism (VAVE) is proposed.
VAVE is pre-emptive as it attempts to detect the presence of a
node using IP-spoofing techniques to mask its real identity —
this type of behaviour often leads to DoS attacks. By checking
incoming packets against entries in the flow-table, the VAVE
interface in the network determines if the packet is a
recognised type — if not, the validity of the packet is checked
against a list of pre-defined rules [20]. This could potentially
cause issues, as if the pre-defined list of rules is not thorough,
certain legitimate packets could be dropped, causing
availability issues for genuine clients. As this mitigation only
defends against data plane attacks, it would leave the controller
susceptible to DoS attacks. To provide thorough protection
against all types of DoS, parallel implementation of VAVE
alongside AVANT-GUARD or CPRecovery would be more
appropriate. This parallel implementation does however come
with the downside of high computational cost and a chance of
conflicting configurations.

One major issue with the currently proposed solutions for
DoS/DDosS attacks is that they wait for the adversary to strike,
and then attempt to deal with the aftermath. In the case of [16],
[17] and [21], it is possible for the network to be rendered
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temporarily unavailable before any attempt to mitigate is made.
FlowRanger [18] challenges this to a degree, and in general
appears to be the strongest solution from the selection reviewed
above. One solution which does put emphasis on early DDoS
detection is presented in [22]. The scheme utilises a measure of
entropy variation in the attack packets destination IP field. The
method claims to stop the attack within the first 500
transmitted attack packets. Whilst this is early, it is likely that a
reasonable amount of damage will have been done during this
period of time. It seems clear that defending against attacks in
the control plane are two entirely separating things. Networks
would benefit greatly from a solution which simultaneously
protects both of these planes, whilst still achieving a reasonable
level of performance.

B. Hijacked/Rogue Controller Mitigations

Unauthorised access to the controller in an SDN
environment has been identified as one of the most potent
threats. Various approaches towards protecting an SDN from
unauthorised access at the control plane level have been
proposed. The authors in [9] suggest multiple-controller
architecture coupled with a ‘Byzantine Fault-Tolerance’
mechanism, in which a number of controllers dictate to the
switches in the environment. Each switch in the network is
connected to a set of controllers, and when one controller fails
due to a successful attack, another controller takes over and
connection with the failing one is severed. This particular
proposal utilises a high level of resources; however an
algorithm is introduced to reduce resource consumption by
determining the optimal amount of controllers connected to
each switch based on latency requirements and the tolerance of
the switch to faulty controllers. Simulation results presented in
[9] suggest that the method achieves reasonable levels of
performance when the size of the data plane is small; however,
as the number of switches grows the amount of controllers
needed also increases, resulting in lower performance in larger-
scale environments. It could be said that the proposal in [9]
suffers from the same flaws as CPRecovery, in that even
though a replacement controller gains control of the network,
once it has taken control it is then subject to the same attacks as
the previous controller. It would appear that the most effective
solutions provide defense against the occurrence of an attack,
and not just provide fault-tolerance and resilience should the
attack occur.

In contrast to the above proposal, the authors of [23]
introduce a mechanism aiming to secure SDNs by forcing them
to operate in a distributed manner. An earlier work, [24],
presented by the same authors defines the workings of this
hybrid, distributed SDN system, in which the controller
continues to centrally define flow rules, but puts algorithms in
place to enable switches to spread flows to other devices in the
network. In [23], a number of mechanisms are proposed which
work cooperatively to provide security in this distributed
environment. The use of a Trust Manager System is
introduced. This is an actively maintained list containing ID’s
for all of the devices currently operating in the network. This is
then coupled with encrypted transmissions of all flow entries
occurring between controller- data plane device and data plane
device— data plane device. An authentication mechanism is put
in place to allow each data plane device in the network to
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check the authenticity and validity of the node that a flow
originated from. This approach is in stark contrast to [9] which
relies simply on a fault-tolerance mechanism. As mentioned in
section 11.C.2 of this paper, [23] enforces the use of TLS in all
of its controller-to-equipment transmissions, making these
communications inherently secure. One inherent issue with the
distributed nature of [23] would be the difficult process of
configuring and debugging issues with it. Since the overall
proposal consists of a number of linked mechanisms, a fault in
one place would bring down the entire system, or at least leave
it partially operating and open to attacks. The process of
accurately pinpointing the point of failure could be a difficult
process. Since the nature of SDN forces networks to operate in
a centralised manner, it would seem logical to develop
centralised security mechanisms to complement it.

No simulation results are presented in [23] leading to the
assumption that the method may not have been subject to
adequate testing as of yet - this would make [9] seem more
reliable — however, the lower computational overhead incurred
in [23] would make it more desirable in the network setting.
The distributed architecture presented also appears to be more
efficient, and its generic nature allows the use of any
encryption method to be used as part of its implementation,
making it a more flexible option [23]. One similarity between
these two solutions is the fact that they both provide protection
only to communications existing on the control plane and the
control-data plane link. Presented in [25] is a method which
provides protection for both the Control Plane and the Data
Plane. AuthFlow prevents the access of unauthorised hosts to
the network, and ensures that they are properly authenticated
through the use of a RADIUS server. Extensible
Authentication Protocol (EAP) is used to encapsulate any
messages that hosts send to the RADIUS server, requesting
authentication. An intercepting authenticator relays these
messages to the controller, which then adds the host sending
the packets to its list of authorised hosts. A particular strength
of this proposal is that packets containing flow entry updates
for other devices are not transmitted until both devices are
successfully authenticated [25]. Whilst this approach provides
strong protection and authorisation for legitimate hosts on the
data plane, its weakness lies in its underlying technologies.
EAP is generally considered as weak in the realm of
authentication [26], and whilst it does allow the configurators
to select their own authentication and encryption methods, any
hacker with knowledge in traditional attacks should be able to
force an entry into the network as a rogue data-path.

Compared to the Byzantine Fault Tolerance mechanism
described in [9] and the distributed security model in [23],
AuthFlow appears to offer a more thorough solution, providing
authentication and authorisation at both the control and data
planes of an SDN environment. Test results presented in the
AuthFlow paper suggest that the method successfully prevents
unauthorised access of both data-plane hosts and controllers to
the network, and does so in an efficient manner - with low
computational and communicational overhead incurred, due to
the low amount of controller input [25]. The AuthFlow
mechanism also appears to be more scalable than the other two
proposals in that it does not require more controllers to be
added as the data plane increases its size; new devices can
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simply authenticate with the RADIUS server and be added to
the trusted-device list stored at the controller.

One further proposal which appears to offer strong
authenticity, validity and integrity in terms of the flow rules
installed in switches is PERM-GUARD [27]. Offering
protection to at all layers of the SDN model (Control, Data,
Application, and the links in between them), PERM-GUARD
employs a scheme that manages the flow-rule production
permissions of controllers and applications in an SDN
infrastructure. If a controller or application wishes to push
flow-rules out to data-paths on the network, they are required
to authenticate themselves to a centralised authority by means
of an identity based signature. Each legitimate controller or
application will hold one of these signatures, and appropriate
flow-production permissions will be set on authentication [27].
If one of these signatures cannot be presented, then the
controller/application in question will be considered
illegitimate. Whilst this does not necessarily stop attackers
from attempting to hijack controllers or create rogue controllers
and connect them to the network, it will deny them the ability
to make malicious changes to the network structure by pushing
rules out to data-paths in the network.

It would appear that PERM-GUARD is the strongest of all
the solutions covered in the above section — it provides
protection for not only controllers but also applications. It is a
great strength of any solution when it is able to provide cross-
layer protection from a common attack. In general it appears
that it is not the task of stopping an already-identified
hijacked/rogue controller that is difficult - it seems detecting
them in the first place is the hard part. Preemptive mechanisms
which prevent hijackers and rogue controllers from ever
gaining access to the network would need to be developed in
order to ensure that there is little to no chance of compromise.

C. Malicious Application Mitigations

Malicious applications are another dangerous threat in the
context of SDNs. A compromised application or an application
that has been programmed with malicious intent can allow an
attacker to leverage control of the entire network [28].
Similarly, an application with buggy code can introduce
vulnerabilities that attackers could exploit to gain unauthorised
access to the network. The authors in [21] propose ‘FortNOX'
—a mechanism which monitors the insertion of flow-rules from
security applications to devices in the network. New flow-rules
are first checked against all other existing flow rules on a
receiving device, and in the presence of a conflict, the new
flow is discarded and not added to the local cache. This
mechanism allows admins to enforce a set of hard-coded rules
which override any dynamically-created rules. This ensures
false flows added to the network by malicious applications to
direct traffic to compromised nodes will not be permitted [21].
One particular downfall of this approach is the fact that
legitimate  security-applications that rely on dynamic
modification of flows within the network will not operate
properly in the presence of admin-created hardcoded rules. The
authors in [21] do not explore this scenario, so future work
could relate to this area and introduce a permissions-based
mechanism to allow certain dynamic flows to take precedence.
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An alternative to the previous proposal, the authors in [28]
present Rosemary - a small network operating system (NOS)
which is ran in multiple instances on top of the control plane of
an SDN. Each application running in the environment is
executed within an individual instance of Rosemary,
effectively isolating each application. This allows for close
monitoring of every application deployed on the network in
terms of the resources it uses and the packets it transmits or
receives. As well as providing a platform for monitoring
malicious activities of individual network applications,
Rosemary provides a level of resilience in that if one
application fails or crashes, others will continue to run inside
their isolated instance of the NOS [28]. Rosemary’s description
as a ‘robust, secure and high-performance NOS’ would concur
with the results of evaluative test. Tests show that successful
attack rates are very low in the presence of Rosemary, with
high levels of performance achieved in terms of the throughput
achieved and latency observed. This, however, comes with the
downside of a high computational overhead, especially when
compared to FortNOX which incurs relatively low levels of
overhead [21].

Another proposal, LegoSDN [29] is conceptually similar to
Rosemary in that it provides a layer of isolation between the
controller and the application layer of an SDN environment.
The key difference is that all applications are bundled together
in one plane, whereas Rosemary implements a single container
for each individual application. Whilst LegoSDN isn’t
designed specifically for combatting attacks, it isolates
applications that are identified as failing — a failing application
being one of the key signs of the beginnings of an application-
based attack [29]. In this sense, LegoSDN provides a pre-
emptive mechanism — isolating potentially malicious apps from
the network before they are able to cause damage. In
comparison to FortNOX and Rosemary, LegoSDN does not
provide a thorough enough mitigation against attacks. A
parallel implementation of LegoSDN and FortNOX may be
more appropriate, providing a type of first line and second line
defence, respectively.

OperationCheckpoint is introduced in [10] as an SDN
application control system, taking into account both the
information that an SDN application reads from the underlying
network, and the rules and policies it pushes out to data-paths
in the network. OperationCheckpoint employs a thorough set
of user-defined permissions, covering all OpenFlow related
tasks. Each application that then needs to be used will be
mapped to a specific subset of these permissions. Applications
will then be unable to perform any actions that lie outside the
set of permissions it has been mapped to (unless a change is
authorised by administrators/operators) [10]. This effectively
stops applications created by malicious adversaries from
capturing sensitive data or executing malicious commands in
the data plane, because these actions need to be declared first.
By enforcing this declaration of necessary functionality, it
allows network operators to build bespoke permission sets and
ensure they know precisely how each application is behaving.

OperationCheckpoint seems to be the most thorough
method of protecting an SDN infrastructure from malicious
applications. In comparison to other solutions, it seems to
perform better due to the simplistic nature of its permissions
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system. This is in contrast to certain solutions such as
Rosemary, which in terms of its performance is lacking due to
the fact that every application is ran in its own environment.
This has the tendency to incur high levels of overhead. One
feature of SDN is the fact that there are a set of common APIs
that can be used at the northbound interface between
applications and the controller. This is advantageous in the
sense that it removes the possibility of cross platform
vulnerabilities arising through poor configuration/coding of
middleware.

D. Control Plane and Data Plane Link Attack Mitigations

The link between the control plane and data plane carries
transmissions of flow-entries down to the data plane for
devices to add to their local cache [28]. The specification for
OpenFlow, the most widely used and supported protocol for
SDN operations [2], specifies an optional implementation of
Transport Layer Security (TLS) for this link, however as this is
optional, many of the available controller APIs don’t enforce
or support this option. For this connection to be completely
secure, controller specifications would need to enforce this
usage of TLS — providing secure encrypted transmissions and
the authentication of entities at each end of the link.

In addition to this, IDS style systems could be implemented
to thwart man-in-the-middle and black-hole type attacks
occurring on this particular link. The authors in [30] present a
methodology in which the Bro IDS system is integrated with a
Ryu-based Python controller. On reception of a packet the IDS
utilises deep packet inspection techniques to inspect the packet
and determine its source, destination, payload among other
things. Acting as a signature based IDS, bad-traffic and
malicious activities are pre-configured into the controller, and
unknown packets are then checked against these signatures to
identify the presence of malicious packets [30]. Evaluative
tests carried out in [30] suggest that the response times of this
mechanism are quite slow. This is due to the additional load
incurred on the controller from integration of the IDS system.

Due to the fact that the majority of attacks that take place
within this link are variations on the traditional man-in-the-
middle and black-hole attacks, it may be possible to protect the
Control-Data plane link via traditional means. That is not to
say that this would be a thorough solution. As explored above,
employing an IDS system to identify potentially malicious
nodes forwarding messages across this link would ensure that
falsified messages are not forwarded between data-paths and
controllers, confidential data is not extracted, and that
availability is not compromised by means of a black-hole
attack.

E. Eavesdropping Attack Mitigations

Defending against eavesdropping in any environment can
be a particularly difficult task. This is due to the passive nature
of the attack; attackers can simply establish themselves as a
node in the network and activate a listening mode. This enables
them to view the stream of packets that traverses them. Since
eavesdropping nodes will often appear to have similar
behavioural characteristics to legitimate clients, it can be
difficult to detect them. In an SDN environment, this difficulty
is exacerbated with the introduction of new attack platforms
stemming from the centralised nature. An example of this
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would be the control-data plane link and the control-
application plane link.

A passive approach to defending against eavesdropping in
the data plane and the control-data plane link is presented in
[26] as Random Route Mutation. Its premise lies in randomly
changing the course of packet flow, such that the destination IP
stays the same. By changing this flow it aims to obfuscate the
packet traces collected by adversarial clients. Such a method
has been implemented in traditional network settings with
moderate success. Authors in [26] claim that simulation results
prove the RRM mechanism to be both efficient and effective in
reducing the number of successfully eavesdropped packets.
The approach has also been implemented in a NOX controller,
suggesting that it is applicable to SDN environments as well.
One particular downfall of this approach is it does not consider
the intelligence of the adversaries it attempts to defend against.
Whilst the technique may instantly see considerable reduction
in the amount of eavesdropped packets, should adversaries
learn of the algorithms utilized for randomizing packet flows,
they may be able to reverse the affects by applying the reverse
algorithm to their packet captures. Whilst this passive approach
provides some mitigation, it is clear that its effect is limited and
a more thorough solution would be necessary should SDN see
widespread usage in production settings.

In [15], Combat-Sniff is introduced. Combat-Sniff
implements both an active-detection mechanism which actively
scans for eavesdropping nodes, and a pro-active defense
method which aims to prevent malicious adversaries from
being able to sniff packets in the first place. An attacker is able
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to force a switch into storing an illegitimate flow entry in its
cache that forwards all packets to itself. Combat-Sniff combats
this by taking random samples of the flow entries installed in
each of the switches tables and checking their integrity [15].
Should a flow be identified as illegitimate, the appropriate port
on the switch is shut down and packets are no longer
transmitted through it. Combat-Sniff also aims to retain the
confidentiality of information on packets travelling through a
switch by ensuring that the switch is partially blind. This
means that the switch is intelligent enough to know how to
forward the packet, but is unaware of the packets contents.
Whilst, in premise, this solution seems technically sound, and
evaluative tests prove it to be a reasonable performer with a
fair level of effectiveness, it would be important to ensure that
the weight of the random flow-entry sampling is ample enough
to ensure illegitimate flows are identified.

It appears that eavesdropping is generally a very difficult
attack to defend against, with not many solutions existing
solely to defend against it. Intrusion Detection Systems and
Intrusion Protection Systems can potentially be configured to
detect eavesdropping nodes, however the passive nature of the
attack makes it inherently difficult to detect. It appears that the
two existent solutions ([26], [15]) are both more geared
towards reducing the damage of any eavesdropping attacks. A
more effective solution would attempt to prevent any sort of
eavesdropping taking place. This could be achieved by
employing some strong encryption method, and giving only
authenticated data-paths and controllers the correct key to
unencrypt packets.

TABLE II. SUMMARY OF ATTACK MITIGATION
Targeted Attack  Affected Security Aspects Proposed Solution SDN Layer
Data Control-  Control =~ Control- = Applicatio
Data link App link n

DoS/DDoS Availability AVANT-GUARD [16] X

CPRecovery [17] X

FlowRanger [18] X

VAVE [20] X

Entropy-based detection [22] X X
Hijacked/Rogue Auvailability, Byzantine Fault Tolerance [9] X
Controller Confidentiality, Integrity

Trust Management System [23] X X

AuthFlow [25] X X X X

PERM-GUARD [27] X X X
Malicious Confidentiality, Integrity ~ FortNOX [21] X X X X
Applications

Rosemary [28] X X

LegoSDN [29] X X X

OperationCheckpoint [10] X X X
Control-Data Link Availability, BrolDS [2] X X X X X
Plane Attacks Confidentiality, Integrity
(MITM, Black-
hole)
Eavesdropping | Confidentiality Random Route Mutation X X

Combat-Sniff [26] X X
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F. Summarising solutions

Each of the attack solutions explored above have been
evaluated in terms of their strengths and weaknesses. Solutions
have been comparatively analysed in order to identify the gaps
that are yet to be filled in terms of SDN security. In order to
summarise the evaluative exercise above, a table has been
produced, showing each of the solutions, the attack type they
aim to defend against, the logical SDN layer they operate at
and the security aspects they aim to maintain (table 2).

IV. DiscussioN AND CONCLUSION

SDN is a promising platform which has been extensively
used in research settings due to its highly configurable nature,
allowing researchers and experimenters to create bespoke
forwarding rules in their environments. It is yet to have made
much of an impact in large-scale production settings, due to
inherent security issues introduced through the separation of
the control and data planes. This paper explored a number of
key threats unique to the SDN platform and discusses for each
a number of mitigations that have been proposed. It 